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ABSTRACT

A Workshop was held January 17 through 19, 1989 in Pasadena, California to
review the state of the art in noncontact temperature measurement (NCTM)
technology and to identify the NCTM requirements of the National
Aeronautics and Space Administration (NASA) microgravity materials
processing community. The workshop scope included technical
presentations and discussions which ranged from research on advanced
concepts for temperature measurement to laboratory research and
development regarding measurement principles and state-of-the-art
engineering practices for NCTM methodology in commercial and industrial
applications.

Technical presentations were made concerning (1) NCTM needs as
perceived by several NASA centers, (2) recent ground-based NCTM research
and development of industry, NASA, academia and selected national
laboratories, (3) work-in-progress communication and, (4) technical issues of
the implementation of temperature measurement in the space environment
to facilitate future U.S. materials science investigations.

The workshop was attended by approximately eighty scientists and engineers
from diverse organizations including academia, industry, NASA and selected
national laboratories. These proceedings contain the manuscripts and
abstracts which were submitted by the authors of the invited papers, together
with the summaries of findings and recommendations of the session chairs.
The recommendations address identified needs to establish and extend
thermophysical and thermoradiative materials properties data in support of
fundamental temperature measurement, to identify and develop a series of
objective temperature measurement instrument evaluation criteria and
standards (particularly for thermal-imaging instruments), to continue
vigorous research concerning applicability and limits of error for various
radiation thermometry methodologies, and to continue the development of
new NCTM technologies which will facilitate future quantitative materials
science investigations.
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FOREWORD

The space environment permits scientists from around the world access to a
completely new laboratory unfettered by the constraints of our earthbound
habitat. Unique to this new laboratory environment is microgravity, where
very low accelerations can be achieved and maintained for significant
durations; this permits detailed study of the behavior of materials in a variety
of temperature regimes. One facility under development for this new
laboratory is a containerless processing facility. Here, samples can be
positioned in free space without the externally applied reaction forces which

would be required to counteract the gravitational acceleration that would be
encountered on earth.

The potential for science investigations in both microgravity and
containerless science are exciting and broad because of the variety of
materials and temperature ranges which can be explored. However, the
conduct of scientific investigations in this new laboratory requires advanced
capabilities and instruments that allow noncontact sample and process
characterization. A very important area for this characterization is
noncontact temperature measurement (NCTM), for which this workshop was
convened in January 1989 in Pasadena, California.

The need for noncontact temperature measurement was identified at the
April-May 1987 National Aeronautics and Space Administration (NASA)
workshop held in Washington, D.C., and chaired by Dr. Mark C. Lee. The
proceedings are documented as NASA Conference Publication 2503, dated
1988, and available from NASA's Scientific and Technical Information
Division. An excerpt from the foreword of that document identifies NCTM
and several other areas of advanced technology development:

"Noncontact Temperature Measurement instrument has been identified as
one of the eight advanced technology development (ATD) areas to support
the Microgravity Science and Applications Division's effort in developing the
six space Station Flight Experiment Facilities. The other seven ATDs are
high resolution/high rate video technology, microgravity fluid diagnostics,
laser light scattering instrument, vibration isolation technology. high
temperature furnace technology, high temperature material [sic] technology,
and interface measurement. Those ATD areas are defined as generic areas of
technology advancement that will enhance the scientific integrity and quality
of flight experiments. These technologies shall not be in the critical path of
ongoing programs or near term facility development programs."

Further clarification of particular scientific needs is required to effectively
manage the advanced technology that is oriented toward the enhancement
and enablement of space-science experiments. The scope of the reported
work includes approaches to instrumentation for the measurement of
temperature over rather broad ranges and a general consideration of
materials and processes that require temperature measurement. The
materials include both condensed and uncondensed matter; much of the
scientifically interesting phenomenology involves changes of state and
nonequilibrium processes, including solidification and the processes of
crystallization.
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Significant progress has been made in investigating capabilities of advanced
techniques for temperature measurement. However, further work is needed
to establish the requirements for NCTM in support of future, and
undesignated, science experiments. As this requirements definition
proceeds, the adequacy of developing NCTM capabilities can be evaluated,
and further technical advancements which are needed can be identified.
Because of the ongoing nature of this work, it is anticipated that a follow-up
workshop will be held near January 1991 to extend our understanding of the
fundamental technological barriers of NCTM for advanced science
experiments, and to revisit the technological capabilities in NCTM that are
under continuing development.
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SUMMARY OF PROCEEDINGS CONTENTS
Robert R, Hale

This document is organized into sections that closely parallel the framework
of the technical workshop itself.

Section 1, NASA NCTM Needs by Center, contains the manuscripts prepared
by each Center that describe the perceived needs for noncontact
temperature measurement (NCTM) in support of science thrusts and
microgravity science laboratory facilities at the various centers. The
contributing National Aeronautics and Space Administration (NASA) Centers
are the Jet Propulsion Laboratory (JPL), NASA Langley Research Center
(LaRC), NASA Lewis Research Center (LeRC), and NASA Marshall Space Flight
Center (MSFC). The breadth of the temperature measurement needs is well
described in the presentations by G. Santoro of Lewis and E. Trinh of JPL.

Session 1 emphasized the state of the hardware for commercial and
industrial thermal measurement and imaging systems. Of these papers, that
by Chairman H. Kaplan provides a definitive organization and description of
various types of thermal measurement instruments, their use in industrial
and commercial materials and process measurement, and a list of
manufacturers and suppliers.

The other papers dealing with thermal imagers described both in-process
and planned development work in infrared imaging systems for use in space
experimentation.

Section 2 contains technical discussions regarding capabilities in NCTM
ranging from advanced concepts and innovative approaches to developmental
temperature-measurement instruments. In the former area, Important
physical principles involving photoacoustic and thermal-wave phenomena and
magnetic-resonance imaging are introduced. These topics are in keeping
with the initial intent of the advanced technology development, which is to
explore the characterization and measurement that enable advanced, and as
yel undesignated, microgravity materials science. In addition to this long-
term potential, instruments under development provide a nearer-term
capability that, with adequate further development, may lead to successful
flight instrumentation in a few years. Also, there are presently available
industrial and commercial thermal imagers that have the potential for at least
relative thermal measurements in ground-based and flight experiments.
These instruments provide large amounts of imaging information of high
value for defense and industrial uses. The successful adaptation of such
thermal imagers to quantitative scientific temperature measurement will
require a significant technical effort.

Other papers in this section describe the calculation of true temperatures
from radiance measurements made at a number of different wavelengths
(Kahn), the use of ellipsometry to determine optical constants and
temperature (Krishnan), an instrument using multiwavelength imaging
pyrometry to measure small moving samples (Frish), and innovative uses of
thermal imaging anomalies for the control of crystal growth (Wargo).

1x
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The original plan for Section 2 was to investigate, in depth, the technical
issues in the dynamic response of thermal measurement and its relationship
to thermal control. This was considered important for two reasons. The first
is the rapidity with which some microgravity experiments occur. An example
is recalescence in which a spontaneous and very rapid temperature increase
is seen subsequent to subcooling a liquid. The second is the detailed
knowledge required of the dynamic interaction of the measured signal with
the time response of the control element. This knowledge will be needed
for the expected future use of the temperature measurement signal as an
element for control within the experiment itself. Because much temperature
measurement work involves temperatures that are unchanging or changing
slowly, special emphasis on this topic with regard to microgravity science is
indicated. Considering that much of the actual technical work involving
dynamic response is inextricably linked to thermal and thermal radiative
properties of materials, it was felt necessary to combine the technical
expertise and experience of the Session 3 chairs with those of Session 2.

Section 3 is an update regarding the thermal requirements for materials
science investigations. These requirements will be used to help define more
specifically the thermal measurement barriers that limit the characterization
of fundamental behavior in advanced materials science.

In this section is previously undocumented research in materials science,
including polymeric materials investigations (Coulter} and overview
comments on thermal issues relating to high Tc materials — an emerging
materials and process technology (Bishop).

Section 3 also discusses significant differences in the time regimes,
temperature ranges, temperature change rates, and spatial temperature
gradients, which are of importance in understanding and controlling an
experiment or process.

Because of the intlerrelationship and time rates of change of radiant intensity
as a function of wavelength, dynamic response also is associated with
multicolor pyrometry. Therefore, Session 4 was also combined with 2 and 3,
making one large concurrent splinter session. (The paper by C. Y. Ho
describing the numerical database (CINDAS) at Purdue University was
presented in plenary session prior to segregation into the splinter work
groups.) Section 4 contains the technical papers presented within the
splinter work sessions.

Section 5 presents the summary findings of each of the session chairs. Many
were unable to present consensus findings because of time limitations and
the combination of the three topical sessions inio one large splinter group.

Section 6 contains Appendixes. Appendix A is a list of attendees to the
workshop; Appendix B is a list of NCTM Requirements as extracted from
NASA Conference Publication 2503 in 1988 (Mark C. Lee, Editor);
Appendix C consists of letlers of invitation and welcome, the final program,
and selected abstracts from the workshop.
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EXECUTIVE SUMMARY

A National Aeronautics and Space Administration (NASA) technical workshop was
convened by the Jet Propulsion Laboratory (JPL) January 17-19, 1989 in Pasadena,
California. The purpose was to exchange information and review issues concerning
advanced non-contact temperature measurement (NCTM) instrument methods and
techniques applicable to future space investigations. The focus was on technology
needs for the microgravity and containerless processing field of materials science.
The sponsor of the meeting was NASA Headquarters, Code EN, Microgravity
Science and Applications Division. Robert R. Hale, of JPL, was General Chairman for
the national meeting.

Technical NCTM highlights included accounts of the science measurement needs of
several NASA Centers, reviews of selected materials science experiment needs,
concept papers on advanced methods of temperature measurement, descriptions of
work-in-process research and development, and working splinter sessions to
discuss current issues and findings. A general consensus emerged that several
NCTM instruments are likely to be needed, that the effective use of each will be
application-specific, and that the workshop itself is an effective forum to facilitate
communication between the experimental users and the instrument developers.
Several areas were identified in which further technical work is needed. These
included: (1) Development of objective NCTM performance verification technology
for scientific purposes, (2) Education of prospective users in available and
developing NCTM capabilities, (3) Extension of the use of advanced optical and IR
detector focal plane array technology to NCTM, (4) Adaptation and improvement of
image processing software to facilitate time-resolved multi-spectral radiometry,

(5) Development of related instruments and techniques for ancillary and concurrent
non-contact science characterization, (6) Research on the behavior of spectral
emissivity together with surface optical scattering characteristics for NCTM,

(7) Application of "data physics" to synthesize materials properties estimates from
existing knowledge, (8) Development of appropriate models to allow mathematical
extraction of higher quality inferences from multispectral radiation thermometry
measurements, (9) Continuation of NCTM research in fundamental and applied
science as well as in novel and enabling experimental methods and techniques.

Imminent problems such as the engineering implementation of NCTM techniques
for immediate space missions were not treated in depth at this workshop, since the
emphasis was on Advanced Technology Development (ATD). The near-term
measurement problem posed by a (moving) specular molten metallic sphere, which
is not radiating to free space, was considered by many to be a major challenge for
radiation thermometry NCTM. Careful consideration of the sample's radiative
transfer with the experimental apparatus is required for a case such as this. One
other area which was not adequately addressed was that of identifying thresholds of
acceptability to ensure that the science being investigated is not perturbed by the
diagnostic method. This is critically important for laser-based measurements in
reflectometry or polarimetry, for example. As specific science experiment
objectives evolve and are selected, more detailed definitions and priorities will be
established. Because of the new and ongoing nature of the NCTM ATD work, a
follow-up workshop is contemplated about January 1991.
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SECTION 1

NASA NCTM NEEDS BY CENTER






MATERIALS AND THERMAL SCIENCE OVERVIEW

Robert R. Hale
Jet Propulsion Laboratory
California Institute of Technology

On behalf of NASA Microgravity Science and Applications Division
(MSAD), Code EN, the Jet Propulsion Laboratory (JPL) convened a
workshop from January 17 to 19, 1989 at Pasadena, California. The
purpose of the workshop was to address the technical issues which
will facilitate noncontact temperature measurement (NCTM) of
experimental materials in microgravity and containerless science
investigations. The stated objective of the task was to "identify and
remove the technological barriers to the accurate noncontact
determination of temperatures to enable research, development, and
understanding of the properties and behavior of both 'conventional’
and 'unusual’ materials in various states and ensembles over a range of
environmental conditions, including those which vary spatially,
temporally and in gravitational field intensity."

The classes of engineering materials and processes which were
thought to have scientific interest for fundamental and applied
investigations included metals and alloys, biological protein crystals,
ceramics, glasses, carbon allotropes, "electronic materials," polymeric
materials, fluids, and combustion processes.

The states of matter of interest for such experimentation include both
condensed matter (including solids, particulates, and liquids), and
uncondensed matter represented by vapors and plasmas (which
include ions, electrons, and fundamental particles). Many processes
are of interest which involve changes of state such as solidification and
evaporation, or changes of structural order such as crystallization. In
some cases the materials science of interest involves nonequilibrium
thermodynamics and thermochemistry. The general topic, therefore,
of materials whose temperature is to be measured, is broad and
comprehensive. Because of the interest in providing a flexible and
adaptable advanced technology capability for scientific investigation,
there have not been selected, focused priorities for the measurements
to support specific experiments.

The following six ranges of temperatures to be measured were
established for purposes of this workshop. Only the last three were
given primary attention. The identified ranges are: (1) less than

1 Kelvin, (2) 0.3 to 30K, (3) 5 to 300K, (4) 300 to 1,300K, (5) 1,000
to 3,500K and, (6) above 3,000K.
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Although relative radiance maps ("thermograms"), may have some
scientific utility, the principal objective is to establish fundamental,
quantitative temperature measurement for science applications in
advanced experimentation in the microgravity environment and in
containerless processes. A number of parameters relating to
temperature measurement were identified as an aid to communication
during technical discussions on temperature measurement. This is
critically important in helping to identify and establish the specific
needs of the scientist for temperature measurement, as distinguished
from those of the process engineer, for example. In the latter case, it
can often be found that repeatability and relative changes of
temperature are actually more important than absolute accuracy or
precision. The mapping of areal fields of temperature as well as
spatial fields associated with volumetric distribution can lead to
technical challenges in the measurement and presentation of
temperature distribution data. Furthermore, the relatively mature
field of radiation thermometry rests upon numerous technical
assumptions which may have insufficient validity to permit useful
scientific temperature measurements. Because of the known
limitations of some of these fundamental assumptions related to
radiation thermometry, selected other areas of noncontact
temperature measurement were conceptualized and explored
regarding their initial feasibility for certain postulated experiments
and experimental objectives.

To introduce the topic of NCTM to persons who were not already
familiar with it, each Center was asked to present the technical
perception it has of the noncontact temperature measurement needs
of its ground-based and flight program activities. This served to
provide an overview of the similarities and differences among the
centers, and the materials science being conducted and planned for in
the foreseeable future. The intent was to continue the intercenter
cooperative and collaborative technical work, and to provide
synergism and effectiveness in the technical coupling of instrumental
solutions to temperature measurement problems.

For the present work, the emphasis on the advanced technology
development (ATD) task was on levitated samples, fluids science, and
drop tubes or drop towers.
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NON-CONTACT TEMPERATURE MEASUREMENT REQUIREMENTS OF
GROUND-BASED RESEARCH AND FLIGHT PROGRAMS AT JPL

E.H. TRINH
JET PROPULSION LABORATORY
CALIFORNIA INSTITUTE OF TECHNOLOGY

INTRODUCTION

The Modular Containerless Processing Facility project at the
Jet Propulsion Laboratory is responsible for the development of
flight equipment and of the accompanying scientific and techno-
logical research necessary to carry out containerless investiga-
tions in the low gravity of Earth orbit. The requirement for
sample temperature measurement is just one of the many physical
properties determination needs that must be satisfied before the
useful exploitation of low gravity and containerless experimen-
tation techniques can be achieved. The specific implementation of
temperature measurement for the ground-based research program is
different from that of the flight hardware development project.
The needs of the latter must also be differentiated according to
the chronological order of the relevant space flight missions.
Immediate demands of Spacelab instruments must be addressed by
the adaptation of existing reliable technology to the special and
restrictive on-orbit environment, while more advanced and yet
unperfected techniques will be assigned to enterprises further in
the future. The wide range of application of the containerless
methods to the study of phenomena involving different states of
matter and environmental conditions requires the satisfaction of
a variety of boundary conditions through different approaches. An
important issue to be resolved will be whether an integrated
program dedicated to solve the problems of all the Microgravity
experimental effort will allow the solution of specific demands
of existing as well as future flight equipment.

1. CONTAINERLESS PROCESSING TECHNIQUES AND INVESTIGATIONS

The access to near-Earth orbit and the opportunity of
performing investigations sensitive to, or enabled by the drastic
reduction the gravitational level has justified the development
of containerless positioning and manipulation technology for
interdisciplinary scientific and technological studies in micro-
gravity. Existing techniques wunder consideration for space



applications have been adapted from existing Earth-based methods,
or have been specifically developed for the low gravity envi-
ronment. Electromagnetic, acoustic or ultrasonic, and elec-
trostatic or electrophoretic approaches are the current areas of
concentration in the Microgravity Science and Applications
program. The European effort also involves the development of a
version of high temperature aerodynamic positioning. Very
preliminary work 1is being initiated at the Jet Propulsion
Laboratory on microwave applications to containerless sample
positioning and heating.

Electromagnetic levitation has been in use for many years in
the investigation of the high temperature behavior of liquid
metals and alloys. The environment around the specimen under
investigation may be a gas or a high vacuum. Progress has been
made in terms of the control of sample stability (rotational and
vibrational), and in the decoupling of the heating and posi-
tioning functions for operation in low gravity, but the sample
manipulation capabilities remain fairly 1limited. Only fairly
conductive solids or melts are appropriate, and all the ground-
based applications have been at higher temperatures (at least 1000
Oc). space Shuttle flight equipment exists, and improved versions
are also under development. Potential flight opportunities exist
in the near future.

Acoustic or ultrasonic levitation techniques have also been
first developed for use 1in Earth-based laboratories, and have
been adopted for applications in microgravity. Sample manipu-
lation and control capabilities are extensive, and all types of
materials are appropriate. The working environment must be a
fluid to support the propagation of the sound waves. Flight
equipment exists and improved devices are also under development.
Previous devices have already flown in space, and future flights
are scheduled beginning in 1992.

Electrodynamic levitation of micron-size samples has been
extensively used in ground-based laboratories for various expe-
rimental investigations. Electrostatic levitation techniques have
been mainly developed for space applications using larger samples
(on the order of a centimeter), but have also been used on Earth
for room temperature experiments. Permanent electric charges are
required in order to provide a significant force on the sample in
the case of electrostatic positioning, but the electrophoretic
technique can rely on induced charges if the force magnitude can
be reduced. The working environment can be high vacuum or a fluid
at ambient or higher temperature. Limited sample manipulation
capabilities exist, but are under current development. No flight
equipment exists, and no space flight is yet scheduled for the
future.

In summary, the general characteristics of these container-
less positioning techniques are multi-disciplinary applications
using a wide range of materials properties and environments. Some
of the methods can be productively used on Earth, but all are



still experimental and yet untested for space operation, and all
also require the development of accompanying diagnostic
techniques for the non-contact and non-perturbing measurement of
the specimen physical properties. One of the more fundamental of
these properties is the true thermodynamic temperature.

2. EXPERIMENT REQUIREMENTS

Specific requirements for identified experiments using
containerless processing techniques may be obtained by examining
past or ongoing projects. More generic requirements will be
listed in this paper in order to gain an overall view of the
magnitude of the problem. In general, the requirements for any
given experiment will not include all the conditions listed below
at the same time, but the basic requirement for observing the
sample in an optically inhomogeneous medium is invariably
present.

An arbitrary division of the potential investigations
requiring containerless positioning and manipulation can be made
to distinguish experiments carried out at moderate and ambient
temperatures from those performed at high and ultra-high temper-
atures.

A. GENERIC MODERATE TEMPERATURE EXPERIMENT REQUIREMENTS
- Low or moderate temperature radiative background
- Slower time variations of the temperature (0.1 to 10°C/sec)

- Larger samples (0.1 to 2.5 cm)

- Temperature range: 30 to 500°C

- Absolute accuracy for temperature measurement: +/-0.1 to 1°C
- Spatial temperature distribution or gradient (1 to 50°C/cm)
- Spatial resolution to 0.1 cm

- Single-phase or multi-phase samples

- Single-or multi-component samples

- Environment temperature distribution measurement required

- Temperature control to 0.01°cC

- Temperature generally not the crucial element of the experiment

- Temperature data acquisition rate < 10/sec



- Liquid and solid samples: organic, inorganic, metallic,
polymeric.

~ Optical properties: Mainly transparent and semi-transparent
materials, some opaque materials (specular and diffuse
surfaces)

- Internal temperature distribution also desired for samples

- Sample completely stationary, slowly rotating or oscillating

- Sample spot heated from broadband or monochromatic radiant
sources

- Fluid environment gas or liquid

~ Optical light paths include windows and thermally non-uniform
(refractive) environments

- Sample emissive properties generally known or measureable. In
situ emittance measurement desired

-~ Single or small number of samples

B. GENERIC HIGH TEMPERATURE EXPERIMENT REQUIREMENTS

- High, moderate, or low temperature radiative background

- Faster time variation of the temperature (10"l to 106 C/sec)
- Smaller sample (0.05 to 1 cm)

- Temperature range 500 to 2000°C

- Absolute accuracy +/-1 to 10°cC

- Sample temperature distribution / gradient (1 to 100°C/cm)

- Spatial resolution to 0.05 cm

- Single-and multi-phase samples

- Single-and multi-component samples

- Environmental temperature distribution

- Temperature control to 1°C

- Temperature is generally a crucial element of the experiment

~ Temperature acquisition data rate between 10 to 106/sec



- Liquid and solid samples: Pure metals and alloys, glasses,
ceramics, refractories, polymers, minerals

- Optical properties: transparent, semi-transparent, opaque
(specular, diffuse, or both)

~ Internal temperature distribution
— Sample stationary, oscillating, rotating, or both

- Temperature measurement of spot heated samples from broadband
and monochromatic radiant sources

- Sample environment: vacuum, gas, or high temperature slag or
glass

- Optical paths highly inhomogeneous

- Sample emissive properties generally unknown, and in-situ
measurement required

- Sample generally outgassing
- High temperature reaction kinetics measurement required

- Significant free charge present. High electric, magnetic
and sonic fields present

- Single, small and large number of samples

The above 1list is a compilation of general projected
requirements which could be included in future specific
experiments. They are based on a variety of existing ground-based
as well as flight investigations.

3. JPL GROUND-BASED RESEARCH: ADVANCED TECHNOLOGY AND SCIENCE

Earth-based experimental facilities used for containerless
experiments include electromagnetic, electrostatic, ultrasonic,
and aerodynamic levitation devices. Other techniques make use of
drop tubes as well as drop towers together with some vertical
wind tunnels. The non-contact temperature measurement charac-
teristics used are mostly based on radiometric methods, and are
typically commercially available or are experimental and one-of-a
-kind devices specially developed by the experimenter. These
apparatuses could be elaborate and bulky, and are capable of
accommodating high data acquisition rate and storage. They could
be operated with complicated procedures, and a high failure rate
is probably acceptable. Advanced concepts and development



programs are also generally acceptable for use in Earth-based
laboratories.

The present research program at JPL involves high temper-
ature acoustic and ultrasonic levitation in isothermal or quasi-
isothermal furnaces (30 -1500°C), or with the use of radiant beam
heaters. Electrostatic levitation in isothermal furnaces or in
vacuum chambers with the use of radiant beam heaters 1is also
under current investigation. Preliminary research is also carried
out in acoustic levitation in combination with microwave heating.

Research topics in both materials science and fluid dynamics
involve the dynamics of acoustically levitated melts in 1 g and
in low gravity, the undercooling and nucleation studies of levi-
tated melts as well as solidification phenomena, the measurement
of the thermophysical properties of levitated materials, crystal
growth from electrostatically and acoustically levitated solu-
tions, and finally the dynamics of levitated charged liquid
samples.

4. FLIGHT HARDWARE PROGRAM AT JPL

Containerless experiments will be carried out during the
USML-1 Spacelab flight in 1992 using the Drop Physics Module, an
experimental facility precursor to Space Station hardware. JPL is
responsible for the design and fabrication of the apparatus which
will fit within a Spacelab double rack. Ambient as well as
moderately high temperature experiments will be carried out in
this instrument, and a non-contact temperature measurement capa-
bility 1is required. The current approach to satisfying this
requirement will be to use available thermal imaging technology
adapted to the low gravity and Spacelab environments.

The characteristics associated with flight equipment are
guite different from those acceptable for ground-based experi-
mentation: High reliability, automation, and low power consump-
tion are prominent requirements. Constraints on available time
for flights scheduled in the near future 1limit the candidate
devices to current technology and perhaps even to commercially
available units. Advanced technology development aiming to
develop the NCTM capability for flight facilities to be scheduled
in the future space station will probably be required to provide
prototype units for precursor flights in this coming decade.
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INTRODUCTION

Accurate temperature measurement of the furnace environment is very
important in both the science and technology of crystal growth as well as many
other materials processing operations. A high degree of both accuracy and
precision is acutely needed in the directional solidification of compound
semiconductors in which the temperature profiles control the freezing isotherm
which, in turn, affects the composition of the growth with a concomitant
feedback perturbation on the temperature profile.

Directional solidification, by its very nature, requires a furnace
configuration that will transport heat through the sample being grown. A
common growth procedure is the Bridgman Stockbarger technique which basically
consists of a hot zone and a cold zone separated by an insulator. In a normal
growth procedure the material, contained in an ampoule, is melted in the hot
zone and is then moved relative to the furnace toward the cold zone and
solidification occurs in the insulated region. Since the primary path of heat
between the hot and cold zones is through the sample, both axial and radial
temperature gradients exist in the region of the growth interface.

The interaction of temperature profile and interface shape was first
shown in the seminal paper by Chang and Wilcox! and then expanded by others?*.
The effect of the interface shape on composition and convection in the Tiquid
has also been shown in the literature®®. The temperature and thermophysical
properties of the sample also interact with those of the furnace wall and
result in a growth rate that does not equal the relative furnace-ampoule
translation rate®!!. From this discussion, there is clearly a need to know
the temperature profile of the growth furnace with the crystal that is to be
grown as the thermal load. However it is usually not feasible to insert
thermocouples inside an ampoule and thermocouples attached to the outside wall
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of the ampoule have both a thermal and a mechanical contact problem as well as
a view angle problem.

The objective of this paper is to present a technique of calibrating a
furnace with a thermal load that closely matches the sample to be grown and to
describe procedures that circumvent both the thermal and mechanical contact
problems.

PROCEDURE

The procedure is actually in three parts. First to be discussed is the
selection of a suitable material that will properly emulate the crystal to be
grown. Next the thermocouples have to be fixed to this test sample to
overcome the mechanical, thermal and view factor problems. The third step is
to perform an in-situ measurement of the thermocouple positions at the growth
temperature. Each of these steps will be discussed in turn.

Since the primary heat flow between the hot and cold furnace zones is
through the sample (and ampoule walls) it is necessary to match the
thermophysical properties of the sample to those of the crystal to be grown.

A complete match would include matching the thermal conductivity, thermal
diffusivity and emissivity of the two. Since these factors are functions of
temperature, with a discontinuity at the interface, a full match is virtually
impossible especially if the latent heat of fusion is considered. The most
important single factor and easiest to match is thermal conductivity. The
thermal diffusivity becomes important in transient portions of the testing and
can also be important when using high growth rates or in samples of high
values of diffusivity. The match of emissivity can be accomplished by
choosing the same ampoule for the test sample as will be used for the crystal.
This ampoule choice is necessary if its thermal conductivity is on the same
order or higher than that of the sample. However if the ampoule is
transparent over a significant range of the thermal emission of the furnace
(note Wein’s law) then the sample/ crystal emissivity match still has to be
considered.

Once the sample material has been chosen, it has to be instrumented for
temperature measurement. Although various temperature sensitive resistors
might be used for measurement the most common procedure is to use bimetallic
thermocouples and this will be the only technique discussed in this paper.

The thermocouples have to be attached to the ampoule to obtain a sound
mechanical and thermal contact. If pressed only to the surface of the sample
the thermocouple is only in partial contact and will measure an average
temperature between the sample and the ambient. The lack of a sound contact
will also result in a relative motion between the sample and the thermocouple
due to the mismatch of thermal coefficients of expansion. If the
thermocouples are inside an ampoule then the emissivity factor can be ignored
to the extent that the ampoule is opaque to the incident radiation.

Concomitant to the problem of a sound thermal contact is the need to
minimize the heat flow in the thermocouple wires.!! This is especially
important for low thermal conductivity samples in which a significant portion
of the total heat flux could be in the metal thermocouple leads.
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The final test for mechanical integrity of the contact is to x-ray the
instrumented sample at both room temperature and at the maximum operating
temperature to observe the movement of the thermocouple wires. Since most
operational furnaces are not amenable to x-ray penetration, a special furnace
can was built for this test. The precise temperature distribution was not
important for this test.

An additional variable that has to be considered in furnace calibration
is the pull rate or simulated growth rate of the sample. Heat is transferred
from the hot zone to the cold zone by both thermal conductivity and, when the
sample is physically moving, by heat capacity and the temperature difference
between zones. This effect, often characterized by the Peclet number, is not
easily quantifiable without numerical analysis or physical measurement.

RESULTS

The material chosen for the test sample was fused silica (Si0,). This
material was chosen because of its inert nature, the ease of thermocouple
insertion and, primarily, because of its thermal conductivity match to the
crystalline material of interest, PbSnTe.

The relative movement of the thermocouples with respect to the sample is
shown in figure 1. The thermocouples are attached to a fused silica rod by
various techniques and inserted into a furnace. The cross hairs are wires
placed on the exterior of the furnace and are not affected by the heating of
the furnace; hence they represent a fixed reference point. Figure la shows
the setup at room temperature and figure 1b shows the same setup at 1000°C.
The relative movement of thermocouples with respect to the lab frame is as
much as 2.5mm.

This extent of movement is clearly unacceptable when trying to
characterize a high temperature, high gradient furnace in which it is required
to measure a 1°C difference between the sample center and surface while the
axial gradient may be in excess of 150°C/cm. Also note that the attachment
schemes shown in figure 1 do not compensate for axial heat flow nor do they
form a sound contact to the sample.

Figure 2 is a drawing that shows an improved technique in which a
similar silica rod is used but the thermocouples are attached in a superior
fashion. In this technique of thermocouple attachment small holes are drilled
into the fused silica with an ultrasonic impact grinder. The holes are sized
to accommodate the sheathed thermocouple.

The effect of translation speed on the thermal profile is shown in
figure 3. In this experiment a thermocouple is attached to a fused quartz rod
and translated through the furnace first at one centimeter per hour then at
one centimeter per minute. The slow pull rate is a quasi static measurement
and it can be seen that the higher pull rate can displace the liquid solid
interface by as much as 2.5cm. This amount of displacement can move the
interface from the hot zone to the cold zone which means that the interface
could potentially change from convex to concave by just changing the pull
rate. This type of Profi]e shift with respect to ampoule pull rate has also
been shown by Clyne!! in 1iquid metals.
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SUMMARY

The thermal profile within the crystal growth ampoule must be accurately
known to check thermal modeling and to predict interface shape and extent of
fluid convection. An instrumented, inert, sample can be constructed to
measure axial gradients in the typical Bridgman Stockbarger directional
solidification furnace. Specific care has to be taken to avoid undesired
thermocouple movement.
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INTRODUCTION

NASA Lewis Research Center is currently supporting 66 microgravity science
and applications projects. The projects consist of in-house, grant, and contract
activities, or some combination of these activities, and involve the participation
by personnel in the Space Experiments Division of the Space Flight Systems Directo-
rate and the Materials Division and the Structures Division of the Aerospace Tech-
nology Directorate. The Engineering Directorate sometimes provides assistance in
the design and fabrication of the in-house hardware efforts associated with these
activities. The management structure is shown in figure 1. The 66 projects are
separated into 23 flight projects and 43 ground-based projects.

The part of the NASA Lewis program dealing with flight experiments is
divided into six areas: Combustion Science, Materials Science, Fluid Physics,
Instrumentation/Equipment, Advanced Technology Development, and Space Station
Multi-User Facility studies. Table I lists the flight projects and provides other
pertinent information. The Advanced Technology Development, of which Noncontract
Temperature Measurements is one such project, and Space Station Multi-User Facility
are not science studies and will not be discussed in this presentation. For the
flight projects, ground-based work is required to better define the experiment,
develop and check out the flight hardware, and to provide a 1-g data base for
comparison.

The part of the NASA Lewis program dealing with ground-based experiments is
coincidentally also divided into six areas: Electronic Materials, Combustion Sci-
ence, Fluid Dynamics and Transport Phenomena, Metals and Alloys, Glasses and Ceram-
ics, and Physics and Chemistry Experiments. Several purposes exist for ground-
based experimenting. Preliminary information is necessary before a decision can be
made for flight status, the short low gravity durations available in ground facili-
ties are adequate for a particular study, or extensive ground-based research must
be conducted to define and support the microgravity science endeavors contemplated
for space. Knowledge of gravity related effects in the ground-based projects
(i.e., in a suborbital setting) is obtained by conducting experiments in drop tower
facilities or aircraft. Low gravity durations of up to 20 sec are available using
these facilities. Table II lists the ground-based projects.

Not all of the 66 microgravity science and application projects at NASA Lewis
have temperature requirements, but most do. Since space allocation does not permit
a review of all the pertinent projects, a decision was made to restrict the cover-
age to the science flight projects, flight projects minus the advanced technology
development and multiuser facility efforts. Very little is lost by this decision
as the types of temperature requirements for science flight projects can be consid-
ered representative of those for the ground-based projects. This paper then will

19



discuss the noncontact temperature needs at NASA Lewis, as represented by the sci-
ence flight projects, by describing briefly the experiments themselves, by dis-
playing an illustration of each experimental setup, and by specifying their
temperature requisites.

FLIGHT PROJECTS

The 12 science flight projects are listed in table I and are separated into
three areas: Combustion Science, Materials Science, and Fluid Physics. All of
these projects contain temperature requirements, except for Droplet Combustion, and
some have comments on desired or future temperature requirements. The Droplet Com-
bustion project is an example where temperature requirements were deleted for lack
of a ready technique to make the desired measurements.

Combustion Science

Solid surface combustion. - The overall objective of this project is to
determine the mechanism of gas-phase flame spread over solid fuel surfaces in the
absence of buoyancy-induced or externally imposed gas-phase flow in order to
improve the fire safety aspects of space travel. To achieve this objective,
measurements are made of the flame spread rate, solid and gas-phase temperature,
and flame shape for steady flames spreading over paper and polymethylmethracrylate
in a low gravity environment. Figure 2 illustrates the experimental hardware.

Temperatures are measured by small diameter (5 mils) type R thermocouples
placed in both the gas and solid phases. Temperatures ranging from 250 to 1000 K
are anticipated with a required accuracy of +0.5 percent.

Particle cloud combustion. - The objective of the research in this project is
to determine the characteristics of flame propagation and extinction for quiescent,
uniform clouds of particles. Particles clouds are of practical interest since they
occur in coal mine and grain storage fires. The study of particles equal to or
greater than 30 pm in normal gravity is compromised by the inability to provide the
necessary stationary experimental conditions prior to combustion initiation. Even
if these required experimental conditions were accessible at 1-g, free convection
effects would be expected to dominate the underlying flame propagation mechanisms.
However, experiments in low gravity will permit uniform, turbulence free clouds of
combustible particulates to be established and maintained prior to the initiation
of combustion. A low gravity environment will also permit the observation of flame
propagation through and extinction by uniform particulate clouds wherein molecular
conduction and radiative transport (rather than free convection) will be the
dominant heat transfer mechanisms.

Only the pretest temperature will be measured to insure an uniform ambient
temperature of 294+6 K through each combustion tube, see figure 3. A typical propa-
gation speed is 50 cm/sec, making temperature measurements after ignition a
problem.

Droplet combustion. - The goal of this project is to determine the burning
rates, disruption, and extinction mechanisms and chemical reaction rates of liquid
fuel droplets burning at various oxygen concentrations and pressures under condi-
tions of negligible buoyancy. These experiments will serve as large scale simula-
tions of microscopic fuel droplets burning in ground based propulsion and power
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generation systems. The delivery to and ignition of a test droplet at a prescribed
test site is required. The droplet must be unconstrained mechanically and nearly
motionless to achieve spherical symmetry while the droplet burns. Figure 4
illustrates the experimental hardware.

This project has no temperature requirements but desirable would be
nonintrusive temperature determination of the gases surrounding the burning drop-
let. The profile is estimated to vary typically from 400 K at the droplet surface
to perhaps 2300 K at the flame front. For typical droplets of 1 to 3 mm in diame-
ter the corresponding flame front would be 5 to 20 mm in diameter. The droplets
move typically from 2 to 10 mm/sec. Both the droplet and its flame front are pro-
portionally diminishing with time by the d2 law throughout the test. Addition-
ally a soot shell in the region between the droplet and flame may interfere with
measurements internal to the shell, yet outside the droplet. If the above tempera-
ture measurements were possible, an accuracy of just +50 K would suffice.

Gas jet diffusion flames. - The overall objective of this project is to gain a
better fundamental understanding of the effect of buoyancy on laminar gas jet diffu-
sion flames which will aid in defining the hazards and control strategies of fires
in space environments, as well as improve the understanding of earthbound fires.

To achieve this objective, measurements will be obtained from low gravity experi-
ments that will include flame shape development, flame extinction, flame color and
luminosity, temperature distributions, species concentrations, radiation, pressure,
and acceleration. These measurements will be used to validate a transient numeri-
cal model which reflects current understanding of the important phenomena which con-
trol gas jet diffusion flames. See figure 5 for an illustration of the experimen-
tal arrangement and flame behavior at normal and low gravity.

Temperatures are measured by a rake of nine thermocouples arranged above the
flame jet in three layers with three thermocouples per layer. These sensors are
2 cm apart within each layer with 3 cm between layers. The rake height above the
flame is adjustable, but no specs were given. All nine thermocouples are 0.01 cm
in diameter, and are type K (1523 K), except the one closest to the flame which is
type S (1723 K). Flame temperatures are expected to range from 200 to 2000 K.
Sampling rates will be 20 Hz or less.

Materials Science

Alloy Undercooling. - Undercooling of liquid metals provides the impetus for
solidification. Once started, solidification will proceed with a release of the
latent heat of fusion causing recalescence. The extent of undercooling and the
cooling rate will influence the microstructure and the properties of a material.
Heat removal is easily controlled in earth gravity through the use of mold materi-
als and chills. Deep undercooling in metals, however, is beset with considerable
difficulty, because solidification is easily nucleated by inclusions, impurities,
contact with container walls and vibration. Nevertheless, it has been possible to
effect some deep undercooling in earth gravity in very small droplets or in contact
with a rotating chilled surface (melt spinning). In these instances, rapid heat
removal has been more often than not the cause of undercooling, because it could,
for a very short time interval, suppress nucleation. In microgravity it is possi-
ble to segregate the effects of the rate of heat removal and of nucleation on solid-
ification. The desired undercooling will be obtained by levitating droplets of
nickel and iron alloys, melting them by induction and then allowing them to cool and
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solidify while still positioned in an electromagnetic levitator. During this proc-
ess, temperature measurements and visual observations will be made. Subsequent met-
allographic examination will compare the microstructure of materials processed and
undercooled in microgravity with materials undercooled in earth gravity. See

figure 6 for an illustration of the procedure.

Data to be obtained and compared include temperature-time traces for character-
ization of cooling rates, recalescence and, solidification; surface and cross-
sectional microstructures for nucleation sites, grain and dendrite morphologies;
and high-speed photography for observation of the recalescence and progression of
solidification. The levitated molten specimen will be between 5 and 8 mm in diame-
ter. Temperature will be sensed by two color pyrometry, two spots 90° apart
aligned on the center of the specimen. Temperatures will range from 700 to 2000 K
and require an accuracy of 3 K.

GaAs crystal growth. - Improving the homogeneity and purity of GaAs are two
major goals of current research by the GaAs crystal growth community. It has been
shown that buoyancy-driven convection plays a major role in observed dopant segrega-
tion and dislocation formation in GaAs crystals. The objective of this study is to
define the magnitude of the effects of buoyancy-driven convection on the quality of
melt-grown GaAs. This will be accomplished by conducting a comparative study of
GaAs crystals grown from melt with differing degrees of convective flow: growth of
the crystal in 1-g (maximum convection), in 1-g with an applied magnetic field
(damped convection), and in microgravity aboard the Space Shuttle (minimum convec-
tion). All the space and ground-based growth experiments will be performed in a
specially designed growth ampoule and furnace system with an electronically-
controlled gradient, see figure 7. Both doped and undoped GaAs will be grown. Two
impurities, silicon dissolved from the silicon dioxide ampoule and deliberately-
introduced selenium, will be studied. The important phenomena to be addressed by
the characterization include the effect of convection on the nature, concentration,
and homogeneity of unintentionally introduced defects and intentionally introduced
dopants, as well as the effect of convection on the electrical and optical proper-
ties of GaAs. A numerical model of the fluid flow patterns in melts will be
constructed.

The space-growth experiment will be flown in a Get-Away-Special canister.
Two pregrown boules of selenium-doped GaAs, 1 in. in diameter and 4 in. long, will
be regrown during nominal 6 hr, low g periods in the gradient furnaces. Power will
be supplied by self-contained alkaline batteries. Temperature will be monitored at
six locations outside of each of the growth ampoules. The relationship between
these temperatures and the desired temperature gradient of the crystal will be estab-
lished by trial and error. A 60 K gradient will be established over the 3 in. mol-
ten zone of the crystal. The melting point of GaAs is 1511 K. The cooling rate
controlling the single crystal growth will be linearized by the microprocessor con-
trol system. Temperature, acceleration and selected housekeeping data will be
acquired and stored during the growth of each crystal. Nonintrusive determination
of the crystal core and radial temperatures would be desirable, but are not part of
this project.

Isothermal dendritic growth. - This project will test fundamental assumptions
concerning dendritic solidification of molten metals and provide mathematical
models describing important aspects of that process. Since virtually all indus-
trial alloys solidify dendritically, correct models could lead to improved
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earth-based industrial production of alloys such as steel and aluminum. Specifi-
cally, the project will provide precise quantitative data relating dendrite growth
velocity, tip radius, and side branch spacing to melt undercooling, to material
physical properties, and to acceleration (g levels). To permit direct visualiza-
tion of dendritic growth, succinonitrile (SCN) will be used in the experiment. SCN
is a transparent body-centered cubic crystalline material that solidifies dendriti-
cally in a manner similar to iron.

Precise temperature measurements of the isothermal test volume is required, an
accuracy of +0.002 K. Such accuracies dictate the use of thermistors as the sen-
SOrS.

Figure 8 illustrates the experimental arrangement.

Fluid Physics

EMD flow in metals. - The purpose of the Electromagnetically Driven Flow in
Metals project is to develop an improved fundamental understanding of electromag-
netic, heat and fluid flow phenomena in levitation melted (positioned) metallic
specimens under both normal gravity and microgravity conditions. The principal com-
ponents of this research are the calculation of the transient heat and fluid flow
phenomena in levitation-melted specimens; the calculation and measurement of three-
dimensional turbulent recirculating flow phenomena; and the prediction and measure-
ment of pulsed flow phenomena in electromagnetically stirred melts.

Gold alloys and silver have proven to be suitable metals on which to measure
electromagnetic flow. The molten spherical specimen will be about 10 mm in diame-
ter. Temperatures in the range of 700 to 1500 K will be measured by an optical
pyrometer to an accuracy of 0.5 percent of the reading. The temperature measure-
ment rate will be 1 per second. Figure 9 schematically depicts the experimental
layout.

Surface tension driven convection. - Materials processing involving solidifica-
tion and crystal growth is expected to be dramatically improved in the microgravity
of space. However, changes in the nature and extent of thermocapillary flows can
cause deleterious fluid oscillations. Thermocapillary flow is fluid motions that
are generated by the surface-tractive force induced by surface tension variation
due to the temperature gradient along the free surface. Numerical modeling is not
adequate to predict oscillations due to an inherent coupling among the imposed ther-
mal signature, surface flow, and surface deformation. Therefore, to complete an
understanding of the physical process and to develop an accurate numerical model,
experimental data must be obtained in the extended low gravity environment. This
project will supply the necessary data. The experiment consists of a container
4 in. in diameter and 2 in. deep filled with silicone fluid, see figure 10. The
design can provide both a flat and a curved free surface which can be centrally
heated either externally or internally. The cross section is illuminated by a
sheet of light that is scattered by micron size alumina particles in the silicone
0il allowing the observation of the resulting thermocapillary flows.

The liguid bulk temperature will be measured at six specified points using
thermistors. The bulk temperature range will be from 298 to 473 K with a required
accuracy of plus or +0.1 K. A full field surface temperature gradient measurement
is specified using infrared thermography. The surface temperature range will be
from 298 to 473 K with a required accuracy of 5 Bercent of the delta temperature
(60 K). A surface temperature resolution of 1 mm¢ is needed. The desired set of
temperature specifications include noncontact full field bulk measurements with
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accuracies comparable to thermistors, higher resolution quantitative thermography
with accuracies greater than presently available, and two color full field infrared
thermography to eliminate emissivity dependence.

Critical fluid light scattering. - The proposed experiment will measure the
decay rates and correlation lengths of density fluctuations in xenon at its criti-
cal density as a function of temperature. This will be achieved by using laser
light scattering (correlation spectroscopy) and turbidity measurements, see
figure 11. The goal of the experiment is to measure the fluctuation decay rate and
correlation length at temperatures very near to the critical temperature, which
could be as close as 100 pK if the residual gravity level is low enough. Such
experiments are severely limited on earth because the gravitational field causes
large density gradients in the sample due to the divergence of the compressibility
of the gas as the critical temperature is approached.

The experiment concept requires the automatic location, within 20 uK, of the
critical temperature of xenon at its critical density. Light transmission and
fixed-angle scattering intensities will be measured at controlled temperatures,
within 3 uK, in the range 1 K to 100 pK above the critical temperature. The con-
trol system will calculate and store the turbidity and correlation functions at
each temperature. These data will be used during postflight analysis to determine
the density, fluctuation decay rates and correlation lengths near the critical tem-
perature. Temperatures within the liquid and gas phase will be measured with ther-
mistors with lock-in amplifiers. Precision and resolution will be in the vicinity
of micro Kelvin. It would be desirable, although not very feasible, to have a
noncontact three dimensional point measurement device with the above precision.

Pool boiling. - The goal here is to experimentally determine the effect of
heat flux and liquid subcooling on nucleate pool boiling in a long term reduced
gravity environment using Freon R-113 as the test fluid. An analytical study will
be made of the onset of nucleate boiling, bubble growth and collapse, bubble
motion, and heat transfer characteristics. Small thermocouples or thermistors will
be located at various positions within the Freon chamber to measure the uniformity
of the fluid (+0.22 K) and variations associated with the boiling process taking
place on the heater surface. The test fluid temperature will range from 311 to
339 K and will need to be measured with an accuracy and a resolution of 0.06 K.
Figure 12 illustrates the apparatus for this experiment.

Critical fluid viscosity measurement. - The purpose of the project is to
produce archival viscosity data on xenon closer to its liquid-vapor fluid critical
point than is possible in 1-g due to the strong density gradient arising from the
singular compressibility of the fluid near the critical point and the hydrostatic
head from gravity. The data will provide complementary results with the Critical
Fluid Light Scattering project to test the mode coupling theory of critical phenom-
ena and provide guidance to renormalization group theory development on dynamic
critical point fluid behavior.

The apparatus concept (see figure 13) currently centers on a torsional viscome-
ter with a filled 1 mm deep by 10 mm radius cylindrical fluid cavity in a bob
suspended by a fine quartz fiber. The bob is excited into torsional motion by
capacitance vanes and the viscous damping is recorded through amplitude decay by
the same vanes. Magnetic bearings are used to eliminate nontorsional motions and
maintain constant tension on the quartz fiber. The task requires a few micro Kel-
vin temperature controls and vibration isolation sufficient to approach the critical
temperature to within 300 uK while measuring viscosities to 0.5 percent precision.
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The temperature specifications for this project are the same as with the Critical
Fluid Light Scattering project and the noncontact temperature desires are also the
same.

SUMMARY OF RESULTS

Although the temperature needs of none of the 43 ground-based projects have
been discussed, they cover many of the same discipline areas as the flight projects
so that in general the needs of one set of projects can be used to represent those
of the other. Many of the temperature requirements of both sets of projects can be
completely satisfied with contact devices, thermocouples and thermistors, but a
need has been shown for noncontact temperature techniques. As has been shown, the
temperatures range from below ambient to those generated by combustion. Accuracies
and precisions vary from a few degrees to a few thousandth of a degree. Extremely
accurate point measurements are required in some cases while the full field
temperature is desired if not actually measured. The spectrum of conditions for
temperature in microgravity experiments possesses a challenge to the designers of
temperature measuring instruments. Also it has been shown that it is desirable to
have noncontact temperature measuring techniques so as not to interrupt the deli-
cately balanced processes encountered when investigating effects of microgravity.
The lack of noncontact type instruments for measuring accurate temperature, point
and full field, has led investigators to by-pass the problem, but at the expense of
more meaningful data.
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TABLE I. - FUIGHT PROJECTS
Projects Principal investigator/ Llewis project Carrier
affiliation manager

Project screntist

Combustion science

Solid Surface Combustion (SSCE}

Altenkirch/U Kentucky

Zavesky/Qlson

Middeck: Spacelab

Particle Cloud Combustion (PCCE) Berlad/UCSD Siegert/Ross (a)

Oroplet Combustion (DCE) Williams/Princeton Haggard/Haggard Middeck; Spacelab

Gas Jet Diffusion Flames (GDF) £delman/SAIC Stocker/Stocker GroundProgram
Materials scrence

Alloy Undercooling (AUE) flemings/MIT Harf/Harf {a)

GaAs Crystal Growth (GaAs) Kafalas/GTE Lauver/Lauver GAS

Isothermal Dendritic
Growth (IDGE)

Glicksman/RPI

Winsa/Winsa

MSL; Spacelab

Fluid physics

EMD Flow in Metals (EMOF)
Surface Tension Oriven
Convection {STOCE)
Critical Fluid Light
Scattering (CFLSE)
Pooling Boiling (PBE)

Critical Fluid Viscosity

Szekely/MIT
Ostrach/CwRU,

Gamman/U Maryland
Merte/U Michigan

Moldover/NBS

Harf/Harf
Jacobson/Jacobson

Lauver/Wilkingpn
Zavesky/

Chiaramonte
Lauver/Wrlkirson

{a)
Spacelab

MSL
GAS
MSL

Instrumentation

Space Acceleration
Measurement System (SAMS)

Chase/Lewis

Delombard/(nase

Middeck: Spacelab
MSL

Advanced technology development

(ATD)

Microgravity Fluids and
Combustion Diagnostics (MFCD)
High-Temperature furnace
Technology (HTFT}
High-Resolution, High-frame-Rate
Video Technolegy (HKVT)
Reactionless Microgravity
Mechanisms and Robotics {RMMR)
Vibratien Isolation Technology (VIT)
Noncontact Temperature
Measurement (NCTMI
Laser Light-Scattering
Instrument (LLSI)

Santoro/Greenbe-g
Rosenthal
Metzinger/Butcher
Rohn

Lubomaka
Santoro

Meyer

Space station multiuser facili

ties

Modular Combustion
Facility (MCF)

Flyid Physics and Oynamics
Facility (FPDF)

Modular Containerless
Processing Facility (MCPF)

Thompson/Sacksteder
Thompsan/5a" zman

Glasgow

3To be determined.
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TABLE [I. -~ GROUND-BASED PROJECTS

Projects

Principal investigator/
institution

Lewts project
manager/
project scientist

Etectronic materials

CvD Silicon Depositian
Opto-Electronic Materials
Crystal Growth

Stinespring/Aerodyne
Hopkins/Westinghouse
Duval/Lewis

Glasgow/Santoro
Glasgow/Duva’
Glasgow/Buval

Combustion science

Pool Fires: Modeling
Pool Fires:

Preignition Process
Smeldering Combustion
Particle Cloud Combustion
Computational Studies

of Flames
fFuel Droplet Vaporizaticn
Flame Spreading Over

Solids 1n Forced Flows
Flame Spreading in

Liguid FPools
Complementary Activities

Radiative Ignit-an

Sirignano/UC Irvine
Ross/Lewis

Fernandez-Pello, Pagni/UC Berk

Berlad/UC San Diego
QOran/NRL, ONR

Farrell, Peters/Wisc., GM
Olson/Lewis

Ross/Lewis

Lewis

Kashiwagi/NIST

Salzman/Ross
Salzman/Ross

Salzman/0lson
Salzman/Ross
Salzman/Ross

Salzman/Stocker
Salzman/0lson

Salzman/Raoss

Salzman/0lson, Ross

Salzman/Sacksteder,
Stocker

Salzman/Friedman

Fluid dynamics and transport phenomena

Transport Processes
I[n-House

No-S1ip Boundary Conditian

Thermodifffusocapillary
Phenomena In-House

EM Driven Flow in Salts

Thermocapillary Convection

Pool Boiling

Capillary Containment

Suppression of Marangoni
Convection

Capillary Canvection

Benard Stability

Kassemi, Wilkinsgn/Lewis
Wang/NRC

Pettit/Los Alamos

Chai, McQuillen/Lewis:
Balasubramaniam/CwWRU

Szekely/MIT

Neitzel, Jankowski/ U Arizona

Merte/U Michigan

Steen/Cornell

Oressler/owy

Yang/U Michigan
Koschmieder/U Texas

Salzman/Wilkinson

Salzman/Wilkinson
Satzman/Chai

Salzman/Harf
Salzman/Chai
Salzman/Chiaramonte
Salzman/Chai
Salzman/Salzman

Salzman/Chai
Salzman/Salzman

Metals and allays

Bulk Undercooling Studies

Metal Undercooling

Channel Segregation
Macrosegregation of Alloys
Liquid-Phase Sintering
Theary of Solidification
Microsegregation of Alloys
Whisker Growth

Float Zone Modeling
Mg-Alloy Composites
Process Modeling

Laxmanan/Lewis, CWRU;
deGroh/Lewis
Perepezko/U Wiconsin

Hellawell/MTY
Poirier/U Arizona
German/RPI
Davis/Northwestern
Tewari, Chopra/CSu
Hobbs/GWy
Young/Akron

Cornie, Szekely/MIT
Chait/lewis

Glasgow/Glasgow

Glasgow/deGroh
Glasgow/Chait
Glasgow/Chait
Glasgrow/Santoro
Glasgow/Chait
Glasgow/Glasgow
Glasgow/Westfall
Glasgow/Chait
Glasgaw/Harf
Glasgow/Chait

Glasses and ceramics

Slip Casting Colloidal Suspensions

Combustion Synthesis
Feaming in Glass
Powder Agglomeration
Phase Separation

Single-Crystal Fiber Growth

Debenedetti, Russel/Princeton
Behrens/LANL, Hurst/Lewis
Hrma/CWRU

Cawley/0SU

Hyatt/Lewis

Levine/lewis

Levine/Fiser
Levine/Hurst
Levine/Jaskowiak
Levine/Fox
Levine/Levine
Levine/Levine

chemistry experiments {PACE)

Electrohydrodynamics

Critical Point Viscosity Measurement

Mass Transport

Saville/Princeton
Moldover/NIST
Dewitt/U Toledo

Salzman/Chas
Salzman/Wilkinson
Salzman/Chai
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Marshall Space Flight Center
Non-Contact Temperature Measurement Requirements

D. B. Higgins, W. K. Witherow

The Marshall Space Flight Center is involved with levitation
experiments for Spacelab, Space Station, and drop tube/tower
operations. These experiments have temperature measurement
requirements, that of course must be non-contact in nature.
The experiment modules involved are the Acoustic Levitator
Furnace(ALF), and the Modular Electromagnetic Levitator(MEL).
User requirements for the MEL are being covered separately,
and will not be covered here. This paper will focus on user
requirements of the ALF and drop tube. The center also has
temperature measurement needs that are not microgravity
experiment oriented, but rather are related to the propulsion
system for the STS. This requirement will also be discussed.

The research objective of the ALF is to quantify the extent
of enhancement of glass formation under containerless low-g
conditions. FEach experiment will involve the containerless
melting and resolidification of a glass forming composition
several times at numerous cooling rates. A typical
experiment would involve 5 to 10 samples, melted and cooled
at 5 to 10 different cooling rates ranging from 0.1YC/sec

to 20°C/sec. This cooling rate range is based on

Ga 03—43Ca0. Secondary experiments will include
de%ermination of the maximum quench rate possible, and rates
as high as 2500C/sec will be attempted. A typical
experiment timeline is outlined in figure 1. Figure 2
illustrates a hypothetical scenario in which it is discovered
that glass formation is greatly enhanced under microgravity
conditions.

The gemperature of the ALF furnace will range from 400 to
1750°C, with temperature control accuracy of + 3°C. The
sample heating rate will be at least 2 C/sec, with higher
rates preferred. The furnace atmospheres are nitrogen,,
argon, oxyden, and mixtures of these gases.

For the critical glass formation experiment, the knowledge of
the time and temperature of nucleation and crystallization is
crucial. Thermocouples placed near the sample could provide
near recal temperature data at slow cooling rates. At higher
cooling rates however, where thermal models are not as valid,
radiation pyrometry will be necessary to determine the actual
sample temperature. The pyrometer should operate at a
wavelength that is opaque to the sample to prevent problems
with variable emissivity of semitransparent materials.
Refractory oxides are generally transparent at visible and
near infrared wavelengths. A calibration curve for the



optical pyrometer could be obtained by running one sample
with a thermocouple embedded in the sample.

Two pyrometry systems are planned for the ALF, thermal
imaging pyrometry and single spot optical pyrometry. The
thermal image pyrometer assumes black body conditions, and
calibration will be accomplished by sample temperature
measurement in duplicate flight hardware. This system will
provide two orthogonal views of the sample, operate at
vésible wavelength, and have a temperature resolution of
1°. The absolute accuracy, assuming black body conditions,
will be +5°C. The nominal measurement rate is l/sec, with
a fast burst rate of 10/sec for 1 second.

The single spot system will provide two orthogonal views.
The wavelength will be sample depepdent, but will be greater
than 4.5 um. Resolution will be 1°C, which is acceptable

in the temperature range of 400 to 1750°C. The measurement
rate will be up to 100/sec.

Required digital data will include process identification,
sample number, processing time, furnace thermocouple
temperatures, noncontact sample temperature, heating/cooling
rates, gas guench flow rates, acoustic power levels, and
acoustic phase information.

The drop tube is a facility at MSFC in which samples are
dropped to simulate micro-g. The drop tube is 350-feet-long
and samples fall in vacuum for 4.6 seconds. There are view
ports every 24 feet along the length of the tube. The drops
are typically opaque metallic samples filled with a gas. The
gases are helium, argon, air, or mixtures of helium/hydrogen
or air/hydroggn. Typically, the drop tube is run with a
vacuum of 10 Torr or with a helium atmosphere with up to

6% hydrogen.

In drop tube experiments at MSFC, noncontact temperature
measurements of the falling drops are required in order to
determine undercooling and solidification process parameters.
The drops are levitated and melted at the top of the drop
tube facility. Since it is important to know the complete
thermal history of the drop, the temperature is measured to
determine how far above the melting point of the material it
was heated, and at what temperature the drop is released.
Then temperature measurements are required of the drop as it
undercools during its fall and during recalescence.

The ideal instrument to measure the temperatures at the drop
tubeofacility would have a megsurement range of 800 to
3000°C with a resolution of % C. The optimum

measurement rate would be 10~ readings/sec.



In the propulsion area at MSFC there is a need for noncontact
temperature measurement of the spatial and temporal surfaces
of Space Shuttle Main Engine turbine blades for thermal model
verifications. Contact measurement would interrupt the blade
boundary layer, changing heat transfer rates.

These blades rotate at 600 revolutions per second, and have
an initial acceleration of 600 revolutions/sec/sec. The
blade environment will consist of a mixture of hydrogen and
steam, but could also be locally oxygen rich during transient
conditions. Steady state temperatures will range from
1000°Rto 2000°R. Trgnsient temperatures could range

between 500 and 6000 R. Transient measurements should be
continuous over 10 seconds. The required precision would be
+10 to iSOOR depending on the thermal phase for model
validation. The spatial resolution required is 0.2 inches.

For modeling and verification in propulsion research,
confirming gas temperatures as well as those of components is
necessary. This would be required in laboratory setting as
well as in operating size systems. Temperature measurement
is required for the solid propellant at room temperature to
combustion products at steady state, from ambient pressure to
1200 psia.

The solid propellants burn around 6OOOOR, and the
hybrids(gsually solid fuel with liquid oxidizer) burn in the
low 7000°R range. In past experiments thermocouples have
melted after 4000 R, and the adhgsives used for the
thermocouples have melted at 400 R. 1Inserting probes into
surrounding hardwage has been attemped, but these probes also
melted around 4500 R.

A typical combustion experiment would have a maximum burn
time of 60 seconds. Measurements required include pressure,
temperature, flowrate, and visual observation. For rocket
plume measurements a spatial resolution of one percent for
10, 100, and 1000 micron and 10, 100, and 500 mm fields of
view is required. Noncontact temperature measurement at
these high temperatures is also needed for materials
characterization studies for future generation booster
systems,

Effective noncontact temperature measurement techniques at
high temperatures can therefore benefit not only the
microgravity materials science disciplines, but propulsion
technology as well. Those techniques developed for
microgravity science may at some point be adapted to use for
other technologies.
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Typical Flight Experiment Timeline

A ;ypical hypothetical timeline for a glass formation space experiment
using a reluctant glass former is shown in Figure 3 and can be
summarized as follows:

1.

w

Deploy the sample into the "cold" 400°C furnace. Initjiate data
collection including furnace temperature and sample temperatures
at a rate of about 1 reading per second. Record the image with
video having a minimum frame rate of one frame per second to
verify the maintaining of containerless conditions.

Heat at specified heating rate (ie. 49Cc/sec, 400 to 800°C, 100
sec). ‘

Observe crystallization time and temperature. Video will
confirm glass crystallization on heating.

Continue heating, past melting (which can serve as an
independent temperature calibration point) to scak temperature
(800 to 1600°C, 200 sec). Video sampling to confirm sample
melting and containerless conditions.

Socak for 1 min. above critical temperature (60 sec).

Initiate cooling cycle. Quench at cooling rates ranging from
0.19C/sec to 20°C/sec (faster cooling rates to 250°C/sec will be
tested). Start rapid data collection (i.e. sample temperature

at 1000 readings per sec.). Determine whether the sample
crystallized or formed a glass from the thermal data (presence
or absence of recalescence). Obtain time and temperature of

crystallization from thermal data. Video is required to confirm
the presence or absence of crystallization (High resolution
video is desirable).

Either retrieve the sample or recycle the same sample again.

For a given sample composition perform at least 5 runs at a
given cooling rate, perform 5 to 10 different cooling rates.

Figure 1
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Figure 2 illustrates a second hypothetical scenario in which it is
discovered that glass formation is greatly enhanced by low-g
containerless processing at particular cooling rates. Telescience will
allow the changing of the experimental protocol to concentrate
experiments within the more useful cooling rates in order to maximize
the significance of data output. 1In this case after a number of glass
formation experiments are performed, nucleation data would be more
beneficial. Effective use of telescience could greatly enhance the
significance of data by concentrating on cooling rates that yield the
most appropriate kinds of data.
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INTRODUCTION AND NONCONTACT SCIENCE
AND TECHNOLOGY

Robert R. Hale
Jet Propulsion Laboratory
California Institute of Technology

In addressing the issue of noncontact temperature measurement (NCTM), it
is helpful to look at the range of science carried out in association with
various wavelengths and frequencies of the electromagnetic spectrum. Table
1 illustrates approximately 22 orders of magnitude of range, both in
frequency and wavelength, in which remote sensing science is presently
being conducted. Many of these can be categorized as noncontact
measurement methodologies to the extent that we discount electromagnetic
wave interaction effects with materials as contact.

By comparison, human vision perceives only a part of one order of magnitude
of this spectrum and, in fact, the early work on optical pyrometry used only a
very small portion of the human visible response to electromagnetic radiation
as light. This session explored many of the techniques which hold promise
for NCTM, including several which are not traditionally linked to radiation
pyrometry or thermometry. They include considerations of signal processing
methodologies analogous to those which have been used in acoustic and
photo-acoustic research; an approach utilizing magnetic resonance imaging; a
concept involving thermal electron emission detection; exploratory work on
the optical detection of Johnson noise; fundamental diagnostics related to
interaction of lasers with fluids and particles; the utilization of ellipsometric
principles for optical constant measurement to help infer temperature; and
developmental approaches involving computation with improved accuracy of
the thermoradiative properties of materials and the development of a
multicolor imaging pyrometer.

Table 1. Examples of Science Activity vs Electromagnetic -
Wave Spectral Distribution

SPECTRAL  WAVELENGTH FREQUENCY NON-CONTACT SENSING
RANGE NAME (m) (MHz) SCIENCE ACTIVITY METHOD
COSMIC 10-13 1015 HIGHEST NATURAL

RADIOACTIVE
SUBSTANCE
X-RAY 10-9 1011 LARGEST ATOM DIAMETER X-RAY TELESCOPE
uv 108 1010 ATOMIC STRUCTURE STUDIES HUMAN VISUAL
107 109 VISIBLE/HUMAN EYE OBSERVATIONS
] 105 107 MOLECULAR STRUCTURE IR ROTATIONAL
STUDIES SPECTRA
EXP'T 10-2 104 RADIO ASTRONOMY DOPPLER RADAR,
WEATHER
™v 101 101 SPACE RESEARCH RADIO ASTRONOMY
ULTRASONIC 104 10-2 ELECTRON INDUCTION SONAR
HEATING
INFRASONIC 109 10-7 (0.1 Hz) ELECTROMAGNETIC

MICROPULSATIONS
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OPTICAL JOHNSON NOISE THERMOMETRY!
R. L. Shepard, T. V. Blalock, L. C. Maxey, M. J. Roberts, and M. L. Simpson

Oak Ridge National Laboratory2
Oak Ridge, Tennessee

For Presentation to the NASA Technical Workshop on Non-Contact Temperature Measurement,

Pasadena, California, January 17-19, 1989
Abstract

A concept is being explored that an optical analog of the electrical Johnson noise may be used to
measure temperature independently of emissivity. The concept is that a laser beam may be
modulated on reflection from a hot surface by interaction of the laser photons with the thermally
agitated conduction electrons or the lattice phonons, thereby adding noise to the reflected laser
beam. If the "reflectance noise" can be detected and quantified in a background of other noise in
the optical and signal processing systems, the reflectance noise may provide a noncontact

measurement of the absolute surface temperature and may be independent of the surface’s
emissivity.

1 Work Performed for The National Aeronautics and Space Administration, The Marshall Space
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Introduction

Uncenrtainties in the emissivity of metal specimens cause uncertainties in the measurement of
their temperature using conventional radiometric techniques. These uncertainties may be
minimized by using multiple wavelength radiometry or by ancillary measurements of surface
reflectivity which is related to surface emissivity. A method for absolute radiometric

measurement of surface temperature that is independent of emissivity or material properties

has not been developed heretofore. Such a method may result from studies of an optical analog of
the electrical Johnson noise thermometer.

Conventional radiation thermometry -- and indeed, most instruments -- use intensities or dc
levels for measuring the temperature of materials, and are necessarily dependent on knowledge
of some physical property of the material: resistivity, emissivity, Seebeck coefficient, acoustic
modulus, etc. Superimposed on these dc levels is noise that limits the precision with which the
temperature can be determined. Good thermometric practice would reduce the noise to a
minimum. This noise, however, contains some information that can be used to indicate some

conditions of the specimen, the measuring system, or the specimen's environment.

Johnson and Nyquistm in 1928 attempted to eliminate noise from radio receivers and found
that an irreducible minimum noise was produced by passive components in electrical circuits
with no current flow. The magnitude of this noise depends on the absolute temperature of the
component, but not on its material composition. The relationship between measured noise, the
absolute temperature (T), and the ohmic resistance (R) of the component is given (for

hf/kT« 1) by:

Vo2 = 4k TR Af 2 =4k TR af

2 v 2 2
T =P, /4k Af Ry = Vo2,

where, Vn2 is the open-circuit noise voltage spectral density, 'n2 is the short-circuit noise
current spectral density, measured over a frequency band Af, h is Planck's constant, k is the

Boltzmann constant, and \JPn2 is the noise power, defined as the product of the open-circuit

voltage and short-circuit current. These relations () hold at frequencies up to about 100 GHz.
For a 100-Q resistor at a temperature of 300 K and noise measured over a 60-kHz bandwidth,
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the noise voltage is about 0.32 uV rms, the noise current is about 3.2 nA rms, and the noise

power is about 1019 w.

Johnson noise is produced by the thermal agitation of the free electrons in a solid or liquid as a
result of electron-phonon interactions with the lattice atoms. The noise power is independent of
the resistor material and depends only on the absolute temperature. The relationship between

noise power and temperature is linear.

Electrical Johnson noise thermometry has used various measurement schemes(3), including;

(a) the ratio of noise voltages produced by two resistors, one at a known temperature, where

both resistances can be measured, (b) separate measurement of noise voltage and noise current
on a single resistor, from which noise power can be calculated, and (c) several tuned RLC
circuits from which temperature can be obtained from a noise voltage and a capacitance
measurement. Signal correlation circuits have been employed to greatly reduce the noise
contribution of the measuring system. Lacking a direct electrical measurement of noise power,
two measurements must be made in each case to obtain temperature independent of sensor
resistance. A "noise resistance” can also be obtained from the ratio of the noise voltage and noise

current, which is roughly equal to a measured dc resistance.

Electrical Johnson noise thermometry has been used (a) to measure temperatures in high
nuclear radiation environment(4), (b) to establish an absolute thermodynamic temperature
scale, (c) to perform in situ calibration of platinum resistance thermometers installed in
nuclear pIants(S), and could be used (d) in high-pressure or high-magnetfic field environ-
ments(®). 1tis presently being engineered for long-term, high-radiation, high-temperature

measurements in space nuclear reactors.
A ion of Johnson Noi Noncon Thermom

For Johnson noise techniques to be applied to noncontact thermometry, some method of
quantifying the noise power of the electrons in a specimen without making any physical contact
must be devised. An approach, now being considered, is the detection of the modulation of a laser
beam incident on a hot surface by the interaction of the laser photons with the surface's

conduction electrons. It is proposed that an increase in the noise content of the reflected laser
beam should be proportional to the noise of the electrons, depend on the surface temperature,

and be independent of the surface composition and its emissivity.
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Two forms of optical noise modulation may occur. The first is an amplitude modulation due to
scattering of the incident laser beam. The second is a laser line-width broadening due to energy
transfer between the incident photon and the surface electron. These mechanisms are shown

diagrammatically in Figure 1.

BROADENING & X\ SCATTERING Al
E‘? METAL SURFACE e
APERTURE
\ DETECTOR O/
I |
‘/ﬁ\ SIGNAL
— )\ —,6

Figure 1. Simplified Mechanisms for Photon-Electron Interaction in Reflectance Noise

Thermometry

If the reflectance noise modulation is directly related to the noise power spectral density of the
conduction electrons, then only one type of noise measurement would be required to obtain
temperature. The electrical Johnson noise measurements require two independent
determinations of noise voltage and noise current (or their equivalent) to obtain noise power.

The reflectance noise power could be independent of surface emissivity. If not, a second
independent optical measurement such as line-broadening may be required to provide two
independent measurements of surface temperature that could be combined to give a temperature

independent of emissivity.
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Various continuous (CW) lasers are available in the laboratory for evaluating these phenomena
and several relevant characteristics are shown in the table.

Table 1. Lasers Evaluated for Reflectance Noise Thermometry

Laser Type Laser Power Laser Wavelength Laser Noise
He-Cd 8 mw 325 nm 5%
He-Ne 3mw 632.8 nm 0.09%
Ar lon MultiLine 300 mW 457-514 nm 0.5%

100 mW @ 488 nm

Important considerations in selecting the laser are (1) a short wavelength and large power are
desirable to minimize the relative contribution of the Planck radiation at the laser's wavelength,
(2) low inherent laser noise is desirable, and (3) possible variations in the thermal noise
modulation level as a function of the laser wavelength.

The illumination of the photodetectors by a hot surface and a laser beam reflected from the hot
surface contains both dc (intensity) and ac (noise) components. These components and an

estimate of their magnitudes are shown in Figure 2 for the He-Ne laser.
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Figure 2. Laser lllumination of a Hot Surface
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The dc components of the photodetector signal can be electrically separated from the ac
components by filtering and signal subtraction. The dc illumination includes the reflected laser
beam intensity and the Planck radiation from the hot surface. Signal channel ac gains may be
balanced using high-level, low-frequency modulation of the incident laser beam. The dc levels
are not used to provide information about the surface temperature. A system for signal
correlation is shown in Figure 3.

INTEGRATOR

CORRELATOR
~MULTIPLIER

AC FILTERS

ANAL DIFF _AMPL
SUBTRACTOR

AMPLIFIERS
DETECTOR | RSy

NDF [zl STRIP
LAMP

‘SPLITTER

Figure 3. Signal Correlation System for Reflectance Noise Measurement

The ac components of the photodetector signal must be separated to select only the noise
contributed by surface reflection of the laser beam (and possibly, the noise in the Planck
radiation from the surface). Other sources of noise in the reflected beam include optical noise
generated in the laser and microphonics in the optical system. Additional noise will be added in
the measurement channels by shot noise generated in the photodetector and rf noise pickup.
Some of the low-frequency noise components can be eliminated by high-pass filtering. The

remaining wide-band noise components must be separated by signal processing and correlation,
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using multichannel optical paths. The largest correlated noise signal component is the laser
noise. This noise which is common to all four optical channels, can be reduced by subtraction
with analog differential amplifiers. The largest source of uncorrelated noise is the shot noise of
the photodetectors. The effect of these uncorrelated noise signals is reduced by the
multiplier-integrator stage of the signal processor. If the differential amplifiers and the
correlator completely eliminate the laser noise and the uncorrelated nonthermal noise sources,
the output of the multiplier-integrator should be proportional to the remaining noise from the

reflectance modulation of the laser beam by the hot surface.
rrelation m Performan nd Requiremen

A preliminary estimate was made of the sensitivity of our present signal processing system to
detect thermal noise modulation of the laser beam. This estimate shows a minimum detectable
signal of 3 nW of noise power can be detected with an uncertainty of 1%, or 1:1 03 of the laser
noise, using the helium-neon laser. The estimate assumes (a) total elimination of the
uncorrelated system noise, (b) a common mode rejection ratio (CMRR) of 100 dB in the
differential amplifiers, and (c) a laser noise power of 0.1%. To detect a thermal noise power of
1014 W, calculated for T=2500 K and Af = 60 kHz, with 1% uncertainty requires five orders

of magnitude improvement in the signal processor sensitivity. This improvement may be
accomplished by decreasing the laser noise contribution, increasing the CMRR of the differential
amplifiers, and modifying the bandwidth of the signal processor. Adequate rejection of the shot
noise in the detectors, which is the major noise contribution of the measuring system, may
require unreasonably long integration times for the correlation process to reduce this noise to a

level below that of the reflectance noise.

The above analysis assumes that a laser beam can be modulated by another noise source, such as
the proposed hot-surface reflectance, over any bandwidth of interest. The unexplored question is
whether the electron-photon power transfer process in surface-reflectance signal modulation is

efficient at frequencies below 1 MHz.
No estimates have yet been made for possible noise associated with the Planck radiation from the
hot surface, nor have we assessed the possibility of measuring the line broadening (see Figure

1) to determine temperature.

Further work on this program will (a) continue the development of a signal processor with
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improved common mode rejection and larger bandwidth, (b) theoretical investigation of the
electron-photon modulation process at a hot surface, (c) reduction of the laser noise and
extraneous noise sources in the system, and (d) investigation of line broadening in hot-surface

reflection.
Conclusions

A postulated phenomenon of temperature-dependent reflectance modulation of a laser beam is
being investigated to determine whether it might provide a means of noncontact surface
temperature measurement that is independent of the emissivity of the surface. Methods of
signal processing are being developed for eliminating the nonthermal noise sources from the
desired thermal reflectance noise. A preliminary estimate indicates that the signal correlation
system may need 1o extract one part of desired noise from a background at least eight orders of
magnitude larger.
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I. Introduction

Recent conceptual advances in the understanding of combustion
science fundamentals in the context of microgravity processes and
phenomenology have resulted in an increased demand for diagnostic
systems of greater sophistication. Owing primarily to the severe
operational constraints that accompany the space flight
environment, measurement systems to date remain fairly primative
in nature. Qualitative pictures provided by photographic
recording media comprise the majority of the existing data, the
remainder consisting of the output of conventional transducers,
such as thermocouples, hot wires, and pressure transducers. The
absence of the rather strong influence of buoyant convection
renders microgravity combustion phenomena more fragile than their
1-G counterparts. The emphasis has thereforebeen placed on
nonperturbing optical diagnostics. Other factors, such as
limited supplies of expendable reactants, and periods of
microgravity time of sufficient duration, coupled with more
fundamental questions regarding inherent lgngth and time scales
and reproducibility have favored multipoint or multidimensional
techniques. While the development of optical diagnostics for
application to combustion science is an extremely active area at

present, the peculiarities of space flight hardware severely
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restrict the feasibility of implementing the majority of
techniques which are being utilized in terrestrial applications.
The additional reguirements for system reliability and
operational simplicity have tended to promote somewhat less
commonly emphasized techniques such as refractive index mapping

and molecular Rayleigh scattering.

II1. Refractive Index Mapping

The development of quantitative diagnostic tools for planar (2-D)
measurements of temperature fields in gaseous flows 1is of
significant interest in combustion science. For the most part,
the development of 2-D measurement techniques has emphasized the
application of Laser Induced Fluorescence (LIF) and molecular
scattering processes (Raman and Rayleigh). These methods offer
the advantages of spatial specificity (afforded by planar
illumination) and species or transition specificity (with the
exception of Rayleigh scattering). The relative weakness of
these processes, however, places requirements on the optical
source strengths which are, in many cases, incommensurate with
presently envisioned spaceflight hardware. A number of tuned
absorption technigques are also being pursued for this purpose,

but are generally restricted to single-point realizations.

For these reasons, refractive index methods represent an
attractive alternative for a number of applications. The
emphasis is not being placed on interferometric techniques,
however, due to their relatively severe mechanical stability

regquirements. In contrast, deflectometers tend to be less
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complex, less sensitive to vibration and misalignment, and more
readily accommodating to large fields of view. In addition, it
is possible to construct systems of suitable sensitivity to
accommodate the majority of applications which are currently
envisioned.1 For situations involving gasses of known
composition, the refractive index data can be directly related to
specific parameters of interest, such as temperature and
density.2 More complex compositions must be addressed on a
selective basis. Because of the 1line-of-sight nature of
refractive index measurements, the initial application will be
delegated to systems of known symmetry, thus eliminating the
requirement for more complex multiple angle tomographic

reconstruction procedures.

The first method to be pursued is an extension of the qualitative
Rainbow Schlieren system which is currently being developed for
flow visualization purposes. The continuously graded color
filter offers several advantages over conventional knife-edge or
slit systems.3 Principal among these are a lack of stepwise
discontinuities, and the use of color rather than intensity to
encode deflection magnitudes. A two stage, folded catadioptric
optical system has been designed to afford the desired optical
performance in a fairly compact package (approximately 0.5 meters
on a side). A schematic drawing of this configuration is shown
in figure 1. A small zirconium arc lamp serves as the optical
source. The spatial extent of the arc itself (approximately
0.010") is well matched to the corresponding dimensions of the

rainbow filter, and its spectrum is relatively uniform over the
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range of visible wavelengths. The primary focusing elements are
off-axis paraboloidal mirrors, which provide a true diffraction
limited image of the source at all wavelengths. The secondary
element is an asymmetric pair of Cooke triplets operating at a

conjugate ratio of 1:10 at F4.

A true three-color solid state array detector with zero pixel
offset will be employed as the imaging device. This detector is
read by a three channel parallel digitizer which resides in a
conventional laboratory PC system. Various basis sets for color
representation are being pursued. Hue, saturation, and intensity
(HSI) space appears the most promising at present, and should
provide roughly 0.5% accuracies of resulting deflection
magnitudes. Conventional integral transform methods will then be
utilized to invert the measured ray deflection fields, yielding
the desired refractive distributions.4 The ability of the systenm
to reconstruct specific refractive index fields will then be
evaluated in the context of other previously demonstrated
deflectometric methods, such as heterodyne Moire5 and Wollaston

full-field interferometry.6

III. 2-D Rayleigh Scattering

The need for nonintrusive methods of determining quantitative 2-D
temperatures and gas concentrations has led to the development of
various planar imaging techniques. As previously described,
several methods have been recently demonstrated, utilizing both
spontaneous Raman and Rayleigh scattering, as well as laser
induced fluorescence techniques. While Raman scattering and

induced fluorescence afford the advantages of species
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specificity, the requirements placed upon the optical sources are
currently somewhat disadvantageous in the context of space flight
applications. Raman scattering, for example, suffers from

exceedingly small scattering cross sections, thus demanding

unrealistically large input optical power levels. Fluorescence
techniques are hindered by configurationally complex and, in
many cases, inefficient conversion processes which are a

necessary step in the generation of the appropriate source
wavelengths. The relatively large signal strengths and
wavelength independence of the source make Rayleigh scattering a
potentially viable technique for these applications as rapid
technological advancements begin to place new types of laser

devices within reach.

2-D Rayleigh scattering methods have recently been demonstrated

by a number of investigators.Y'B’9 In general, these methods are

predicated on the linear relationship between the scattered power

and the 1local gas density (i.e. the number of available
scattering centers). In isobaric systems, this number density
can, in turn, be related to the local gas temperature. The

removal of the elastically scattered background contribution
usually involves cumbersome in-situ calibration procedures. The
test chamber or ambient region surrounding the apparatus must be
either evacuated, or back-filled with an atmosphere whose cross
section and number density are accurately known at two or more
values in order for the background contribution to the scattered

intensity to be determined explicitly.



Two approaches are being explored in which the effect of
background contributions to the scattered signal can be removed
without a priori calibration procedures: i) simultaneous multiple
wavelength scattering and ii) spectrally resolved imaging
interferometry. Multiple wavelength scattering exploits the
specific dependence of the Rayleigh scattering cross section on
wavelength. The other scattering processes which contribute to
the total measured signal do not exhibit this functional
dependence, and can thus be removed via a straighforward system
of N algebraic equations (where N represents the number of
discrete wavelengths being employed). This approach has been
demonstrated for single point measurements using the two
principal lines (510 578 nm) of a pulsed copper vapor laser.10
Single point measurements of gas density to a predicted accuracy
of 1.7% have been reported in a 1200° K, 20 atm. environment.
The decreased signal strengths resulting from near ambient
pressure conditions will be offset by increased gate times. The
initial application will operate at conventional video frame
rates, which represent an increase in integration times of 2 x
102. A split imaging system will be constructed, wherein the
field of view will be simultaneously imaged onto separate
portions of the imaging array (see figure 2). Narrow 1line
interference filters will be employed to achieve adequate channel
separation. Although Rayleigh scattering is only applicable to
gas temperature measurements if the effective cross section of
the reactants and combustion products remains constant throughout
the reaction, it has been shown that a variety of gas mixtures

satisfy this condition to within a few percent.11 In addition,
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more sophisticated models have been developed wherein the
evolution of the scattering cross sections can be predicted as a
function of the extent of the completion of the reaction.l1?
Using such predictions, the change in cross sections can be

incorporated into the data reduction procedures to achieve a more

refined temperature measurement.

Spectrally resolved imaging interferometry will be employed to
measure the Doppler-broadened linewidths of the scattered signal
directly. The scattered linewidth depends on the temperature
because the spectral broadening is caused by the Doppler shift
from moving molecules. The translational velocity distribution
giving rise to the observed shifts 1is in turn 1linked to
temperature via the Maxwell-Boltzmann relationship. The
background signal does not exhibit this broadening, and hence can
be readily distinguished. The functional form of the measured
spectrum is dependent on pressure. At low pressures (assuming
noninteracting, randomly distributed particles) the spectrum has
a Gaussian form. Higher pressure regimes require corrections to
account for interparticle interactions. The association of the
measured spectral width with temperature requires a knowledge of
the molecular weights of the species present. As such, similar
mixture tailoring procedures or additional information about the
reaction chemistry are required for the total intensity
measurements which have been previously discussed. Point
temperature measurements using Rayleigh scattering line-

13

widths have been previously reported, and an a priori analy-

sis indicates that accuracies of 10° K are achievable in a
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10 msec interval at 2000° K and one atmosphere, using an input
power level of 1 watt at 488.0 nm. Spectrally resolved imaging
interferometry as applied to remote thermometry has been reported

14,15 primarily for measuring auroral

by several investigators,
emissions. In recent years, flight-qualified versions of these
instruments have been constructed, most notably for the Explorer
space probe. Two methods of acquiring spectral data will be
pursued. In the fringe or image mode, the spectral width is
manifest by the local broadening of the fringe field. In the
spectrally scanned mode, the center frequency of the

interferometer is swept, yielding spectral signatures

independently at each point in the pixel field.
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Introduction

The last decade has seen a series of dramatic developments in
solid state laser technology. Prominent among these has been the
emergence of high power semiconductor laser diode arrays and a
deepening understanding of the dynamics of solid state lasers.
Taken in tandem these two developments enable the design of laser
diode pumped solid state lasers [1]. It is possible now to design
solid state lasers to meet quite specific and precise criteria
such as output wavelength, linewidth, beam quality, stability and
tunability. Pumping solid state lasers with semiconductor diodes
relieves the need for cumbersome and inefficient flashlamps and
results in an efficient and stable laser with the compactness and
reliability we have come to associate with solid state
technology. It provides a laser source that can be reliably used
in space. In this paper I shall describe how to incorporate these
new coherent sources 1into the non-contact measurement of
temperature.

The primary focus of the LaRC Solid State Laser Materials
Research group is the development and characterization of new
optical materials for use in active remote sensors of the
atmosphere. In the course of this effort we have studied several
new materials and new concepts which can be used for other sensor
applications. We are interested in seeing this technology put to
use for other NASA missions. We share this interest in the
development of new electro-optic sensors with our colleagues at
the Center for Fiber and Electro-optics at the Virginia
Polytechnic Institute and have been working together in this
effort. Our general approach to the problem of new non-contact
temperature measurements has had two components. The first
component centers on passive sensors using optical fibers; VPI
has designed and tested an optical fiber temperature sensor for
the drop tube at the Marshall Space Flight Center. Work on this
problem has given us some insight into the use of optical fibers,
especially new IR fibers, in thermal metrology. This work will
be described separately by the VPI group. The second component of
our effort is to wutilize the experience gained in the study of
passive sensors to examine new active sensor concepts. By active
sensor we mean a sensing device or mechanism which 1is
interrogated in some way by radiation, usually from a laser.



In the next section I will summarize the status of solid state
lasers as sources for active non-contact temperature sensors.
Then I will describe some specific electro-optic techniques
applicable to the sensor problems at hand. Work on some of these
ideas is in progress while other concepts are still being worked
out.

Status of Solid State Laser Technology

We survey two separate laser technologies here- semiconductor
laser diodes and solid state lasers. Diode lasers provide high
brightness light sources which are reliable and compact. Diode
lasers and diode laser arrays have been fabricated mainly from
GaAlAs; the Al composition determines the bandgap and hence
emission wavelength. These wavelengths can range from 700 to 900
nm with most production diodes having emission around 800 nm. The
emission wavelength can be further tuned by controlling the diode
temperature. The diodes can be operated in cw mode, in a short
pulse mode (by, for example, Q-switching) or in a quasi-cw mode
(long pulses and low repetition rates). Table 1 shows the
operating characteristics of several different diode lasers and
diode laser arrays as reported in a recent review article [2].
The highest power reported there is 800W in a 13 bar array
operating at 35% efficiency. Efficiency of diode laser arrays is
expected to reach about 50%.
Table 1.

Operating Characteristics of Semiconductor Diode Lasers
and Laser Arrays

Device Operating Peak Output Efficiency
Mode Power

SQW~-SCH cw 0.7 W 50 %

10 stripe

SQW-SCH cw 3.8Ww  ————

(high

brightness g-cw 8.0 W 40 %

laser)

laser bar cw 12 W 40 %

(1 cm) g-cw 100 W 30 %

3 bar q-cw 300 W 40 %

array

13 bar qg-cw 800 W 35 %

array

Notation: SQW- Single Quantum Well;
SCH- Separate Confinement Heterostructure;qg-cw- quasi-continuous

wave (150 Us pulse with 100 Hz repetition).

Compiled from reference [2].
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Solid state lasers operate on the optical properties of
individual ions doped into host material. The dopant ions may be
either transition metals (Cr, Ti, Ni, ...) or lanthanide rare
earths (Nd, Er, Tm, Ho, ...). Dopant transition metal ions couple
strongly to their host lattice and as a result electronic
transitions may be vibrationally broadened. This results in broad
emission and absorption in the visible and near IR. The rare
earths ions couple more weakly to the lattice and so have
narrower absorption and emission and it occurs further into the

IR (1 to 3 Mm).
A large number of ions in various hosts have already been made to
lase; we report here only the results of diode pumped lasers in
Table 2.

Table 2.

Diode Pumped Rare Earth Laser Transitions to Date

Ton Transition Wavelength Temperature
(Hm) (K)

Na3+t Ar3/0 - 41995 1.06 300
4F3/2 - 4I13/2 1.32 300
4r3/0 - 4195 0.95 300

u3+ 4111/2 - 4199 2.61 4.2

Dy3+ 515 - S1g 2.36 1.9

Yb3+ 2F7/2 - 2F5/2 1.03 77

Ho3* 517 - S1g 2.10 300

Er3+ 4191/ - %113/2 2.8 300
41130 - Y190 1.6 300

Tm3+ 3F4 - 3Hsg 2.3 300

from Reference [1].



A diode pumped Nd:YVO4 laser has demonstrated an overall
efficiency of 12.5% and cw power output of 750 mW [3].
Extrapolating from this result we can anticipate that
improvements in diode operation can lead to overall (electrical
to optical) efficiencies exceeding 20%.

Despite the fact that laser emission in the mid-IR region occurs
in well separated and narrow bands we can still expect diversity
in wavelength by shifting the wavelength in non-linear crystals.
Harmonic generation can translate the emission to shorter
wavelengths while optical parametric oscillation will allow
tunable operation from 1 to 10 um. The cw single mode emission
from a diode pumped Nd-YAG oscillator has had its emission at

1.06 Um doubled to 532 nm with 56% efficiency. This second

harmonic generation was in a LiNbO3: MgO crystal external to the
laser. The maximum efficiency of second harmonic generation in
this system may be as high as 80% [4]. A diode laser pumped
Nd:YAG oscillator, injection seeded and g-switched has been used

to pump a PB-Barium Borate crystal with a tuning range from 0.41

to 2.15 Mm [1]. Figure 1. displays the tunable emission region
for some of these ions and hosts.
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Figure 1. This figure represents the tuning ranges of some
solid state laser systems. Most of the recently discovered
tunable solid state lasers are represented. In order not
to clutter the diagram only one example of second harmonic
generation (2 x Ti:Sapphire) and two examples of wavelength
shifting by optical parametric oscillation (OPO) are
depicted.



This has been a short survey of recent work in diode pumped solid
state lasers. It is intended to demonstrate that technology
exists to design 'all solid state lasers' with high quality
emission from the visible out to 10 mm. Such lasers provide
compact, efficient and reliable sources for active sensing.

Active Sensor Concepts
In this section we describe some ideas about possible non-contact

temperature measurements which utilize laser sources. Research
has been initiated in some of these techniques while some of the

ideas have vyet to be tried. An important part of these
measurement schemes is their use of optical fibers to transmit
and gather the optical signals. Advantages of optical fiber

technology will be described more fully in the talk by
Professors Claus and May of VPI.

A. Doped Crystal Fibers

Ions doped directly into crystalline or glass fibers can act as
sensing elements. This idea has several realizations and I will
describe one which was developed from ocur lab. A few years ago a
new technigque for the containerless growth of crystals was
developed at the Center for Materials Research at Stanford
University- the laser heated pedestal to growth of a crystal
fiver [5]. We had developed several spectroscopic techniques
using these fibers to streamline our optical characterization of
new laser materials [6] when it occurred to us that that these
techniques could be turned into sensors.

The optical properties of dopant ions are due to the local
crystal field seen by the ion. Changes in the environment which
alter this crystal field are detectable as changes in the optical
properties of the ion. This provides a sensing of the
environment on a microscopic scale. To 1illustrate the
possibilities offered by this circumstance I will describe a
series of experiments carried out on a Sapphire fiber. In the
growth of sapphire (Al1503) unintentional contamination of the

crystal with Cr3* ions cannot be avoided so that any sapphire
fiber grown has a low concentration of Cr (this concentration was
less than 10716 cm™3 in the fibers studied). It is these Cr ions
that act as sensors. The optical emission from cr3* ions in
Sapphire occurs in two strong and narrow lines in the red (~694.3
nm), the so called R-lines. Temperature shifts in both the
lifetime and intensity of this emissionhave been observed [7] in
Sapphire fibers. Tensile stress induces a blue shift in the
wavelength of the R-lines ({7]. Raman spectra of each active
vibrational mode of the Sapphire crystal have been observed and
their temperature dependence determined. The Raman spectra are
shown in Figure 2. The crystal fiber geometry provides an
excellent experimental arrangement for Raman measurements since
the exciting light 1is entrained in the fiber while the Raman
shifted light is coupled out of the fiber. These results, which



are for one ion and one host crystal, may not be optimal for
specific instrument needs. By varying the dopant ions, their
concentration and the host it should be possible to achieve a
wide range of temperature sensitivities.

The geometry of a crystal fiber favors certain experiments that
would be more difficult with bulk samples. There are two basic
modes of excitation and detection as shown in Figure 3. Injection
of exciting radiation may be either transverse as described in

Ref. (6] or longitudinal as in Ref. ([7,8].

Sapphire fiber, Laser 4765A
Room temperature

380, Eg
418, Mg

751, Eq

432, E,

(b) in Hzo
(x'x)+(x'z)

=

(a) in air

(xlxl) +(xlzl)

300 400 500 600 700 800 900
RAMAN SHIFT (CM™)

Figure 2. Raman spectra of a single crystal fiber of
sapphire at room temperature observed in air and in water.
The index matching fluid allows isotropically emitted light
to escape the fiber while the excitation laser 1light,
injected longitudinally, remains entrained.

A

A final remark about this technology. There is a rich variety to
the optical properties of ions in solids; all are available for
incorporation into optical sensing systems. Optical devices can
provide 1logical operations as well as sensing elements.
Furthermore, some of these devices can be optically altered. It has
been demonstrated that erasable changes in the refractive index of
some glasses doped with Eu can be written with laser light of one
frequency and read by light of another frequency [9]. It may be
possible to write holographic gratings into optical fibers and to
use these gratings as filters for active multiplexing of sensor



signals. This idea is currently under investigation.
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Figure 3. This figure depicts the basic excitation and
detection modes for an active element of a fiber system:
(a) transverse excitation with entrained light detected;
(b) longitudinal excitation with detection of out-coupled
light; (c¢) any combination of excitation and detection
modes can be incorporated into a distributed sensor system.

B.Modulated Reflection Spectroscopy

This notion is an extension of a technique developed to study
excitation near the band edges of semiconductor materials [10].
It depends upon the alteration of the energy band structure of a
solid in the presence of intense laser light. I will describe
specific work on semiconductors but the basic procedure could, in
principle, be extended to dielectrics and metals. The
experimental set up is described in Figure 4. It utilizes two
laser beams. A pump beam at a fixed wavelength above the band gap
is modulated. Its excitation of the sample surface is probed by a
tunable laser through the band gap energy. Measurement of the

differential reflectivity (AR/R) of the prcbe beam gives an

analogue signal related to the third derivative of the complex
index of refraction. The complex refractive 1index carries
information of the absorption coefficient which changes rapidly
near the band edge. By fitting the measured lineshape to a simple
model of the absorption coefficient the band gap energy can be
determined. Thus the derivative signal isolates the band edge
which, in turn, depends upon the sample temperature.



Modulated Reflection Spectroscopy
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Figure 4. A modulated pump beam alters the band edge near
the surface of the sample. This alteration is interrogated
by the reflected 1light from a tunable probe beam. The
differential reflectivity (AR/R) 1is related to the third
derivative of the complex refractive index.

Using this technique (with a broadband probe beam instead of a
tunable laser) non-contact temperature measurements of GaAs up
to 610 C have been made with an accuracy of + 10 € [11]. Using
a laser probe should improve the accuracy of this measurement.

This technique has several advantages. First, by measuring a
derivative quantity it is insensitive to background behavior and
is sensitive to the feature measured, the energy gap location.
It measures a quantity which is not dependent on the emissivity.
Furthermore, since it is an ac measurement other information
such as the phase shift of the reflected light is available.

C. Thermal-Quantum Detectors

This idea for this measurement arose from an analysis of the
thermodynamic efficiency of radiation detectors. Radiation
detectors can be divided into two broad categories: thermal
devices, which convert the energy of each photon absorbed to
internal heat and quantum devices which count individual photons
having energy above a threshold. This distinction in operation
has a significant effect on the thermodynamic efficiency of each
type of device when it is used to measure blackbody radiation
(12].

Not all of the radiant energy emitted from a blackbody source at
a constant temperature Tg and subsequently absorbed by a quantum

detector at constant temperature TR can be converted into a

detectable signal (usable work in the thermodynamic sense). Some
of the radiant energy absorbed by the receiver is converted to
heat, some is reradiated and the remainder is converted to usable
energy. The basic limitation on the amount of energy converted to
usable work is a consequence of the second law of thermodynamics
and it involves the flux of free energy [12]. An upper bound on
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n(x,y)

the efficiency of this conversion assuming that all of the
available free energy 1is converted to usable energy was derived
by Landsberg and Malinson ([13]. This bound is given by a
polynomial function of the ratio of the temperatures x = Tr/Tg as

_ 4 1 s
Moo =1 73 %+ 3%

However, in quantum devices not all of the free energy available
in the radiation field can be converted int0 usable work because
of the basic limitation of the detecting device itself. Figure 5.
shows the maximum efficiency for the conversion of energy from a
blackbody source by a device having a threshold energy Eg = hv

and maintained at a temperature Tg.

-5 T T T T T T I T T
x = Tg [Tg
0.0

10

y = (huo/k’rs)

Figure 5. Maximum efficiency for the conversion of energy
from a blackbody source at temperature Tg by a device
having an energy threshold E; and maintained at a
temperature TR Mmaxs €expressed in terms of the
dimensionless parameters x = TgR/Tg and y = Eq/kTg.

In summary then, a thermal device converts the net radiant
energy flux incident upon it into heat which is measured as the
bolometer signal while a quantum device can detect only the net
radiant free energy flux. The difference between these two
fluxes depends on the source temperature. This suggests that by
comparing the signals from a thermal detector adjacent to a
quantum detector one can determine the temperature of the
source.



Conclusions

Solid state laser technology is rapidly developing to the point
where individual tunable solid state lasers can be designed to
meet specific needs. This flexibility in the sources of coherent
radiation provides an opportunity for thermal metrology. These
developments parallel developments in electro-optics and optical
fiber technology. Together they enable new measurement
strategies to be designed. In this paper we have described the
characteristics of the current generation of diode pumped solid
state lasers and suggested how they may be utilized to enable
new non-contact temperature measurements.
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There is a need to make noncontact measurements of material
characteristics in the microgravity environment. Photothermal
and photoacoustic techniques offer one approach for attaining
this capability since lasers can be used to generate the
required thermal or acoustic signals. The perturbations in the
materials that can be used for characterization can be detected
by optical reflectance, infrared detection or laser detecticn
of photoacoustics. However, some of these laser techniques
have disadvantages of either high energy pulsed excitatiocn or
low signal-to-noise ratio. Alternative signal processing
techniques that have been developed at JPL can be applied to
photothermal or photoacoustic instrumentation. Cne fully
coherent spread spectrum signal processing technique is called
time delay spectrometry (TDS)+. With TDS the system is excited
using a combined frequency-time domain by employing a linear
frequency sweep excitation function. The processed received
signal can provide either frequency, phase or improved time
resolution. This signal processing technique has been shown tc
outperform other time selective techniques with respect to
noise rejection and has been recently applied to photothermal
instrumentation. The technique yields the mathematical
equivalent of pulses yet the input irradiances are orders of
magnitude less than pulses with the concomitant reduction in
perturbation of the sample and can increase the capability of
photothermal methods for materials characterization. 1 Rr.c.
Heyser, J. Audio Eng. Soc. 15 370 (1967).
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Abstract

An overview of activities at NIST in radiation thermometry and related
temperature scale research is presented. An expansion of calibration
services for pyrometers will be described as well as efforts to develop
calibration services for blackbody simulators. Research relevant to the
realization of the new international temperature scale (ITS 90) will be
discussed.
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Introduction

At the last NASA noncontact temperature measurement workshop, held
on 30 April - 1 May 1987, a summary of relevant activities conducted by
the Radiometric Physics Division of the National Institute of Standards
and Technology (NIST) was presented. Since that time, the scope of our
activities has continued to expand to meet the evolving measurement needs
of the wuser community. In addition to developing new calibration
services, we are contributing to the imminent redefinition of the
international temperature scale with fundamental measurements of the
freezing point of gold.

Pyrometer Calibrations

The primary activities at NIST relevant to radiation thermometry
have always revolved around our mandate to maintain and disseminate the
national temperature scale above the temperature of freezing gold
(1064.43°C). To this end, the radiance temperature scale is maintained
and disseminated! on tungsten strip lamps calibrated in the range 800°C
to 2300°C. Additionally optical pyrometers, both visual and automatic,
are calibrated in their design range. These calibrations are performed in
a facility which 1is shown schematically in figure 1. Both scale
realization and lamp and pyrometer calibrations have traditionally been
done near 650 nm. In our laboratory, the actual wavelength used was for
many years 654.6 nm and is currently 655.3 nm.

Over the past few years, the silicon photodetector based pyrometer
operating in the 0.8 to 1.2 micrometer range has become increasingly
prevalent. While we have calibrated a limited number of these instruments
on a special test basis, it is clear that there is sufficient demand to
warrant a formal calibration service. To meet this need, the facility in
figure 1 is being extensively modified. A large area blackbody has been
added to accommodate the larger spot size of these instruments and the
calibration pyrometer is now undergoing a redesign. These modifications
are well underway and we are working to establish a calibration service.

Calibration of Ambient Temperature Blackbodies

Blackbodies operating in the 5°C - 100°C range are often used to
calibrate thermal imaging systems and imaging radiometers. These are
usually not cavity radiators but are most commonly in the form of flat
plates having active areas of several square centimeters. In particular,
Forward Looking InfraRed (FLIR) systems, used by all branches of the
armed forces as well as a variety of infrared scanners, are maintained
with a calibration chain based on such blackbodies. To support such
devices we have for a number of years maintained a calibration facility.
To meet the need for increased accuracy these facilities have been
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undergoing a systematic upgrade and expansion.

The heart of the new facility is a water-bath blackbody? (WB BB)
designed and built at NIST. The design goals include a large-area (ten
centimeter diameter aperture) blackbody with an effective emissivity of
.99 or better. It is required to operate from 5°C - 60°C with a setpoint
stability of * .01°C and have a central area of the ten centimeter
aperture that is wuniform to #.01°C. Two such systems have been
incorporated into the calibration facility, shown schematically in
figure 2, and verification of the design parameters is well underway.

Development of the water-bath blackbodies is continuing and a second
generation design will be completed by the end of this year. Ultimately,
we hope to demonstrate stability and uniformity better than .005°C.

Calibration of Medium Temperature Blackbodies

In the past year, it was determined that sufficient need exists for
the calibration of blackbodies operating in the 350°C - 1000°C range to
warrant the design and construction of a dedicated facility. Shown
schematically in figure 3, the facility will be built around two pressure
controlled heat pipe® furnaces modified as blackbody simulators. One
furnace will cover the temperature range of 350°C - 700°C by using cesium
as a working fluid while the second furnace will be sodium charged and
will operate from 550°C - 1050°C. The cavities themselves will be
cylindro-cones 60 centimeters deep and 5 centimeters in diameter. The use
of pressure controlled heat pipes will result in stability and uniformity
better than .01°C.

The choice of radiometer for this facility has not been made.
Occasional calibrations performed in the past used a scanning
monochromator and were primarily in the 3 - 5 micrometer band with a
limited amount of work in the 8 - 14 micrometer band. We plan to expand
our working range and will investigate the feasibility of covering the
entire 2 - 20 micrometer range. We are actively pursuing the possibility
of using a Fourier transform radiometer to achieve this.

Temperature Scale Research

The International Practical Temperature Scale is defined in terms of
a number of primary fixed points and specifications for interpolation
between them. The upper fixed point on the scale, as defined in 1968
(IPTS-68), is the temperature of freezing gold (gold point). Above this
point, temperature is defined radiometrically by Planck’s law. In IPTS-68
the gold point was specified as 1337.58 K (1064.43°C). In the years since
the scale was issued a consensus has emerged that the value is about
0.3 K too high.

73



In our laboratory, a unique experiment is underway‘ to perform an
absolute radiometric measurement of the gold point. Shown schematically
in figure 4, this experiment measures the freezing temperature of gold by
directly comparing the spectral radiance of a gold point blackbody with
that of a laser irradiated integrating sphere that has been calibrated by
both silicon detector standards (Si) and an electrically calibrated
radiometer (ECR). Preliminary results give a temperature of 1337.32
+0.36 K (30).

On January 1, 1990 it is anticipated that a new international
temperature scale will be implemented (ITS-90). It will involve
reassignments of a wide range of fixed points. (Table 1 shows the effect
on radiance temperature if the downward adjustment in the gold point is
0.3 K.) In addition to these reassignments, the upper part of the new
scale is expected to be defined radiometrically from the freezing point
of silver, currently given in IPTS-68 as 1235.08 K. This value will be
reassigned in ITS-90 and we will explore the possibility of employing the
same technique used to measure the gold point to perform a silver-point
measurement,

Table 1. Projected change in radiance temperature resulting from
-0.3 K reassignment of the pgold-point temperature from
1337.58 K to 1337.28 K.

Radiance Temperature Quoted Uncertainty Change of Value
(NIST 30)
800°C + 0.5°C -0.2°C
1100 0.6 -0.3
1400 0.8 -0.5
1800 1.3 -0.7
2300 2.0 -1.1
Summary

A summary of recent and ongoing activities relevant to radiation
thermometry has been presented. Because of the wide scope of the work,
only a very brief overview has been possible. Anyone desiring further
information concerning these or other activities of the Radiometric
Physics Division or who wishes to suggest new directions we might pursue
is encouraged to contact us directly.
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INFRARED THERMAL IMAGING FIGURES OF MERIT

Herbert Kaplan

Honeyhill Technical Company
193 East Avenue, Norwalk, Connecticut 06855

Abstract

This paper will begin with a discussion of commercially available types of
infrared thermal imaging instruments, both viewers (qualitative) and imagers
{quantitative). The various scanning methods by which thermal images
(thermograms) are generated will be reviewed.

The performance parameters (figures of merit) that define the quality of
performance of infrared radiation thermometers will be introduced. A discussion
of how these parameters are extended and adapted to define the performance of
thermal imaging instruments will be provided.

Finally, the significance of each of the key performance parameters of
thermal imaging instruments will be reviewed and procedures currently used for
testing to verify performance will be outlined.
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INFRARED THERMAL IMAGING FIGURES OF MERIT

Introduction

This paper deals with the performance parameters or "figures of merit" of
commercially available infrared thermal imaging instruments; how they are
defined, how they are specified by the potential user and how the instruments
can be tested to assure compliance. From the user’s point of view, there are
two broad categories of imaging instruments; those that provide quantitative
information, generally in terms of target (blackbody equivalent) temperature,
and those that provide only a qualitative thermal image. In the discussions to
follow the term imager will be used to describe the quantitative instrument and
the term viewer will be used to describe the qualitative instrument.

Since many of these parameters are based on the means by which scanning is
accomplished, it is appropriate to review scanning methodology, beginning with
point sensing of infrared radiation from a target.

An important advantage of infrared radiation thermometers over contact
thermometers 1is their speed of response. The measured energy travels from the
target to the sensor at the speed of light. The response of the instrument can
then be in milliseconds or even microseconds. This important feature has
allowed the field of infrared radiation thermometry to expand into real time
thermal scanning and thermal mapping. When problems in temperature monitoring
and control cannot be solved by the measurement of one or several discrete
points on a target surface it becomes necessary to spatially scan, that is to
move the collecting beam (instantaneous field of view) of the instrument
relative to the target. This can be done by moving the target with the
instrument fixed or by moving (translating or panning) the instrument, but is
more practically accomplished by inserting a movable optical element or
elements into the collecting beam. Depending on where these elements are
placed the instrument can be made to scan in object space (in front of the
primary optical element) or in image space (behind the primary element).
Scanning in image space generally provides better resolution uniformity over
narrow scanning angles and requires shorter excursions of the scanning
elements. Scanning in object space generally allows wider scanning angles and
requires wider angular excursions of the scanning elements in order to
accomplish this.

Rectilinear scanning

The purpose of spatial scanning is to derive information concerning the
distribution of radiant energy over a target scene. Although an almost
infinite variety of scanning patterns can be generated using two moving
elements, the most common pattern is rectilinear, and this is most often
accomplished by two elements each scarming a direction normal to the other. A
typical commercially available rectilinear single detector scanner employs two
rotating prisms behind the primary lens system (refractive scanning in image
space). An alternate approach to scanning using two oscillating mirrors in
front of the primary lens (reflective scanning in object space) is also
commonly wused in commercially available single detector scanners. Both image
space scanners and object space scanners can employ refractive or reflective
scanning elements or even combinations of both elements. Most commercially
available infrared imagers use a fast scan element to scan lines and a slower
scan element to scan image frames, both scanning simultaneously in synchronism.
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Multidetector scammers

One of the performance limitations of single-detector scanners is that
imposed on the trade-off between speed of response and signal-to-noise ratio of
the detector. These instruments require high speed cooled photodetectors which
are pushed to their performance limits as the desired real-time scanning rate
is increased. Multidetector scanners are scanning imagers that reduce the
constraints on detector performance by adding detector elements which share the
temporal-spatial burden. By varying detector spacing in the focal plane, the
instrument designer can accomplish interlace scanning, stepped scanning, serial
scanning or various combinations. These scanning improvements allow for faster
frame rates with no reduction in signal-to-noise ratio or improve signal-to-
noise ratio with no decreases in frame rate.

In one commercially available instrument, the vertical scanning element is
entirely eliminated, and an oscillating mirror serves as the horizontal

scanning element. A linear detector array is used on which the number of
detector elements equals the number of scan lines in the frame, and each
detector element always scans its 'assigned” line. Certain adjustments,

sometimes costly, are required when conventional linear arrays are used. A
preamplifier is required for each detector, and the variations in detector
characteristics from channel to channel need to be corrected so that thermal
response across the image is uniform. The instrument described above is used
commercially as a "thermal viewer" with no absolute temperature readout
requirements; this makes it quite cost-effective. Otherwise, depending on the
stringency of the instrument performance requirements, the cost of the array
itself can be quite high, and the requirement for multiple individually matched
preamplifiers may make the cost even higher.

In recent years detector mosaics or 'staring” arrays have been used
successfully for military night vision FLIR (Forward Looking InfraRed)
viewers. Each detector element is assigned one display picture element and
mechanical scanning is eliminated altogether.

It is important to understand the basic differences between night vision
viewers (non-quantitative) and most high performance commercial IR imagers from
the point of view of the end user. The purpose of a night vision system is to
provide the clearest possible thermal map of the target to an observer with no
actual measurement requirements. The purpose of the commercial thermal imager
is to provide a high resolution quantitative thermal image of the target to an
observer or to a data processing control system. Neither viewers or imagers
using detector mosaics are presently available commercially although one
staring array viewer is expected to become available soon.

Pyrovidicon viewers

Pyrovidicon thermal viewers are basically video cameras that operate in the
infrared and are worth mentioning here as possible cost-effective tools for
ugsers who do not require quantitative thermal information. Pyrovidicons are
discussed in some detail in the Kaplan paper, "An Update of Commercial Infrared
Sensing and Imaging Instruments' (reference 1).
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SPRITE technology

Around 1980 the British introduced a new detector that performs time delay
and integration within the detector material itself. The SPRITE (Signal
Processing in the Element) detector and its incorporation into a high
resolution thermal imager are reviewed in the Leftwich paper, "Advanced TV
Compatible Thermal Imaging Using the SPRITE Detector” {reference 2). The

paper explains:

"It is possible to manufacture SPRITE detector filaments which are
equivalent (depending on the applied field) to about 7 to 14 discrete, high D#
elements, thus significantly reducing the number of leads to the cold finger
and the complexity of the array."

The first commercial imager series using SPRITE technology was introduced
in 1987 and is currently available. It is discussed in reference 1.

Performance parameters of two dimensional scanners

The parameters used for assessing the performance of infrared thermal
imaging scanners are complex and the methods used for testing performance have
generated some controversy among manufacturers and users of these instruments.
Since a thermal image is made up of a great number of discrete point
measurements, however, many of the performance parameters of infrared thermal
imagers are the same as those of radiation thermometers (point sensing infrared
radiometers that read out in temperature). Others derive from, or are
extensions of, radiation thermometer performance parameters. It should be
noted that for users requiring qualitative rather than quantitative thermal
images, many of the parameters discussed herein are of no importance.

The following parameters can be used to specify the performance of an infrared
{(one-color) radiation thermometer:

o Temperature range: The high and low limits over which the target
temperature may vary

o Absolute accuracy: As related to the NBS (National Bureau of Standards)
standard

o Repeatability: How faithfully a reading is repeated for the same target

o Temperature sensitivity: The smallest target temperature change the
instrument needs to detect

o Speed of responge: How fast the instrument responds to a temperature
change at the target surface

o Target spot size and working distance: The size of the spot on the
target to be measured and its distance from the instrument

o OQutput requirements: How the output signal is to be utilized

o Spectral range: The portion of the infrared spectrum over which the
instrument will operate

o Sensor environment: The ambient conditions under which the instrument
will operate




For infrared imaging scanners, the ERIM Infrared Handbook (reference 3)
provides an extensive table of terms and definitions (section 19.1.2) and a
list of specimen specifications (section 19.4.1). The section of the Handbook
covering infrared imaging systems does not, however, deal with the imager as a
quantitative measurement instrument, and so the performance parameters related
with with temperature measurement need to be added. From the user's point of
view, some simplifications can be made which result in some acceptable
approximations. Bearing these qualifications in mind, the following
definitions of the key performance parameters of infrared thermal scanners are
offered:

o Total field of view (TFOV): The image size, in terms of scanning angle.
{example: TFOV=20 V x 30°H)

o Instantaneous field of view (IFOV): The angular projection of the
detector element at the target plane: Imaging spatial resolution.
(example: IFOV= 2 milliradians)

0 Measurement spatial resolution: (IFOVmeas): The spatial resolution
describing the minimum target spot size on which an accurate temperature
measurement can be made. (example: IFOVmeas = 5 milliradians)

o Frame Rate: The number of times every point on the target is scanned in
one second. (example: Frame rate = 30/second)

o Minimum resolvable temperature (MRT): The smallest blackbody equivalent
target  temperature difference that can be observed: Temperature
sensitivity. (example: MRT=0.1°C @ 30*C target temp.)

It shall be seen that MRT and the terms relating to spatial resolution are
interrelated and cannot be considered independently. Other parameters such as
spectral ranges, target temperature ranges, accuracy and repeatability and
focusing distances are essentially the same as those defined previously for
infrared radiation thermometers although they may be expressed differently.
"Dynamic range" and 'reference level range", for example, are the terms that
define the target temperature ranges for thermal imagers. (For thermal viewers
parameters relating to temperature range are only applicable in the broadest
sense; absolute accuracy and stability parameters are not applicable; MRT is
applicable only as an approximation since stability cannot be assured; IFOVmeas
is not applicable).

Secondary features such as field uniformity and spatial distortion are
design parameters, and are assumed to be handled by responsible manufacturers.

A discussion of the significant figures of merit follows:

Temperature range, accuracy and repeatability

Temperature range and absolute accuracy will always be interrelated; for
example, the instrument might be expected to measure a range of temperatures
from 0 to 200°C with an absolute accuracy :2°C over the entire range. This
could alternately be specified as 1% absolute accuracy over full scale. Since
absolute accuracy is based on traceability to the NBS standard, it is difficult
for a manufacturer to comply with a tight specification for absolute accuracy.
An absolute accuracy of :0.5°C :1% of full scale is about as tight as can be
reasonably specified. Repeatability, on the other hand, can be more easily



assured by the manufacturer, and is wusually more important to the user.
Testing for these parameters can be accomplished quite easily using blackbody
reference sources. Commercial thermal imagers are usually provided with tables
of temperature calibration data and, where applicable, corrections for
atmospheric and ambient conditions.

Temperature sensitivity, MRTD or MRT

Temperature sensitivity 1is also called "thermal resolution" or "noise
equivalent temperature difference" (NETD). For a radiation thermometer, it is
the smallest temperature change at the target surface which can be clearly
sensed at the output of the instrument. For any given instrument, temperature
sensitivity will improve for hotter targets where there 1is more energy
available for the instrument to measure. Any requirement for temperature
sensitivity, therefore, should be specified at a particular target temperature,
and this should be near the low end of the range of interest. A specified
temperature sensitivity of 0.25°C at a target temperature of 25°C, for example,
will ensure that the sensitivity of the instrument will be at least that for
targets hotter than 25-C. NETD is the minimum equivalent blackbody temperature
difference which will create a signal output equal to the steady state noise
present in the instrument. This is easily measured electronically on radiation
thermometers, but does not provide a satisfactory assessment of imager system
performance.

For an imaging system, the term "minimum resolvable temperature” (MRT) or
"minimum resolvable temperature difference” (MRTD) defines temperature
sensitivity but also implies spatial resolution (IFOV). MRTD is expressed as a
function of angular spatial frequency. Testing for MRTD 1s usually
accomplished by means of a subjective procedure developed by the Department of
Defense community. This involves selecting the smallest (highest frequency)
standard periodic test pattern (four bars, 7:1 length to width aspect ratio)
that can be distinguished as a 4 bar contrast target by the observer, and
recording the smallest detectable element-to-element temperature difference
between two blackbody elements on this pattern. Unlimited viewing time and
optimization of controls is allowed and the target is oriented with the bars
normal to the fast scan (line scanning) direction. Figure 1 illustrates the
setup using an ambient pattern and a heated background. The MRTD curve shown
is a function of spatial frequency (cycles/mrad). Additional points on the
curve are achieved by changing the pattern size or the distance to the scanner.

Spot size, instantaneocus field of view (IFOV), spatial resolution, measurement
spatial resolution (IFOVmeas)

For a radiation thermometer, target spot size (also called spatial
resolution) and working distance may be specified as just that; "0.25" at 2
feet” for example, or in more general terms such as field of view angle (10
milliradians, 1 degree, 2 degrees) or a field of view (spot size-to-working
distance) ratio (D/15, D/30, D/75). A D/15 ratio means that the instrument
measures the emitted energy of a spot one-fifteenth the size of the working
distance (3" at 45" for example).

For thermal imagers the instantaneous field of view (IFOV) expresses
spatial resolution for imaging purposes but not for measurement purposes.
Measurement instantaneous field of view (IFOVmeas) expresses spatial resolution
for measurement purposes. The modulation transfer function (MTF) is a measure
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of TFOV. Modulation is a measure of radiance contrast and is expressed:

Modulation = Lmax - Lmin
Lmax + Lmin

Modulation transfer is the ratio of the modulation in the observed image to
that in the actual object. For any system, MIF will vary with scan angle and
background, and will almost always be different when measured along the high
speed scanning direction than it is when measured normal to it. For this
reason a methodology was established and accepted by manufacturers and users
alike to measure the MIF of an imager and, thereby, to verify the spatial
resolution for imaging (night vision) purposes. A sample procedure follows for
a system where IFOV is specified at 2.0 milliradians using the same setup as
illustrated in figure 1:

A standard 4 bar (slit) resolution target (7:1 aspect ratio) with a 0.060"
slit width is placed in front of a heated blackbody reference surface at a
distance of 30" from the primary optic of the instrument (The ratio of the
0.060" slit width to the 30" working distance is 2 milliradians). The
target is centered in the scanned field and oriented so that the fast scan
axis is normal to the slit, and the fast scan output signal is monitored.
The analog signal value of the 4 peaks (Vmax), as the slits are scanned,
and the analog signal value of the 3 valleys (Vmin) are recorded using the
bar target surface ambient temperature as a base reference. The MIF is
(Vmax - Vmin) / (Vmax + Vmin). If this is at least 0.35 the 2 milliradian
IFOV is verified.

There are some disagreements among users and manufacturers regarding the
acceptable minimum value of MIF to verify IFOV with values varying between 0.35
and 0.5 depending on the manufacturer and the purpose of the instrument. For
most users a tested value of MIF . 0.35 for a slit width representing a
specified spatial resolution is generally considered sufficient to demonstrate
that spatial resolution for imaging purposes.

Both MRTD and MIF are functions of spatial frequency for any given system
This is illustrated in figure 2, reprinted from J.M. Lloyd, "Thermal Imaging
Systems" (reference 5) for a typical system rated by the manufacturer to be 1
milliradian. The cutoff frequency is where the IFOV equals 1 cycle (one bar
and one slit) so that the intersection of the two curves at the half-cutoff
frequency represents the actual performance of the system for an MRTD of 1:C.
MIF is seen to be about 0.22 for this system.

For measurement purposes, of course, the slit width should, ideally, be
increased until the modulation reaches unity. For this reason the MTF method
was found to be unsatisfactory for commercial thermal imagers where
quantitative temperature measurement and control are often necessary. Another
procedure called the "Slit Response Method" was developed for this purpose and
is generally accepted for measuring IFOVmeas. In this method, illustrated in
figure 3, a single variable slit is placed in front of a blackbody source and
the slit width 1is varied until the resultant signal approaches the signal of
the blackbody reference. The curve shown is the Slit Response Function (SRF).
Since there are other errors in the optics and the 100% level of SRF is
approached rather slowly, the slit width at which the SRF reaches 0.9 is
usually accepted as the IFOVmeas. Figures 1 and 3 are reprinted from the Ohman
paper, "Measurement Versus Imaging in Thermography" (reference 4) which
provides a detailed description of the Slit Response Method, setup diagrams and
a discussion of imaging and measurement spatial resolution figures of merit.
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Speed of response and frame rate

Speed of response of a radiation thermometer is generally defined as the
time it takes the instrument output to respond to 95% of a step change at the
target surface (about 5 time constants). This parameter is not applicable for
thermal imagers, where each element of the target surface is scanned so rapidly
that  the value for an individual element may never reach 95% of the
element-to-element contrast during a single frame scan. Frame integration
techniques are used to improve measurement precision (and image quality as
well) where it is critical.

Frame repetition rate is the measure of data update of a thermal imager.
This 1is not the same as field repetition rate. Manufacturers tend to use fast
field rates with not all the scan lines included in any one scan, and then
interlace the fields so that it takes multiple fields to complete a full
frame. This produces a more flicker-free image and is more pleasing to the eye
than scanning full data frames at a slower rate. Frame rate is the number of
times per second every element is scanned.

Output capabilities, recording and display features

Output capabilities are generally dependent on the user’s needs. For
radiation thermometers a wide selection of readout indicators is usually
offered. An analog output suitable for recording, monitoring and control is
commonly provided. In addition, most manufacturers offer a broad selection of
output  functions including digital (BCD coded) outputs, high, low, and
proportional setpoints, signal peak or valley sensors, sample and hold
circuits, and even closed-loop controls for specific applications. Many
presently available instruments, even portable hand-held units, 1include
microprocessors that provide many of the above functions on standard models.

For thermal imagers a selection of monochrome and color display
capabilities is wusually available, as well as videorecording and playback
accessories. Display capabilities and software-dependent features such as data
and image processing features are not considered performance figures of merit.
They are discussed in the Kaplan paper of reference 1.

Spectral performance

The operating spectral range of a radiation thermometer is often critical
to its performance. For cooler targets, up to about 500°C, most manufacturers
offer instruments operating in the 8-14} atmospheric window. For hotter
targets shorter operating wavelengths are selected, usually shorter than 3:.
One reason for choosing shorter wavelengths is that this enables manufacturers
to use commonly available and less expensive quartz and glass optics, which
have the added benefit of being visibly transparent for more convenient aiming

and sighting. Another reason is that estimating emittance incorrectly will
result in smaller temperature errors when measurements are made at shorter
wavelengths. Spectrally selective instruments employ interference filters to
allow only a very specific broad or narrow band of wavelengths to reach the
detector. (A combination of a spectrally selective detector and a filter can
also be wused). This can make the instrument highly selective to a specific

material whose temperature is to be measured in the presence of an intervening
medium or an interfering background.

87



The spectral range of operation of a thermal imager, on the other hand, is
not usually critical to the user. All commercial thermal imagers operate in
either the  2-5¢ or the 8-12¢ atmospheric window, depending on the
manufacturer’s choice of detector. Filter wheels or slides are usually
available so that users can insert special interference filters and perform
spectrally selective measurements when necessary.

Despite some manufacturer’s claims to the contrary, there is usually little
difference in over all performance between an imager operating in the 2-5- band
and an imager operating in the 8-12¢ band, all other parameters being equal.
For a specific application, however, there may be a clear choice. One example
of this would be selecting an imager operating in the 2-5¢ band to observe a
target through a quartz window. Since quartz is virtually opaque in the 8-12-
region, there would be no alternative. Another example would be selecting an
imager operating in the 8-12: band to observe a cool target through a long
atmospheric path. Since long path atmospheric absorption is substantially
greater in the 2-5: window than in the 8-12:, the choice would be obvious.

Operating environment

For radiation thermometers, manufacturers offer environmental enclosures
when the operating environment is expected to be hostile enough to the sensor
to affect its operation. Most commercial thermal viewers are hand-held and
will generally operate satisfactorily in any environment that the user can
tolerate. Many thermal imagers are intended for laboratory type of operation

only and published specifications illustrate this. Most manufacturers,
however, package their scanners in rugged portable housings suitable for most
factory and field uses. Reference 1 provides a more detailed discussion of

this subject.
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1. INTRODUCTION

Pyrometry is a well-established technique for determining the temperature of a material by measuring the
radiation that it emits. In general, the accuracy of pyrometry suffers from the problem that there is always
one parameter which must be known to determine the temperature but cannot be measured. This parameter is
usually the emissivity of the material at a specific wavelength or the ratio of emissivities at two or more
different wavelengths. In most materials the emissivity changes as the material is heated, and easily made
measurements of the emissivity at room temperature provide little information that is useful at elevated
temperatures. Therefore, an educated guess of the material’s high temperature emissivity must be made. The
accuracy of this guess determines the resultant accuracy of the temperature measurement.

Recently, a nev technique has been developed for using pyrometry to measure elevated temperatures vith a
minimum of emissivity related uncertainty.!~% The approach utilizes an optical system that collects radiation
emitted at a wvavelength that is short compared to the peak of the blackbody spectrum for the temperature range
of interest. In this regime the radiant power increases faster than exponentially with temperature. Because
of this extreme sensitivity to temperature, the emissivity of the source plays a relatively small role in
determining the emitted power. Such a pyrometer therefore provides a more accurate measurement of the
temperature than one using a longer wavelength. However, because the dynamic range of the photodetector
usually places rather narrow limits on the range of temperatures that can be measured at a single short
wavelength, to cover a broad range of temperatures it is valuable to provide several different detectors, each
sensitive to a different wavelength and to a specific temperature range. Such a device is herein called a
multicolor pyrometer.

This multicolor approach has nov been incorporated into an imaging pyrometer designed to measure the
temperatures distributions along the surfaces of small (-2 mm diameter) moving objects subjected to radiant
heating in a furnace. As reported herein, this device is capable of measuring temperatures betwveen 1000 and
2500K with better than 0.2 percent precision and an emissivity-related temperature uncertainty which is less
than 10 percent of the emissivity uncertainty. In its present configuration, the system updates the
temperature map at a rate of about 10 Hz and has a spatial resolution of about 0.1 mm.

The theory underlying the design of the multicolor pyrometer is discussed in Section 2 below. This is
followed by a detailed description of the imaging system in Section 3, and its operation in Section 4. Section
4 also reports the successful results of an experiment validating the pyrometer’s accuracy and precision. The
paper concludes with a summary in Section 5.

2. THEORY

2.1 The Accuracy of Multicolor Pyrometry

The radiant energy emitted by any object is determined by the Planck equation:5

c
RODAA = ;;§- ;;;%éf§§%79§>1 (1)

where R(A)dX\ is the radiant flux per steradian per unit area of emitter surface in the vavelength interval

[X X+ dX], C;/n = 1.191 x 10-12 V—cmz/sr, Cy) = 1.44 cm-K, T is the temperature, and e(\,T) is the spectral
emissivity of the material at wavelength X. In a typical pyrometer, a portion of the heated target’s surface
is imaged by a group of lenses and mirrors onto a photodetector vhich converts the incident radiation into a
measurable electrical quantity. The optical path generally contains several windows, mirrors, beam splitters
or filters, each of which has a wavelength dependent transmittance or reflectance, tj(A). They, together with
the solid angle Q subtended by the optical collection system, and the surface area, Ag, of the radiant target,
determine the radiant power which reaches the detector,

ti(k)s(X,T)dX

8
=B

A OC :
s 1 J i=1 (2)

X’ [exp(C,/\T)-1]
where n is the number of components in the optical train. By using a narrov bandpass optical filter to select

a particular vavelength (i.e., color) at which to measure the radiance, the emissivity of the target and the
transmittance or reflectance of other optical components are essentially constant over the bandpass. These
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variables can therefore be removed from the integral in Eq.(2) and, if the transmission curve of the filter is
known, the integral may be evaluated, as

%) £ (M)A
(3)

P = ¢&D
Ax N x5[exp(c2/m - 1]

vhere €) is the emissivity at the central wavelength of the filter, D) is a constant (independent of
temperature) determined by the optical system which may be evaluated by calibration, tg is the (known)
transmission function of the filter, and A;, Xy are the bandpass limits of the filter. When the photodetector
is operated such that it generates a voltage signal which is proportional to the energy incident on its
surface during a period of time t, Eq. (3) may be written as

V(T) = £)B)F)(T) (4)
vhere F)(T) is a known thermal response function proportional to the integral in Eq. (3), and
B)=GDymy T (5

where G (volts/coulomb) is the responsivity of the photodetector and its associated amplification circuitry,
and n) (coulombs/joule) is proportional to the quantum efficiency of the detector.

Unfortunately, in addition to its dependence on temperature, the radiant emission from a heated object at
a given wavelength depends on its emissivity, an intrinsic property of the material. Furthermore, as
indicated in Eq. (1), the emissivity may be a function of both wavelength and temperature. It may also change
vith time as a material suffers changes in its transparency, reflectivity, or surface structure due to phase
changes, chemical reaction, ablation, etc. Thus, the wavelength and temperature dependences of the emissivity
are often unknown, and precise pyrometric measurement of the true temperature in such situations is generally
accepted as being essentially impossible.

By always operating the pyrometer at a wavelength such that AT << 1 ecm-K, the multicolor technique
described herein provides the best possible estimate of the true temperature under the difficult circumstances
of unknown and unmeasurable emissivities which vary wildly and unpredictably with wavelength, temperature,
and time. Eq. (1) shows that, at these short wavelengths, the radiant power emitted by a heated surface
increases faster than exponentially with temperature, but is only linearly dependent on emissivity. Thus, a
large uncertainty in emissivity causes only a small error in temperature. Mathematically, this is seen by
solving Eq.(4) for temperature. The function F)(T) may be easily evaluated by approximating the transmission
function of the narrow bandpass filter by a rectangle of height t) and width AN = A-);. Defining

PA(T) = {exp(Cy/)T)-1)-1 (6)
and
A Qt NMATGC,AA n
B, = Ls; LN 7
o .

i=l

and solving Eqs. (4) through (7) for temperature yields
c
2
T = (8)
X In{( Vy+17 .
n Bxsx V)+

Differentiating with respect to ¢y gives the temperature accuracy as

[.1>
aT AT "X
T = [1- exp(—CZI)I)] E; —E; 9

vhich is plotted in Figure 1 for several vavelengths using &e)/&) = :0.25. Although the temperature
uncertainty increases with temperature for all wavelengths, it is clear that, by selecting a sufficiently
short wavelength for operation of the pyrometer, uncertainties of less than two percent can be achieved.

2.2 Practical Considerations

On the basis of Eqs. (8) and (9), it would appear that a single color pyrometer could be used to measure
any temperature below a predetermined value to any degree of accuracy simply by selecting a sufficiently short
vavelength. Although this is true in principle, either detector sensitivity or shot noise places a lowver
limit on the temperature sensitivity for any particular vavelength and optical collector combination. In
addition, there is a maximum temperature to which a particular system will be sensitive, fixed by the onset of
detector saturation. Photodetectors used in typical imaging systems have a dynamic range of only about two
orders of magnitude. However, at 370 nm, vhere the temperature accuracy is 40K wvhen the true temperature is
2500K and the emissivity error is +25 percent, the radiant pover spans a dynamic range exceeding ten orders of
magnitude as the temperature increases from 1000 to 2500K. A single imaging pyrometer operating at this
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vavelength is clearly unsuitable for measurements over this entire temperature range. Longer vavelengths
cannot be used at the higher temperatures without sacrificing accuracy. Hovever, if use of this short
vavelength is limited to temperatures between about 2250 and 2500K, the dynamic range required of the detector
is less than 10. An additional detector operating at 420 nm and othervise having the same sensitivity and
dynamic range is able to measure temperatures between 1970 and 2250K while retaining the accuracy of the
shorter wavelength detector. Thus, by using several individual different-color pyrometers, the entire
temperature range of interest can in principle be measured with high accuracy, assuming only marginal
knowledge of the emissivity. Thus, a multicolor pyrometer is considered here to be a group of single color
pyrometers of vhich only one is used at a time. As described next, we have utilized this approach to assemble
a multicolor imaging pyrometer.

3. MULTICOLOR IMAGING PYROMETER
3.1 Description

The imaging pyrometer vas designed to measure surface temperature distributions of objects having
diameters of at least 2 mm moving within a spherical volume of about 1 cm diameter. As illustrated
schematically in Figure 2, radiation emitted by the heated sample is collected by a 360 mm focal length
objective lens which, since the sample is located within the focal plane of the objective, projects a nearly
collimated beam into a color separator. Six different-color images are then projected onto a single
charged-coupled-device (CCD) photodetector array.

The color separation is accomplished using a series of dichroic beamsplitters, of vhich three are shown
in Figure 2. The first beamsplitter ideally reflects all radiation at wavelengths greater than ) vhile
transmitting all shorter wavelengths. The second beamsplitter similarly reflects all radiation at wvavelengths
longer than Xy (of which there is ideally none longer than A\{) and transmits the rest, which is reflected by
the third mirror. The three reflected beams are transmitted through interference filters, which select the
desired narrov bands of wavelengths from the relatively broad bands reflected by the beamsplitters, and thence
through 100 mm focal length lenses which image the sample onto the CCD array located at the focal plane of the
lenses. To provide all six images, a fourth dichroic beamsplitter is inserted ahead of the three shown. It
reflects a band of wavelengths upvards to a second row of beamsplitters. The reflections from this second
layer are projected similarly onto the CCD, as illustrated by the side viev of Figure 3. The optical
collection efficiency of the system is limited by the 25 mm diameter imaging lenses to about F/14. To reduce
optical aberrations, it is preferable to place a stop at the objective lens limiting the speed to F/18. When
operating at this speed there is no vignetting of objects moving within the field of viev. The overall system
magnification of 0.28 is determined by the ratio of the focal lengths of the objective lens to the imaging
lenses.

The six optical paths are aligned so that the centers of the images are positioned on the CCD as
illustrated in Figure 4. Each center is 1.5 mm from its neighbors, meaning that objects 1.5/.28 = 5.3 mm in
diameter can be observed without the images overlapping each other. Since the image centers are also at least
1.5 mm from the edge of the detector, each image is a projection of the full 1 cm field of view.

The CCD detector divides the images into an array of 610 x 244 pixels, each of vhich can be considered to
be an individual photodetector. The associated electronics, incorporated into a Sierra Scientific Model 4032
camera, convert the irradiance incident on each pixel during a fixed exposure period into a voltage value, and
transmits the voltage values sequentially in an RS-170 video format. That is, each horizontal line of pixels
is transmitted during a 63.5 us period, and all 244 lines are transmitted every 1/60 s, thereby comprising a
video field. A unique feature of this camera is its capability to alter the exposure time to any value
between 1 and 1000 ms vhile maintaining the RS-170 format. Each video field is acquired by a Data Translation
Model 2851 frame grabber, which digitizes the transmitted data with 8-bit accuracy, stores it in an on-board
buffer or transfers it to the Compaq 286 personal computer memory, and displays it on a video monitor. The
computer and frame-grabber, functioning together, are programmed to select which one of the six available
images contained within the frame provides data that is suitable for conversion to temperature values,
performs the conversion, and displays the results as a false color temperature map. The map can be updated 10
times per second, and the data can be stored on videotape for post-test analysis.

3.2 Wavelength Selection

The six wavelengths used in the pyrometer have been selected to provide high measurement precision while
spanning a temperature range from less than 1000K to greater than 2500K. The longest wavelength provides
measurement of the lowest temperature possible with this system, determined as follows: The minimum
temperature detectable at any given wavelength is that which, during the exposure time, generates a signal
equal to the detector’s rms noise. 1In general, as the wavelength increases the associated minimum detectable
temperature decreases, and conversely as the temperature decreases the optimum wavelength for measuring it
increases. However, at long wavelengths the quantum efficiency of the detector decreases with increasing
vavelength, resulting in the existence of a temperature below which no signal can be detected regardless of
the wavelength. This is the minimum measurable temperature and, for our system, has been calculated to be
888K at a wavelength of 930 nm assuming an exposure time of 50 ms. The maximum temperature observable at this
vavelength, i.e. that which saturates the detector, is 1302K.

All of the other colors were chosen to provide a precision better than 0.2 percent during a 16.67 ms
exposure at a minimum temperature equal to the maximum temperature observable with the next longest
vavelength. The precision of the temperature measurement is, in essence, determined by the 8-bit precision of
the video frame grabber, in which the minimum resolvable change in signal is 1/(28-1) = 1/255 of the signal at
saturation. Each 1-bit signal change is called a gray level. Because the signal generated at a specific
vavelength increases much more rapidly than linear with increasing temperature, the precision of the
measurement also increases with temperature. That is, at higher temperatures a smaller change in temperature
is required to produce an incremental step in the gray level than at lover temperatures. Thus, the minimum
temperature at which a specified precision can be achieved may correspond to a gray level greater than unity,
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and therefore is higher than the minimum detectable temperature. Each color therefore has both a vavelength
and a minimum gray level specified for optimum precision. The selected colors, the range of temperatures
spanned by each color vhile providing a measurement precision of 0.2 percent, and the ranges measurable
regardless of precision are shown in Table 1. The ratio of temperature uncertainty to the emissivity
uncertainty at the peak temperature of each color is also tabulated.

TABLE 1

Low Temp. Minimum AT/T

Vavelength High Temp. @ 0.2 Detectable ——
(nm) (K) Precision Temperature Ae/ e
930 1302 1119 888 0.08

750 1506 1298 1050 0.08

590 1728 1505 1244 0.07

480 1971 1726 1445 0.07

420 2249 1970 1650 0.07

370 2562 2243 1878 0.07

The temperature ranges shown in Table 1 assume a sample emissivity of 0.5. Figure 5 graphically displays the
range of temperatures measurable with 0.2 percent precision at each of these wavelengths as a function of
emissivity. The minimum temperature measurable at the longest wavelength regardless of precision is also
shown. In the shaded regions the upper range of one filter overlaps with the lower range of the filter of
next shorter vavelength. The overlap has been designed to be only a few degrees at each transition, but can
be enhanced by decreasing the lower temperature limits of each color, either by increasing the integration
time, or by decreasing the precision. Thus, through the use of the computer controlled variable integration
time camera and these filters, wide flexibility in the the operation of the system is possible.

4. PYROMETER OPERATION

4.1 Data Acquisition and Processing Algorithms

Four steps are required for each update of the temperature map acquired and displayed with the pyrometer:
1) acquiring a field of data; 2) subtracting the dark signal from that field; 3) selecting the appropriate one
of the six available images for analysis; and 4) converting the radiance data in the image to temperature
values. The last step assumes, of course, that the system has been precalibrated so that the correspondence
betwveen measured radiance and temperature is known.

Acquisition of the video field is performed by straightforward programming of the frame grabber. The
video signal is digitized and stored in one of the on-board frame buffers. To convert this information into
accurate temperature data, the dark signal is subtracted from each field of data. Each pixel in the field has
a unique dark signal that is a function of the integration time and is measured simply by blocking the
pyrometer’s entrance aperture, adjusting the integration time to the desired value, and averaging a sequence
of 100 frames. Average values of the gray level at each pixel are then stored in an auxiliary frame buffer
and called up as required for background subtraction.

As described above, the pyrometer projects six non-overlapping images onto the CCD array simultaneously,
but only one image provides data suitable for reduction to temperature. All of the other images are either
bright enough to saturate the frame grabber, or dim enough to be undetectable. Selection of the correct image
is accomplished by scanning predetermined portions of the video field to locate pixels which have non-zero but
unsaturated gray levels. To this end, an algorithm has been developed that locates the centroid of the
longest wavelength image, and checks to determine whether it is saturated. If it is saturated, then the
center of the image corresponding to the next longest wavelength, located 1.5 mm away from the first image, is
checked for saturation. This procedure is repeated until an unsaturated image is found, vhich, by design,
must be the one that provides valid data.

The pyrometer is calibrated by placing a source (such as a blackbody) of known temperature and emissivity
in the object plane, measuring the most probable gray level of the image at the appropriate vavelength,
determining the calibration constant defined by Eq. (4), and finally using the Planck equation to generate a
lookup table relating each of the 256 avaliable gray levels within the image to a corresponding temperature.
The lookup table is stored for use during data acquisition.

The temperature measurement procedure combines all of the steps described above. A video field
containing the six images of the hot moving object is acquired and stored in a frame buffer. The appropriate
image is then located and the background subtracted. The result is passed through an output lookup table
vhich displays on the video monitor a false color image corresponding to the temperature distribution in the
object. This lookup table may be the one created during the calibration procedure, or it may be a modified
version that accounts for any user knowledge of the object’s emissivity. In addition to displaying a
temperature map, the algorithm finds the maximum temperature within the object and displays this value in
numerical form. This value may also be used in a feedback loop to actively control the temperature.

4.2 Demonstration

A breadboard version of the multicolor imaging pyrometer has been used to measure the temperature of a
lov emissivity surface, namely molten aluminum contained in a clear quartz crucible, subjected to radiant
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heating within a kiln and observed through a small port in the kiln’s wall, as illustrated in Figure 6. Under
these conditions, the radiation seen by the pyrometer is a combination of the radiation emitted by the
aluminum and that emitted by the kiln valls at temperature T, and reflected from the aluminum surface at Tg:

€ es(x,Ts) 1- € (X,Ts)

ROV = 5 |emple ey =T * amle, ATy - 1)

(10)

The second term, which accounts for the reflected radiation, depends on the background temperature and the
sample emissivity. This is simply a result of energy conservation, vhich requires the sum of the
monochromatic reflectivity, transmitivity and absorptivity of a material to equal unity, and Kirchoff’s law
vhich, in a simple form, states that the absorptivity of a material, at a given wavelength, is equal to its
emissivity. Thus, 1-g4(X,Tg) is equal to the reflectivity of the aluminum and is the proper factor to use for
incorporating the background radiation effects.

In these experiments, because the heating rate is slow, the aluminum and the walls of the kiln are at
roughly the same temperatures, i.e. Ty = Tg. As a result, the radiation observed is approximately that of a
blackbody at Tg. The pyrometer was therefore programmed to assume an emissivity of unity. The temperature of
the aluminum, as it heated from room temperature to about 1000C, was monitored by the pyrometer. A
thermocouple was suspended within the crucible to measure the aluminum’s temperature directly. Figure 7 is a
comparison of the average temperature observed by the pyrometer with that of the thermocouple. The agreement
is essentially perfect within the precision of the pyrometer’s measurement capabilities.

5. SUMMARY

A multicolor imaging pyrometer has been designed for accurately and precisely measuring the temperature
distribution histories of small moving samples. The device projects six different color images of the sample
onto a single CCD array that provides an RS-170 video signal to a computerized frame grabber. The computer
automatically selects which one of the six images provides useful data, and converts that information to a
temperature map. By measuring the temperature of molten aluminum heated in a kiln, a breadboard version of
the device has been shown to provide high accuracy in difficult measurement situations. It is expected that
this pyrometer will ultimately find application in measuring the temperatures of materials undergoing radiant
heating in a microgravity acoustic levitation furnace.
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INTRODUCTION

The accurate measurement and control of temperature can be of great
importance in most materials manufacturing and processing applications. With
present-day technology such measurement almost always requires either physical
contact with the subject or an extensive calibration procedure. In many cases
contact is either not desirable, because such contact may significantly alter the
temperature or other characteristics of the subject, or is not possible because
the subject is moving, is too far away, is too hot or is in an otherwise hostile
environment. Similarly calibration may not be possible if the characteristics
change too much.

Multiwavelength pyrometry can help solve some of these problems by
providing a reliable method for emissivity independent noncontact true tem-
perature measurements.

BASIC THEORY

All bodies above absolute zero radiate thermal energy. The most efficient
thermal radiator is a black body, which is defined as an object that will absorb
all incident radiation. The emitted radiance per unit wavelength or spectral
radiance of such a body is given by the Planck radiation law:

N =C A (exp(C,/AT)-1)"' (1)

where A is the wavelength, T is the absolute temperature and Ci1 and C:z are
the Planck constants. Figure 1 is a plot of N7, vS. A at variocus

temperatures. The dotted curve depicts Wiens law (as opposed to Wiens
approximation which is discussed later) which relates the peak of the Planck
curves to wavelength.

A real body however emits only a fraction of what a black body emits at
any given temperature. The spectral radiance of a real body is given by a
modified form of the Planck radiation law:

N, =€,C, N (exp(C,/AT)-1)" (2)

The term €, is called the emissivity and is defined as the ratio of what a

real body emits at a given temperature to what a black body emits at that
temperature (i.e. €, =<1). In general emissivities of real bodies are functions of

wavelength, temperature and surface condition. For fast measurements, though,
the emissivity can be considered to be a function only of wavelength. The
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emissivity of these bodies can easily vary by 10% over fairly small wavelength
ranges. Therefore, any pyrometer that does not take emissivity changes into
account can produce significant errors. Additionally because emissivity is rarely
known for a given set of circumstances it must be either measured or calculated
separately if an accurate temperature determination is to be made.

STATE OF THE ART

The most sophisticated technique of noncontact temperature measurement
available today is Ratio or two-color pyrometry [1]. This method uses an
approximation of the Planck relation called the Wien radiation relation:

N,=¢,C, AN exp(-C,/AT) (3)

The Wien relation can be solved for temperatures at two different wavelengths
to give:

o (A2-A)) .
N A {SIn(A, /A, )-In(N, /N )+In(e,7€,)}

If the wavelengths A, and A, are chosen such that gray body behavior
can be assumed (i.e. €, = €,) then the emissivity term drops out and the temperature
measurement is straight-forward. The assumption of gray body behavior becomes
more valid as AA=(A,-X;)~0 but as AX-0 any errors in the radiance mea-
surements become more significant. Increasing the separation of the wavelengths
reduces the effects of radiance measurement errors but the gray body assumption
becomes less valid.

References [1-3] provide a thorough analysis of the errors associated with
this technique.

MULTIWAVELENGTH THEORY

To increase the accuracy of the temperature measurement farther, the
emissivity must be modeled better. This can be achieved by measuring the
spectral radiance at a larger (>2) number of wavelengths. The term multiwave-
length pyrometry refers to a set of techniques that measure radiance at n
different wavelengths and then fit this data to a model that has m undetermined
parameters (m<n), to calculate both the temperature and the emissivity simul-
taneously. The fitting model consists of the modified Planck function (Eq. 2)
with a relation containing the m-1 undetermined parameters for the emissivity.
The primary strength of multiwavelength pyrometry is that it makes only one
assumption about the emissivity, namely, that the spectral emissivity has a
smooth first derivative.

There are three solution techniques that fall under the heading of mul-
tiwavelength pyrometry, namely, interpolation based, linear least squares (LLS)
and nonlinear least squares. Due to the limited nature of this communication we
shall limit our discussion to the LLS technique. For a more detailed account of
all these techniques see [2,3].

100



LLS imposes one further limitation on the emissivity model function i.e.
that it must be linear in the undetermined parameters. Additionally we are
restricted to using Wiens approximation (eq. 3) rather than Plancks law.

The LLS method works by minimizing the error between a model function
and the measured data. The model function contains m undetermined parameters
which are assumed to have achieved their true value at this minimum. If the
model function is linear with respect to the undetermined parameters, the LLS
method will yield an analytical solution (it cannot be used if the model function
is nonlinear in these parameters). In matrix notation we describe the technique
as the problem of minimizing f, when

p=ltAX-BJf. (6)

Here B is an n-dimensional vector containing the measured data, X is an m
dimensional vector containing the undetermined parameters and A is an n x m
coefficient matrix . The symbol ||C|| refers to the square root of the sum of the
squares of the terms of C and is called the 2-norm of C.

Khan [3] has shown that the relative error in the parameter estimation is
limited by the following relation

Relative Error < K * (relative random noise in the data) (7)

This equation says that the error or the uncertainty in the calculation of
the undetermined parameters is always less than some multiple of the perturbation
of the radiance data due to the measuring instrument. The perturbations of the
radiance data can be either systematic or random in nature. The systematic
variations can be caused by systematic nonlinearities in the measuring radiometer
and/or by an incorrect calibration of the radiometer. These variations are not
too troublesome if they are not too large, as would be the case for any reasonably
designed radiometer. The random variations introduced into the radiance data
due to random variations or electrical noise in the radiometer, however, are
more troublesome. These appear as an uncertainty in the estimated values of
the parameters after being amplified by some factor 'K’, i.e. a 1% random variation
in the radiance data would appear as a K% uncertainty (error) in the parameter
solution.

K is a function of the wavelength range and the specific function chosen

to model the emissivity. For example K is approximately equal to 7 for a constant
emissivity and about 130 for a linear exponential emissivity.

COMPUTER SIMULATIONS
A computer model was developed to test the ability of the aforementioned

techniques to predict temperatures, emissivities and the associated errors. The
following flow chart describes the simulation procedure.
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Figure 2 - Flowchart describing the simulation procedure

Figure 3 depicts some of the emissivity data (curve fit to cubic polynomials)
used for these simulations. The data were extracted from the literature [4,5].
Figure 4 presents the results of some of the simulations for Iron, Platinum and
Molybdenum at 1600 K and for two noise levels. The figure shows that the theory
is indeed capable of predicting the error in the parameter estimation. Although
at the higher noise levels the theoretical predictions are very conservative.

A large number of these simulations were performed for different materials
and at various temperatures and noise levels.

EXPERIMENTAL VERIFICATION

The instrument constructed to test the theory presented here, (known as
the MITTMA) consists of a personal computer and a commercial spectrograph
that is portable and is about the size and weight of a video camera. This system
was configured to measure radiances at 135 wavelengths simultaneously. These
radiance data were calibrated for detector and optics variations using a Black
Body Radiance source and then passed to the temperature calculation routines.

The minimum temperature accurately (within 1%) measurable using the
MITTMA in its present configuration is around 1200 K. This lower limit is imposed
by the detector sensitivity. At present the system uses silicon photodiodes
which are useful in the .5 to 1.1 micron wavelength range. The low temperature
limit could be easily extended by going to a detector which is sensitive further
out into the infrared spectrum, such as InSb.

Table 1 lists the results of some of the experiments performed using the
MITTMA. As can be seen from the data in table 1, these techniques can measure
temperatures with an accuracy similar to that of thermocouples if a sufficiently
noise free signal is available.
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Thermocouple MITTMA

Source Temperature Temperature % Difference
(K) (K)
Tungsten Strip 2625 2617 0.3
Black Body 1234 1241 0.6

with Filter A

Black Body 1233 1251 1.5
with Filter B

Platinum Strip 1255 1251 0.32
Platinum Strip 1121 11565 3.0
Platinum Strip 913 970 6.24

Table 1. Results of the experiments on different sources.

In order to simulate the effects of a changing emissivity at a constant
temperature the temperature of a black body,viewed through different filters, was
measured. The results of two of these experiments are presented in table 1.The
two filters used are identified here as A and B and their transmissivities are
shown in figure 5. This filter combination can be thought of as simulating the
effects of oxidation of a surface, where the material goes from having a shiny,
low emissivity surface (filter B) to a dark high emissivity surface (filter A). It
should be pointed out here that filter B gives worse results because the shape
of its transmissivity curve somewhat resembles that of the Planck curve thereby
causing the curve fitting techniques to become confused between the effects
of temperature and emissivity. This phenomenon is referred to as ‘correlation’
and is discussed in detail by Khan [3]. Nonetheless it can be seen from these
results that accuracies of better than one percent are achievable using these
techniques.

Figure 6 presents a comparison between the theoretical and experimental
error in the temperature estimation for the platinum strip source. This figure
plots the percent difference between the MITTMA predicted temperature and
the thermocouple temperature for a number of measurements of this source at
a constant temperature versus the measurement number. This figure also plots
the thecretically predicted error (eq. 7) versus the measurement number. Again
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we find that the MITTMA temperature has an average difference of only .8
percent from the thermocouple temperature and, just as importantly, the error
predicted by equation 7 is also about .7 percent. We therefore have reliable a
method of estimating the accuracy of our temperature calculations.

The multiwavelength techniques presented here and in [3] have the additional
advantage that they can be used to calculate the emissivity of the surface as
well as the temperature from the same set of measurements. Figure 7 presents
the results of four of these calculations for the platinum data of figure 6.
Specifically these emissivity vs. wavelength curves correspond to measurements
number 4, 5, 6 and 8 with errors of +4, -1, -8 and -16 K respectively. Due to
the nature of these techniques it can be shown [3] that the relative error in
the emissivity estimation is much greater than the relative error in temperature
estimation for a given set of data. Figure 8 bears out this observation in that
the variation from measurement to measurement is high as fifty percent and it
is extremely unlikely that the emissivity actually changed by fifty percent
during these measurements. Nonetheless if the techniques really are performing
as well as is claimed here then one would expect that the real emissivity of
platinum would lie somewhere between the two emissivity curves corresponding
to the -1 and +4 K errors. An examination of the published emissivity data [5]
for clean platinum strip shows that this is indeed true to within the accuracy
of that data.

CONCLUSIONS

The theory developed here has been shown to be capable of calculating
true temperatures of any material from radiance measurements at a number of
different wavelengths. This theory has also been shown to be capable of predicting
the uncertainty in these calculated temperatures.

An additional advantage of these techniques is that they can estimate the
emissivity of the target simultaneously with the temperature. This aspect can
prove to be very important when a fast method of generating reflectivity wvs.
wavelength or emissivity vs. wavelength data is required. It is presently both
difficult and time consuming to generate such data.

Experiments performed on variocus materials over a range of temperatures
and experimental conditions have been used to verify the accuracy of this
theory.
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ABSTRACT

The development of a unique, non-contact, temperature measurement device utiliz-
ing rotating analyzer ellipsometry is described. The technique circumvents the necessity
of spectral emissivity estimation by direct measurement concomittant with radiance
brightness. Using this approach, the optical properties of electromagnetically levitated
liquid metals Cu, Ag, Au, Ni, Pd, Pt, Zr were measured in situ at four wavelengths and
up to 600 K superheat in the liquid. The data suggest an increase in the emissivity of the
liquid compared with the incandescent solid. The data also show moderate temperature
dependence of the spectral emissivity. A few measurements of the optical properties of
undercooled liquid metals were also conducted. The data for both solids and liquids
show excellent agreement with available values in the literature for the spectral emissivi-

ties as well as the optical constants.
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1. INTRODUCTION

The behavior of the spectral emissivity of liquid metals at elevated temperatures has
not received much attention. However, it assumes fundamental importance when it
becomes necessary to carry out radiation thermometry with only an assumed emittance.
The questions addressed in this study are; 1) How does the spectral emissivity depend
on temperature above the melting point? 2) How do spectral emissivities vary as a func-
tion of wavelength? and 3) Is the temperature dependence different at different

wavelengths?

The emissivities of liquid metals at elevated temperatures have been measured pre-
viously by several methods: 1) comparison of the measured brightness temperature of the
liquid at the accepted fusion tempcraturcl‘3; 2) comparison of the measured radiances by
a two-color pyrometer with a single color pyrometer, and assuming the measurement of
the first is independent of emissivity4; and, 3) having the sample in thermal contact with
a substrate of known temperature, measuring the radiance brightness temperature of the

sample and comparing the two temperaturess.

There are several difficulties associated with each of these techniques. For exam-
ple, in the case of melting-point brightness measurements, the question arises as to
whether the measured emissivity corresponds to the liquid, solid, or a mixture of both. If
the measurement is made precisely at the melting point, equilibrium is established
between the liquid and solid, so the measurement corresponds to a mixture. Even assum-
ing one is making the measurement on the liquid, the errors resulting from brightness
measurement can be substantial. Bonnell, et. al.,3 have calculated a possible error of 5-

6% resulting from a 10K uncertainity in brightness temperature, in estimating a 0.30
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value of emissivity at 2000 K. If the temperature being measured is higher, where the
brightness-temperature uncertainity is greater, the measured emissivity can be in error by
more than 10%. Several workers have pointed out the difficulties associated with two-
color pyrometry as a technique for deriving thermodynamic ternperaturcs("g. The third
approach is limited by container contact interactions which can cause uncertainity in
temperature. It is also unlikely to provide reliable emissivity estimates due to the chemi-

cal reactivity and solubility properties of liquid metals at high temperatures ( > 1800 K).

The use of ellipsometry for measurement of the optical properties of metals and
alloys is not new!®18. However, the use of this technique for emissivity measurements
on very refractory liquid metals and alloys as a function of temperature above the melt-
ing point is certainly novel. In this paper, some results of optical property measurements,
including spectral emissivity, as functions of temperature at wavelengths of 488, 514.5,
632.8 and 1064 nm for a number of electromagnetically levitated liquid metals including
Cu, Ag, Au, Ni, Pd, Pt, and Zr are presented. The data includes measurements on
liquids, solids and undercooled liquids. Perhaps, the most significant outcome of this
work is that a technique has been developed to measure accurately the optical constants,
and thus temperatures, of levitated liquid materials where sample contact is unnecessary.

This is of enormous importance for containerless processing technologies.

1.1. THEORETICAL BACKGROUND

According to Wien’s approximation to Planck’s law, the flux distribution from a
black body per unit solid angle can be written as a function of wavelength, A, and tem-

perature, T:
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C
W (\L,T) = Cyn 1A~ exp(—ﬁ : (1a)

where C; and C, are the first and second Planck constants, respectively. Equation 1a has
been shown to be accurate® to within 1% for AT < 2897.8 uK . A useful form of Wien’s
approximation is obtained by taking the ratio of the real-body radiation at wavelength, A,

to that of a blackbody at the same wavelength:

1 1 Aln(Ep
—_—— =, ib
Tru Ts &) (1b)

where Ty is the measured brightness temperature, Tty the thermodynamic (blackbody)

temperature, and E, is the normal spectral emissivity of the real body at the wavelength,
A.
Assuming the liquid metal surface is specular, Kirchoff’s law can be stated as:
E,+Ry=1, 2)

where R, is the reflectivity and E; is the spectral emissivity. The subscript denotes the
wavelength dependence of these quantities. Equation 2 holds for any angle of incidence

or emission.
€, and &,, the real and imaginary parts of the dielectric constant, are related to the

refractive index, n, and extinction coefficient, k, through the relations:

g = n?-k2, and (3a)

€, = 2nk . (3b)

If €; and €, are experimentally determined, then the remaining optical constants of the

material in question can be obtained for the wavelength, A.
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The normal incidence reflectivity is calculated from the Beer equation:

2 2
n-n ) +k
Rl = (_“"0‘)“2—_7 5 (4)
(n+ny)“ +k

where n, is the refractive index of the ambient, transparent medium. Using Eq. 2, the
spectral emissivity is determined. Simultaneous measurement of radiance brightness at
normal incidence provides the thermodynamic temperature from Eqgs. 1b, 2 and 4.

When light, plane polarized with an initial azimuth ‘¥, to the plane of incidence is
reflected from a metal surface, the P and the S components of the incident electric vector

experience different phase changes and different reflectivities, producing a new azimuth

Y. I, = % , then the complex reflectance ratio, p , is:

T .
p=r—p = tan(‘I’)e‘A, 5

where, 1, and r, are the amplitude reflection coefficients of the P and S components,
respectively, W is the restored azimuth and A the relative phase difference between the
two components of the reflected electric vector (A = 8rp —8,,). If the reflected intensity is
measured at four azimuths (obtained at two positions of an analyzer) - I; (90°) , I, (0°),
I3 (45°) , 14 (135°), then the fundamental ellipsometric parameters y and A are given
by!'4:

L, *#
tan(\t) = (I—) , and (6a)
1

)
— IA[( = a —14/13)
cos(A) = /2[( ) +( ) ] [(1 +I4/I3)] (6b)

The real and imaginary parts of the dielectric constant are then calculated from v, A, and
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® using’l:

0 cos22\|l — sin?2y sin®A

"= +5in0, (82)
(1 + cosA sin2y)

g, = sin%@ tan?

and

_ 2 sin2y cos2y sinA
(1 + cosA sin2\|1)2

sin tan’0, (8b)

where © is the angle of incidence. Once €, and g, are obtained, one calculates n and k.

Then, the normal incidence reflectivity is obtained from Eq. 4. It is important to note that

I 4
the entire measurement essentially consists of two ratio measurements ( 1 and . ).
1 3

Thus, systematic errors tend to cancel.

2. EXPERIMENTAL

Figure 1 shows the experimental arrangement used to make emissivity measure-
ments by RAE on electromagnetically levitated materials. A chopped (2000 Hz),
focussed, plane polarized laser beam impinged on the sample at 67.5° angle of incidence.
The laser used at the 488 and 514 nm wavelengths was a Lexel (Model 95) 2 watt
Argon-Ion laser that was lasing multi-line. The measurements at 633 nm were carried out
using the Aerotech 5 mW He-Ne laser while the measurements at 1064 nm were carried
out using an ALC 1064-50P (Amoco Laser Corporation) diode-pumped YAG laser with
an output of 50 mW polarized light. The experiments that were performed at the YAG
and He-Ne wavelength required the laser to be focussed while no focussing was needed
for measurements with the Argon-Ion laser. The plane of polarization of the beam was
rotated 45° (clockwise for a viewer looking at the sample from the laser) with respect to

the plane of incidence (plane of the figure). Also shown in the figure is a laser shutter
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positioned between the chopper and the sample chamber. Closure of this shutter allowed
measurements of radiance brightness of the sample without error due to the laser. A
Leeds & Northrup, Automatic Optical Pyrometer was used to monitor the brightness tem-
perature of the sample via another port on the chamber situated at 67.5° from the incident
laser port. The thermodynamic temperatures of the liquid were calculated using Wien’s
approximation to Planck’s law and using values of spectral emissivity measured at
A=633nm. Additionally, thermodynamic temperatures were also obtained using the
radiance detector situated on the ellipsometer based on measured brightness and the opti-
cal constants measured by the ellipsometer. This was accomplished by recomputing a
spectral emissivity from the measured dielectric constants at this oblique angle and then
using Wien’s approximation to Planck’s law. The second measurement was not feasible
in the blue and green regions of the spectrum since samples usually emitted very little

light.

Light from the sample (radiated and reflected) was imaged on an aperture by a lens.
A second lens and aperture generated parallel light from this image. The f number of the
second lens and aperture fixed the maximum solid angle from which light was collected
at about 1°. Since the study involved several wavelengths, spectral discrimination was
achieved using laser line interference filters obtained from Corion and Ealing. Light that
passed through the hole was then analyzed by a beam-splitting Thompson calcite prism

that was rotatable around the beam axis.

Shown in Fig. 1 is the flow diagram for the data acquisition system. The outputs of
the polarization detectors were monitored individually with separate lock-in amplifiers

which were phase-locked with the reference signal from the chopper. The lock-in
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amplifiers were obtained from EG&G PARC and had 20 KHz bandwidths. The outputs
of the lock-in amplifiers were monitored continuously by the computer, as were the out-

puts of the radiance detector and the Leeds & Northrup pyrometer.

In a previous papcr30, the dynamics of electromagnetically levitated liquid metals
and alloys at elevated temperatures were described. These results showed that the levi-
tated liquid metal droplets underwent rotations, shape oscillations, and translations in the
coil. This behavior causes oscillations in the intensity of the emitted as well as reflected

light from the sample.

It was necessary to minimize the effect of these surface perturbations by carrying
out long-time signal averaging. Since the perturbation frequencies from previous studies
were established to be on the order of 50-200 Hz, the output time constant on the lock-in
amplifiers was set at 0.1 seconds. The outputs of the lock-in amplifiers were monitored
for 10-20 seconds, until a reliable mean value could be extracted. The analyzer was then
rotated for the second set of measurements and the signal averaging repeated. Finally,
the signal intensities were compared for the two analyzer positions and the criterion of

3, was verified. Any data not meeting this criterion were

validity elucidated by Beattie!
rejected. A detailed description of the calibration procedure for the optics and electron-

ics has been presented elsewhere>! and will not be presented here.

All samples used had purities in the range 99.9 to 99.999%. The samples were cut
from rod or bar stock and had masses in the range 0.5-1.5 gms. After melting in the levi-
tation coil, residual oxide surface contaminants were allowed to vaporize and be removed

from the chamber before the measurements were started.
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The experiments were performed at pressures on the order of 1 atmosphere and gas
flow rates of 10 - 20 cc/min. The gases used were argon and helium with 3% hydrogen
added to inhibit surface oxide formation. Temperature control was achieved to a limited
extent by regulating the gas mixture and flow rate. Helium, with the higher thermal con-
ductivity, was used to achieve the lower temperatures, including the undercooled state,
while argon was used to obtain the higher temperatures. The upper temperature limit for
each sample was set by the vaporization rate of the metal. At higher temperatures, vapors
near the metal surface scattered the reflected laser light which resulted in much larger

measurement errors.

3. RESULTS

Tables 1 to 4 give a summary of some of the results of the experiments reported
here. In these values are given of the dielectric constants, and spectral emissivities of Cu,
Ag, Au, Ni, Pd, Pt, and Zr over wide ranges of superheat of the liquid at the four
wavelengths respectively. Since much of the data reported here showed moderate to
strong temperature dependence, an interpolated value based on a linear regression to the
data is provided. For each element, a common temperature was chosen to interpolate
towards. A value of the confidence interval is listed in the parenthesis below each of the
tabulated values. These intervals correspond to a confidence level of 95% for the data
listed in the table. Also listed parenthetically below the temperature range is the number
of determinations of the optical properties over the range. The temperatures for the inter-
polation (in some cases, extrapolation) were chosen on the basis of the temperature range
over which most of the data were acquired. The interpolation temperatures were: Copper

at 1400 K, Silver at 1300 K, Gold at 1400 K, Nickel at 1800 K, Palladium at 1925 K and

118



Platinum at 2250 K. The data for liquid zirconium represents an average of the optical
properties as is the case with the data for solid palladium. Correspondingly, the values in
those parenthesis represents a standard deviation and not a standard error of estimate. In
a few cases, extrapolation of the data to the chosen temperature was necessary, and con-

sequently the error bars were slightly higher.

Since the chosen temperatures were at least 100 degrees or more above the melting
point, some disagreement with available literature data is expected. Each of these four
tables corresponds to measurements at a single wavelength. The three noble metals Cu,
Ag, and Au, and the three transition metals Ni, Pd, and Pt were studied at all four
wavelengths while Zr was studied only at the He-Ne wavelength. A salient feature of the
data listed in Tables 1 - 4 is that almost all spectral emissivities were measured with an

error of £ 0.01 corresponding to the 95% precision limits of the data.

Table 5 is a compilation of emissivity data found in the literature, together with the
data obtained in this study, to illustrate the changes in emissivity as a function of tem-
perature. In this table we list emissivity data for these metals at room temperature (RT),
incandescent temperatures (IT) and in the liquid regime. The spectral emissivities calcu-
lated from the data reported by Miller?! and our study have been obtained at a photon
energy of 1.97 eV (A =0.63 um) while the other emissivity data pertaining to the
elevated temperatures were measured at A = 0.65 — 0.665 um (1.91 - 1.87 eV). The room
temperature emissivity data were obtained at 1.97 eV. It can be seen that the agreement
of the present results with data found in the literature is excellent in all cases except
perhaps in the case of liquid zirconium where there appears to be a large discrepancy in

the literature data. The lack of spectral emissivity data in the literature at the other
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wavelengths made a similar compilation at other wavelengths impossible.

To illustrate the overall wavelength dependence of the spectral emissivity, the spec-
tral emissivities of the copper and nickel groups are plotted in Figs. 2 and 3 respectively.
The spectral emissivity data used for these plots are the same data that are listed in
Tables 1 - 4. The error bars in Figs. 2 and 3 correspond to a 95% confidence interval.
The spectral emissivities correspond to the previously listed interpolation temperatures.
In these two plots, it is seen quite clearly that the spectral emissivity increases gradually
as the wavelength decreases, until the blue region where a sharp rise is seen. The
behavior of Cu and Au are similar while silver does not show such a dramatic rise. The
corresponding plot in Fig. 3 for the nickel group has two points of interest. Firstly, all
three metals behave identically in the visible region of the spectrum. Secondly, they seem
to show very little dependence between the red and green regions of the spectrum and
then show a rise in the blue. They also converge to almost the same value of spectral

emissivity in the blue.

In order to illustrate the temperature dependence of the spectral emissivity, we have
selected the results for liquid gold, nickel and platinum as examples.

The optical constants of liquid gold were measured in the temperature range 1270-
1980 K (0.98 - 1.48 T,,), where T,, is the melting point. Measurements of spectral emis-
sivity and optical properties at the four wavelengths were conducted in this temperature
range. These data include three measurements on the undercooled liquid (He-Ne

wavelength).

Figure 4 is a plot of the spectral emissivity of liquid gold in the above temperature

range at the 4 wavelengths. The solid lines in the figure represent the results of a least
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squares fit to the data at each of the wavelengths. The results of the least squares fit, a +
bT, are also shown in the figure. Since raw data are directly plotted and fitted in the plots
shown, the least squares fit tends to be weighted somewhat to those regions where a large
numbers of data are present. In many cases, several data points overlapped since the tem-
perature was not constantly varied. A small increase in spectral emissivity is seen in the
blue while there is a very large decrease in the green. The spectral emissivity in the green
close to the melting point is 0.47 while at 1900 K it decreases to about 0.40. This
corresponds to about 12.5% decrease in spectral emissivity. The spectral emissivity is

constant in the red and has a small positive slope in the infra-red.

The spectral emissivity (at 1400 K) in the blue is 0.52 and compares well with that
calculated from the data of Miller?! (0.52). The spectral emissivity is 0.40 in the green
and is a little lower than that of Miller. The emissivity of liquid gold in this range for the
He-Ne wavelength was determined to be 0.30. This value is in agreement with that com-
puted from the data of Miller?!, but is higher than that reported by Burgess and Walten-
burg49. There appear to be no data available in the infra-red for liquid gold and the value
reported here is 0.12.

The optical constants and spectral emissivities of liquid nickel were measured in the
temperature range 1776-2143 K (1.03 - 1.24 T,,)) at A = 488, 514.5, 632.8, and 1064 nm.
Figure 5 is a plot of the spectral emissivities of liquid nickel as a function of temperature
at the four wavelengths. There is non-linear but monotonic increase in emissivity with
decreasing wavelength. That is, there is an initial rapid increase in emissivity from 1064
to 632.8 nm. The values at 632.8 and 514.5 nm are close, but the difference between

514.5 and 488 nm is again substantial.
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The mean values of spectral emissivity (at 1800 K) for liquid nickel agree reason-
ably well with literature. The value of spectral emissivity in the blue is 0.49 and is 0.41 in
the green. The values calculated from the data of Miller® are lower in the blue and higher
in the green than the values measured in this study. The agreement at the He-Ne
wavelength with the literature data is good as can be seen in Table 5. The spectral emis-

sivity in the infra-red is 0.31.

The optical properties and spectral emissivities of liquid platinum were measured in
the temperature range 2000-2650 K (0.98-1.30 T,, ). The data obtained in this range
included 6 measurements on the undercooled liquid (for the He-Ne wavelength). Figure
6 is a plot of the spectral emissivity of liquid platinum as a function of temperature at the
four wavelengths together with the results of a least squares fit to the data at each of the
wavelengths. It is seen quite clearly that the spectral emissivity decreases with increas-
ing temperature in the blue, green and in the infra-red while it appears to increase in the
red. It must be pointed out that the data in the green would probably fit better with a
curve rather than a straight line although no such fit was attempted. An unusual feature of
the data in the green was the dramatic change in the values of the dielectric constants in

the neighborhood of 2550 K.

Since most of the data for liquid platinum were measured at temperatures substan-
tially higher than the melting point, extrapolation of the data to temperatures close to the
melting point would result in larger errors. Therefore, the temperature of interpolation
was chosen as 2250 K which is about 200 K above the melting point. The spectral emis-
sivity in the red was determined as 0.38 and compares very well with the data in the

literature (see Table 5). The spectral emissivity of undercooled platinum in the red was
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measured as 0.36. The mean values in the blue, green and infra-red were determined as
0.48, 0.45, and 0.30 respectively. It was not possible to assess the agreement with litera-

ture data since such data were not available at these wavelengths.

4. DISCUSSION

One of the goals of this work was the development of a pyrometeric technique by
which one could measure both spectral emissivities and true temperatures of liquid
metals in situ, since an error is introduced in temperature measurement of incandescent
solids or liquids when spectral emissivities are only estimated. Also, the paucity of emis-
sivity data for liquid metals at temperatures above the melting point has made reliable
temperature measurement in that regime difficult. As a result, thermophysical property
data such as specific heats, expansion coefficients, etc., have always been subject to this
uncertainity. In order to measure accurately the thermodynamic temperature of these
high temperature liquids, it is necessary to know the surface spectral emissivity as a func-

tion of temperature and independent of radiance brightness measurements.

Two important results reported here are the observations that the spectral emissivi-
ties at the four wavelengths of the metals in the Ni and Cu groups show a moderate tem-
perature dependence in the liquid over the temperature ranges studied and that the spec-
tral emissivities of the liquids are higher than those of the corresponding solids. Further-
more, in those liquid metals where moderate supercooling was observed, the measured
spectral emissivities of the supercooled liquid were essentially the same as the those of
the liquid above the melting point. Corrections may need to be made to thermophysical
data obtained previously which have made the assumption of constant emissivity. For

instance, Bonnell?® observed an anomaly in measurements of the specific heat, Cp M, of
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liquid zirconium at elevated temperatures. He attributed the behavior to either a real
change in Cj, () or a monotonic decrease in emissivity. The latter would compensate for
the non-linear rise in total enthalpy, H(T) - H(298), making Cp (D) constant. The few
measurements on liquid zirconium suggested a constant spectral emissivity at

136 may not need to be

A =633nm. At the present time it appears that the data of Bonnel
corrected therefore suggesting that G (1) does increase but only further work can confirm

this observation.

The possibility that spectral emissivities change appreciably with temperature has
been suggested by Nordine?’ and Margrave>8, but never really established. However,
indirect support for such an observation can be found in the literature. For instance, the
contributions to G, (1) in the range 3000-5000 K due to expansion coefficients, compres-
sibility factors, and electronic parameters have been studied using exploding wires by
Cezariliyan®® and by Gathers, et. al.,*® and significant deviations from the classical 3R
value have been observed. Similar variations in spectral emissivities can be expected,

especially at temperatures of 3000 K and higher.

The second point concerns the increase in emissivity on melting of the metal. In
these experiments, measurements of the spectral emissivities of solid copper and palla-
dium were performed just below their melting point by allowing them to freeze within
the levitation coil. The emissivity measured for solid copper was 0.10, while for palla-
dium the value was 0.32 (for the He-Ne wavelength). These are 15-20 % lower than the
emissivity of the corresponding liquids. A similar increase of about 13% was observed in
the green for palladium. This increase in emissivity on melting was observed previously

for these metals by others>®, but no explanations have been forthcoming. Intuitively,
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one expects the smoother, liquid surface, to have a lower emissivity than the solid. This
would be the case if factors affecting emissivity were the macroscopic physical and
chemical structure of the surface; however, the optical properties are also governed by
the electronic properties of the material. Factors which affect the electronic properties
will play a role in determining the spectral emissivity of the material. For example,
significant destruction of the long range range order of the lattice occurs on melting. This
will significantly modify the band structure and may provide at least part of the basis for

the changes observed in the optical properties upon melting of these metals.

Further, some measurements of the optical properties of undercooled liquids were
carried out in this study (palladium, platinum, gold). These data reveal that the spectral
emissivities of the undercooled liquids are virtually the same as that of the liquid above
the melting point, although they are just slightly lower. Since large undercoolings were
not attained, the extension of this behavior to larger undercoolings must be performed

with caution.

5. CONCLUSIONS

Rotating analyzer ellipsometry has been used successfully to measure the optical
constants of Cu, Ag, Au, Ni, Pd, Pt and Zr and extract normal incidence spectral emis-
sivities at 488, 514.5, 632.8, and 1064 nm over a large range of superheat in the liquid
state. The technique was adapted as a non-contact diagnostic method to our electromag-
netic levitation system, and it was possible to extract the dielectric functions and com-

plex indices of refraction data for liquid metals at elevated temperatures.
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The spectral emissivities at 633 nm of the liquid metals obtained in this study
agreed well with most of the data available in the literature. In the cases of palladium
and copper, the emissivities were also measured in the solid state with the sample levi-
tated. The data for all metals studied showed that the spectral emissivities of the liquids
were higher than those of the solids. Additionally, the spectral emissivities of all the
metals studied here showed moderate to strong temperature dependence in the liquid over
large temperature ranges. This fact therefore suggests that corrections may need to be
made to thermophysical property measurements that have been based on the assumption

of constant emissivity.

Comparisons of the dielectric functions and complex index of refraction data with
those available in the literature showed excellent agreement. Since only data for the low
melting materials were available, it was not possible to compare the results for liquid Pd,

Pt, and Zr.
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TABLE 1
Optical Constants of Liquid Metals at 488 nm

METAL TEMP. RANGE(K)** g €, E;
Copper 1499-1877 -4.92 7.63 0.45
13) 0.13) (0.12) (0.01)
Silver 1398-1552 -9.28 1.78 0.11
17) (0.38) (0.31) (0.01)
Gold 1420-1907 -2.77 7.57 0.522
(16) (0.28) (0.62) (0.018)
Nickel 1789-2109 -2.66 13.17 0.486
(24) (0.35) (0.30) (0.007)
Palladium (s) 1424-1699 -5.66 12.23 043
(11) (0.24) (0.31) (0.01)
Palladium (1) 1911-2120 -3.47 13.51 0.468
(27) (0.39) (0.65) (0.004)
Platinum 2266-2646 -1.86 15.72 0.48
(33) (0.66) (0.90) (0.01)

* Confidence interval for 95% limits of the data is listed parenthetically below each
value.

The number of determinations is listed parenthetically below the temperature
range,

**Temperatures chosen for interpolation of optical constant values are: Cu (1400
K), Ag (1300 K), Au (1400 K), Ni (1800 K), Pd (1925 K), and Pt (2250 K). Pd (s) and
Zr values represent mean values.
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TABLE 2
Optical Constants of Liquid Metals at 514.5

METAL TEMP. RANGE(K)** [} & E,
Copper 1361-1903 -8.81 7.11 0.30
(19) (0.16) 0.42) (0.01)
Silver 1452-1541 -10.86 0.84 0.05
an 0.52) (0.14) (0.01)
Gold 1449-1903 -6.34 8.07 0.47
(20) (1.08) 0.47) (0.02)
Nickel 1776-2063 -6.35 15.42 0.412
(31) (0.39) (1.20) (0.008)
Palladium (s) 1486-1810 -11.63 13.68 0.32
11) 0.37) (0.26) (0.005)
Palladium (1) 1869-2134 -7.83 16.95 0.381
(25) 0.42) (0.83) (0.006)
Platinum 2307-2649 -2.46 25.44 0.45
19) 0.37) (0.60) (0.01)

* Confidence interval for 95% limits of the data is listed parenthetically below each

value.
The number of determinations is listed parenthetically below the temperature

range.
**Temperatures chosen for interpolation of optical constant values are: Cu (1400
K), Ag (1300 K), Au (1400 K), Ni (1800 K), Pd (1925 K), and Pt (2250 K). Pd (s) and

Zr values represent mean values.
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TABLE 3
Optical Constants of Liquid Metals at 633 nm

METAL TEMP. RANGE(K)** g £, E;
Copper 1315-1727 -14.11 3.83 0.13
27) (0.45) (0.39) (0.01)
Silver 1291-1481 -16.31 3.34 0.086
(41) (0.36) 0.44) (0.01)
Gold 1270-1932 -9.58 8.20 0.30
37 (0.79) (1.36) (0.01)
Nickel 1822-2143 -6.60 18.55 0.40
(21) (0.90) (1.24) (0.01)
Paladium (s) 1297-1577 -12.12 19.35 0.32
(11) (0.43) (0.39) (0.005)
Palladium (1) 1807-2126 -7.32 18.93 0.38
(23) (0.72) 0.73) (0.01)
Platinum 2006-2475 -6.04 25.20 0.38
(33) (1.38) (1.63) (0.01)
Zirconium 2175-2402 -4.81 21.7 041
3 (0.87) (2.46) (0.005)

* Confidence interval for 95% limits of the data is listed parenthetically below each

value.

The number of determinations is listed parenthetically below the temperature

range.

**Temperatures chosen for interpolation of optical constant values are: Cu (1400
K), Ag (1300 K), Au (1400 K), Ni (1800 K), Pd (1925 K), and Pt (2250 K). Pd (s) and
Zr values represent mean values.
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TABLE 4

Optical Constants of Liquid Metals at 1064 nm

METAL TEMP. RANGE(K)** £ £, E,
Copper 1434-1729 -33.19 11.18 0.085
(11) (1.25) (1.02) (0.008)

Silver 1236-1489 -38.13 7.68 0.06
(12) (1.60) (0.44) (0.005)

Gold 1417-1976 -34.82 14.25 0.12
(10) (1.88) (1.02) (0.01)

Nickel 1888-2031 -12.71 15.31 0.31
9) (1.33) (0.92) (0.016)

Palladium 1947-2073 -15.21 7.91 0.23
5) (2.05) (1.08) (0.01)

Platinum 2106-2386 -12.05 13.44 0.298
(10) (1.62) (2.80) (0.006)

* Confidence interval for 95% limits of the data is listed parenthetically below each

value.

The number of determinations is listed parenthetically below the temperature

range.

**Temperatures chosen for interpolation of optical constant values are: Cu (1400
K), Ag (1300 K), Au (1400 K), Ni (1800 K), Pd (1925 K), and Pt (2250 K). Pd (s) and
Zr values represent mean values.
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TABLE S
Comparison of Normal Incidence Spectral Emissivities
with Selected Literature Values for A = 650 nm

Metal RT® REF. IT REF. Liquid REF.
Copper 0.08 32 0.10 This work 0.13 This work
0.12 31 0.10 5 0.13 21
0.14 3
Silver 0.03 32 0.05 5 0.086 This work
0.08 3
0.09 21,23
Gold 0.17 31 0.15 5 0.30 This work
0.22 33 0.31 21
0.22 5
Nickel 0.35 32 0.36 5 0.40 This work
0.38 33 0.35 3
0.37 5
Palladium 0.23 This work 0.32 This work 0.38 This work
0.32 5 0.37 5
Platinum 0.32 32 0.30 31 0.38 This work
0.27 31 0.30 34 0.39 1,4
0.38 5
Zirconium 0.32 5 0.41 This work
0.30 5
0.47 4
0.32 3

* RT represents room temperature data; IT represents incandescent temperatures.
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Figure 2. Spectral emissivities of liquid metals in the copper group as a function of wavelength.
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Figure 3. Spectral emissivities of liquid metals in the nickel group as a function of wavelength.

137



1101d oy uo pasesrpur

are (19 + ©) 1y 9y1 Jo synsaz Y], ‘moire Aq pareosiput yutod Sunpop
"BIep 3y 011y sarenbs isea] oy s1ussaxdar suyy plos *(0) wu gyt
Pue ‘(x) C'¥1S ‘@) 8°7€9 ‘) $901 8 amesadway JO uonsuny

e se pjo3 pinbyj jo Larsstus fensads 92USPIOUL [BULION “f AunSig

£ ar - (M) JaNl-ya3dW3l
82 8°1 9°1 {2 e’ 1 8"
T T — Al T T _ T T T _ T ‘ T T d T T T
- v ]
| P -3 o ~
n o 0 g o 0D o o -
= Do unﬂfﬂmﬂ_ h-J §—>o o
B b/mﬂkﬂmj/fux |
- -
i 9L6Y-LIPT SIET 880°0 wup9or =Y |
- ZE61-0L21 €L0°0 £0€°0 wu §7e9 =Y -
- €061-6vb1 €9°0I- L0900 ‘wugpis=y |
' —
5 LOGI-0ZP] Lyl 9750 WU ggy =Y -4
| -
o () 23uey 'dwa],  (01xq v ydudppaepyy -
i i _ L 1 1 _, 1 i 4 1 4 p— 1 1 d ]

ALIAISSIW3 3DN3TIONI HWON

138



-101d 91 UO pajedIpUI

are (1Lq + © ) 1y 9y JO Sinsaux sy, "moire £q parearpur jutod Sunjop

"BIEP 941 01 1 sarenbs 3sed[ oYy s1uasaidal auyy prjog “(0) wu g8y

pue «(x) 'H16 ‘@) 8°27€9 ‘(D) $901 18 armesadwal Jo uonouny

® S [)21u pinbi Jo AIAISSTWS [enoads 9ouspIduUl [RULION ¢ AInJ1g

g B1 7 O 3¥NLUY3dWIL

9l ¢ 5671 281 69-1 @51,
1 T T — ] T T L 4 T T Y T @ &
—
—2°09
w‘ WP I‘AVI -
o a 7
o § uﬂ - g m - #*m n - v . &
.b&nq L @0 _

i
1€07-8881 P19 W7o mupgor =Y |9 @
ePIT-TT81 €L80" €Iv’0 wugIE9 =Y |
€90T-9LLY 180°0 9090 wmagpIs =Y
601Z7-68L1 I€9°01 LS6z0 wussy=y |80

(]) 23uey dwd ], S01xq e A FATETEYLJVN ]
1L I i 1 A A | 1 " I N N

ALIAISSIW3 3ON30IONI THWAON

139



-01d 243 uo pajeosrpur
are (1.9 + ®) 1y 3yl Jo synsu Y, ‘moire Aq parearput jutod Sunjopy
"e¥ep 9y3 01 1y sarenbs 1se3] oY1 syussaxdar suyp prjos (0) wu gy

pue ‘(x) S'H16 ‘(@) 8Z€9 ‘K) $901 e aumesadwd Jo uonouny

e se wnune[d pinbiy Jo Ararssrurd rendsads 9ousprour [eulON ‘9 AN

g 81 7 (M) JaNlda3dWk3l

VA 9°2 G2 b e £°¢ 2’2 1°2 % 6°1 8-
1 M T M 1 M 1 M I M 1 .* | Y 1 M
B ~
= —# —p- -
i o O om .
- o O 1= —
- -
B 98€7-6017 8SS°7-  9SC0 WupeQy =Y —
- . |
L SLYT-900C '1% 2 4 OLT0 wWmugTes=Y
~ 6Y9T-L0ET IrLl- 1€80 WMuESPIS=Y .
— WIT-997T | § o A $+9°0 maggy =Y
i () 8usy ‘dma)  01Xq € mBaaarepyy
b . ~ 4 — V'3 — ' — ' h A |—y' - — .

&—1
W)

8°0

ALIAISSIK3 3J3N3QIONI TTHWAON

140



N90-17908

A POTENTIAL NUCLEAR MAGNETIC RESONANCE IMAGING
APPROACH FOR NONCONTACT TEMPERATURE MEASUREMENT

Stanley L. Manatt
Applied Sciences and Microgravity
Experiments Section
Jet Propulsion Laboratory

Abstract - It is proposed that in a nuclear magnetic resonance (NMR)
imaging experiment that it should be possible to measure temperature
through an extended volume. The basis for such a measurement would
depend upon sensing a temperature dependent NMR parameter in an inert,
volatile molecule (or fluid) filling the volume of interest. Exploratory work
suggest that one suitable candidate for such a purpose might be CH3C1.
Possible parameters, other inert gases and feasible measurement schemes
that might provide such temperature measurement will be discussed.

Introduction - For non-contact temperature measurement the predominate
approach that has been exploited for many decades has been pyrometry of
various sorts. Only now after years of research does it seem that people are
finally coming to grips with all aspects of the problem (1). However, the
range over which accurate and precise temperature measurements can be
made by pyrometry techniques seems to be above about 800K. For the lower
temperature region of about 200K to 600K, we would like to suggest a new
approach that utilizes the nuclear magnet resonance (NMR) effect.

Some facts about NMR are listed in Figure 1. A great many atomic nuclei are
NMR active. The parameters that can be extracted from NMR spectra in
many cases reveal fundamental molecular structure data that can only be
obtained from other techniques by much more work (2).

The precedent for proposing that temperature measurements can be
accomplished in an NMR experiment exists in the multitudes of examples of
temperature dependent NMR parameters that have been reported in the
last thirty years (3). In Figure 2 are given just two examples. Both these
examples were reported sometime ago so that the precision of the exhibited
data could probably be improved substantially with present day
instrumentation. These examples show that smooth or linear relationships
exist for certain NMR parameters over some useful range of temperature
(200-500K).
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Next let us consider where the NMR effect arises (4). When a mass of NMR
active nuclei are placed in a magnet field, a macroscopic magnetization
vector results. This vector can be manipulated by radio frequency pulses
whose B] fields are orthagonal to the By, the main magnetic field. This
situation is exhibited and explained in Figure 3. A typical block diagram of a
pulse NMR imaging system is shown in Figure 4 (5). In many cases the
transmitter and receiver coils are one and the same. In the right side of part
a) of the left side of Figure 5 is shown the time dependent signal that would
be obtained if the sample contained one chemical type of NMR active
nucleus. Fourier transformation of this signal leads to a single line in
frequency space. Part b) of this figure shows the situation when there are
two chemical types in the sample being studied. In the right side of Figure 5
the principal of how spatial information can be encoded in an NMR
experiment by imposing a linear magnetic field gradient is illustrated. The
extension of this one dimensional example to two dimensions and three
dimensions leads to magnetic resonance imaging (MRI) of a slice or
multislices through the sample being investigated. Figure 6 illustrates a
typical MRI pulse sequence which involves switching of the three magnetic
field gradients and more than one RF pulse (6). The first RF pulse, P4, is a
tailored selective /2 pulse and the second, P2, is a non-selective &t pulse.
This pulse sequence is usually repeated during about 120 increments of the
Y-gradient. Image reconstruction processing (either Fourier or back-
projection}) (7) will yield a slice image that exhibits the two dimensional
intensity map of some NMR parameter. If the magnitude of the NMR
parameter being sensed is temperature dependent then the image maps the
temperature in the slice under study.

In the top part of Figure 7 are listed a number of temperature dependent
NMR parameters that could be the basis of MRI temperature measurement
schemes. In Figure 8 is depicted a possible experimental configuration about
a levitation chamber for such a temperature measurement. Although the
non-contact temperature scheme needs that prompted this proposal for
temperature measurement were in connection with possible deployment
about a levitation chamber in zero-g, there are substantial potential
applications for such an approach for temperature mapping in all sorts of
ground based vessels and pipes containing fluids and gases.

In the bottom part of Figure 7 are listed a few examples of molecules that
might be potential candidates on which to base such an MRI temperature
measurement scheme. Shown in Figure 9 are some exploratory results with
the various chlorinated methanes and some properties of the isotopes 39C1
and 37C1. It appears that perhaps CH3C1 might be a possible candidate as a
temperature reporting molecule. The NMR spectra of this molecule were
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investigated both in the liquid and gas phases but only at one temperature
(about 200 C). It should be noted that there is a significant difference
between the linewidths in the two phases and also between the 35C1 and
37C1 nuclei. From other work with some other nuclei (8) it is expected that
the linewidths of the 35C1 and 37C1 resonances will exhibit changes with
temperature. These changes are probably due to modulation of the coupling
of the nuclear quadruple moment with the magnetic dipole moment. The
next step in this exploratory work is to characterize in detail the latter
temperature dependences both for the liquid and gas phases. There is little
data even now on such NMR temperature dependent changes for
quadrupolar nuclei. There is even less data on the NMR of gases and their
temperatuare dependencies. Thus, there is a lot of exploratory work to be
done before suitable candidates for useful NMR temperature probes can be
identified. It is the intention of work in progress to identify several such
molecules that will be useful in the temperature range of 200-600K.

In Figure 10 are listed other considerations that bear on the development of
this new non-contact temperature approach. The accuracy and precision of
+3 degrees is a conservative estimate as right now temperature dependent
NMR experiments are being done where differences as small as +0.5
degrees affect spectra. An important point is that one probably doesn't need
high resolution to provide useful temperature mapping. It is usual to acquire
NMR images with resolution of 256 x 256 pixels whereas for temperature
mapping, grids of 10 x 10 to 50 x 50 may in many cases be totally adequate.
There is a tradeoff with resolution and imaging time so lower resolution
maps can be obtained with a great saving of time. Another important point is
that really high magnetic fields are not necessarily needed to accomplish
useful MRI. Excellent proton images are now being obtained at fields as low
as 600-2000 gauss. (9,10) Whether satisfactory S/N can be achieved for
quadrupolar nuclei with less NMR sensitivity than protons needs to be
explored in detail, especially in the gas phase.

Conclusion - A new approach for non-contact temperature measurement has
been described above which in the temperature range of 200-600K has the
potential to meet the needs of some microgravity and containerless
processing experiments. In contrast to the decades of research and
development work that have been put in on pyrometry approaches, which
have not resulted in many useful instruments for the above mentioned
temperature range, it would seem that this new approach has the potential
for development into practical protocols and instruments in a period of
several years.
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SOME FACTS:

® FORM OF RADIOFREQUENCY SPECTROSCOPY WITH ATOMIC NUCLEI
POSSESSING SPIN (1H, 13c, 31p, 23Na, 15N, 2H, 170, 19F, ETC.)

® REQUIRES MAGNET, R.F. TRANSMITTER-RECEIVER AND DATA
ACQUISITION SYSTEM

@ AREAS OF NMR SIGNALS ARE USUALLY DIRECTLY PROPORTIONAL TO
NUMBER OF NUCLEI SEEN BY PROBE RECEIVER COIL

® FOR A LONG TIME VERY IMPORTANT RESEARCH TECHNIQUE IN BIOLOGY,
CHEMISTRY AND PHYSICS AND NOW IMPORTANT IN BIOMEDICINE

® NMR EXPERIMENT CAN BE DONE MANY DIFFERENT WAYS AND CAN
YIELD A NUMBER OF DIFFERENT PARAMETERS DIRECTLY RELATED
TO MOLECULAR STRUCTURE AND DYNAMICS

Figure 1. Nuclear Magnetic Resonance (NMR): Some Facts
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Measurement Approach

145



TRANSVERSE MAGNETIZATION IS INDUCED

BY A RADIO FREQUENCY FIELD By ROTATING
SYNCHRONOUSLY WITH THE PRECESSING
SPINS.

RECEIVER
coil

IF THE DURATION OF THE By FIELD IS FOLLOWING THE RF PULSE, THE
SUFFICIENT YO NUTATE THE TRANSVERSE MAGNETIZATION My
MAGNETIZATION BY AN ANGLE OF PRECESSES AROUND THE AXIS OFy
90°, THE ENTIRE MAGNETIZATION THE EXTERNAL FIELD, THEREBY
ENDS UP IN THE TRANSVERSE INDUCING AN A.C. SIGNAL IN THE
PLANE. RECEIVER COIL SITUATED IN THE

TRANSVERSE PLANE.

Figure 3. Ilustration of How Magnetization Gives Rise to NMR Signal
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Figure 4. Simplified Block Diagram of a 1ypical Computer-Based NMR Imaging
System; adapted from P. A. Bottomley, Rev. Sci. Instrum., 53, 1219
(1982)
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NMR PARAMETERS

@ T1-SPIN LATTICE RELAXATION TIME

® T2-SPIN-SPIN RELAXATION TIME

¢ FOR SPIN >1 NUCLEI, QUADRUPOLAR RELAXATION CHANGES
® SLOW MOLECULAR CONFORMATION CHANGES

® COUPLING CONSTANT CHANGES

® CHEMICAL SHIFT CHANGES

& CHEMICAL EXCHANGE EFFECTS

INERT MOLECULES

CC1H3 (35C1 AND 37C1 RESONANCES)

CC1F3 (13c, 19F, 35C1 AND 37C1 RESONANCES)

129xe AND 131Xe (IN NATURAL ISOTOPIC ABUNDANCES)
(CHg3)3 N (13C AND 14N)

CH30CH3 (170, ENRICHED)

CFD3 (2H, 13C AND 19F)

Figure 7. Potential Temperature Dependent NMR Parameters and Some
Potential Inert Molecules

LEVITATION LEVITATED
CHAMBER —— DROP
THREE SEPARATE /SOLENOID MAGNET
TRANSMITTER- E i AND DC MAGNETIC
RECEIVER COILS FOR FIELD GRADIENT
IMAGING SLICES AT COILS LOCATED IN
THREE DIFFERENT THIS STRUCTURE
POSITIONS
CNB
LEADS TO

COIL PREAMPS

(POSSIBLY ONE COIL AT THE CENTER OF THE CHAMBER MIGHT BE

SUFFICIENT TO OBTAIN MULTISLICE IMAGES UP AND DOWN FROM THE
CENTER PLANE)

Figure 8. Experimental Configuration
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o LINE WIDTHS OF C1 IN CC14, CC13H, CC12H2 AND CC1H3 MEASURED

® RATIONAL FOR WORK: PERHAPS TEMPERATURE DEPENDENCE OF LINE
WIDTH OF ONE OF THESE MOLECULES MIGHT FORM BASIS FOR
TEMPERATURE SCALE

® PROPERTIES OF C1 ISOTOPES

35¢1 37¢1
SPIN 3/2 ABUNDANCE 75.53% 24.47%
SENSITIVITY RELATIVE 1H 4.7 x 10-3 271 x 10-3
QUADRUPOLE MOMENT -7.89 x 10-26 cm?2 -6.21 x 1026 cm?2

e RESULTS AT 19.60 MHz FOR 35C1 AND 16.31 MHz FOR 37C1 IN
46.98 x 103 GAUSS FIELD

35¢1 37c1
CC1, 9400 Hz (L) 4400 Hz ()
CC13H 7400 Hz () 3700 Hz (£)
CC12H2 4300 Hz () 2300 Hz (), 3000 Hz (g)
CC1H3 1900 Hz (£) 1000 Hz (L), 1500 Hz (g)

® CONCLUSIONS: LINE WIDTHS OF CC14, CC13H, AND CC12H2 TOO BROAD;
CC1H3 POSSIBLE CANDIDATE FOR DETAILED TEMPERATURE DEPENDENT
STUDIES

Figure 9.  Preliminary 35C1 and 37C1 NMR Work

® RANGE OF NMR TEMPERATURE MEASUREMENT FROM ABOUT 200-600°K
WITH AN ACCURACY OF =3 degrees

® PROBABLY ONLY NEED 10 x 10 TO 20 x 20 SLICE IMAGES FOR ADEQUATE
TEMPERATURE PROFILES

® ALTHOUGH S/N FOR VARIOUS CANDIDATE GASES AT 1 atm. ARE
CALCULATED TO HAVE ADEQUATE S/N FOR MODEST FIELDS, NEED TO
EXPLORE SITUATION AT LOWER FIELDS

® MAGNETIC FIELD DOES NOT NEED TO BE HIGH AS GOOD IMAGES HAVE
RECENTLY BEEN OBTAINED AT LOW FIELDS (600-2000 GAUSS)

® GROUND-BASED NMR TEMPERATURE PROFILE MEASUREMENT IN
CHAMBERS TO BE USED IN SPACE PROCESSING MIGHT BE USEFUL
IN ITSELF

Figure 10. Other Considerations
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IR Optical Fiber-based Noncontact Pyrometer for Drop Tube Instrumentation

R.G. May, S. Moneyhun, W. Saleh, S. Sudcora, and R.O. Claus
Virginia Polytechnic Institute and State University, Fiber and Electro-Optics Rescarch Center,
Blacksburg, VA 24061

A. M. Buoncristiani
NASA Langley Research Center, Hampton, 23665

ABSTRACT

The design of a two-color pyrometer with an infrared optical fiber bundles for collection of the infrared radiation is
described. The pyrometer design is engineered to facilitate its use for measurcment of the temperatures of small,
falling samples in a microgravity materials processing experiment using a 100-meter long drop tubc. Because the
samples are small and move rapidly through the ficld-of-view of the pyrometer, the optical power budget of the
detection system is scverely limited. Strategies for overcoming this limitation are discussed.

INTRODUCTION

Optical fibers have been applied to the measurement of temperature since 19801, Methods may be broadly divided
into intrinsic and extrinsic techniques. Intrinsic techniques include thosc in which light propagating in an oplical
fiber sensing clement remains within the fiber; light in an extrinsic sensor instead interacts dircctly with the
cenvironment. Noncontact methods are inherently extrinsic because a physical separation between the fiber and the
material to be evaluated is required. Noncontact optical fiber-based temperature measurement systems are typically
two or three-wavelength pyrometers which utilize several optical detectors at several discrete wavelengths 234, The
remote end of the optical fiber is aligned so that the hot material is within the fiber's ficld of view. Radiation which
enters the fiber is split by an in-line coupler which independently feeds each of scveral optical filter/detector
asscmblics. As the temperature of the material to be sensed changes, the outputs of the different detectors also
change, and via consideration of graybody radiation curves, the temperature of the material can be determined.

An application of the described research is the determination of temperatures of falling particles in the Microgravity
Materials Processing drop wbe facility at the NASA Marshall Space Flight Center in Huntsville, AL. The drop
tube is a 100 meter tall evacuated cylinder into which molten samples of metals or metallic binary alloys arc
dropped. During free-fall, the samples cool and solidify, yielding metallurgical structures that are not influenced by
the carth's gravity. For a typical experiment, a sample is magnetically levitated at the top of the drop tube, and
hcated 1o melting by an RF induction furnace. The magnetic ficld is then turned off, and the sample is dropped. As
the sample cools and solidifies during the drop, it undergoes recalescence due o the heat of fusion during the phase
change. The temperature of the sample during the drop is calculated from heat transport equations, given the initial
temperature (measured by an optical pyrometer adjacent to the RF induction furnace) and the clapse of time from
release to recalescence (determined by a silicon photodetector at the bottom of the drop tube). Experimental
confirmation of the calculated temperature requires the use of noncontact measurement techniques that are independent
ol the usually unknown cmissivitics of the materials.

MODELED PERFORMANCE OF FIBER OPTIC PYROMETER INPUT CONDITIONS

The free fall of the heated pellet in the drop tube results in a limited time within the ficld-of-view of the fiber.
Conscquently, the amount of radiant flux incident on the fiber face is very small. A mathematical model was derived
to determine the amount of radiant (lux incident on the fiber face. Using this model a computer program was written
to yicld numerical values representative of the proposed measureinent system.
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The following assumptions were made:

(1) The pellet is falling through the geometric center of the drop-tube.

(2) The pellet is spherical in shape.

(3) The fiber face area is negligible compared to the pellet surface area.

(4) The radiation emitted by the pellet towards the fiber, as it is in the process of ‘entering’ and 'leaving' the
ficld-of-view of the fiber, is neglected. In other words, the radiation when the pellet is in the
field-of-view is considered to be constant from point (1) to point (2), as shown in figure (1).

(5) The radiation from the fiber towards the pellet is neglected.

(6) The velocity of the pellet within the field-of-view of the fiber is constant.

(7) The temperature of the pellet within the field-of-view of the fiber is constant.

One of the mathcmatical difficulties in treating radiative transfer between surfaces is accounting for the geometric
relations involved in how the surfaces view each other. A method of accounting for the geometry is introduced in
the form of a quantity called the "geometric configuration factor”, greatly simplifying the analysis.

The configuration factor of the system is derived by considering the gcometry as shown in Figure 1. Figure 2
shows the fiber face area as a differential element dA ], and the pellet as a sphere of surfacc arca A2, The
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Figure 1. Geometry for radiative transfer model.

orientation is such that the normal to the center of the differential element passcs through the center
of the sphere. The standard result of the configuration factor of the system shown in Figure 2 is:
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Figure 2. Geometry for configuration f{actor.

For the case when the pellet is directly in front of the fiber as shown in Figure 1, cquation (1) becomes:

2
. r
Faa= [1—2}

@

where L = radius of the drop tube.

Since we arc considering the flow of radiant flux from A2 to dAy, it is necessary to find dFp_g1 (the configuration
factor nceded for calculating encrgy flow from A to dA1). The ‘reciprocity relation’ between a differential element
and a finitc arca states that

A,dFyy, = dAFdl-Z

or
Fpy =L R
2d1 = A_z d12
3
where,
dAj = area of fiber face
A2 = surface area of the pellet.
Then equation (3) can be written as
2 2
LSy
Faoq= 2
2-d1 5 [L}
47'“'2
“)

The relation in equation (4) assumes that the normal to the fiber face passes through the center of the spherical
pellet. Thercfore, in order to consider for the cases when the pellet is at some angle, the component of the fiber face
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area is taken which is such that the normal to the component always passes through the center of the spherical
pellet.

Therefore equation (4) becomes,

2
Im,l cos 9 [rz}

Fouq =
241 " L
4111'2
®)
Now, 8 is a function of "x", as shown in Figure (1):
cos 0 = —L___._
2 2
VL +(Xx)
©
In equation (6), the quantities "L" and "X" are constant and "x" varies with time "t".
Writing "x" in terms of "t", we get:
X = (g) t
AT
M
where,
AT =17 - tgTime for which the pelict is in the ficld-of-view.
2X = Total vertical distance traveled through the field-of -view.
and "t" varies from t; o 17 as shown in Fig. (1).
Now, cquation (6) bccomes,
2
r
cos 0 = L 2
) 2
»{ L'+ |X- (2—X A\
AT) )
®

Substituting (8) in (5), we get

Canccling the like terms from the numerator and denominator, we get:
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To get the total incident radiant flux on the fiber face, we use the following cquation:

)

4
da=0K dF 4 A,
(10)

where,
dQ2.41 = Flux incident on the fiber face.

o = Stephan - Boltzmann constant = 5.66961x10-8 w/m2K4
K = Temperature of pellet (source)

A2 = Surface area of the pellet.

As it is assumed that the temperature of the pellet remains constant during the short interval of time the pellet is in
the ficld-of-view of the fiber, we find that cquation (10) has all the terms constant except F2_d41, which varies with

time.
Equaton (9) is integrated between "t} " and "y and the result doubled to account for the time from "tg” 1o " tp"

o

[Fz*ﬂ]l,mlc = L 1 &t

4L 2
VbR

0 1

4L, 2 2
2 2 2
\/L + X +(LX) 24X,
4 AT AT

1

Let
A=L24+X2
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2
B=.|3X
AT
2
-2
AT

Substituting A,B and C in equation (11), we have

[ Fa d
1 Joty— 4L v'—-———
A+ Bt+Ct
(12)
Using the standard result for
! VX +x¥c
— — +x¥c +——
[ it
for ¢ > 0 and where X = a + bx + cx2-
Then equation (12) becomes
2
r, f ( 2) B \
F =1 V A+ Big+ Cto)+ to¥C +
[Zdltmto L\ log 0 o+ lo 2‘/_6[
- —l—log(V A+Bt + Ct2)+ L,VC + B
\w”C’ S 2YC
(13)
Now,
[F 2411] ol = 2 [F 241] Lot
(14)

Substituting equation (14) in equation (10), we get the total radiant flux incident on the fiber face.

RICAT S1 ATION

The model for radiative transfer was coded into a FORTRAN computer program, yielding the resulting incident
radiant flux in waus for different pellet temperatures. For these calculations the pellet was assumed to be 3 mm in
diamecter, and the single fiber was assumed to have a core diameter of 200 um and NA of 0.4. Also, the drop tube
radius was taken to be 6 inches.

The results show that the radiant flux incident on a 200 um fiber (with NA of 0.4), 10 meters down the drop-tube
and at temperature 773K is 0.45x10-11 Watts. This number decreases further down the drop tube (¢.g. at 190
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meters down the drop-tube it falls down to 0.5x10-13 Wauts). Further, at higher temperatures, we find that the
amount of incident radiant flux increases. At a temperature of 3773 K and 10 meters down the drop-tube, the value
becomes 0.25x10-8 Watts. These numbers represent the ideal case as the falling pellet is assumed 10 be a blackbody.
These numbers will further decrease if the falling pellet is considered to be a gray body and other effects (such as
spectral attenuation of the fiber, inclusion of an anti-reflection coating, or stray reflections from the inside wall of
drop-tube) are taken into account.

The ficld-of-view and hence the transit time of the pellet in the field-of-view can be increased by orienting the fiber at
an angle with respect to the vertical wall of the drop tube. This approach is shown in Figure (3). Here B, the angle

by which the fiber is tilted, is assumed to be less than 8, where 6 = sin -1 (NA), NA being the numerical aperture of
the fiber. The configuration factor was adapted to account for the tilted fiber, and coded into a FORTRAN program.
The results showed that the tilting of fiber increased the time in which the pellet remained in the ficld-of-view of the
fiber, which, in tumn, increased the radiant flux incident on the fiber-face. They indicate that the radiant flux incident
on the fiber-face, 10 meters down the drop-tube, when it is tilted at an angle of 20° with respect to the horizontal
reference time is 0.87 x 10-9 Watts which corresponds to a 17.6% increasc in the incident radiant flux. Similarly, at
190 meters down the drop-tube, with the fiber tilted at 20° with respect 1o the horizontal reference line it becomes
0.1x10-10 Waus which corresponds to a 12.4% increase in the incident radiant flux.

As shown by the results of the above programs that as we move down the drop-tube, both the time in which one
pellet remains in the ficld-of-view and the incident radiant flux decrease appreciably. This implies that it will be
necessary to increasc the tilt angle 3 as we move down the drop-tube, to compensate for the loss in the incident

radiant flux.
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Figure 3. Geometry for tilted fiber.

IMPLEMENTATION OF PYROMETER

To augment the radiant flux incident on the detectors, an experimental pyrometer is being assembled with a six inch
long, 0.125 inch diameter bundle of 200 pm diameter core, 250 pm diameter clad zirconium fluoride fibers. The
bundle of approximately 120 fibers will increase the optical power budget at the detectors by about 20 dB over the
case for the single fiber analyzed in the configuration factor study, and will mount to the drop tubc through a2 3/4
inch flange. The bandpass filter center wavelengths will be chosen depending on the estimated initial temperature of
the sample (different materials are typically heated to different initial temperatures in the induction furnace). Barium
fluoride infrared lenses will be used to focus the outputs onto two cryogenically cooled indium antimonide detectors.
Following amplification of the detector outputs, the ratio of the two signals arc taken and the temperature derived.
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Figure 4. Pyrometer design

CONCLUSIONS

The work reported focused on determining the feasibility of employing an optical pyrometry approach using infrared
optical fibers to measure the temperature of falling particles in the NASA Marshall Space Flight Center drop tube.

A mathematical model based on radiative transfer principles was derived, and key parameter values representative of
the drop tube system, such as particle size, tube diameter and length, and particle temperature, were used to determine
an estimate of the radiant flux that will be incident on the face of an optical fiber used to collect radiation from the
incandescent falling particle. The results indicate that the total power collected will be on the order of picowatts. An
extension of this work examined the advantage of inclining or tilting the collecting fiber to increasc the time that the
falling particle remains in the fiber field-of-view. Those results indicate that increases in total power collected of
about 15% may be rcalized by tilting the fiber. Current work is proceeding towards implementing an experimental
pyrometer utilizing the design principles discussed.
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Abstract

Real time image processing techniques, combined with multitasking
computational capabilities are used to establish thermal imaging as a
multi-mode sensor for systems control during crystal growth. Whereas
certain regions of the high temperature scene are presently unusable for
quantitative determination of temperature, the anomolous information thus
obtained is found to serve as a potentially low noise source of other
important systems control output. Using this approach, the light
emission/reflection characteristics of the crystal, meniscus and melt system
are used to infer the crystal diameter and a linear regression algorithm is
employed to determine the local diameter trend. This data is utilized as
input for closed loop control of crystal shape. No performance penalty in
thermal imaging speed is paid for this added functionality. Approach to
secondary (diameter) sensor design and systems control structure is
discussed. Preliminary experimental results are presented.

Introduction

Real time thermal imaging has been found to be a powerful tool for passively
measuring the effects of applied magnetic fields on the temperature distribution of
encapsulated high temperature semiconductor melts during the crystal growth operation.
A complete description of the thermal imaging system's design and capabilities is available
in [1]. Advanced image processing techniques are employed to reduce or eliminate
temporal as well as spatial high frequency noise from the image. In this way spurious
perturbations, such as bubbles entrained within the encapsulating liquid glass layer, do not
effect the quantitative determination of the local temperature distribution. (See figures 1
and 2 for photographic and schematic descriptions of the thermal imaging process and
appartatus.) However, certain attributes of the optical path related to the geometry of
the high temperature scene introduce anomolous light intensity information which is not
directly related to the temperature at that position in the image.
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A typical example of this behavior is illustrated in figure 1 reproduced from [1]. The
horizontal line across the 512 x 512 digitized image (8 bit, 256 gray level) is user input
using a mouse-type pointing device. In this case, the line was selected to cross the
encapsulated melt as well as the meniscus region located at the edge of the growing
crystal. The light intensity data (directly related to the temperature of the melt) is read
from this line and dynamically superimposed on the image. The information has been
subjected to a linear convolution to reduce the effects of high frequency spatial noise.
The peaks in optical intensity associated with the meniscus region (at the edge of the
crystal) are unrelated to the local temperature since the temperature of the melt in
contact with the crystal must be at the melting point of the material being solidified (in this
case, GaAs). This behavior is currently interpreted as a measure of the radiation from
the hot crucible walls which is reflected by the curved meniscus (non-normal to the CCD
imaging camera, see figure 3 for details). However, this anomolous thermal information
provides for an indirect measurement of the evolving crystal shape since the distance (in
pixels, 0.3 mm/pixel) between peaks is proportional to the diameter. This difference data
is used as input to a closed loop proportional controller for control of the crystal diameter
during growth. The system input which is changed by the proportional controller is the
heater temperature ramp rate. The temperature of the heater is monitored by a
thermocouple situated in close proximity to an element of the heater and controlled using
a digital Pl (proportional/integral) controller. (See section on Control Algorithm
Development and Experimental Results and figure 8.)

Experimental Approach

A conventional silicon puller (Hamco CG-800) was modified for the low pressure
growth of GaAs by LEC (Liquid Encapsulated Czochralski) pulling. A thermal imaging
system based on real time image processing techniques has been developed and is
operational on the puller. All control inputs (motor rates, temperature control etc.) are
activated via digital to analog conversion (D/A) of operator chosen or predetermined
feedforward trajectory values (figure 4).

The systems architecture of the thermal imaging system is given in figure 2, from
[1]. The melt is viewed in near normal incidence by a charge coupled device (CCD, 512
x 512 pixels) camera. The resulting monochromatic image (due to a 1 nm wide filter
centered on 633 nm) is digitized (8 bit / pixel) and processed using a pipelined pixel
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processor operating at an effective 40 million operations per second. The images are
held in digital storage units which appear as extended dual ported memory on the bus of
the main CPU. In this way image data is accessed in parallel by both the vision engine
(real time image processing hardware and software) and CPU with its related floating
point and array processors, permitting significant filtering of both spatial and temporal
noise while maintaining real time (30 frames per second) imaging performance. The
diameter inference is obtained as described above. A significant advantage to this
measurement of crystal diameter is that it is insensitive to even a substantial degredation
of the optical path (e.g. 'fogging’ of the windows by evaporated arsenic). This is due to
the measurement of the position of the peaks in intensity not the value of the peak
intensity.

Control Algorithm Development and Experimental Results.

Initial  experiments were carried out using a pure diameter error signal
(Diameter [desired] — Diameter[measured]), with no image filtering, for feedback to the
heater temperature using a conventional proportional/integral (Pl) digital control algorithm.
This approach to active diameter control gave results during growth which indicated two
fundamental limitations. First, without temporal and spatial filtering of the image the
diameter measurement signal contained fluctuations associated with perturbations caused
by the presence of entrained bubbles in the liquid encapsulant which caused the
temperature controller to change the diameter in a monctonic mode, i.e. the diameter
either was reduced to zero (The crystal pulled off.) or it increased to the crucible wall
(The melt surface froze.). Second and related, this approach did not take into account
the dynamic changes in heater temperature required during pulling to respond to the
batch nature of the process: the process is transient.

The effect of temporal filtering in obtaining a reduced noise representation of
crystal diameter is shown in figures 5, 6 and 7. The thermal imaging of a crystal growth
experiment was archived on a professional video tape recorder (Sony BVU-800) and
used post experiment to determine the crystal diameter with and without the use of a
temporal averaging alogrithm. Diameter sensing in figure 5 employed no digital filtering
(temporal or spatial) while the data in figure 6 was obtained with the application of a
temporal filtering algorithm with a 4 second time constant. (120 images
[4 s x 30 images/s] were averaged.) The post growth measurement of the actual
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crystal diameter is given in figure 7. Further optimization of this filtering procedure is in
progress.

The current control algorithm is a combination of feedforward and feedback
components (figure 8). During growth, the diameter is measured (as described above)
from images processed with both temporal and spatial filters. In five minute increments
the latest diameter data (taken at 10 s intervals) is analyzed by linear regression to obtain
the local diameter trend. This is compared with a set point which is no longer the absolute
diameter but rather a pre-selected (and changeable) diameter slope (diameter as a
function of time or distance grown). Any deviation of the measured diameter slope from
the setpoint diameter slope is used as an error signal to modify using a simple
proportional controller, not the absolute heater temperature, but the rate of temperature
reduction of the heater (the heater temperature trajectory). The error and new heater
trajectories are calculated as follows:

error = diameter slope [desired] — diameter slope [measured] [eqg. 1]

new heater temperature trajectory = old trajectory — P * error  [eq. 2]

Where P = proportional constant for controller.

This approach to automatic diameter control was used during low pressure LEC
puling of GaAs. The results are shown in figure 9. The ADC algorithm was initiated 5 cm
following seeding. The setpoint (diameter slope) was initialized at 6 mmv/hr. With the rate
of pulling set at 1.3 cm /hr, the resulting diameter rate setpoint was 0.46 mm / cm of
growth. The superposition of this slope on the crystal shape is in qualitative agreement
with the trend in diameter as grown. The cyclic nature of the response indicates that the
sensor did register the changes in diameter and the controller did respond in such a way
SO as to reverse adverse trends. The amplitude of these changes indicate the lack of
controller tuning and the effects of residual diameter signal noise. It is important to note
that control action was not characterized by a limit cycle response. The controller was
not responding alternately between its upper and lower limits. Work is in progress in both
areas.
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Discussion

Closed loop diameter control during LP-LEC pulling of GaAs using thermal imaging
based diameter sensing has been accomplished. A simple proportional controller is used
to maintain a diameter slope setpoint by modifying the heater temperature trajectory.
Noise in the diameter signal associated with video transmission noise and temporal
perturbations within the high temperature scene (e.g. bubbles) have been reduced by real
time spatial and temporal averaging algorithms. Residual noise in the diameter signal (for
example, from 'stationary’ bubbles) still causes perturbations in the control action. The
solution to this problem will be sought by sensing the diameter from multiple regions of the
thermal image (at various angles around the crystal) and using the 'best’ data as
determined from comparison with previously established good data values. An optimized
value of the proportional constant will be determined both from feedforward response of
diameter to heater temperature trajectory as well as from experimental experience.
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Figure 1. From [1]. Thermal image acquired during LEC growth of GaAs. The anomalous
behavior of the measured thermal image in the meniscus region is used to infer the
evolving shape (diameter) of the growing crystal.
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Figure 3. Inference of the crystal diameter during growth is made from anomolous thermal
imaging information in the region of the meniscus formed between the crystal in
contact with its melt. The large peaks in intensity measured in this area are
currently interpreted as due to the radiation emitted from the high temperature
crucible walls which is subsequently reflected from the curved surface of the
meniscus.
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Figure 4.

Azonix 1000

Data management for thermal imaging and growth control. Analog sensing and
control information is exchanged with the growth system by A/D and D/A
conversion within the Masscomp MC-5500. The analog video information (for
thermal imaging and diameter inference) is digitized by the analog front end of the
real time vision engine incorporated in the Masscomp MC-5500. (See [1] for
details.) The Azonix 1000 provides 18 bit resolution direct digitization of the

thermocouple sensor used to determine heater temperature.
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Figure 5. Crystal diameter (in pixels) inferred from archived thermal imaging information. No
image processing algorithms (temporal or spatial) were applied to the video

information.
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Figure 6. Crystal diameter (in pixels) inferred from archived thermal imaging information. A
temporal averaging algorithm was used to reduce the effect of perturbations (e.g.
entrained bubbles in the encapsulant). See text.
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Figure 7. Actual measured diameter of the crystal analyzed in figures 5 and 6.
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Figure 8. Control structure and algorithm used for closed loop control of crystal shape using
a diameter signal inferred from anomolous thermal imaging information.
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Figure 9. Preliminary experimental results of closed loop control action based on the
structure and algorithm given in figure 8. See text for details.
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1. Introduction

Variations in the diffusion layer thickness during the growth of
single crystals from a supersaturated nutrient phase (liquid or va-
por) cause striations in the concentrations of the segregating
components. These striations follow the contours of the solid-nutrient
interface and can be revealed for post-growth analysis by staining
techniques or x-ray topography. Wafers cut perpendicular to the
growth direction of a crystal, produced in a thermal geometry that
results in a non-planar interface, thus exhibit a variation of the local
concentrations of the segregating components (impurities, alloy
components)!. This is particularly detrimental in applications which
require uniform local properties over large distances on the wafer
surface as for example in the fabrication of planar integrated circuits.
Therefore, the control of the diffusion layer thickness during crystal
growth is a technologically important topic. Since one of the causes
for the modulation of the diffusion layer thickness is the uncontrol-
led variation in buoyancy driven convective flow of the nutrient,
experimentation in the microgravity environment of space can
contribute to the understanding and control of fluid dynamics
problems in crystal growth. It is a well established component of
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NASA's materials science in space program which is reviewed in
more detail in the paper by Archibald Fripp in these proceedings2.

In this paper, the aim is at containerless methods of bulk
crystal growth and epitaxy which thus far are a less visible
component of materials science in space efforts. In the opinion of the
author, this is an anomaly which ought to be corrected, because
container interactions are a major problem in earth bound materials
processing, including crystal growth, and can be avoided or at least
significantly reduced in space. Clearly non-contact methods of
temperature measurements are essential for containerless processes.
In processes requiring an ultra high vacuum they are also easier to
implement in space than on the ground because of the absence of
windows in the path of light beams that may change their intensity
and polarization due to the clouding of the windows and strain,
respectively. In view of the restrictions on the length of this
presentation we focus on one example each from the areas of bulk
crystal growth and epitaxy to discuss more specific requirements.

2.Containerless Bulk Crystal Growth

There exist two ways of implementing the directional
solidification of contained congruently melting materials: 1. The
motion of the container with the charge relative to a stationary
position of the melting point isotherm (Bridgman method). 2. The
motion of the position of the melting point isotherm relative to a
stationary charge by slow cooling (gradient freezing method).
Although appearing primitive at first glance, the gradient freezing
method has been developed into a viable method for the industrial
fabrication of large single crystals of III-V compounds with
exceptional control of the interface shape3. Since this control is
achieved by careful design of passive elements, and the method
requires only minimum operator attention for reproducible results, it
is well worth being considered in the context of remotely controlled
use in space.
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To relate this to containerless processing, consider a molten
charge held in a stationary position in a microgravity environment
by a variable levitation force, e.g. electrostatic, electromagnetic or
acoustic levitation, as illustrated in figure 1. The preferred choice of
the levitation method depends on the requirements regarding the
surrounding atmosphere and melt composition. Providing for an
appropriate axial temperature gradient and attaching a seed crystal
to this melt at the point of minimum temperature on the surface of
the melt, in principle, should permit one to initiate crystal growth in a
controlled manner. For shaping of the crystal and the interface it
may be advantageous to provide for a relative motion of the position

-F,=10"6g+F

evitation

Idealized/
Isothermsy _

Figure 1. Schematic representation of seeded directional solidification of a

melt confined to a stationary position by levitation forces
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of the energy well and the seed, but not to the extent of the
conditions of Czochralski pulling at 1g since slow cooling at nearly
stationary position of the molten charge is the most desirable mode
of crystal growth. The potential of the above method must be
compared to alternative methods available on the ground, in
particular float zoning and skull melting. In the opinion of the author,
the above described floating drop method provides probably for
greater flexibility in the control of the interface shape than the
alternatives and benefits from the absence of density gradient
driven convection. Therefore, it deserves evaluation by modeling and
by 1initial experiments concerning the directional solidification of
levitated melts on the ground. The method can be altered slightly for
solution growth initiating nucleation by a pulse of a cold Helium jet
at the point of Jowest temperature on the surface of the solution
followed by slow cooling.

Since the temperature distribution in the interior of the melt
can be unequivocally derived from the temperature at the surface if
the thermal conductivity and emissivities of the solid and liquid are
known in the temperature range of interest, thermal imaging reading
out a sufficient number of pixels for interface modeling will be
important for the optimization of the control of the heat input into
the melt, its position and the heat extraction at the seed. Fiberoptics
guided sensors will be least intrusive and will permit the design of a
thermal geometry that minimizes radial temperature gradients in the
melt. The axial temperature gradient will depend on the material.
The most interesting materials to be studied would be highly
reactive compounds and elements that melt at high tempe