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\section*{AESTRACT}

The optimal control of three-dimensional large-argle rapid maneuvers and vibrations of a shuttie-mast-reflector system is considered. The noninean equaions of motion are formulated by Ising Lagrange's formula, with the mast modeled as a continuous beam subject to threa dimensionai deformations. The nonlinian tirms in the equations come from the coupling between the anguiar veloaties, the modal coordinates, and the modai rates.

Pontryegin's Masinum Principle is applied to the slewing probiem, to derive the necessary conditions for the optimal controls, which are bouncea by given saturation levels. The resuiting twopoint boundary-value problem is then solved by using the quasilinearization algorithm and the method of particular solutions. The numerical results for both the linearized system and the nonlinear system are presented to compare the differences in their time responses.

The study of the large-angle maneuvering of the shuttle-bean-refleztor spacecraft in the plane of a circular earth orbit is extended to consider the effects of the structural offset connection, the axial shortening, and the gravitational torque on the slewing motion. The offset effect is analyzed by changing the attachment point of the reflector to the beam. As the attachment point is moved away from the mass center of the reflector, the responses of the nonlinear system deviate from those of the linearized system. The axial geometric shortening effect induced \(k y\) the deformation of the beam contributes to the system equations through second order terms in the modal
amplitudes and rates．The gravitatioral torque effect is relatively small

Einally the effect of additional cesign parameters（Euch as rミミaェet to adrit nal payload requirement）on the \(L Q R\) based design of an crbiting roner．istructural system is examined． Eased A te antide tion of some desired control properties to

ont at aractuas desagn are tefaned as the quadratic cost function and ite parial Yriation abcut tre redeigara
 and couvor fores for aj sister but aiso har iude the cortrol
 cotimal multicriteria ane de：ved for maimizing the oost Function and settine the variation of the cost function wita respect to the design variables to zero．The simple models of uniform solid ard tubular beams are demonstrated here with two typical adcitioral payload masses：（1）symmetricaily aistinitect with zespect to the celiter of the beam；（2）asymmetracaliy distributed with．respect to the center of the beam．For the solid and tubular beams，the length and material properties are assumed equal．By considering the transient response of pitch angle and free－free beam deformations in the orbital plane，the optimal outer diameter of the beam and all feedback control can be determined by numerical analysis with this multicriteria approach．
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\section*{I. INTRODUCTION}

The present grant, NSG-1414, Suppl. 12 extends the research initiated in May 1977 and reported in Refs, \(1-10^{\circ}\) for the grant years May 1977 - May 1989. This effort has focl:sed on the Fablem of shape ald orientation control of large, inherentiz flexible proposed space sustems. Possible applioations pireosé fcr these large space systems (LSS) Include: Eartl observation and cesource sensing systems; orbitally based electronic mili trarsmasioni large s:ale multi-beam antema =ommunatation sधstema; as platEorms fo: oroital-based telescope systems; and as in-crbit test nodens ciesigned to compare the performance of LSS sustems with that precizted based on scale model Earth-based laor tory experiments and/or computer simulations. In the last several years the grint research has focused on the orbital nodel of the Spacecraft Control Laboratory Experiment (SCOLE).

The present report is divided into five chapters. Chapter II is based on a paper presented at the 1990 International Gonference on the Dyramics of Elexible structures in space and describes rapid three dimensional maneuvers and vibration suppression of the asymnetrical flexible sCOLE configuration. Pontryagin's maximum principle is applied to both the linearized and nonlinear system equations to develop the necessary conditions for the optimal multi-control problem. The resulting two point boundary value problem is then solved based on the

\footnotetext{
References cited in this report are listed separately at the end of each chapter.
}
quasilinearization algorithm and the method of particular solutions. The numerical results for both the linear and nonlinear systems are presented to compare the differences in theil the responses.

Chapter III 1 is motivated by a paper presentec at the \(17 . h\) Interrational symposium on space Techology and Science in which the effects of the stractaral offset for asymmetrical colfiguratiors isuci as sccte, axial shortening, and c:avitational torque iuring a rapid slew are evaluated. For this \(\therefore\) tucy a two cimerisional nodel of the sCoLE Shuttle - (flexible) beam-reflector sustem is considered. Bith linear and nonlinear zystem models are treated.

In Chapter IV the effect of additional system design parameters such as those related to the placement of additional payloads) on the LQR based design of an orbiting control/ structural system is analyzed. This multicriteria numerical optimizatior approach is considered for minimizing an LQR type cost function where the system design parameter is the outside diameter of a solid and/or tubular beam, subject to constraints on the total system mass, control saturation levels, and transient settling time. Different combinations of additional payload masses are considered.

Finally, Chapter \(V\) describes the main general conciusions together with general recommendations. The thrust of this effort has been redirected to provide more direct support to the new NASA Controls/Structures Interaction Program (CSI), particularly as evidenced by chapter IV, and our follow-on proposal, Ref. 18.
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\section*{1. INTRODUCTION}

Many authors have considered the problem of large-angle rapid maneuvers of flexible spacecraft [1-5]. The direct solution of the open-loop two-point boundary-value problem (TPBVP) for three-dimensional (3-D) slews of flexible spacecraft resulted in numerical problems with rank-deficient matrices as stated by Chun [3]. However, a different numerical method may be used to overcome this difficulty. In this paper, the problem has been solved successfully by using the quasilinearization algorithm and the method of particular solutions for 3-D slews of an asymmetrical flexible spacecraft, namely, the Spacecraft Control Labratory Experiment (SCOLE) configuration.

The open-loop slewing approach has several obvious distinct properties. First, the control law is easy to implement in practice for both ground tests and space flight tests. Second, the open-loop solution may serve as a good reference for the feedback control law design, as proposed by Chun [3], and Meirovitch [4], in which the open-loop solution for a rigid (instead of a flexible) spacecraft is used as the nominal reference trajectory. As an extension to Refs. [3] and [4], it may be helpful if the open-loop solution for the 3-D slew of a flexible spacecraft system could also be used as a nominal reference solution. In addition, through the present study, we can also see how different are the responses of the nonlinear system from those of the linearized system, and the differences between the flexible and rigidized systems.

\section*{2. PORMULATION OF THE STATE EQUATIONS}

\subsection*{2.1 System Configuration}

As shown in Fig. 1, the orbiting SCOLE configuration [6] is composed of a Shuttle, a flexible mast, and a reflector antenna. Both the Shuttle and the reflector are considered to be rigid bodies. One end of the mast is fixed to
the Shuttle at its mass center, \(o_{s}\), while the other end is firmly connected to the reflector at an offset point, \(a_{r}\).

Three coordinate systems, ( \(\hat{i}_{0} \hat{j}_{0} \hat{k}_{0}\) ), ( \(\hat{i}_{g} \hat{j}_{B} \hat{k}_{s}\) ), and ( \(\hat{i}_{r} \hat{j}_{r} \hat{k}_{r}\) ), representing the orbit's local vertical/horizontal reference system, the Shuttle body axis coordinates, and the reflector axes, respectively, are adopted in Figure 1. The mass center of the reflector, \(o_{r}\), is located at ( \(x_{r}\), \(y_{r}\) ) in the reflector axis system. Three Euler angles ( \(\theta_{1}, \theta_{2}, \theta_{3}\) ) or four quaternions ( \(q_{0} q_{1} q_{2} q_{3}\) ) are used to describe the attitude of the Shuttle with respect to the orbiting reference system.

The undeformed mast is assumed to be oriented along the \(z\) axis of the Shuttle coordinate system. The \(3-D\) deformation of the mast consists of two bending deflections \(U(z, t)\) and \(V(z, t)\) in the \(x-z\) and \(y-z\) planes, respectively, and torsion \(\phi(z, t)\) about the \(z\) axis. It is assumed that these deformations are small as compared with the length of the mast and can be expressed by the following modal superposition formula [7]:
\[
\begin{equation*}
U=\sum_{1} \xi_{i}(z) \alpha_{i}(t), \quad V=\sum_{i} \eta_{i}(z) \alpha_{i}(t), \quad \phi=\sum_{i} \zeta_{i}(z) \alpha_{i}(t), \tag{1}
\end{equation*}
\]
where \(\xi_{i}, \eta_{i}\), and \(\zeta_{i}\) are modal shape function vector components normalized by a common factor, and \(\alpha_{i}\) is a scaled modal amplitude associated with the ith mode. The free vibration of this structure can be considered as a space free-free beam vibration problem with boundary conditions including the masses and moments of inertia of the Shuttle and the reflector. The partial differential equation formulation for this problem [6,7] can be solved by using the separation of variables method. The first five natural frequencies and mode shapes have been obtained by Robertson [7], and will be used in this paper.

\subsection*{2.2 Kinetic Energy}

The kinetic energy of the system about the mass center of the system, \(c\), can be expressed as
\[
\begin{align*}
T= & \frac{1}{2} \int_{B}|\dot{\bar{r}}|^{2} \mathrm{dm}+\frac{1}{2}\left[\int_{b}|\dot{\bar{r}}|^{2} \mathrm{dm}-\frac{1}{m_{t}}\left(\int_{b}|\dot{\bar{r}}| \mathrm{dm}\right)^{2}\right] \\
& +\frac{1}{2}\left[\int_{r}|\dot{\bar{r}}|^{2} d m-\frac{1}{m_{t}}\left(\int_{r}|\dot{\bar{r}}| d m\right)^{2}\right]-\frac{1}{m_{t}}\left(\int_{b} \dot{\bar{r}} d m\right) \cdot\left(\int_{r} \dot{\bar{r}} \mathrm{dm}\right) \\
= & T_{s}+T_{b}+T_{r}-T_{c} \tag{2}
\end{align*}
\]
where \(\bar{r}\) is the position vector from \(o_{s}\) to an arbitrary mass element in the system and \(m_{t}\) is the total mass of the system. The integration subscripts, " \(s\) ", " \(b\) ", and " \(r\) ", mean that the corresponding integration is throughout the Shuttle, the beam, and the reflector, respectively.

Kinetic Energy of the Shuttle The first term in Equation (2) is the rotational kinetic energy of the Shuttle about \(o_{s}\),
\[
\begin{equation*}
T_{s}=\frac{1}{2} \omega^{\top} J_{s} \omega \tag{3}
\end{equation*}
\]
where \(\omega\) is the matrix describing the angular velocity vector of the Shuttle, \(\bar{\omega}\), and \(J_{s}\) is the inertia matrix of the Shuttle.

Kinetic Energy of the Mast As Shown in Figure 2, the position vector of an element dm and its velocity are, respectively,
\[
\begin{gather*}
\bar{r}=\bar{b}+\bar{p}, \quad \bar{b}=U \hat{i}_{a}+\hat{v}_{a}+z \hat{k}_{a}  \tag{4}\\
\bar{r}_{\mathrm{r}}=\bar{v}_{b}+\bar{\omega}_{b}(z) \times \bar{p} \tag{5}
\end{gather*}
\]
where \(\bar{p}\) is a vector within the cross section of the beam and
\[
\begin{equation*}
\bar{v}_{b}=\dot{U} \hat{i}_{z}+\dot{V} \hat{\mathrm{j}}_{\mathrm{a}}+\bar{\omega} \times \overline{\mathrm{b}} \tag{6}
\end{equation*}
\]
\(\bar{\omega}_{b}(z)\) is the angular velocity of the element,
\[
\begin{equation*}
\bar{\omega}_{b}(z)=\bar{\omega}+\dot{\phi}_{x} \hat{i}_{s}+\dot{\phi}_{y} \hat{j}_{s}+\dot{\phi}_{z} \hat{k}_{s} \tag{7}
\end{equation*}
\]
where \(\phi_{x}=-(\partial V / \partial z), \phi_{y}=\partial U / \partial z\), and \(\phi_{z}=\phi\).

During the integration process of equation (2), one needs to do the following calculations,
\[
\begin{equation*}
\int_{b}\left|\bar{\omega}_{b} \times \bar{P}\right|^{2} d m=\int_{0}^{L}\left\{\omega_{b}^{\top}\left[\int_{A}\left(p^{\top} p E-p p^{\top}\right) d A\right] \omega_{b}\right\} d z \tag{8}
\end{equation*}
\]
where \(\omega_{b}\) is the matrix representation of \(\bar{\omega}_{b}\) and \(E\) is an identity matrix. Por the circular cross section of the beam assumed here, the inner integration in Equation (8) turns out, in the local beam coordinates, to be,
\[
\left[\int_{A}\left(p^{\top} p B-p p^{\top}\right) d A\right]=I_{p}\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0  \tag{9}\\
0 & \frac{1}{2} & 0 \\
0 & 0 & 1
\end{array}\right]=J^{(r)}
\]
where \(I_{p}\) is the polar moment of inertia of the beam. Due to the small deformation of the beam, the local beam axes is assumed to be related to the Shuttle axes by a transformation matrix,
\[
R^{z r}=\left[\begin{array}{ccc}
1 & -\phi_{z} & \phi_{y}  \tag{10}\\
\phi_{z} & 1 & -\phi_{x} \\
-\phi_{y} & \phi_{x} & 1
\end{array}\right]
\]

Therefore, \(J^{(r)}\) in Equation (9) can be transformed to the Shuttle axes by the following similarity transformation:
\[
\begin{equation*}
J^{(\theta)}=R^{\theta r} J^{(r)}\left(R^{\theta r}\right)^{T} \tag{11}
\end{equation*}
\]

After substituting all related terms into the second term of Equation (2), and neglecting all the third and higher order terms in the modal amplitude vector, \(\alpha\), the modal rate vector, \(\dot{\alpha}\), and their coupling, one can arrive at
\[
\begin{equation*}
T_{b}=\frac{1}{2} \omega^{\top} J_{b} \omega+\frac{1}{2} \dot{\alpha}^{\top} I_{b} \dot{\alpha}+\omega^{\top} h_{b} \tag{12}
\end{equation*}
\]
where \(I_{b}\) is a constant matrix. The elements of matrix \(J_{b}\) and the vector \(h_{b}\) have the following forms,
\[
\begin{equation*}
\left(J_{b}\right)_{i j}=c_{i j}+\alpha^{\top} m_{i j}+\alpha^{\top} M_{i j} \alpha, \quad\left(h_{b}\right)_{i}=\dot{\alpha}^{\top} g_{i}+\dot{\alpha}^{\top} G_{i} \alpha \tag{13}
\end{equation*}
\]
where \(c_{i j}, m_{i j}, g_{i}, M_{i j}\), and \(G_{i}\) are constants, constant vectors, and constant matrices, respectively.

Kinetic Energy of the Reflector After using a development process similar to that for the mast, one can obtain,
\[
\begin{equation*}
T_{r} \frac{-1}{2} \omega^{\top} J_{r} \omega+\frac{1}{2} \dot{\alpha}^{\top} I_{r} \dot{\alpha}+\omega^{\top} h_{r} \tag{14}
\end{equation*}
\]

Here the inertia matrix of the reflector needs to be considered in the development process.

The Coupling Term in Equation (2) can also be written in the form of Equation (12) for consistence,
\[
\begin{equation*}
T_{c}=\frac{1}{2} \omega^{\top} J_{c} \omega+\frac{1}{2} \dot{\alpha}^{\top} I_{c} \dot{\alpha}+\omega^{\top} h_{c} \tag{15}
\end{equation*}
\]

After substituting Equations (12,14,15) into Equation (2), one obtains,
\[
\begin{equation*}
T=\frac{1}{2} \omega^{T}\left\{J_{0}+J_{1}+J_{2}\right\} \omega+\frac{1}{2} \dot{\alpha}^{\top} I \dot{\alpha}+w^{T}\left\{h_{1}+h_{2}\right\} \tag{16}
\end{equation*}
\]
where \(J_{0}, J_{1}, J_{2}\) are \(3 \times 3\) matrices, \(h_{1}, h_{2}\) are \(3 \times 1\) vectors, \(I\) is an \(n \times n\) constant matrix, and
\[
\begin{array}{ll}
\left(J_{0}\right)_{i j}=\text { constant, } & \left(J_{1}\right)_{i j}=\alpha^{\top} m_{i j}, \quad\left(J_{2}\right)_{i j}=\alpha^{\top} M_{i j} \alpha \\
\left(h_{1}\right)_{i}=\dot{\alpha}^{\top} g_{i}, \quad\left(h_{2}\right)_{i}=\dot{\alpha}^{\top} G_{i} \alpha \tag{17}
\end{array}
\]
where \(m_{i j}, g_{i}, M_{i j}\), and \(G_{i}\) are constant vectors and matrices.

\section*{Potential Energy}

The elastic potential energy of the flexible part is
\[
\begin{equation*}
V=\frac{1}{2}\left\{\int_{0}^{L} E I\left(\frac{\partial^{2} v}{\partial z^{2}}\right)^{2} d z+\int_{0}^{L} B I\left(\frac{\partial^{2} v}{\partial z^{2}}\right)^{2} d z+\int_{0}^{L} G I\left(\frac{\partial \phi}{\partial z}\right)^{2} d z\right\}=\frac{1}{2} \alpha^{\top} K \alpha \tag{18}
\end{equation*}
\]
where \(E I\) is the bending stiffness and \(G\) is the modulus of rigidity of the beam.

\section*{Generalized Forces}

The virtual work down by the controls is
\[
\begin{equation*}
\delta W=\bar{N}_{1} \cdot \overline{\delta \theta}+\sum_{j=2}^{4} \bar{N}_{j} \cdot \delta \bar{r}_{j} \tag{19}
\end{equation*}
\]
where \(\overline{\delta \theta}\) is a variation vector which has the direction of an axis of rotation of the Shuttle and the magnitude of the rotation angle about this axis, \(\delta \bar{r}_{j}\) are the virtual displacements of the position vector \(\bar{r}\) at the location of the controls, \(\bar{N}_{1}\) is the control torque vector on the Shuttle, and \(\bar{N}_{j}\) are the control force vectors on the beam and the reflector. The shift of the center of mass of the system is also considered in this development. After expanding these terms by using the associated relations and the transformation matrix (10), dropping all third and higher order terms in \(\alpha\), one can get,
\[
\begin{equation*}
\delta W=\delta \theta^{\top}\left[f_{1}+\sum_{j=2}^{4} \Gamma_{j} f_{j}\right]+\delta \alpha^{\top} \sum_{j=2}^{4} \Psi_{j} f_{j} \tag{20}
\end{equation*}
\]
where \(f_{1}=\left[f_{1 x} f_{1 y} f_{1 z}\right]^{\top}, f_{j}=\left[f_{j x} f_{j y}\right]^{\top}\), are control variables; the elements of matrices \(\Gamma_{j}\) and \(Y_{j}\) have the similar form as those in Equation (17), and up to the first order terms in \(\alpha\) have been retained for later use. Then, the generalized forces are,
\[
\begin{equation*}
Q_{\theta}=f_{1}+\sum_{j=2}^{4} \Gamma_{j} f_{j}, \quad Q_{\alpha}=\sum_{j=2}^{4} Y_{j} f_{j} \tag{21}
\end{equation*}
\]

\section*{Dynamical Rquations}

After constructing the Lagrangian, \(L=T-V\), and using
\[
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \omega}\right)+\tilde{\omega}\left(\frac{\partial L}{\partial \omega}\right)=Q_{\theta}, \quad \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\alpha}}\right)-\left(\frac{\partial L}{\partial \alpha}\right)=Q_{\alpha} \tag{22}
\end{equation*}
\]
one can get the following equations by discarding second order terms in \(\alpha, \dot{\alpha}\), and their coupling, and retaining a constant mass matrix represented by the coefficients for \(\dot{\omega}\) and \(\ddot{\alpha}\),
\[
\begin{align*}
& J_{0} \dot{\omega}+\left[\begin{array}{lll}
g_{1} & g_{2} & g_{3}
\end{array}\right]^{\top} \ddot{\alpha}=\left[\overline{\bar{m}} \bar{M}(\bar{M}(\alpha)] \overline{\bar{\omega}}+\bar{H}(\dot{\alpha}) \omega+Q_{\theta}\right.  \tag{23}\\
& {\left[g_{1} g_{2} g_{3}\right] \dot{\omega}+I \ddot{\alpha}=[\bar{n}+\bar{N}(\alpha)] \bar{\omega}+\bar{G}(\dot{\alpha}) \omega+Q_{\alpha}-K \alpha} \tag{24}
\end{align*}
\]
where
\[
\overline{\bar{\omega}}=\left[\begin{array}{llllll}
\omega_{1}^{2} & \omega_{2}^{2} & \omega_{3}^{2} & \omega_{2} \omega_{3} & \omega_{3} \omega_{1} & \omega_{1} \omega_{2} \tag{25}
\end{array}\right]^{\top}
\]

After finding the inverse of the mass matrix, a state form of Equations (23) and (24) can be obtained as,
\[
\dot{y}=\left[\begin{array}{l}
\dot{\omega}  \tag{26}\\
\dot{\beta}
\end{array}\right]=\left(A+\bar{B}_{\alpha}\right) \overline{\bar{\omega}}+\left(\bar{C}_{\beta}\right) \omega+D \alpha+\left(E+\overline{\mathrm{F}}_{\alpha}\right) u
\]
 :..: \(\left.P_{g} \alpha\right]\), with \(A, B_{i}, C_{i}, D, E, F_{i}\) being constant matrices; and \(u=\left[f_{1 x} f_{1 y}\right.\) \(\left.f_{1 z} \vdots_{2 x} f_{2 y} \|_{3 x} f_{3 y} \oint_{4 x} f_{4 y}\right]^{\top}\). For the purpose of comparison, the dynamical equations for the rigidized (rigid) spacecraft can be obtained by deleting all terms related to \(\alpha\) and \(\beta\), this is,
\[
\begin{equation*}
\dot{\omega}=\overline{\mathbf{A}} \overline{\bar{\omega}}+\overline{\mathbf{E}} \mathbf{u} \tag{27}
\end{equation*}
\]
where \(\bar{A}\) and \(\overline{\mathrm{E}}\) are \(3 \times 6\) and \(3 \times 9\) constant matrices, respectively. A linearized form of Equation (27) can also be obtained by deleting all nonlinear terms,
\[
\begin{equation*}
\dot{y}=\mathrm{D} \alpha+\mathrm{Bu} \tag{28}
\end{equation*}
\]

The kinematic equations for the quaternions are
\[
\dot{\mathrm{q}}=\frac{1}{2} \underline{\tilde{\omega}} \mathrm{q} \text {, where } \quad \underline{\tilde{\omega}}=\left[\begin{array}{cccc}
0 & \omega_{1} & \omega_{2} & \omega_{3}  \tag{29}\\
\omega_{1} & 0 & \omega_{3} & -\omega_{2} \\
\omega_{2} & \omega_{3} & 0 & \omega_{1} \\
\omega_{3} & \omega_{2} & \omega_{1} & 0
\end{array}\right]
\]
where \(q\) is the \(4 \times 1\) quaternion vector.

\section*{3. DERIVATION OF THE OPTIMAL COMTROL PROBLEM}

\section*{Necessary Conditions}

A quadratic cost function is used,
\[
\begin{equation*}
J=\frac{1}{2} \int_{0}^{t} r\left(\alpha^{\top} Q_{1} \alpha+\omega^{\top} Q_{2} \omega+\beta^{\top} Q_{3} \beta+u^{\top} R u\right) d t \tag{30}
\end{equation*}
\]
where \(Q_{1}\), and \(R\) are weighting matrices, \(t_{f}\) is the given slewing time. The magnitudes of the controls, \(u\), are bounded,
\[
\begin{equation*}
\left|u_{i}\right| \leq u_{i b}, \quad i=1, \cdots, 9 \tag{31}
\end{equation*}
\]

The following technique is used to solve this problem [8]. First, the necessary conditions based on Equations (26, 29, 30) are derived. Then, the constraints (31) are imposed on these necessary conditions to modify the controls.

The Hamiltonian of the system is,
\[
\begin{align*}
& H=\frac{1}{2}\left(\alpha^{\top} Q_{1} \alpha+\omega^{\top} Q_{2} \omega+\beta^{\top} Q_{3} \beta+u^{\top} R u+p^{\top} \underline{\omega}_{\underline{\omega}}\right)+\gamma^{\top} \beta \\
& \quad+\lambda^{\top}\left[\left(A+\bar{B}_{\alpha}\right) \bar{\omega}+\left(\bar{C}_{\beta}\right) \omega+D \alpha+\left(B+\bar{F}_{\alpha}\right) u\right] \tag{32}
\end{align*}
\]
where \(p, \gamma\), and \(\lambda=\left[\begin{array}{ll}\lambda_{1} & \lambda_{2}\end{array}\right]^{\top}\) are the costate vectors associated with \(q, \alpha, \omega\), and \(\beta\), respectively. By using the Maximum Principle, the necessary conditions for the unrestricted optimal control problem are the dynamical equations (26, 29) plus the following differential equations for the costates,
\[
\begin{gather*}
\dot{p}=-\frac{\partial H}{\partial q}=\frac{1}{2} \underline{\tilde{\omega}} p  \tag{33}\\
\dot{\gamma}=-\frac{\partial H}{\partial \alpha}=-Q_{1} \alpha-D^{\top} \lambda-\left(\bar{B}_{\alpha}^{\top} \lambda\right)=\bar{\omega}-\left(\overline{\mathrm{P}}_{\alpha}^{\top} \lambda\right) \mathbf{u}  \tag{34}\\
\dot{\lambda}_{1}=-\frac{\partial H}{\partial \omega}=-Q_{2} \omega-\frac{1}{2}[q] p-\left[\lambda^{\top}\left(A+\bar{B}_{\alpha}\right)\right] \omega-\left(\bar{C}_{\beta}\right)^{\top} \lambda  \tag{35}\\
\dot{\lambda}_{2}=-\frac{\partial H}{\partial \beta}=-Q_{3} \beta-\gamma-\left(\bar{C}_{\beta}^{\top} \lambda\right) \omega \tag{36}
\end{gather*}
\]
and the optimal control,
\[
\begin{equation*}
\frac{\partial H}{\partial u}=0, \quad \Rightarrow \quad u=-R^{-1}\left(E+\bar{F}_{\alpha}\right)^{\top} \lambda \tag{37}
\end{equation*}
\]

The control resulting from Equation (37) is then modified by the following saturation considerations,
\[
u_{i}=\left\{\begin{array}{rrr}
-u_{i b}, & \text { if } u_{i c} \leq & -u_{i b}  \tag{38}\\
u_{i b}, & \text { if } u_{i c} z & u_{i b}
\end{array}\right\}, \begin{aligned}
& \text { otherwise, } \\
& u_{i}=u_{i c}=-\left[R^{-1}\left(B+\bar{p}_{\alpha}\right)^{\top} \lambda\right] \\
& i=1, \ldots,
\end{aligned}
\]

By substituting the control expressions into Equations (26) and (34), one can obtain a set of \(4(n+3)+2\) differential equations for the states and the costates. To obtain the control, \(u\), one needs to solve these equations with the given conditions: \(q(0), \alpha(0), \omega(0), \dot{\alpha}(0)\), and \(q\left(t_{f}\right), \alpha\left(t_{f}\right), \omega\left(t_{f}\right), \dot{\alpha}\left(t_{f}\right)\).

\section*{4. Two-Point Boundary-Value Problem (TPBVP)}

One way of obtaining the optimal control law is to transform the above necessary conditions into the following TPBVP. Let \(x\) represent the state vector, and \(\lambda\) represent the costate vector. After substituting the control expressions (38) into equations (26) and (34), one can obtain two sets of ordinary differential equations for the states and the costates,
\[
\begin{align*}
& \dot{x}=f_{1}(x, \lambda)_{(7+2 n) \times 1}  \tag{39a}\\
& \dot{\lambda=f_{2}(x, \lambda)_{(7+2 n) \times 1}} \tag{39b}
\end{align*}
\]
with the following boundary conditions,
\[
\begin{equation*}
x(0) \text { and } x\left(t_{f}\right) \text { prescribed, } \lambda(0) \text { and } \lambda\left(t_{f}\right) \text { unknown. } \tag{40}
\end{equation*}
\]

Due to the known boundary conditions being specified at the two ends of the slewing time, this problem is usually called the two-point boundary-value problem. This kind of split boundary conditions usually result from the large-angle maneuver requirements, in which the initial ( \(t=0\) ) and final ( \(t=t_{f}\) )
states of the system are specified. By solving this problem, we can obtain the optimal control (based on the necessary conditions). The often used solution strategy is to change the boundary value problem to the initial value problem, i.e., find \(\lambda(0)\), the missing initial costates. Once \(\lambda(0)\) is obtained, one can solve the equations (39) as an initial value problem by using any numerical integration method. However, owing to the nonlinearity of the equations, there is generally no analytical solution to this problem or simple numerical method to obtain the solution except for some very simple cases such as the linear time-invariant case. The numerical iteration method is the general approach to the this problem.

To start an iteration process, one usually needs an initial guess of \(\lambda^{(0)}(0)\). Then, equations (39) or their equivalent form (the linearized version of (39)) are solved and \(a x^{(0)}\left(t_{f}\right)\) is obtained. Based on the difference \(\Delta x\left(t_{f}\right)=x^{(0)}\left(t_{f}\right)-x\left(t_{f}\right)\), the correction to \(\lambda(0), \Delta \lambda(0)\), is obtained. This gives us a new initial value of \(\lambda(0), \lambda^{(1)}(0)\). Hence, the next iteration begins. The iteration process can be terminated when \(\left|\lambda^{(k+1)}(0)-\lambda^{(k)}(0)\right|\) is less than a given error limit. One can see immediately that if the beginning guess \(\lambda^{(0)}\) (0) is close to the true value (converged value) of \(\lambda(0)\), the solution will converge and less iterations are needed. However, a "good" guess of \(\lambda(0)\) is often difficult to obtain for the general nonlinear problems.

Therefore, the effort for solving the TPBVP is two fold. The first is try to establish a good iteration (correction) method with a wide convergence interval so that it can guarantee convergence even for a "poor" initial guess. The other is try to find a "good" initial guess based on the characteristics of the practical problem and using some simplified mathematical models. In this report, we use the quasilinearization method. We also use the solution of \(\lambda(0)\) from the simplified linear, time-invariant model of the system as the initial guess for starting the iteration process.

\subsection*{4.1 Linear and Time-Invariant TPBVP}

Por linear, time-invariant versions of equations (39) (refs. 1-2),
\[
\begin{equation*}
\dot{z}=A z \text {, where } z^{\top}=\left[x^{\top}, \lambda^{\top}\right] \tag{41}
\end{equation*}
\]
its transition matrix (constant exponential matrix),
\[
e^{A t} r=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
\]
can be used to obtain the initial costates (closed form solution):
\[
\begin{equation*}
\lambda(0)=A_{12}^{-1}\left[x\left(t_{f}\right)-A_{11} x(0)\right] \tag{42}
\end{equation*}
\]

\subsection*{4.2 Nonlinear TPBVP}

The continuation (relaxation) process (to increase the participation of the nonlinearity in the solution) and the differential correction (for determination of the initial costate variables) have been used in references 1-2 for the 2-D slewing problem. However, as stated in ref. 3, the extension of these techniques to the \(3-D\) slewing problem has encountered a numerical problem: rank deficiency.

In refs. 5, 10 , and 11 , the quasilinearization method has been successfully used. In this method, one needs to linearize the differential equations (39),
\[
\begin{equation*}
\dot{z}=g(z), \quad \text { where } z^{\top}=\left[x^{\top}, \lambda^{\top}\right], \quad g^{\top}=\left[f_{1}^{\top}, f_{2}^{\top}\right] \tag{43}
\end{equation*}
\]
about an approximate solution of this equation in the following form (a series of linearized, time-variant, nonhomogeneous equations):
\[
\begin{equation*}
\dot{z}^{(k+1)}=(\partial g / \partial z) z^{(k+1)}+h\left(z^{(k)}\right) \tag{44}
\end{equation*}
\]
where \(z^{(k)}\) is the kth solution of the same linearized equation. It is also the kth approximate solution of the original nonlinear equations (43). Here, the boundary conditions, ( 40 ), are naturally adopted as the boundary conditions of the linearized equations, (44). The control expressions, (37), also need to be linearized (ref. 8):
\[
\begin{equation*}
u^{(k+1)}=u^{(k)}-R^{-1}[\bar{P}(\Delta \alpha)]^{\top} \lambda^{(k)}-R^{-1}\left[E+\bar{P}\left(\alpha^{(k)}\right)\right]^{\top} \Delta \lambda \tag{45}
\end{equation*}
\]
where \(\Delta \alpha=\alpha^{(k+1)} \alpha^{(k)}\), and \(\Delta \lambda=\lambda^{(k+1)}-\lambda^{(k)}\). By assuming that
\[
\begin{equation*}
u^{(k)}=-R^{-1}\left[B+\bar{P}\left(\alpha^{(k)}\right)\right]^{T} \lambda^{(k)} \tag{46}
\end{equation*}
\]
for the unbounded control case, equation (45) can be rewritten as,
\[
\begin{equation*}
u^{(k+1)}=-R^{-1}[\bar{P}(\Delta \alpha)]^{T} \lambda^{(k)}-R^{-1}\left[E+\bar{P}\left(\alpha^{(k)}\right)\right]^{T} \lambda^{(k+1)} \tag{47}
\end{equation*}
\]

However, in the bounded control case, equations (38) are considered, that is,
\[
u_{i}^{(k)}=\left\{\begin{array}{l}
-u_{i b} \text { or } u_{i b}  \tag{48}\\
-\left\{R^{-1}\left[E+\bar{P}\left(\alpha^{(k)}\right)\right]^{\top} \lambda^{(k)}\right\}_{i}
\end{array}\right.
\]

Accordingly, at the \((k+1)\) st step, \(u^{(k+1)}\) can be determined by
\[
u_{i}^{(k+1)}=\left\{\begin{array}{l}
-u_{i b} \text { or } u_{i b} \text { if }\left|\left\{R^{-1}\left[B+\bar{P}\left(\alpha^{(k)}\right)\right]^{T} \lambda^{(k)}\right\}_{i}\right| \geq u_{i b}  \tag{49}\\
-\left\{R^{-1}[\bar{P}(\Delta \alpha)]^{T}(k)-R^{-1}\left[E+\bar{P}\left(\alpha^{(k)}\right)\right]^{T} \lambda^{(k+1)}\right\}_{i}
\end{array}\right.
\]

So far, an iteration process is formed. In each iteration, only a linear TPBVP is solved. It is this property that gives this approach the name quasilinearization method.

The linear TPBVP can be solved by many ready made methods. One of the frequently used algorithms is the method of particular solutions (ref. 9). Let m represent the number of the states (also the costates). Bquations (44) can also be rewritten in the following form,
\[
\begin{equation*}
\dot{x}(t)=G(t) x(t)+H(t) \lambda(t), \quad \dot{\lambda}(t)=I(t) x(t)+J(t) \lambda(t) \tag{50a,b}
\end{equation*}
\]

From the theorem of the linear system, any solution equation (50a) can be expressed as the linear combination of its \(m+1\) particular solutions, i.e.,
\[
\begin{equation*}
x(t)=\sum_{i=1}^{m+1} c_{i} x^{1}(t), \quad \text { as long as } \sum_{i=1}^{m+1} c_{i}=1 \tag{51}
\end{equation*}
\]
where \(c_{i}\) are constants and \(x^{1}(t)\) are the \(i t h\) particular solution vectors. The
method begins by integrating equations ( \(50 a, b)\) forward \(m+1\) times, with the initial conditions,
\[
z^{1}(0)=\left[\begin{array}{c}
x(0) \\
1 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right], z^{2}(0)=\left[\begin{array}{c}
x(0) \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right], \ldots, z^{m}(0)=\left[\begin{array}{c}
x(0) \\
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right], \text { and } z^{m+1}(0)=\left[\begin{array}{c}
x(0) \\
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right] .
\]

This gives us \(\mathrm{m}^{\mathrm{m}} \mathrm{l}\) particular solutions, \(\mathrm{x}^{1}(\mathrm{t}), \mathrm{x}^{2}(\mathrm{t}), \ldots, \quad \mathrm{x}^{\mathrm{m}+1}(\mathrm{t})\). Substituting these solutions into equations (51), and setting \(t=t_{f}\), we have
\[
\begin{equation*}
\sum_{i=1}^{m+1} c_{i} x^{1}\left(t_{f}\right)=x\left(t_{f}\right), \quad \sum_{i=1}^{m+1} c_{i}=1 \tag{52}
\end{equation*}
\]

This is a set of \(m+1\) algebra equations for \(m+1\) unknown constants, \(c_{i}\). By assuming the existence of inverse of the coefficient matrix, we can obtain the solution, \(c=\left[\begin{array}{llll}c_{1} & c_{2} & \cdots & c_{m}\end{array}\right]^{\top}\) and \(c_{m+1}\). By doing the following manipulation,
\[
z(0)=\sum_{i=1}^{m+1} c_{1} z^{i}(0)=\left[\begin{array}{l}
\sum_{i=1}^{m+1} c_{i} x^{i}(0) \\
c_{1} \\
c_{2} \\
\vdots \\
c_{m}
\end{array}\right]=\left[\begin{array}{c}
x(0) \\
c_{1} \\
c_{2} \\
\vdots \\
c_{0}
\end{array}\right]
\]
one immediately realizes that \(c=\lambda(0)\), the missing initial costates.

\subsection*{4.3 Transformation of Attitude States and Costates}

The following procedure is designed to obtain the solution of the nonlinear TPBVP. First, the linear TPBVP based on equation (28) is solved and a nominal trajectory is produced, in which the control is unbounded and the initial costates are calculated by using the transition matrix method. Then, a converged solution for the linear TPBVP with bounded controls is obtained by iterations starting from the previously obtained trajectory. Note that the Buler angles are used in all the above computations.

Next, to obtain the starting solution for the nonlinear TPBVP, the 3 Euler angles and the 3 associated costates are transformed to the 4 quaternions and their 4 costates (from \(t=0\) to \(t=t_{f}\) ). Refs. 10-11 provides us the following relationship between the quaternions, \(q(t)\) and their costates, \(p(t)\) :
\[
\left[\begin{array}{l}
p_{0}  \tag{53}\\
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right]=\left[\begin{array}{rrrr}
d_{0} & -d_{1} & -d_{2} & -d_{3} \\
d_{1} & d_{0} & -d_{3} & d_{2} \\
d_{2} & d_{3} & d_{0} & -d_{1} \\
d_{3} & -d_{2} & d_{1} & d_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]
\]
where \(d_{1}\) are constants. For the case \(q(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{\top}\), we can choose \(P_{0}(0)=0\), \(d_{0}=0\). Then,
\[
\begin{equation*}
\left[p_{1}(0) p_{2}(0) p_{3}(0)\right]=\left[d_{1} d_{2} d_{3}\right]=d^{\top} \tag{54}
\end{equation*}
\]

The vector d can be determined by
\[
\begin{equation*}
d=2 \text { [initial Ruler angle costate vector] } \tag{55}
\end{equation*}
\]

This result can be proved if one compares the related state and costate equations for both linear and nonlinear TPBVPs (for the case \(\omega(0)=0\) ). After finding the \(q(t)\) by using a nonsingular transformation between \(q(t)\) and the Ruler angles, \(\theta_{1}(t), \theta_{2}(t)\), and \(\theta_{3}(t)\), one can use equations (53-55) to obtain \(p(t)\).

Finally, the nonlinear TPBVP is solved through the quasilinearization process and the method of particular solutions [9].

\section*{5. muirrical results}

The following paramaters of the orbiting SCOLB are used in this paper [6]. The inertia matrices of the Shuttle and the reflector, about the mass center, \(o_{\text {. and }} o_{r}\), respectively, are (slug-ft \({ }^{2}\) ):
\[
\left[\begin{array}{ccc}
905443 & 0 & 145393 \\
0 & 6789100 & 0 \\
145393 & 0 & 7086601
\end{array}\right], \quad\left[\begin{array}{ccc}
4881.375 & 0 & 0 \\
0 & 4969.594 & 0 \\
0 & 0 & 9921.969
\end{array}\right]
\]

The material properties of the mast are: \(\mathrm{EI}=\mathrm{GI}=4 \mathrm{~F}+7 \mathrm{lb} \quad \mathrm{ft}^{2}, \mathrm{pA}=0.09554\) slug \(/ \mathrm{ft}, \rho I_{p}=.9089 \mathrm{slug}-\mathrm{ft}\), and \(L=130 \mathrm{ft}\). The masses of the Shuttle, the mast, and the reflector are (slug): \(6366.46,12.42\), and 12.42 , respectively. The location of the mass center of the reflector is \(x_{r}=18.75 \mathrm{ft}\), and \(y_{r}=32.5 \mathrm{ft}\). The control saturation levels are: \(\left|f_{1 x}\right|=\left|f_{1 y}\right|=\left|f_{1 z}\right| \leq \quad 1 \mathrm{E}+4 \quad \mathrm{ft}-1 \mathrm{~b}\), \(\left|f_{2 x}\right|=\left|f_{2 y}\right|=\left|f_{3 x}\right|=\left|f_{3 y}\right| \leq 10 \mathrm{lb},\left|f_{4 x}\right|=\left|f_{4 y}\right| \leq 800 \mathrm{lb}\). The first five natural frequencies are (hz): .2740493, .3229025, .7487723, 1.244013, 2.051804.

The numerical tests based on the previously described method have been performed for the roll-axis slews, pitch-axis slews, as well as arbitrary-axis slews. All these tests are rest-to-rest slews and the iteration process is terminated after the initial costates are reached within five digit accuracy.

The following procedure is designed to obtain the solution of the nonlinear TPBVP. Pirst, the linear TPBVP based on Equation (28) is solved and a noninal trajectory is produced, in which the control is unbounded and the initial costates are calculated by using the transition matrix method. Then, a converged solution for the linear TPBVP with bounded controls is obtained by iterations starting from the previously obtained trajectory. Note that the Buler angles are used in all above computations. Next, the Euler angles and the associated costates are transformed to the quaternions and their costates [10, 11], to obtain the starting solution for the nonlinear TPBVP. Finally, the nonlinear TPBVP is solved through the quasilinearization process and the method of particular solutions.

Case 1 is a 90 deg slew about the roll( \(x\) ) axis with only three torques on the Shuttle as the control, i.e., \(u=\left[f_{1 x} f_{1 y} f_{1 z}\right]^{\top}\). The weightings for the state, \(Q_{1}, Q_{2}\), and \(Q_{3}\) are chosen to be zero matrices, with the consideration that a non-zero choice will improve the responses [5]. The control weighting is selected as \(R=\operatorname{Diag}[1 \mathrm{~B}-6,1 \mathrm{~B}-6,1 \mathrm{E}-6]^{\top}\), since the small values here imply the small costates (which is advantageous for the numerical convergence) for the same control (see Equation (37)). The slewing time, \(t_{f}=28 \mathrm{sec}\), makes the slew near the minimum-time-slew as used in [5] for the planar SCOLE configuration.

The results for this slew are shown in Pigs. 3, in which the solid lines represent the responses of the linearized system (27), while the dotted lines stand for those of the nonlinear system. The three attitude angles are plotted in Figs. 3a-c. The roll angle, \(\theta_{1}\), for both systems is almost the same, but the pitch ( \(y\) ) and yaw ( \(z\) ) angles are different although the magnitudes are quite small. Associated with these differences are the differences in the controls \(f_{1 y}\) and \(f_{1 z}\), shown in Pigs. \(3 j-k\). The roll-axis torque, \(f_{1 x}\), (Pig. \(3 i\) ) is near the bang-bang type. There are little differences in the first three modal amplitudes (Figs. 3d-f) between the two systems, but the 4 th and the 5 th modal amplitudes (Figs. \(3 g-h\) ) present larger relative differences. Since the second mode describes mainly the deformation of the mast in the \(y-z\) plane, which is perpendicular to the slew (x) axis, the second modal amplitude has the largest peak value among all the five modes.

Case 2 is a 90 deg slew about the \(x\) axis, but using all 9 controls. \(Q_{1}=\underline{0}\), \(\mathrm{i}=1,2,3\), and \(\mathrm{R}=\operatorname{Diag}[1 \mathrm{E}-6,1 \mathrm{E}-6,1 \mathrm{E}-6,8 \mathrm{E}-2,2 \mathrm{E}-2,9 \mathrm{E}-2,4 \mathrm{E}-2,8 \mathrm{E}-4,3 \mathrm{E}-4]^{\top}\). Due to the increase in the control effort, the slewing time can be shortened. \(t_{f}=12 \mathrm{sec}\) is selected numerically by the judgment that the maximum displacement of the mast at the reflector end is less than \(10 \%\) of its total length, to be consistent with the small deformation assumption. To make a comparison, the slewing results for the rigid spacecraft model (Bquation (27)) are also obtained by using the same \(Q_{i}\) 's and \(R\). Figs. 4 give the results for the present slew, where the dashed lines represent the time histories of the rigid nonlinear system.

The three systems have less differences in \(\theta_{1}\) (Pig. 4a). \(\theta_{2}\) and \(\theta_{3}\) (Pigs. 4b-c) are still very small, but the peak values are several times larger than those in Figs. 3b-c. The differences between the flexible and rigid nonlinear systems are small, but the differences between the flexible nonlinear and the the flexible linear systems are relatively large. The reason is that the quadratic terms of the angular velocity of the Shuttle, \(\overline{\bar{\omega}}\), (Equation (25)), have been used both in the rigid and flexible nonlinear systems, but do not appear in the flexible linearized system. Therefore, these quadratic terms play an important role the 3-D large-angle rapid slewing problems. The similar differences in the three systems are also reflected in the control histories (Pigs. 4i-p). The small differences between the flexible and rigid nonlinear systems are caused by the deformation of the flexible mast. Por the rapid
slews with large control torques and forces, the deformation will further increase, and so will the differences between these two systems.

The five modal responses are quite different from those in Case 1. Some of the peak values increase about 30 times, and the response phases change. For example, before \(t=t_{f} / 2, \alpha_{2}\) is mostly positive in Case 1 , but negative in Case 2, and this change reverses after \(t=t_{f} / 2\). This change is caused by the controls at the reflector [5].

In the present slew, \(\theta_{1}\) is the main attitude angle and mode 2 has the largest deformation in the \(y-z\) plane among all the five modes (Pigs. 4d-h). Within figs. 4, after comparing the responses of the linearized system with those of the nonlinear systems, we see that there are less relative differences in \(\theta_{1}\) and \(\alpha_{2}\) than in \(\theta_{2}\left(\theta_{3}\right)\) and other modes. These results imply, for the slew considered here, the major modes (rigid \(\theta_{1}\) and flexible \(\alpha_{2}\) ) have the largest overall displacements but the smallest relative differences between the linear and nonlinear systems. On the other hand, the secondary modes \(\left(\theta_{2}, \theta_{3}, \alpha_{1}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right)\) have smaller overall displacements but larger relative differences. As a consequence, the major controls (fiy) (Figs. 4q) and all the remaining secondary controls (Figs. 4i-p), as well as the major deformation \(V(z, t)\) and secondary deformations \(U(z, t)\) and \(\phi(z, t)\) (Figs. 4r-t) also yield the same results. These results may lead to the following conclusion: the linearized equations can represent very well the nonlinear equations for the major slewing wotion even for large displacements, but not so well for the secondary motions, even for small displacements. The explanation for this fact might be that the magnitudes of the nonlinear terms have a certain level which is less than that of the linear terms representative of the major motions, but is great enough to compete with that of the linear terms for the secondary motions.

It should be mentioned that these facts can not be observed in the planar slewing problems studied by many authors (for example, Refs. 1, 2, and 5). In those researches, the differences between the linearized system and the nonlinear system are very small because all the modes are planar modes and, hence, the first several modes are all major modes.

Case 3 Figs. 5 show the results for a simultaneous three-axis slew \(\left(\theta_{1}=60\right.\), \(\theta_{2}=30, \theta_{3}=45 \mathrm{deg}\) ). The weightings for the states are \(Q_{1}=Q_{2}=Q_{3}=0\). In this case, The Shuttle torques ( \(f_{1 x}, f_{1 y}\), and \(f_{1 z}\) ) and the reflector forces ( \(f_{4 x}\), and \(f_{4 y}\) ) are used. The associated weighting for the control is \(R=\operatorname{DIAG}(1 R-4,1 R-4\), \(1 \mathrm{E}-4,0.6,1.4-3\) ). The slewing time, \(t_{f}\), is 40 sec . The solid lines in the figures \(5 a-h\) responses of the rigidized nonlinear system, equation (27), while the dotted lines represent the slew results for the flexible nonlinear system.

\section*{6. CONCLUSIONS}

The application of Pontryagin's Maximum Principle to the large angle slewing maneuver problem has been extended to the slewing of \(a \operatorname{3-D}\) flexible spacecraft (SCOLE). A numerical simulation procedure based on the quasilinearization algorithan for solving the resulting nonlinear TPBVP has been established and tested successfully for several examples. The general nonlinear dynamical equations developed here contain all the quadratic terms of the angular velocity of the main body and their coupling with the first order modal amplitudes and modal rates. It is suggested that higher order terms be included if a further analysis is conducted. The numerical results show an important fact that the linearized system can represent the nonlinear system adequately for predicting the mar motions but not as well for the secondary motions. The quadratic terms (nonlinear) of the angular velocity of the main body (Shuttle) cannot be neglected for large-angle rapid maneuvers. The differences between the responses of the rigid and flexible nonlinear systems are small because the deformation of the flexible part (mast) is small. Por further research, it is recommended that the applicability of this method to more complicated systems be established.
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Figure 1. Drawing of the orbiting SCOLE configuration.


Figure 2. (a) Deformation of the mast, (b) An element in the mast.


Pig. 3. Case 1, 90 degree roll axis slew, Shuttle torques only.


Pig. 3. (continued) Case 1, 90 degree roll axis slew, Shuttle torques only.


Pig. 3. (continued) Case 1,90 degree roll axis slew, Shuttle torques only.


Fig. 4. Case 2, 90 degree roll axis slew, all controls.


Pig. 4. (continued) Case 2, 90 degree roll axis slew, all controls.


Pig. 4. (continued) Case 2, 90 degree roll axis slew, all controls.


Pig. 4. (continued) Case 2, 90 degree roll axis slew, all controls.


Fig. 4. (continued) Case 2, 90 degree roll axis slew, all controls.


Pig. 4. (continued) Case 2, 90 degree roll axis slew, all controls.
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Fig. 5. Results for the 3-D slew, Case 3: 60-30-45 deg-slew, Shuttle Torques + Reflector Forces, \(\mathrm{R}=\mathrm{Diag}(1 \mathrm{E}-4,1 \mathrm{E}-4,1 \mathrm{E}-4,0.6,1.4 \mathrm{E}-3)\).
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Fig. 5. Results for the 3-D slew, Case 3: 60-30-45 deg-slew, Shuttle Torques + Reflector Forces, \(R=D i \operatorname{ag}(1 E-4,1 E-4,1 E-4,0.6,1.4 E-3)\).

\section*{1. Introduction}

The direct application of Pontryagin's Maximum Principle to the attitude maneuvers of spacecraft has been conducted by many authors (Refs. 1-2). Recently, some effort has been made to utilize this principle to more complicated structures (Refs. 3-4). In Ref. 3, the rapid slewing of a 2-dimensional flexible orbiting spacecraft, a Shuttle-beam-reflector system, has been considered. It is observed (Ref. 3) that the time response history of the nonlinear system has a shift from that of the linearized system, but the reason for this was not clear. In continuation of this study, the present paper will first answer this question by examining the equations of motion and by presenting more numerical examples.

The so called axial shortening effect of a beam induced by its transverse displacement has been brought to attention by some authors (Refs. 1-2, 5). Although the shortening terms have been included in the equations (Refs. 1-2), their effect on the slew lacked quantitative analysis; specifically, the numerical examples with and without these terms were not provided. On the other hand, a numerical example in Ref. 5 shows that large differences do result between models with and without the shortening effect. But the numerical example is only for an uncontrolled dynamical response case and the main body's motion is prescribed. In the present paper, therefore, the shortening terms are considered in the formulation of the equations of motion and numerical examples both with and without these terms are presented to compare the difference between them.

Pinally, the gravitational torque terms are moded and included in the equations to show their effect on the slewing motion.

\section*{2. Dynamical Bquations}

\section*{System Configuration}

The spacecraft model used here (see fig. 1) is composed of two rigid bodies, representing the Shuttle and a reflector (Refs. 3-4, 6), connected by a flexible beam through fixed joints, in the plane of the Earth orbit. One end of the beam is assumed to be connected to the mass center of the Shuttle, while the other end is, in general, not connected to the mass center of the reflector. This offset is represented by \(x_{r}\) in the \(\hat{i}\) direction of the reflector's coordinate system, ( \(\hat{\mathbf{i}}_{\mathbf{r}}, \hat{\mathbf{k}}_{\mathbf{r}}\) ). It is this offset parameter that will be examined in this paper. \(\theta\) is the rotation angle of the Shuttle fixed coordinate system, ( \(\hat{i}_{e}, \hat{k}_{s}\) ), with respect to the orbital coordinate system, \(\left(\hat{i}_{0}, \hat{\mathbf{k}}_{0}\right) . u(z, t)\) and \(\phi(z, t)=\partial u / \partial z\) describe the transverse displacement of the beam and the rotation angle of its cross section from its undeformed position, respectively. Both \(u\) and \(\phi\) are assumed small and can be expressed by the modal superposition formula \(u=\sum_{i} \xi_{i}(z) \alpha_{i}(t), \phi=\sum_{i}^{\prime}(z) \alpha_{i}(t)\); where \(\xi_{i}\) is the ith modal function, \(\alpha_{i}\) is the \(i\) th scaled modal amplitude, and \(\xi_{i}^{\prime}=d \xi_{i} / d z\).

The effect of the offset on the slewing is analyzed by changing the value of \(x_{r}\). Towards this purpose, the partial differential equation for the free vibration of this structure has been solved by using the separation of variable method. The natural frequencies and modal shape functions have been obtained (the assumed mode method was used in Refs. 1-2, 5), for different value of \(x_{r}\). It is observed that the natural frequencies decrease as the offset distance increases.

\section*{Kinetic Energy}

The kinetic energy of the system about the mass center of the system, \(c\), can be expressed as \(T=T_{0}+\left(T_{b}+T_{r}\right)-T_{c}\), or
\[
\begin{align*}
& T=\frac{1}{2} \int_{a}|\dot{\bar{r}}|^{2} d m+\frac{1}{2}\left[\int_{b+r}|\dot{\bar{r}}|^{2} d m-\frac{1}{m_{t}}\left(\int_{b}|\dot{\bar{r}}| d m\right)^{2}-\frac{1}{m_{t}}\left(\int_{r}|\dot{\bar{r}}| d m\right)^{2}\right] \\
&-\frac{1}{m_{t}}\left(\int_{b} \dot{\bar{r}} d m\right) \cdot\left(\int_{r} \dot{\bar{r}} d m\right) \tag{1}
\end{align*}
\]
where \(\bar{r}\) is the position vector from \(o_{s}\) (Shuttle mass center) to an arbitrary mass element in the system and \(m_{t}\) is the total mass of the system. The integration subscripts, \(" s\) ", " \(b\) ", and \(" r\) ", mean that the corresponding integration is throughout the Shuttle, the beam, and the reflector, respectively. \(T_{s}\) in Eq. (1) represents the kinetic energy of the Shuttle about \(o_{s}, T=\frac{1}{2} I_{t} \dot{\theta}_{t}^{2}\), where \(\dot{\theta}_{t}=\dot{\theta}+_{o}, \omega_{0}\) is the orbital rate and \(I_{z}\) is the moment of inertia of the Shuttle.

Two assumptions for the deformation of the beam have been made: (1) The length of the beam does not change; (2) The rotary inertia and the shearing force are neglected. Consider now an element \(d m\) on the beam (see Fig. 1), which has a coordinate, \(z\), before deformation and, \(z-\Delta z\), after deformation along the \(\hat{k}_{a}\) axis, where \(\Delta z\) is the "shortening" amount due to the deformation and can be determined by solving the following functional,
\[
z=\int_{0}^{z-\Delta z} \sqrt{1+\left(\frac{\partial u}{\partial z}\right)^{2}} d z \quad \text { or approximately, } \quad z \int_{0}^{z-\Delta z}\left[1+\frac{1}{2}\left(\frac{\partial u}{\partial z}\right)^{2}\right] d z
\]
where small \((\partial u / \partial z)\) is assumed. Then,
\[
\begin{aligned}
\Delta z * & \frac{1}{2} \int_{0}^{z-\Delta z}\left(\frac{\partial u}{\partial z}\right)^{2} d z=\frac{1}{2} \int_{0}^{z}\left(\frac{\partial u}{\partial z}\right)^{2} d z+\frac{1}{2} \int_{z}^{z-\Delta z}\left(\frac{\partial u}{\partial z}\right)^{2} d z \\
& \approx \frac{1}{2} \int_{0}^{z}\left(\frac{\partial u}{\partial z}\right)^{2} d z+\left.\frac{1}{2}(-\Delta z)\left(\frac{\partial u}{\partial z}\right)^{2}\right|_{z=\bar{z} \in[z-\Delta z, z]}
\end{aligned}
\]

By dropping the second term, which is a higher order term, we have
\[
\Delta z=\frac{1}{2} \int_{0}^{2}\left(\frac{\partial u}{\partial z}\right)^{2} d z
\]

This indicates that \(\Delta z\) is a function of \(z\) and \(u(z, t)\) (a function). Also, \(\Delta z\) is is a second order term in the modal amplitude, \(\alpha\). Equivalent developments for the shortening effect are also presented in Refs. 1 and 5. The position and velocity vectors of a mass element \(d\) on the beam and the reflector are, respectively,
\[
\begin{gathered}
\bar{r}=u \hat{i}+(z-\Delta z) \hat{k} ; \quad \dot{\bar{r}}=\left[\dot{\theta}_{t}(z-\Delta z)+\dot{u}\right] \hat{i}_{i}-\left(\dot{\theta}_{t} u+\Delta \dot{z}\right) \hat{k} ; \quad(\hat{k}, \hat{i})=\left(\hat{k}_{z}, \hat{i}_{z}\right) ; \\
\bar{r}=\left(u_{r}+x\right) \hat{i}+\left(L-\Delta L-x \phi_{r}\right) \hat{k}^{k} ; \quad \text { and } \quad \dot{\bar{r}}=\left[\dot{\theta}_{t}\left(L-\Delta L-x \phi_{r}\right)+\dot{u}_{r}\right] \hat{i}-\left[\dot{\theta}_{t}\left(u_{r}+x\right)+\Delta \dot{L}+x \dot{\phi}_{r}\right] \hat{k}
\end{gathered}
\]
where \(L\) is the length of the beam. \(T_{b}, T_{F}\), and \(T_{c}\) in Eq. (1) can be obtained by using the following equations:
\[
\begin{gathered}
\int_{b} z \Delta z d m=\frac{1}{2} \int_{0}^{L} \rho A z\left[\int_{0}^{z}\left(\frac{\partial u}{\partial y}\right)^{2} d y\right] d z \\
=\frac{-1}{2} \rho A\left\{\left[\frac{z^{2}}{2} \int_{0}^{z}\left(\frac{\partial u}{\partial y}\right)^{2} d y\right]_{0}^{L}-\int_{0}^{L} \frac{z^{2}}{2}\left(\frac{\partial u}{\partial z}\right)^{2} d z\right\}-\frac{1}{2} \rho A\left[\int_{0}^{L} \frac{1}{2}\left(L^{2}-z^{2}\right)\left(\frac{\partial u}{\partial z}\right)^{2} d z\right] \\
\int_{b} \Delta z d m=\frac{1}{2} \int_{0}^{L} \rho A\left[\int_{0}^{z}\left(\frac{\partial u}{\partial y}\right)^{2} d y\right] d z \\
\frac{-1}{2} \rho A\left\{\left[z \int_{0}^{z}\left(\frac{\partial u}{\partial y}\right)^{2} d y\right]_{0}^{L}-\int_{0}^{L} z\left(\frac{\partial u}{\partial z}\right)^{2} d z\right\}-\frac{1}{2} \rho A \int_{0}^{L}(L-z)\left(\frac{\partial u}{\partial z}\right)^{2} d z
\end{gathered}
\]

After dropping third and higher order terms in modal amplitudes, \(\alpha\), we obtain
\[
T=\frac{1}{2}\left(\dot{\theta}+\omega_{0}\right)^{2}\left(I+2 \alpha^{\top} m_{a}+\alpha^{T} M_{2} \alpha\right)+\left(\dot{\theta}+\omega_{0} \dot{\alpha}^{\top}\left(m_{2}+M_{4} \alpha\right)+\frac{1}{2} \dot{\alpha}^{\top} M_{3} \dot{\alpha}\right.
\]
where \(I\), \(m_{2}, M_{2}, M_{4}\), and \(M_{3}\) are constants, vectors, and matrices, respectively.

\section*{Potential Energy}

The gravitational energy and the elastic energy of the beam are
\[
\begin{gathered}
v_{0}+V_{g}=\frac{1}{2} \int_{0}^{1} E I\left(\frac{\partial^{2} u}{\partial z^{2}}\right)^{2} d z+\frac{3}{2} \omega_{0}^{2} \hat{k}_{0} \cdot J \cdot \hat{k}_{0} \\
=\frac{1}{2} \alpha{ }^{\top} K \alpha+\frac{3}{2} \omega_{0}^{2}\left(J_{11} \sin ^{2} \theta+J_{33} \cos ^{2} \theta-J_{13} \sin 2 \theta\right)
\end{gathered}
\]
where \(\hat{k}_{0}=-\hat{i} \sin \theta+\hat{\mathbf{k}} \cos \theta, E I\) is the constant flexural rigidity of the cross section of the beam, and \(J\) is the inertia tensor of the system, with \(J_{i j}\) being the functions of the modal amplitudes, \(\alpha\).

\section*{Generalized Forces}

The shortening effect is also considered in developing the virtual work of the controls and the associated generalized forces, \(Q_{\theta}\) and \(Q_{\alpha}\). For example, the force arm for a control force is affected by the shortening effect.

\section*{Dynamical Equations}

By using the Lagrangian equations, we can obtain the dynamical equations of the system in the following matrix form
\[
\begin{align*}
& {\left[\begin{array}{c:c}
I+2 \alpha^{\top} m_{a}+\alpha^{\top} M_{2} \alpha & \left(m_{2}+M_{4} \alpha\right)^{\top} \\
\hdashline m_{2}+M_{4} \alpha & M_{3}
\end{array}\right]\left[\begin{array}{l}
\ddot{\theta} \\
\ddot{\alpha}
\end{array}\right]} \\
& =\left[\begin{array}{c}
-2 \dot{\theta} \dot{\alpha}^{\top}\left(m_{a}+M_{2} \alpha\right)-\dot{\alpha}^{\top} M_{5} \dot{\alpha}-\partial V_{g} / \partial \theta+Q_{\theta} \\
\hdashline-2 \dot{\theta} M_{a} \dot{\alpha}+\dot{\theta}^{2}\left(m_{a}+M_{2} \alpha\right)-K \alpha-\partial V_{G} / \partial \alpha+Q_{\alpha}
\end{array}\right] \tag{2}
\end{align*}
\]
where \(M_{4}=M_{2}+M_{5}, M_{a}\) and \(M_{5}\) are linear functions of \(x_{r}, M_{2}, M_{5}\) contain the components of the shortening terms. Pron these equations, we see that the terms containing and \(M_{a}\) are nonlinear terms of first order in \(\alpha\) or \(\dot{\alpha}\), while the terms containing \(M_{2}, M_{1}\) and \(M_{5}\) are of second order. Therefore, for moderate nonzero values of \(x_{r}\), the influence of the structural offset can be greater than the shortening effect. The linearized equations can be obtained by neglecting all nonlinear terms,
\[
\left[\begin{array}{c:c}
I & m_{2}^{\top}  \tag{3}\\
\hdashline m_{2} & M_{3}
\end{array}\right]\left[\begin{array}{c}
\ddot{\theta} \\
\ddot{\alpha}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\cdots-K \alpha
\end{array}\right]+\left[\begin{array}{c}
-\partial V / \partial \theta+Q_{\theta} \\
\cdots-\partial V / \partial \alpha+Q_{\alpha}
\end{array}\right] \text { LIN }
\]
where "LIN" means constant and linear terms. Note that on the right side of Eq. (3), the structural offset and the shortening terns disappear.

\section*{3. Optimal Control}

The optimal control for the slew problem is derived by using the techniques similar to those used in Ref. 3 and will not be repeated here. The controllers are provided by one control torquer on the Shuttle ( \(u_{1}\) ), one control force on the reflector ( \(u_{4}\) ), and two force actuators on the beam ( \(u_{2}\) at \(L / 3\) and \(u_{3}\) at \(2 L / 3\) ). Bach of the controls has \(i t s\) own upper and lower saturation levels. The cost functional, \(J=\frac{1}{2} \int_{0}^{T} \bar{u}^{T} R \bar{u} d t, i s\) used in the present paper, where \(\bar{u}\) is the control vector, \(R\) is the control weighting matrix, and \(T\) is the slewing time. The resulting two-point boundary-value problem is solved by using the quasilinearization algorithm.

\section*{4. Fumerical Results}

The paramaters of the orbiting SCOLE (Ref. 6) (Spacecraft Control Laboratory Experiment) are: \(E I=4 E 7 \quad 1 b-f^{2}\), \(\rho A=0.09554 \mathrm{slug} / \mathrm{ft}, \mathrm{L}=130 \mathrm{ft}\), \(m_{s}=6366.46\) slug, \(r_{r}=12.42\) slug, \(I_{s}=12.42\) slug-ft \({ }^{2}, I_{r}=4881.375\) slug-ft \({ }^{2}\), \(\omega_{0}=0.001\) ( \(\mathrm{rad} / \mathrm{s}\) ) (orbital altitude hw981 lan). The natural frequencies (hz) for \(x_{r}=0\) and \(x_{r}=32.5\) (ft) are: \(0.3365257,2.062547,5.316669 ;\) and 0.3199540 , 1.287843, 4.800169, respectively. All numerical simulations are 90 degree rest-to-rest slews and can be represented by:
\[
\begin{aligned}
& \text { Case } 1 \quad x_{r}=0, \bar{u}=u_{1}, R=1 E-6, T=27.6 \text { ( } \mathrm{s} \text { ) } \\
& \text { Case } 2 \mathrm{x}_{\mathrm{r}}=0, \bar{u}=\left[u_{1} u_{2} u_{3} u_{4}\right]^{T}, \operatorname{R}=\operatorname{DIAG}(1 \mathrm{E}-6, .15, .21,1 \mathrm{E}-4), \mathrm{T}=8.196 \text { (s) } \\
& \text { Case } 3 \mathrm{X}_{\mathrm{r}}=32.5 \text { (ft), } \bar{u}=u_{1}, \mathrm{R}=1 \mathrm{E}-6, \mathrm{~T}=27.6 \text { (s) }
\end{aligned}
\]
\[
\begin{aligned}
& T=8.196 \text { ( } \mathrm{s} \text { ) }
\end{aligned}
\]

Pigs. 2a-g display the time histories of \(\theta(t), u(L, t), \phi(L, t), \bar{u}(t)\) for Case 4. Clearly, the response of \(\theta(t)\) for both linear and nonlinear systems are very close. However, there exist some differences between the two systems in \(u(L, t), \phi(L, t)\) and the controls, \(\bar{u}\). The difference is primarily due to the offset \(x_{r}\) (here, \(x_{r}=32.5 \mathrm{ft}\) ). When \(x_{r}=0\), this difference can be reduced markedly, regardless of whether the shortening effect and gravitation are considered. It is also interesting to know that the controls have large differences only around the mid-slew-time.

Table 1 Tip Displacement and Tip Angle


Table 1 lists the maximum (minimm) values for the displacement, \(u(L, t)\), and angle, \(\phi(L, t)\), of the beam during the associated slews for all cases. The first line in each case lists the results for the linearized system, while all remaining lines represent those for the nonlinear system with different considerations. Por example, \(\Delta L=0\) means the shortening effect is not considered. The last column gives the largest relative displacement error, with respect to the linear results, based on
\[
\left(e_{D I B p}\right)_{*}=\operatorname{Max}\left(\left|\operatorname{MAX}_{\star}-\operatorname{MAX}_{L I M}\right| /\left|\operatorname{MAX}_{L I M}\right|,\left|\operatorname{MIN}_{\star}-\operatorname{MIN}_{L I M}\right| /\left|\operatorname{MIN}_{L I M}\right|\right)
\]

Nonlinear System vs. Linearized System Pirst, let us examine line 1 and line 2 in each case. In Case 1, since no offset, the differences between the two lines are very small. In Case 2 , where more controllers are used and the slewing time is shortened, the differences increase symmetrically ( \(|M A X|=|M I N|\) ), in spite of \(x_{r}=0\). Case 3 uses the same slewing conditions as used in Case 1, except \(x_{r}=32.5 \mathrm{ft}\). This offset shifts the envelop of the response downwards and results in a larger relative displacement error than that in Case 2. Case 4 is the combination of Cases 2 and 3. The shift now is upwards which is due to the inclusion of more controllers. When more controllers are used (Ref. 3), the phase of the response reverses, so do the maximum (minimum) amplitudes.

Shortening Effect By comparing line 2 and line 3 in each case, we can see that the shortening terms (1) reduce the amplitude (Cases 2 and 3); (2) increase the amplitude (Case 4); and shift the response uprards (Cases 3 and 4). These observations coincide with the fact that \(\Delta z\) is only a second order effect compared with the offset effect.

Gravitational Bffect By observing lines 3 and 4 , we can conclude that the addition of the gravitational torques into the equations of motion has a very small effect on the slew, although they shift the response downards. This is because the orbital rate is much smaller than the slewing rate and the magnitude of the gravitational torque tern is much sealler than that of the active control torque term.

\section*{5. Conclusion}

Generally, the linearized system can predict the system dynamics very well in the slow slewing case. However, in the rapid large-angle slewing problem, the responses of the system deviate noticeably from those described by the linearized equations if the effects of structural offset and axial shortening are included in the simulations. The structural offset (if any) results in a first order nonlinear effect. The shortening effect causes only a second order nonlinear effect and may not be considered, in the controlled simulations, unless the deformation is out of the linear range. The gravitational effect can be safely neglected in the slew motions considered here.
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\title{
IV. THE EFFECT OF ADDITIONAL DESIGN PARAMETERS ON THE LQR BASED DESIGN OF A CONTROL/STRUCTURAL SYSTEM
}

\section*{I. Introduction}

Some of the difficulties encountered in controlling large space structural sys tems are attributed to their inherent fexibility. As the size of these systems increases. due to payload limitations. the total mass cannot be significantly increased. In the evolution of such systems. it often becomes necessary to include additional clements into the design such as those resulting from additional actuators, sensors, or experimental modules \({ }^{1}\).

Sometimes the resulting control may be optimal only for a prescribed structural design. But if we try to later change some of the structural design parameters -- even by a smal! amount -- then the previously designed control may no longer be able to satisfy the mission specifications. If we try to change some of the structural design parameters, perhaps the control system performance witl be better than before in some sense -- i.e. more rohust, better transient time constant, reduction of initial overshoot amplitudes, etc. On the other hand, a change of some other structural system parameters may improve the structural design. hut at the expense of control system performance.

In Ref. 2, a combined structural and control optimization problem was formulated using an optimality criteria approach for the orientation and shape control of a free-free beam in orbit. The combined cost function included a form of the regulator cost, augmented with the (constrained) weight of the whole structure logether with the appropriate Lagrange multiplier. Optimality criteria were derived for minimizing the combined cost function and the configuration of the structure
obtained was used for the synthesis of control laws using lincar quadratic regulator theory. The configurations obtained by the combined approach required less con trol effort for shape and orientation control of the orbiting heams than that associated with the separately designed structure and LQR-hased control systems.

For the large scale space structural design, it is important to reduce the mass of the structural system. The satisfaction of the control requirements during the combined control/structural design is also important. The multicriteria optimization approach will he needed for use in the field of structural redesign, which should allow a large amount of freedom and variety in selecting the potentially large number of design variables. In this sludy, we try to use the quadratic cost function and the control properties, such as the transient response time of the system attitude, as design criteria. The maximum allowable values of the structural mass and the saturation levels of the forces and torques provided by the control actuators are used as the system constraints. A frec-free orbiting uniform beam with an articulated payload will be considered here as a simple model. The additional design of the beam diameter is hased on LQR techniques using multicriteria which include the cost function and the transient response time of the allitude motion of the beam, subjected to the limited mass of the structure and the saturation levels of the actuators. The numerical optimization procedure and simulation is done using the IBM mainframe computer system.

\section*{II. Equations of Motion}

The dynamics of a long flexible heam in the plane of the assumed circular orbit can be expressed (after neglecting the second order effect) as \({ }^{2}\)
\[
\begin{equation*}
\ddot{\theta}+3 \omega_{n}^{2} \theta=\mathrm{T}_{\mathrm{p}} / \mathrm{J} \tag{1}
\end{equation*}
\]
\[
\begin{equation*}
\mathbf{M} \ddot{Y}+K \dot{Y}=F \dot{V} \tag{2}
\end{equation*}
\]

Equation (1) describes the pitch motion of heam type satellites (rigid body motion) and equation (2) gives the vibratory motion of the same heam without damping, where
\(\theta\) is the pitch angle
\(T_{F}\) is the pitch torque
\({ }^{(1)}{ }_{n}\) is the orhital frequency
\(J\) is the transverse moment of inertia
\(\mathbf{n}\) is the \(n \times n\) positive definite mass matrix
\(K\) is the \(n \times n\) positive definite stiffness matrix
\(F\) is the \(n \times p\) input distribution matrix
\(\mathbf{Y}\) is the \(\mathrm{n} \times 1\) displacement vector
\(v\) is the \(\Gamma \times 1\) vector of force inputs

Here the uniform beam with two additional masses in a circular orbit is considered (Fig. 1). D and d stand for the outer diameter and the inner diameter of the beam. respectively. Based on the finite element method \({ }^{3}\). the heam is assumed to be divided into four elements with each element having the same geometrical size and material properties. Five force actuators and one torque actuator are assumed to be added to each of the five joints and at joint 3, respectively. The force actuators are assumed to produce forces parallel to the positive \(Y\) direction. whereas the lorque is assumed to act about the \(Z\) axis. The two additional masses, \(m\), and \(m_{R}\), are assumed to he atlached to the joints 2 and 4 , respectively. The mass matrix can be expressed by the sum of the heam mass matrix and the attached mass matrix. that is
\[
\begin{equation*}
\mathbf{M}=\mathbf{M}_{s}+\mathbf{M}_{\wedge} \tag{3}
\end{equation*}
\]

The beam mass matrix is represented by \({ }^{3}\) :

\[
\mathbf{M}_{\mathbf{L}}=\left[\begin{array}{cc}
\mathrm{m}_{1} & 0 \\
0 & 0
\end{array}\right] \text { and } \mathbf{M}_{\mathbf{R}}=\left[\begin{array}{cc}
\mathbf{m}_{\mathrm{R}} & 0 \\
0 & 0
\end{array}\right]
\]

Also the stiffness matrix of the heam can be expressed by \({ }^{3}\) :
\(\underset{(1 n \times 10)}{ } \mathbf{K}=\left[\begin{array}{ccccc}\mathbf{K}_{11}^{(1)} & \mathbf{K}_{12}^{(1)} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \mathbf{K}_{21}^{(1)} & \mathbf{K}_{22}^{(1)}+\mathbf{K}_{22}^{(2)} & \mathbf{K}_{23}^{(2)} & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{K}_{12}^{(2)} & \mathbf{K}_{33}^{(2)}+\mathbf{K}_{33}^{(3)} & \mathbf{K}_{34}^{(3)} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{K}_{43}^{(3)} & \mathbf{K}_{44}^{(3)}+\mathbf{K}_{44}^{(4)} & \mathbf{K}_{45}^{(4)} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{K}_{54}^{(4)} & \mathbf{K}_{55}^{(4)}\end{array}\right]\)
where

The joint between two elements \(i, j\) is referred by (ij) and the element number varies as \(k=1,2,3,4 ; 1\) is the length of each clement of the beam; \(\rho\) is the mass density; and \(E\) is Young's modulus. \(A_{n}\) and \(I\) are section area and section moment of inertia of the beam, respectively, which are dependent on the beam diameters, \(D\) and \(d\).

Equations (1) and (2) can be written in state variable form as:
\[
\begin{equation*}
\dot{\mathbf{X}}=\mathbf{A X}+\mathbf{B} \mathbf{U} \tag{7}
\end{equation*}
\]
where the \(2(10+1) \times 1\) vectors. \(\dot{\mathbf{X}}\). X. and the \(6 \times 1\) vector, \(U\), are given by:
\[
\begin{aligned}
& \dot{\mathbf{X}}=\left[\begin{array}{llll}
\dot{\theta} & \dot{\mathbf{Y}}^{\prime} & \ddot{\theta} & \ddot{\mathbf{Y}}^{\prime}
\end{array}\right]^{\mathrm{T}} \\
& \mathbf{X}=\left[\begin{array}{llll}
\theta & \mathbf{Y}^{\prime} & \dot{\theta} & \dot{\mathbf{Y}}^{\prime}
\end{array}\right]^{\prime} \\
& \mathbf{I}=\left[\begin{array}{llllll}
T_{\mathrm{F}} & V_{1} & V_{2} & V_{3} & V_{4} & V_{5}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
\]

The state matrix. A. and the control matrix, B. are given by
\[
\begin{align*}
& \mathbf{A}=\left[\begin{array}{ccc} 
& \vdots & \\
0 & \vdots & \mathbf{1} \\
(1 \times 11) & \vdots & (11 \times 11) \\
\hdashline 3 & \ldots \ldots \ldots \ldots \\
-30 & 0 & \vdots \\
0 & -\mathbf{M}^{-1} \mathbf{K} & \vdots \\
(11 \times 11)
\end{array}\right]  \tag{8}\\
& \mathbf{B}=\left[\begin{array}{c}
\mathbf{0} \\
(11 \times 6) \\
\cdots \cdots \cdots \cdots \\
\mathbf{J} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \mathbf{M}^{-1} \mathbf{F}
\end{array}\right] \tag{9}
\end{align*}
\]
III. Additional Design Based on LQR

Based on LQR theory \({ }^{4}\), in general, the quadratic cost function is defined by
\[
\begin{equation*}
J=\int_{0}^{\infty}\left(\mathbf{X}^{\top} \mathbf{Q} \mathbf{X}+U^{\top} R U\right) d t \tag{10}
\end{equation*}
\]
subiect to the state equation of the system from equation (7)
\[
\dot{X}=\mathbf{A} \mathbf{X}+\mathbf{B U}
\]

The enst function, 1, is minimized under the optimal feedback control given hy
\[
\begin{equation*}
!=-\mathbf{R}^{-1} B^{\prime} P X \tag{11}
\end{equation*}
\]
where \(\mathbf{P}\) is the positive definite solution of the steady-state Riceati equation, which is
\[
\begin{equation*}
P A+A^{\top} P-P B R^{-1} B^{1} P+Q=0 \tag{12}
\end{equation*}
\]

From cquations (4) and (5), we find the control system properties not only depend on the weighting matrices, \(\mathbf{Q}\) and \(\mathbf{R}\), but also depend on the parameters of the structure and the actuator Iocations. If the structural parameters are fixed, the regulative range may he very limited for control design. It is possible that the change of structural design parameters could extend the regulative range and make the control and structural design satisfy the mission requirements.

Now we consider a class of additional design parameters, \(\mathbf{Z}\). which could be varied while we design the control system. This means the control, \(\mathbf{U}\), is now a function of \(\mathbf{Q}, \mathbf{R}, \mathbf{Z}\) and t . So the cost function, J , also is a function of \(\mathbf{Q}, \mathbf{R}\) and \(\mathbf{Z}\). Using the extremum principle, assuming that \(\mathbf{Z}^{*}\) results in an extremum of the system, we have as a necessary condition for the minimization of J
\[
\left.\frac{\partial \mathrm{J}(\mathbf{Q}, \mathbf{R}, \mathbf{Z})}{\partial \mathbf{Z}}\right|_{\mathbf{Z}=\mathbf{Z}^{*}}=0
\]
subject to some special control propertics
\[
\begin{equation*}
\mathbf{g}(\mathbf{X} . \mathbf{Z}, 1)=\mathbf{g}_{n} \tag{14}
\end{equation*}
\]
where \(g_{0}\) is given from the design (mission) requirements.

From cquation (13), \(\mathbf{Z}^{*}\) is obtained, for special cases analytically, or, more generally, hy numerical means. The extremum point, \(\mathbf{Z}^{*}\), may be not unique: thus, all extremum points must be compared in order to find the point at which the structural performance is optimal, such as the minimization of the total mass of the structure. Then, the optimal value of the structural design parameters may he incorporated into the control design to obtain the optimal control.

In the given simple model (Fig. 1), for example, we may select the section diameters, \(D\) and \(d\), as the redesigned system variables and fix the transient response time of the pitch motion of the heam. Using the feasible directions of the search approach, the optimal values for the diameters would be obtained for the given system model and other parameters. For a different given model or parameter values, the optimization solution would be expected to yield different results.
IV. Design Muhticriteria

In the LQR process, the assignment of \(\mathbf{Q}\) and \(\mathbf{R}\) values normally results from a step by step numerical search procedure. For actual LSS design, the interesting properties are the required mass of the structure, the system response time for damping rigid motions, and suppressing vibration, as well as the maximum values for the actuator forces, etc. A knowledge of the possible expected range of the boundary conditions will be helpful in selecting the weighting matrices. \(\mathbf{Q}\) and \(\mathbf{R}\). For the combined control/structural optimal design, some design variables for both the structure and actuators should be considered. According to these, the control/ structural design multicriteria for the system with additional design parameters, \(\mathbf{Z}\),
could be expressed hy
\[
\begin{align*}
& I(\mathbf{Q}, \mathbf{R}, \mathbf{Z})=\int_{0}^{\infty} \mid \mathbf{X}^{\mathrm{T}}(\mathbf{Z}, 1) \mathbf{Q} \mathbf{X}(\mathbf{Z}, 1)+ \\
& -\left.\frac{\mathbf{U}^{\prime}(\mathbf{Z}, 1) \mathbf{R} \mathbf{U}(\mathbf{Z}, 1) \mid \mathrm{dt}}{\partial \mathbf{Z}}\right|_{\mathbf{Z}=\mathbf{R}, \mathbf{Z})}=0 \tag{15}
\end{align*}
\]
subiect io
\[
\begin{align*}
& \dot{\mathbf{X}}(\mathbf{Z}, 1)=\mathbf{U}(\mathbf{Z}) \mathbf{X}(\mathbf{Z}, 1)+\mathbf{B}(\mathbf{Z}) \mathbf{U}(\mathbf{Z}, 1)  \tag{17}\\
& \mathbf{g}(\mathbf{X}, \mathbf{Z}, 1)=g_{0}  \tag{18}\\
& M(\mathbf{Z}) \leq M \max  \tag{19}\\
& |\mathbf{U}(\mathbf{Z}, 1)| \leq U_{\max } \tag{20}
\end{align*}
\]

Where \(g_{n}\) is a design requirement
\(M_{\text {max }}\) is the limited mass of the structure
Umax is the vector of maximum actuator force
\(\mathbf{Z}\) is a vector of time-invarient design parameters

When \(g_{n}\). Mmax, \(U_{\max }\) and the structural configuration are given, we can design the optimal structure, \(\mathbf{Z}^{*}\). and optimal control, \(\mathbf{U}^{*}\), using the additional design formulation based on LQR techniques

We have analyod and designed an orbiting free-frec beam using this technique, with pitch and other in-plane flexible modes included as degrees of freedom (see Fig. 1). Here we considered two cases. Case 1 is a uniform solid beam (inner diameter \(\mathrm{d}=0\) ). Case 2 is a uniform tubular heam whose wall thickness is assumed constant ( D\()-\mathrm{d}=0.04 \mathrm{ft}\) ). The material density of \(200 \mathrm{hb} / \mathrm{ft}^{2}\). Young \({ }^{-}\) modulus of \(6 \mathrm{E}+9 \mathrm{fl} / \mathrm{f}^{3}\). Iength of the beam of 130 ft and six actuator locations are assumed cqual for both cases. Also the initial pitch angle. \(\theta_{0}\), is assumed 6 degrees 0.105 rad and the other initial state components and rates are assumed 7ero. Without losing general meaning, the weighting matrix, \(\mathbf{Q}\), is assumed constant \({ }^{6}\) and a diagonal matrix. that is
\[
Q=\operatorname{trace}|\underbrace{1000 . \ldots, 1000}_{11} \cdot \underbrace{100, \ldots, 100}_{11}|
\]
and the weighting matrix, \(\mathbf{R}\), is assumed a unitary matrix multiplied by a variable coefficient. By regulating the weighting matrix, \(\mathbf{R}\), the response time for the rotational motion of the heam will satisfy the design requirement (here assumed ten seconds). Then the cost function values which depend on the diameter of the heam can he calculated by the multicriteria given by equations (15)-(20).

First, we suppose the additional payload mass to be 100 th and to he added symmetrically to the heam at joints 2 and 4 . The variation of the cost function with the outer diameter for the two cases is shown in Figs. 2 and 3. The first cost function extremum points for case 1 and case 2 are determined as \(D=0.45 \mathrm{ft}\) and \(\mathrm{D}=0.32 \mathrm{ft}\), respectively. If the beam diameters at these points satisfy the mission requirements, the structural design is optimal and so is the corresponding LQR based control design. Otherwise, the structural configuration, actuator locations or material properties should be changed. Comparing the two cases, we find the extremum points to be different, such that the op-timal diameter for the solid heam is larger than that of the tuhular beam. In this situation, the solid beam is heavier than
the tubular beam for the same required response time. According to the minimum mass requirement for large space structural design, the tubular heam may be much better because its mass is much less than that of the solid heam. From Fig. 2, we also can imply that the system may contain an additional extremum point for the cost function and its value may be less than the first extremum. If this happens, the first extremum peint value of the cliameter of the heam should be selected as the optimal solution.

Second, we try to increase additional payload mass up to 1.000 th and still maintain symmetry. There also exist extremum points (see Figs. 4 and 5), hut the diameter values corresponding to the extremum points differ from those when the payload mass is 100 lh . Comparing Figs. 2 and 4, or Figs. 3 and 4, we find the optimal diameter of the beam increases when the additional payload mass increases. This result indicates that the optimal values of the structural parameters are dependent on the payload added. Table 1 lists the optimal diameter values and their payload ratio for the uniform solid and tubular beams with three different payloads: 100 th .200 th and 1.00 lh . It is clear that the payload ratio of the tubular heam is greater than that of the solid heam for the same control requirement (ten seconds of the transient response time). The payload ratio of the solid beam decreases when the payload increases, but the payload ratio of the tubular beam increases.

When additional payload masses are added asymmetrically with respect to the center of the heam, there are no hig differences between the cost functions for the symmetric and asymmetric payloads (sec Table 2). This may be explained by the fact that the incremental moment of inertia about the \(Z\) axis due to the payload masses is designed to be the same for hoth the symmetrical and asymmetrical distribution of the additional payload. Thus for practical system design it is probably useful to emphasize the symmetrical distribution of the additional payload wherever possible.

Figs. 6-9 provide the transient responses of pitch angle, two deformations, and corresponding control torque and forces for the nearly optimized uniform tubular heam (Fig. 3). Here the outer diameter of the beam is 0.3 ft which is near the optimal value. The wall thickness is still maintained at 0.02 ft . The transient
response time of pitch angle and all deformations are about ien seconds. Since the additional payload masses on the beam are symmetrically distributed, the deformations at joints 4 and 5 are the same as the deformations at joints 2 and 1. respectively, but their directions are opposite to each other. The maximum torquerequired is less than 5,000 ft-lh. All actuator forces are small and do not exceed 25 th . If the solid heam is used instead of the tuhular heam, for optimization, the control system requires \(6.905 \mathrm{ft}-\mathrm{th}\) maximum torque and 1.33 th maximum force, which are larger than those for the tubular beam.

\section*{VI. Conclusion}

This paper reviews the effect of additional design parameters on the LQR based optimal design of space structural system. A multi-objective cost function which includes a form of the standard LQR regulator cost and its partial variation with respect to the additional design parameters is considered. The constraints are extended to the desired control properties. The optimal multicriteria are derived by minimizing the cost function and setting the variation of the cost function with respect to the design variables to zero. This approach is used to determine the optimum diameter of an orbiting free-free uniform beam with additional payload masses added. From the numerical results for two design models--a uniform solid heam and a uniform tubular heam, with two typical additional payloads added symmetrically and asymmetrically about the center of the beam, it is found that the optimal diameter occurs at the first extremum point of the variation of the cost function with respect to the diameter. It is also found that the tubular beam is superior to the solid beam for meeting both minimum mass requirements as well as desired transient and control requirements. The study proves that the multicriteria design approach should give better results from both the structural designer's and the control designer's points of view.
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Table 1: Comparison of Optimal Diameter and Payload Ratio of Uniform Solid and Tubular Beams for Payloads: 100, 200 and 1.000 lb
\begin{tabular}{ccccc}
\hline \begin{tabular}{c} 
Payload \\
(lh)
\end{tabular} & \multicolumn{2}{c}{ Diameter (ft) } & \multicolumn{2}{c}{ Payload Ratio } \\
Solid & Tubular & Solid & Tubular \\
\hline 100 & 0.45 & 0.32 & \(2.4 \%\) & \(22^{\%} \%\) \\
200 & 0.75 & 0.42 & \(2.0 \%\) & \(30 \%\) \\
1.000 & 1.60 & 1.50 & \(1.9 \%\) & \(30 \%\) \\
\hline
\end{tabular}

Table 2: Comparison of Cost Function Value Varied with Diameter, D, for Symmetric and Asymmetric Payloads ( \(500 \& 500 \mathrm{lh} ; 900 \& 100 \mathrm{lb}\) ) for the Uniform Solid and Tubular Beams
\begin{tabular}{lcccc}
\hline Diameter & \multicolumn{2}{c}{ Solid Beam } & \multicolumn{2}{c}{ Tubular Beam } \\
\hline D & \(\mathrm{J}_{\text {sym }}\) & \(\mathrm{J}_{\text {asym }}\) & \(\mathrm{J}_{\text {sym }}\) & Jasym \\
\hdashline 1.3 & 30.025 & 30.024 & 34.437 & 34.530 \\
1.4 & 28.902 & 28.901 & 33.939 & 33.937 \\
1.5 & 27.525 & 27.524 & 33.845 & 33.843 \\
1.6 & 26.505 & 26.504 & 33.856 & 33.853 \\
1.7 & 27.942 & 27.941 & 33.865 & 33.863 \\
1.8 & 29.152 & 29.151 & 33.875 & 33.873 \\
1.9 & 30.778 & 30.777 & 33.885 & 33.883 \\
\hline
\end{tabular}


Fig. 1 Configuration of Orbiting Free-free Uniform Beam with two Additional Payload Masses


Fig. 2 Cost Function vs Diameter of the Uniform Solid Beam (here \(d=0\) ) when two 50 lb Payloads are Added to the Beam at Joints 2 and 4, Symmetrically


Fig. 3 Cost Function vs Diameter of the Uniform Tubular Beam (here D-d=0.04 ft) when two 50 lb Payloads are Added to the Beam at Joints 2 and 4, Symmetrically
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Fig. 5 Cost Function vs Diameter of the Uniform Tubular Beam (here D-d=0.04
ft) when two 500 lb Payloads are Added to the Beam at Joints 2 and 4, Symmetrically


Fig. 6 Response of the Attitude Angle in-Plane for the Uniform Tubular Beam with two 50 lb Payloads at Joints 2 and 4, Symmetrically there \(\mathrm{D}=0.3 \mathrm{ft}\) and \(\mathrm{D}-\mathrm{d}=0.04 \mathrm{ft}]\)


Fig. 7 Response of Deformations Parallel to the Y Axis at Joints 1 and 2 for the Uniform Tubular Beam with two 50 lb Payloads at Joints 2 and 4, Symmetrically [here \(\mathrm{D}=0.3 \mathrm{ft}\) and \(\mathrm{D}-\mathrm{d}=0.04 \mathrm{ft}\) ]


Fig. 8 Control Torque Trajectory at Joint 3 in \(\mathbf{Z}\) direction for the Uniform Tubular Beam with two 50 lb Fayloads at Joints 2 and 4, Symmetrically |here \(\mathrm{D}=0.3 \mathrm{ft}\) and D- \(\mathrm{d}=0.04 \mathrm{ft}\) ]


Fig. 9 Control Force Trajectories at Joints 1 and 2 Parallel to the Y Axis for the Uniform Tubular Beam with two 50 lb Payloads at Joints 2 and 4, Symmetrically [here \(\mathrm{D}=0.3 \mathrm{ft}\) and \(\mathrm{D}-\mathrm{d}=0.04 \mathrm{ft}\) ]
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                                    V. CCNCIUSIONS AND RECOMMENDATIONS
    Pcntryagin's maximum p:inciple has been appiled to stucy the
    zapid slewing of the scous orbita- configuration in three
Amensionz. The quasilinearization technique for solving the
resul=ing non_imear two point boundary value problem has been
suc:estfully liseg for sevelal differeat examples. The results
zudicate that the linearizec s`stem model can represert the
nondinexr system aduq:ateiy for simulating the major motions, 上at
not as weil for ghe secondary motions. The nonlinear quadratic
temms of the main body (Shuttle) argular velocity can not be
1:%glerted for la:ge-amplituce rapid maneuvers. The differences
betive=l =he :lgl: ald flexible noniinear system responses are
smal: becalise the flexibie Yibrations are successfully suppressed
during the maneurers simulared here.
In addition it is seen that the structural offset of the SCOL mast attaciment to the reflector is associated with a first order noalinear effect. The mast shortening is associated with oliy a second order ronlinear effect and should be considered when the mast deformations are outside of the lienar range. Gravitational-gradient effects may be safely neglected for ali rapid slew maneuvers considered.
For further research it is recommended to extend the application of the maximum principle and the two point boundary valae problem to more complicated systems proposed for the future CSI program.
A multi-objective cost function which includes a form of the standard LQF regalator cost and its partial variation with
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respect to additional design parameters is s=udied nere. Inms
approact. can be employed to determine the optimal diameter of a
Ereeーf゙ee orbLfligg uniform beam with additional pafload mazses
adced when constraznts are placed on the maximum total mass,
zontroi saturation levels, and transient setting Eimes. This
Etidiy Fioves thaz the multicriteria design approarh should
groduce slperior results as compared with combinations oE
iepa:ate etructazal ard control system design approaches.
E*tensions are recommerded to consider more complex systems
represertatave ot proposed candidate CSI systems.
The cur:ent i 9990-71) g:ant work has been redirected to lend
greate= support \becauseo the Controls/Structures Interaction (CSI)
program anc focuses on specific CSI evolutionary configmrations.
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