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This report was prepared by Martin Marietta Denver Astronautics Group for
the National Aeronautics and Space Administration, George C. Marshall Space Flight
Center (NASA/MSFC), in response to Contract, NAS8-36433, and is submitted as the
Interim Final Report, as specified in the contract data requirements list. In particular, the
work was performed for the Electrical Power Branch at NASA/MSFC.

FOREWORD
iii

PRECEDING PAGE BLANK NOT FILMED






Interim MCR-89-516
Final
TABLE OF CONTENTS Report February 1989
Page
1.0 INTRODUCTION 1-1
1.1 Executive Overview. 1-3
2.0 BREADBOARD 2-1
3.0 TASK I 3-1
4.0 TASK I 4-1
5.0 TASK III 5-1
5.1 Introduction 5-1
5.2 Overall Breadboard Configuration 5-2
5.2.1 Development Chronology 5-2
522 Final Configuration — 5-4
5.2.3 Functional Interfaces & Dataflows (Scheduler, FRAMES,
(O7:X O3 B 5 ) 5-8
5.24 Grounding Scheme 5-53
5.3 Breadboard Theory of Operation 5-54
5.4 Resource Scheduling 5-62
5.4.1 Theory of Operation__ 5-62
5.4.2 Implementation 5-66
5.4.3 MAESTRO User Interface, 5-78
5.5 FELES 5-85
5.5.1 Theory. 5-85
5.5.2 Implementation 5-85
5.5.3 User Interface 5-8¢
5.6 LPLMS 5-89
5.6.1 Theory 5-89
5.6.2 Implementation__ 5-90
5.6.3 User Interface 5-90
5.7 Fault Management and Recovery 5-94
5.7.1 Lowest Level Processors 5-95
5.7.2 Fault Recovery and Management Expert System 5-96
5.7.2.1  Theory of Operation 5-97
5.7.2.2  Implementation 5-99
TABLE OF CONTENTS

v
PRECEDING PAGE BLANK NOT FILMED



Interim MCR-89-516

TABLE OF CONTENTS Ril;slrt February 1989
Page
5.7.2.3  User Interface 5-109
5.8 Power Distribution Management 5-112
5.8.1 Power Distribution Control Unit 5-112
5.8.2 Load Center, 5-112
5.8.3 Switchgear, 5-113
5.84 Automation 5-116
5.8.4.1 Hardware 5-116
5.8.4.2 Interfaces 5-117
5.8.4.3  Software — 5-117
5.8.5 Redundancy Management 5-120
5.9 Operation Considerations 5-120
5.10 Breadboard Timing Considerations 5-121
5.11 Manual Override 5-123
5.11.1 Operation , 5-123
5.11.2 Implementation ] : 5-123
5.11.3 User Interface _ 5-124
5.12 Test Plan 5-127
6.0 TASK IV 6-1
7.0 SUMMARY 7 7-1
7.1 What's Next ' 73
8.0 REFERENCES 8-1
9.0 GLOSSARY . _ 9-1
10.0 APPENDIXI: TaskIData _______ 7 I-1
11.0 APPENDIX II: Task II Data e 1I-1
12.0 APPENDIX III: Task IV Data_____ I1-1
13.0 APPENDIX IV: Function Definitions Jv-1
14.0 APPENDIX V: Crew Interfaces___ V-1
15.0 APPENDIX VI: Symbolics Environment___ | VI-1
16.0 APPENDIX VII: ICD VII-1
17.0 APPENDIX VIII: Breadboard Usage VIIL- |
. 180  APPENDIXIX: VCLRs | IX-1
TABLE OF CONTENTS

vi



Interim MCR-89-516

Final
TABLE OF CONTENTS Report February 1989
Page
19.0 APPENDIX X: SSM/PMAD Expository and Activity Plan X-1
20.0 APPENDIX XI: Fault and Symptom Matrix XI-1

TABLE OF CONTENTS

vii



Interim MCR-89-516
Final
FIGURES Report February 1989
Page
1.1.1-1 Automation Architecture Breakout 1-4
1.1.1-2 The SSM/PMAD Hardware Architecture Overview___1-4
1.1.1-3 User Access of System Functionality 1-5
1.1.2-1 Software to Hardware Allocation 1-7
1.1.3-1 SSM/PMAD System Initialization 1-7
1.1.3-2 SSM/PMAD Autonomous Mode Operation 1-8
1.1.3-3 SSM/PMAD Manual Mode Operation 1-9
2.1-1 SSM/PMAD Breadboard Diagram 2-2
2.1-2 LLP/Switchgear Hardware Diagram 2-5
2.3-1 SSM/PMAD Breadboard User Interfaces 2-9
5.2.1-1 SSM/PMAD Development Schedule 5-4
5.2.2.1-1 SSM/PMAD Automation Hardware Configuration______._5-6
5.2.2.2-1 SSM/PMAD Automation Software Configuration______5-8
5.2.3.1-1 SSM/PMAD System OVervVieW__..ooeoeeeeeeeeeeeeeseesrne 5-10
5.2.3.2-1 Transaction Format 5-13
5.2.3.4.1-1 Initialization Dataflow Part 1 5-47
5.2.34.1-2 Initialization Dataflow Part 2 5-48
5.2.3.4.1-3 Initialization Dataflow Part 3. 5-49
52.3.42-1  Normal Operation Dataflow, 5-50
5.2.3.4.3-1 Source Power Contingency Dataflow 5-51
5.2.3.4.3-2 Power System Contingency Dataflow 5-52
5.3.3-1 o The SSM/PMAD Opé;étiénal Flow 5-60
54.2.2-1 SSM/PMAD Breadboard Diagram 5-67
FIGURES

viii



Interim MCR-89-516
Final

FIGURES Report February 1989

Page
5.4.2.2-2 Symbolics Interface Processing Architecture ... 569
5.4.2.4.1-1 Contingency 1 5-73
5.4.2.4.1-2 Contingency 2 5-74
5.4.2.4.1-3 Contingency 3 5-75
5.4.3.1-1 Equipment Editor Screen 5-79
5.4.3.1-2 Equipment Editor Help Screen 5-80
5.4.3.2-1 Activity Editor Screen 5-81
5.4.3.2-2 Activity Editor Help Screen, 5-82
5.4.3.3-1 Scheduler Screen 5-83
5.4.3.3-2 Scheduler Help Screen 5-84
5.5.3-1 Front End Load Enable Scheduler Screen 5-87
5.5.3-2 Front End Load Enable Scheduler Help Screen,_..... 5-88
5.6.3-1 Load Priority List Management Screen 5-91
5.6.3-2 Load Priority List Management Help Screen 592
5.7.2.2.5-1 FRAMES Software Configuration 5-107
5.7.2.3-1 FRAMES User Interface 5-109
5.12.4.1-1 SSM/PMAD Communications Architecture 5-128
5.12.4.1-2 Breadboard Block Diagram 5-129
5.12.5.10.1-1 Test Plan Switch Configuration 5-149
15.1-1 Symbolics Interface Processing Architecture ... L VI-1
15.4-1 Example Symbolics Screen VI-10
15.4.1-1 Console Screen VI-12
15.4.1-2 Console Help Screen VI-13

FIGURES

ix



Interim MCR-89-516
Final

FIGURES Report February 1989
Page
15.4.2-1 FELES Screen VI-15
15.4.2-2 FELES Help Screen VI-16
15.4.3-1 LPLMS Screen VI-18
15.4.3-2 LPLMS Help Screen VI-19
15.4.4-1 Scheduler Screen VI-20
15.4.4-2 Scheduler Help Screen VI-21
15.4.5-1 Activity Editor Screen VI-22
15.4.5-2 Activity Editor Help Screen_______ VI-23
15.4.6-1 Equipment Editor Screen________ . VI-24
15.4.6-2 Equipment Editor Help Screen VI-25
15.4.7-1 Resource Manager Screen VI-27
15.4.7-2 Resource Manager Screen VI-28
15.4.7-3 Resource Manager Help Screen VI-29
15.4.8-1 Communications Screen VI-31
15.4.8-2 Communications Help Screen VI-32

FIGURES

X



Interim MCR-89-516

Final
TABLES Report February 1989
Page
5.3.2-1 Breadboard Functional Content 5-56
TABLES

xXi



Interim MCR-89-516

Final
ACRONYMS Report February 1989
AD Analog to Digital Conversion
AC Alternating Current
ACM/PMAD Automation of Common Module Power Management and Distribution
Al Artificial Intelligence
BLES Baseline Load Enable Schedule
CAC Communications Algorithmic Controller
CAS Communication and Algorithmic Software
CLOS Common Lisp Object System
DC Direct Current
ECLSS Environmental Control Life Support System
EMI Electro-Magnetic Interference
EPLD Erasable Programmable Logic Device
FELES Front End Load Enable Scheduler
FRAMES Fault Recovery and Management Expert System
GC Generic Controller
H/W Hardware
ICD Interface Control Document
JSC Johnson Space Center
KHz KiloHertz
KVA KiloVolt Amps
L-R Inductive-Resistive
LC Load Center
LES Load Enable Scheduler
LISP List Processing -
LLF Lowest Level Function
LLP Lowest Level Processor
LPL Load Priority List
LPLMS Load Priority List Management System
MMAG Martin Marietta Astronautics Group
MSFC Marshall Space Flight Center
NASA National Aeronautics and Space Administration
NDA Node Distribution Assembly

ACRONYMS

xii



ACRONYMS

Interim MCR-89-516
Final
Report February 1989

OMS
PCL
PCU
PDCU
PLES
PPDA
RBI
RCCB
RMS
RPC
SADP
SDA
ST

SIC
SPST
SSM
SSM/PMAD
SSS
S/W
TCP/TP
Ul
VCLR

Operational Management System

Portable Common Loops

Power Control Unit

Power Distribution Control Unit
Preliminary Load Enable Schedule

Primary Power Distribution Assembly
Remote Bus Isolator

Remote Control Circuit Breaker

Root Mean Square

Remote Power Controller

Systems Autonomy Demonstration Program
Subsystem Distributor Assembly

Symbolics Interface

Switchgear Interface Controller

Single Pole Single Throw

Space Station Module

Space Station Module Power Management and Distribution
Supervisor Subsystem Simulator

Software

Transport Control Protocol / Internet Protocol
User Interface

Visual Control Logic Representation

ACRONYMS

xiii






Interim . MCR-89-516
Final
INTRODUCTION Report February 1989

1.0 INTRODUCTION

This document reports on the Contract, NAS8-36433, and is in response to
the work which was performed in developing and delivering the automation software of the
Space Station Module Power Management And Distribution (SSM/PMAD) system. The
work was done by Martin Marietta Corporation, Denver Astronautics Group for the
National Aeronautics and Space Administration, George C. Marshall Space Flight Center,
in support of the Electrical Power Branch's development of an advanced automation
SSM/PMAD system test bed. The NASA Contracting Officer's Technical Representation
for the Contract is Mr. David J. Weeks. Martin Marietta is reporting on all Tasks included
within NAS8-36433. These consist of Task I, Task II, Task III, and Task I'V.

Task I - "Common Module Power Management and Distribution
(CM/PMAD) System Automation Plan Definition". This task forged an overall plan for
attacking the problem of automating the power system breadboard. Various power
hardware configurations were also analyzed as to performance and applicability to the
problem. This task was completed in July of 1986 and the Task I Report is included in this

document.

Task II - "Definition of Hardware and Software Elements of Automation".
This task defined the various knowledge based and deterministic algorithms to be used
within the SSM/PMAD. An overall implementation plan utilizing iterative refinement was
established for the SSM/PMAD software. This task was completed in August of 1987 and
the Task II Report is included in this document.

Task III - "Implementation/Verification of CM/PMAD Automation
Approach in MSFC Breadboard". This task consists of obtaining the SSM/PMAD
hardware, building the SSM/PMAD software, establishing and documenting operational
plans and procedures, and integrating system components. Delivery and support of
development components to NASA/MSFC were also performed within this task. Delivery
of the initial Task III system was completed in December of 1988 and support is presently
continuing. Task III is reported on in significant detail within Section 5.0 of this
document.

INTRODUCTION
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Task IV - "Definition and Development of the MSFC CM/PMAD
Breadboard Host Computer Environment”. This task examined the need for a central host
capability within the CM/PMAD. Requirements for such a machine were established and
re,corrrlgr’;é»n;ia'tions were mad'e.i ThlS tasrli( Wasrcompleted irnVOctobei' of 1985 and the Task
IV Report is included in Appendix III of this document.

The overall document is a history and description of the work performed in
defining, designing, and developing the SSM/PMAD breadboard, complete with software.
The hardware architecture is described along with its associated deterministic software
architecture, the Al systems architecture, and the methodology and process of the overall

system integration.

System development was performed on a Symbolics 3640 utilizing
ZetaLISP, a Xerox 1186 utilizing InterLISP D and the Common Lisp Object System
(CLOS), a Motorola VME/10 utilizing PASCAL and Assembly Language, and Motorola
107 board level processors utilizing PASCAL and Assembly Language. The system
delivery environment was the same as the that used in devélopment with the exceptioﬁ of

the Symbolics system which was a 3620 D.

INTRODUCTION
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1.1 Executive Overview

The purpose of this project is to automate a breadboard level Power
Management and Distribution (PMAD) system which possesses many functional
characteristics of a specified Space Station power system. The automation system was
built upon a 20 kHz ac! source with redundancy of the power buses. There are two
power distribution control units which furnish power to six load centers which in turn
enable load circuits based upon a system generated schedule. This report documents the
progress in building this specified autonomous system.

The resulting system possesses the capability to perform diagnosis
whenever a distribution fault is encountered. The system autonomously reconfigures its
operation during run-time to reschedule activities around the fault, rather than performing a
system halt. The system functionality is previewed in the subsections of this overview.

Automation of Space Station Common Module Power Management and
Distribution (SSM/PMAD) was accomplished by segmenting the complete task into the

following four independent tasks.
TaskI - Develop a detailed approach for PMAD automation.
Task IT - Define the software and hardware elements of automation.
Task IIT - Develop the automation system for the PMAD breadboard.
Task IV - Select an appropriate host processing environment.
Early planning activity (prior to 1985), by Mr. David J. Weeks of

NASA/MSFC, provided the capability to perform Task IV initially. This was done in
order to establish an appropriate platform upon which to build the system.

1.1.1 System Architecture

The result of the initial defining work was to separate items as needed into
hardware and software elements. Figure 1.1.1-1 shows the highest level breakout for the

two arecas.

INTRODUCTION
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SSM/PMAD

HARDWARE
Switchgear
Switch Control
Analog to Digital
Automation

SOFTWARE
Complex Functions (Al)
Conventional

- Control

Lowest Level

FIGURE 1.1.1-1 Automation Architecture Breakout

The SSM/PMAD breadboard hardware consists of two distinct elements:
the power control hardware through which current flows to power the target loads, and the
automation hardware which is made up of computers and process oriented circuit cards.

This is shown in Figure 1.1.1-2.

LLP

Al \
FUNCTIONS

AUTOMATION HARDWARE

SYMBOLICS 3620 D ] <ETHERNET

XEROX 1186

RS232

] MOTOROLA VME/10
ALGORITHMI N

RS422

331 COMMUNICATIONS

L} 705

COMMUNICATIONS

® ®© 06— P»UPTO 8 LLPS

-

107 PROCESSING

RS422

SWITCH INTERFACE CONTROLLER

® ANALOG TO DIGITAL DATA liz

GENERIC CONTROLLER :
EMOTE POWER CONTROLLER

POWER CONTROL
HARDWARE

POWER BUS
FROM SOURCE
TO LOADS

FIGURE 1.1.1-2

The SSM/PMAD Hardware Architecture Overview
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The power control hardware consists of analog and digital level hardware
units and is considered as part of the power system topology hardware. The automation
hardware is part of the automation system and provides the interface between the user, the
autonomous functions (FRAMES, FELES, LPLMS, and MAESTRO), the
Communications and Algorithmic Controller (CAC), the Lower Level Functions (LLFs)
that exist at the Lower Level Processors (LLPs), and the actual hardware control. This is
depicted in Figure 1.1.1-3.

AUTOMATION POWER
USER HARDWARE CONTROL

AUTOMATION HARDWARE
SOFTWARE y §
> FELES

LPIMS
MAESTRO

FRAMES
CAC
LLFs

vy

FIGURE 1.1.1-3 User Access of System Functionality

As can be seen in Figure 1.1.1-3, the SSM/PMAD is a multi-agent
distributed system. The distribution of software functions will be described in the next
section.

1.1.2 ntent and Distribution of Soff Functionali

The Front End Load Enable Scheduler (FELES) provides the user access to
the scheduling environment, MAESTRO, and handles returning information from
FRAMES. Whenever run-time rescheduling activities are required, FELES initiates
MAESTRO and LPLMS activity with the appropriate update information.

The Load Priority List Management System (LPLMS) handles initializing
and changing priorities of loads. Based upon heuristics, initial priorities for powered loads
will change with occurrence of various system events such as changing availability of

INTRODUCTION
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system power, passage of time, emergencies, and others. These priorities must be
managed and allocated in proper ways to assure dependable system performance,
preventing shedding of critical or higher priority loads, and LPLMS accomplishes this

needed function.

MAESTRO is a load scheduling function. It contains basic model
knowledge of the overall power system and the required heuristics to ensure correct
allocation of resources. The result of MAESTRO's work is the production of a Load
Enable Schedule (LES) to be carried out by the Lowest Level Processors (LLPs).

The Fault Recovery and Management Expert System (FRAMES) is the
backbone of the run-time environment for the LES. FRAMES diagnoses faults and
commands the overall system whenever faults or anomalies occur. FRAMES maintains the
system status and provides the autonomous run-time user-interface. FRAMES understands
the function and roles of all the operating agents within the SSM/PMAD. In total,
FRAMES functions as a watch-dog over the entire power distribution environment and
assumes management for the environment whenever faults or anomalies are detected.

The CAC is the central communication facility for tying the higher level
automation hardware and the LLPs together. The various functions which exist on the
CAC are bundled to form the Communications and Algorithmic Software (CAS). The
primary responsibilities of the CAS are to sort and deliver the LES into its appropriate
subcomponent representations for execution by the LLPs, and to stage and deliver data
between the Xerox and the LLPs. It also contains the manual mode operations interface.

The Lower Level Functions (LLFs) perform algorithmic management of the
LES. They also contain a lower level segment of the FRAMES diagnosis activity which

provides rapid limit checking and initial levels of fault condition pattern matching.

The allocation of these software entities to the appropriate hardware is

shown in Figure 1.1.2-1.
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XEROX MOTOROLA

SYMBOLICS 3620 D 1186 VME/10 LLPs (8)
LLFs M)

FELES
LLFs [

8

LPLMS <@®| FRAMES |€®1 CAS LLFs H
MAESTRO LLFs [
— |

FIGURE 1.1.2-1 Software to Hardware Allocation
1.1.3 D Functionali

SSM/PMAD system capability, resulting from the architecture, allocation,
and design of the previously described entities, achieves the goals which were originally set
out. The system activities therefore, rest on three basic operations.

First, the system must be initialized by the breadboard user. This operation
is depicted in Figure 1.1.3-1.

( USER )
Symbolics Xerox Motorola
3620 D 1186 VME/10

Step A: The user initiates system initialization

Step B: The schedule and priority list is downloaded
as needed (initialization or update).

Symbolics '
3620 D

The initial schedule events and priority lists
are sent to FRAMES from MAESTRO & LPLMS
2. The schedules and priorities are transmitted complete
to the CAC.
3. The CAC distributes schedules appropriately to the LLPs.

FIGURE 1.1.3-1 SSM/PMAD System Initialization

INTRODUCTION
1-7



Interim MCR-89-516
Final
INTRODUCTION Report February 1989

Initialization provides the needed system synchronization to achieve start-up
conditions. For instance, some notion of an initial set of loads with specified priorities
must exist for the system to start. However, the schedule is produced automatically, giving
the breadboard operator relief from extensive planning activities.

After system initialization, the SSM/PMAD system can attain two levels or

modes of operation. These are autonomous mode and manual mode.

The autonomous mode operation engages all hardware and software
entities. If a fault occurs in this mode, a series of autonomous activities take place,
performing diagnosis, rescheduling, and reconfiguration operations without operator
intervention. The actions of the autonomous mode operation are shown in Figure 1.1.3-2.

Autonomous process and information flow.

Symbolics Xerox Motorola
3620 D 1186 VME/I0

MAESTRO & FRAMES CAC Communications Switch Management
LPLMS Updates Monitoring Control & Control

1, The LLPs send up available switch state information.

2. The CAC buffers information to FRAMES.

3. FRAMES sends fault and utilization information to FELES.

4. FRAMES requests further information or switch commanding in the

event of a known or suspected fault (performing diagnosis).
5. The CAC distributes commands, schedu]es, prlonty llsts, and upper level
_requests to ﬂle apprOprlate LLPs

Note: Actlons 4 & 5 take place only when the Xerox needs mformatlon
Action 6 occurs only if a new contingency schedule or update
priority list is available.

FIGURE 1.1.3-2 SSM/PMAD Autonomous Mode Operation
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Manual mode operation allows the user to seize total control of the
breadboard. When this happens, all higher level Al functions cease operation within the
system. This activity is shown in Figure 1.1.3-3.

) Motorola
VME/10

1. User requests switch commanding or data.

2. The CAC distributes the commands and requests to the LLPs.
3. The LLPs send up available switch state information.

4. The user requested information is presented.

FIGURE 1.1.3-3 SSM/PMAD Manual Mode Operation

1.1.4 Recap

In achieving system success, the SSM/PMAD was developed by defining
achievable tasks (I through IV) and by performing the crucial initial planning activities
which provided allocation of goals.

Martin Marietta has now delivered an initial working SSM/PMAD to
NASA/MSFC and is continuing work to provide follow-on capabilities in a natural growth
path for the overall system. Changes have been identified which make this growth
possible. Please refer to "What's Next" in the Summary Section of this document fora
listing of suggested changes.

Operation of the current system provides for both manual and autonomous
level activities. Under autonomous conditions, the operator may simply observe the
system following initialization. The user-interfaces are always available to query. Under
manual conditions, the operator possesses sole responsibility for system activities as the Al
systems have been removed from operational execution.

1 On December 14, 1988 a NASA Change Request specifying 120 V dc source power was
put into effect.

INTRODUCTION
1-9






Interim MCR-89-516
Final
BREADBOARD Report February 1989

2.0 BREADBOARD
The breadboard used in the SSM/PMAD system consists of two parts.

1) The power hardware and switchgear,
2) The automation and control.

The power hardware and switchgear part was supplied under another
contract, NAS8-36583, and will be reported on in a separate final report, report number
MCR-89-524. This report will focus almost exclusively upon the automation and control
portion of the breadboard, which is known as the Automation of the Space Station
Common Module Power Management and Distribution system, or simply the SSM/PMAD.
Descriptive detail of the hardware will be provided here for the sake of clarity. All
components discussed in this chapter are described from an introductory viewpoint. More
detailed descriptions are provided in later sections of this document.

Breadboard design for the SSM/PMAD automation and control contained
both hardware and software. The architecture for the system focuses on hardware
modularization within a functional decomposition view. That is to say, hardware
processors within the SSM/PMAD do not share tasks. Each stands independently. The
software and algorithms however, are not so clearly segrégaitcd. For instance, a schedule
request from the user interface is routed through at least four hardware processing
environments before it is completed. As well, diagnosis activities within the system utilize
the services of more than one computational and control engine before completion.
Therefore, the system (breadboard ) will be described from three different views.

2.1 The Hardware View

In Figure 2.1-1 the hardware for the SSM/PMAD is shown along with the
component interconnections. Functionally, the hardware components from the top down
are as follows:

BREADBOARD
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D A Symbolics 3620D computer utilizing Symbolics'
ZetalLISP computer language;

2) A Xerox 1186 computer utilizing InterLISP D and
Common Lisp Object System (CLOS) languages;

3) A Motorola VME/10 computer utilizing Pascal and
Assembler languages;

4) Motorola 107 (68010) board level processors at the LLPs
utilizing Pascal and Assembler languages.

Communication occurs as a rank ordered hierarchy with each level
communicating up only one level and down only one level. This means communications
from the Symbolics 3620 D only takes place to the Xerox 1186. In turn, the Xerox 1186
communicates to the Symbolics 3620 D going up and down only to the Motorola VME/10.
The Motorola VME/10 communicates up to the Xerox 1186 and down to the Lower Level
Processors (LLPs). The LLPs communicate up to the Motorola VME/10 and down to the
Switch Interface Controllers (SICs). The SICs belong to the hardware contract for the
SSM/PMAD, so the final report for that contract should be referenced for further detail.
The rank ordering for the communications hierarchy may appear to be violated if the user
interfaces at the Symbolics 3620 D, Xerox 1186, and Motorola VME/10 are considered as
a level of communications activity. However, the system was defined as an automated
system. And, using that definition, only one user interface is needed at run-time, that being
the one at the Symbolics 3620 D.

Commands and data are passed back and forth among the various hardware
components as needed. Whenever a schedule is passed down (the passage transcends the
four levels of the Symbolics 3620 D, the Xerox 1186, the Motorola VME/10, and finally,
the LLP) it is made available to the appropriate LLPs for execution. In tumn, whenever
relevant data are available from the LLPs, the necessary hardware entity (the Motorola
VME/10) is selected for receipt of the data, so that it in turn can make the data available to
the Xerox 1186, and if needed, appropriate data are then sent on to the Symbolics 3620 D.
This up and down transfer of data provides the components at each level with the
information necessary for their operation.

BREADBOARD
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In addition, the LLPs command and receive information from the
switchgear. The LLP may request data from the SIC card regarding the status of switches
and sensors. Furthermore, the LLP may command the SIC to open or close any switch.
Upon receiving a command from the LLP, the SIC determines where it must send or
acquire data to fulfill the request. If the SIC must command a switch on or off, the
appropriate Generic Controller (GC) card is so informed and the command is executed. If
the SIC requires data from a switch, the appropriate GC card's enable line is asserted so it
may send data. If the SIC requires data from the sensors, it accesses the Analog to Digital
card directly and acquires the digitized sensor words. When the SIC finishes processing
the LLP command, it issues a response. This hardware architecture is summarized in
Figure 2.1-2.
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Figure 2.1-2 LLP/Switchgear Hardware Diagram
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2.2 The Software View

The software view is functionally composed of:

1) A scheduling mechanism, MAESTRO;

2) A front end to the scheduling mechanism, FELES;

3) A load priority management function, LPLMS;

4) A fault management and recovery system, FRAMES;

5) Centralized communications and data management algorithms, CAC;
6) Lower level processing, control, and management functions, LLPs.

The functionality of the software spreads out over various elements of the
hardware as needed. For example, the FRAMES may request information about voltage or
current being used by a particular load at a particular load center, see Figure 2.1-1.
Functionally, this request would utilize algorithms located on each computer (e.g., Xerox
1186, CAC and LLP) necessary to complete the request.

The FELES (FELES will be considered to ‘contain MAESTRO as a foreign
operaung element necessary to complete the scheduling task for the system user) receives
7 1nfqr{nilgpg about loads and initial priorities as supplied from a system user. This task
performs the necessary front end operations to the scheduler for the user and constructs the
necessary schedules for use by the lower level functions. The FELES (with MAESTRO)
exists solely on the Symbolics 3620 D computer.

The LPLMS constructs, malntams and managcs the load priority list. The
LPLMS exists solely on the Symbolics 3620 D computer.

~ The FRAMES performs fault monitoring, fault recovery, and fault
management and is an automated process leading to an overall autonomous power
management system. The functions of the FRAMES are situated mainly within the Xerox

1186 comphter, but some of its elements do exist in each LLP.

BREADBOARD
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The CAC performs communications control and data handling and
packaging. Its functions exist primarily at the Motorola VME/10 with some functional

elements occurring in the LLPs.

The LLPs contain elements of FRAMES and Motorola VME/10 algorithmic
functionality, as well as performing lower level data management and schedule control.
LLP defined algorithms exist totally within each LLP.

Each software entity utilizes a specific database(s). The databases exist at
the same hardware location with the software entity. In cases where data are to be shared,
the software passes that data through a list or other appropriate data structure.

2.3 The User's View

Figure 2.3-1 reflects locations where users interface to the SSM/PMAD.
Various activities occur at each of the locations and are representative of the software
entities which exist there. During periods of typical system execution, the user's view of

the system is:

1) The user-interface at the Symbolics 3620 D provides a facility for data
input and scheduling activities, as well as an interrogation mechanism
into the Symbolics 3620 D. The user-interface mechanisms on the
Symbeolics 3620 D consist of an alpha-numeric keyboard, a mouse, and
screen displays of icons, multi-level menus, text, and graphics.

2) The user-interface at the Xerox 1186 provides the facility to interrogate
FRAMES and to request specific hardware component information.
The user-interface mechanisms on the Xerox 1186 are similar to those
of the Symbolics 3620 D and consist of an alpha-numeric keyboard, a
mouse, and screen displays of icons, multi-level menus, text, and

graphics.

BREADBOARD
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3) The user-interface at the Motorola VME/10 provides manual intervention
into the system. The user-interface mechanisms provided at the
Motorola VME/10 are an alpha-numeric keyboard and screen displays of

single-level text menus and text.

All user interfaces are required to start the system and to load all appropriate
software at system initialization time. Multi-level menus are item selection structures
(usually choices are selected via use of a mouse) which can be linked. For example,
selection of an icon or menu item by a user causes another menu to appear on the screen
from which a selection must be made to complete the user action. This differs from a
single-level menu action where the system displays a menu to obtain data via user
interrogation on a menu by menu basis. Single-level menus generally require a single
alpha-numeric character input which is read from either the keyboard or screen.

BREADBOARD
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3.0 TASK I

Task I for the SSM/PMAD was completed in July of 1986. The
fundamental activity of Task I was to review the overall process needed to implement an
autonomous power system, given the Government provided candidate network topologies,
and to define the primary functions needed to provide autonomy of the power system. As
well, function partitioning was performed leading to the candidate architecture which was

chosen for implementation.

The SSM/PMAD implementation came about as a result of the groundwork
performed in Task I. The function partitioning of Task 1 led to the separation of activities
into those of a knowledge based variety and those of a deterministic variety. This provided
the basis which was later used in defining and allocating the individual functions
FRAMES, FELES, LPLMS, the CAC, and the LLPs.

Review of the Government provided candidate network topologies
established the appropriate type of hardware system architecture for control and
automation. This, coupled with the appropriate functional decomposition, provided
automation hardware selection criteria given that the study for the host computer had been
completed in Task IV.

Detailed results of Task I are provided in the Task I Study Report, included
as Appendix I within this document.
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4.0 TASKII

Task II for the SSM/PMAD was completed in August of 1987. The
fundamental activity of Task II was to define software and hardware for the automation
system of the SSM/PMAD, given the results of Task I.

The approach to SSM/PMAD automation was defined in Task IL
Knowledge base studies were performed and functional decomposition for the deterministic
software defined in Task I was initialized. Also, the LISP computer language was chosen
for use in developing the SSM/PMAD automation software within the knowledge based
activities, while PASCAL was chosen for the host computer.

The hierarchically arranged distributed SSM/PMAD data handling and
control system was realized by allocating knowledge based activities to the top layers and
deterministic processing to the lower levels.

Some nomenclature has changed since the Task II report. In particular, the
primary power distribution assembly (PPDA) is now called the power distribution control
unit (PDCU).

The Task 1I Study Report suggested the use of Causal Reasoning as a
primary Al technique used to develop the Al components of the SSM/PMAD. In-line
coding of rules was chosen at implementation time during Task III. The reasons were
subtle and hidden at the time of the Task II study. In summary, the reasons that causal
reasoning has not yet been implemented are 1) a causal model for a developing hardware
system usually does not exist at a reasonably high hierarchical component level; 2)
performance for a theoretical causal reasoning system is not as yet measurable or
predictable; and 3) expert rules at an initial level work well enough to provide system
diagnosis within FRAMES. Causal reasoning should, however, be further investigated
and used whenever data about the basic system behavior and performance have been
accumulated. '

TASK II
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Detailed results of Task II are provided in the Task II Study Report,
included as Appendix II within this document.
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5.0 TASK III

The Task III initial automation system for the SSM/PMAD was delivered to
NASA/MSFEC by Martin Marietta in December of 1988. The following sections and
subsections describe the hardware and software that make up that system.

5.1 Task ITI Introduction

The purpose of Task III is to define, design, develop, integrate, test,
document, and deliver the automation components necessary for initial automation of the
SSM/PMAD system. Also, Martin Marietta is performing on-site support of the
SSM/PMAD to NASA/MSFC, in particular, to personnel of the Electrical Division's Power
Branch in the Information and Electronics Systems Laboratory at NASA/MSFC.
NASA/MSFC personnel participated heavily in providing requirements and system level
definition, especially in relation to the SSM/PMAD system level activities and definition
related to the Space Station Freedom.

Task III reporting includes the areas of:

Power automation breadboard configuration

Theory of the breadboard operation

Resource scheduling

The Front End Load Enable Scheduler (FELES)

The Load Priority List Management System (LPLMS)

The Fault Recovery and Management Expert System (FRAMES)
Power distribution management

Breadboard timing considerations

+

Manual override capabilities

A test plan
A breadboard usage plan (included in Appendix VIII within this
document).

TASK III
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It is important to note a caveat concerning the use of the word

contmgency within the context of this document. In the development of the SSM/PMAD
the ability to handle fault conditions as Ehey occurred was paramount. If contingencies
were handled by a preplanned activity, then all possible contingencies would be explicitly
understood prior to system run-time, and the executed activities would simply be handled
through a massive table look-up. In order to achieve a viable success within the
SSM/PMAD, contingencies are instead handled by knowledge processing activities which
occur at system run-time. Therefore the handling of fortuitous events in the form of
symptoms occurs whenever a fault occurs, and the state of the system is maintained as it

changes rather than as a predetermined plan.
5.2 Overall Breadboard Configuration

The overall breadboard configuration is described in the following sections.
A development chronology will be described, showing a schedule of activities which led to
the present system; the present configuration will be shown, the functional interfaces and
dataflows for the software will be discussed, and the grounding scheme used for the
hardware will also be described.

5.2.1 Development Chronolo

A synopsis of the development of the SSM/PMAD breadboard with respect
to time requires an understanding of when the defined tasks were performed. These were:

1) TASK IV - October 1985 - Host computer selection
2) TASK - July 1986 - CM/PMAD function definition
3) TASKII - August 1987 - Automatlon H/W & S/W definition

4) TASKIII - December 1988 - Initial automation system.

TASK III
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The overall approach to task development and completion was that of a
cascading effort with each preceding task supplying impetus to a following task. This
provided a natural flow for the overall planning and development activity and proved to be

manageable.

An overall schedule of activities is shown in Figure 5.2.1-1. The schedule
provides breakdowns by task and also gives individual element relations to the Contract's
Work Breakdown Structure. Also shown is Martin Marietta's continuing work and
development for the SSM/PMAD in the 1989 calendar year.

TASK III
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5.2.2 Present Configuration

The SSM/PMAD automation system consists of two distinct segments.
First, the computer hardware forms the computational engine segment. This is necessary
for the second but distinct segment, the automation software. These two segments
combine to form the facility for the system autonomy.

5.2.2.1 The Hardware Configuration

In describing the system hardware, it is important to note two points of
interest. First, there are many individual computational engines making up the
SSM/PMAD; and second, more than one type of communications interface is used.
Various computer hardware components can be seen in Figure 5.2.2.1-1. Overall, the
automation system hardware architecture is comprised of three levels. The top level is
shared by the Symbolics 3620 D and the Xerox 1186. The middle level is occupied by the
Motorola VME/10. And processing at the lower level is performed on Motorola 107 board
level processors. There is an Ethernet connection between the Symbolics 3620 D and the
Xerox 1186. The Xerox 1186 also is connected to the Motorola VME/10 via an RS 232
link. The Motorola VME/10 communicates to the lowest level processors (LLPs), and they
in turn communicate to the switch interface controllers (SICs), both via an RS 422
interconnection. The LLPs provide control for either a power distribution control unit
(PDCU) or a load center (LC). All requests for data originating at an LLP are routed to a
SIC for completion.

TASK IIT
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Figure 5.2.2.1-1 SSM/PMAD Automation Hardware Configuration
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5.2.2.2 The Software Configuration

The software architecture, as can be seen in Figure 5.2.2.2-1, exists in a
similar manner and represents the software part of the breadboard configuration. A
scheduling example is used to describe the flow which is utilized within this configuration.
Scheduling is accomplished using the FELES on the Symbolics 3620 D. The resultant
schedule is passed along to the FRAMES at the Xerox 1186, which copies needed
information from the schedule into its database. The schedule is passed intact to the CAC
at the Motorola VME/10. The CAC then processes the schedule for inclusion by the lower
level functions on the LLPs. The appropriate schedule segments are then sent to the
respective LLPs and the system is ready to begin schedule execution. Data are then passed
among the various software components on an as-needed basis. This provides strong
partitioning to isolate needed knowledge base functions from deterministic functions.

As can be seen, some of the fault recovery and management functionality
was isolated within a deterministic partition. This partition was attached to the lower level
functions implemented in the LLPs and is known as the FRAMES lower level. This is an
innovative approach within Artificial Intelligence (AI) development. The configuration
strives for solution of the high level problem of power system automation rather than the
more mundane approach of trying to define a simple problem domain which can be solved
by a single expert system.

TASK III
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Figure 5.2.2.2-1 SSM/PMAD Automation Software Configuration
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5.2.3 Functional Interfaces and Dataflow

This section of the report describes the functional interfaces between the
logical modules of the automation software of SSM/PMAD. The first part gives a
schematic overview of the logical modules and their overall responsibilities. The next two
sections describe the specific data that flows between the logical modules, the transactions,
and the LLP/SIC Interface Control Document, respectively. The last section describes the
system-wide dataflows of SSM/PMAD.

5.2.3.1 Overview

Figure 5.2.3.1-1 gives a broad overview of the relationships between the
logical modules of the automation software. The software residing on the Symbolics 3620
D, specifically, FELES, LPLMS, and MAESTRO are somewhat woven together via the
Controller. FELES, LPLLMS, and MAESTRO all use data from the same database of
activities and equipment in order to perform their functions. For this reason it is not
possible to completely breakdown the interfaces between these three modules. Rather, it is
the Controller's responsibility to see that the processes on the Symbolics 3620 D operate
cooperatively with one another.

TASK III
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: RPCs

GCs

Switchgear

Figure 5.2.3.1-1 SSM/PMAD System Overview

5.2.3.1.1 The Controller

The Controller is responsible for maintaining the correct system state with
respect to the processes residing on the Symbolics 3620 D. The Controller has a specific
state transition network (described in the appendix) that it traverses. It controls execution
of FELES, LPLMS, and MAESTRO, passing élong any transactions directed toward them.
In some sense, it also maﬁages interaction of the user at the user interface, enabling and
disabling some functionality. For example, during normal operation of the system the user

TASK I
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is not allowed to create a new schedule. The Controller also manages contingencies so that
MAESTRO, FELES, and LPLMS can respond correctly to contingency situations.

5.23.1.2 MAESTR

MAESTRO, the scheduler, is responsible for taking a set of activities and a
model of the power system network, and producing an efficient schedule for the activities.
MAESTRO makes use of the loads and activities databases residing on the Symbolics 3620
D, as well as a model of the power system network to generate a schedule. MAESTRO is a
complex scheduling system and has many capabilities which are discussed in detail in the
section on resource scheduling (5.4).

5.2.3.1.3 Front End Load Enable Scheduler

The responsibility of FELES is to process and send the schedule generated
by MAESTRO to FRAMES and the CAC. FELES partitions the schedule into 30 minute
blocks and translates the scheduled information into RPC commands for FRAMES and the
CAC. In addition to a simple translation, FELES makes use of the activities database to
determine load parameters including power consumption, whether the load may be
switched to redundant, whether the load is testable and may be interrupted or not, and the
maximum and minimum current the load can draw. FELES is discussed in more detail in
section 5.5.

TASKIII
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5.2.3.1.4 Load Priority List Management System

The LPLMS is responsible for maintaining and transmitting a load priority
list to FRAMES and the CAC. The load priority list is used to keep track of the priorities
of loads (RPCs in the case of FRAMES and the CAC). This list is used by the LLPs in the
event contingency situations require load shedding. The loads with the least priority are
always shed first. This prevents the shedding of critical loads within the overall system.
Priorities for loads are computed dynamically and take into account criticality of loads.
LPLMS is discussed in more detail in section 5.6.

5.2.3.1.5 Fault Recovery and Management Expert System

The responsibility of FRAMES is the management and diagnosis of faults.
The initial management of faults, keeping the power system safe, etc., is done by the lower
level FRAMES functions within the LLP software, and by circuit breaker hardware units.
The diagnosis function of FRAMES is performed on the Xerox 1186 and is implemented in
an knowledge base system fashion. FRAMES mesi’ntains a model of the power system
network, indicating what RPCs should be turned on and what RPCs are actually on. When
FRAMES receives contingency information from the LLPs, it proceeds to isolate the fault
and make a diagnosis as to what has occurred. This information is then communicated
back to the Symbolics 3620 D for recovery of the schedule.

5.2.3.1.6 ommunications and Algorithmic Controller

The CAC is responsible for processing communications between the LLPs
and FRAMES. Schedules sent down from the Symbolics 3620 D are partitioned here and
sent to the respective LC and PDCU LLPs. Data from LLPs are collected and passed on up
to FRAMES.

TASK III
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5.2.3.1.7 Lowest Level Processors

The LLPs are responsible for executing scheduled RPC commands and
responding to exception conditions intelligently. The LLPs maintain individual command
lists and load priority lists. They support data compression and reporting software,
command execution, load shed execution, and condition execution software. They also
execute automatic switch control and verify configuration and limit allocations.

5.2.3.1.8 The Switchgear

The switchgear includes the hardware for both RPCs and data collection and
commands from and to RPCs. For purposes of describing the functional interfaces of the
automation software the various hardware is viewed as one component: switchgear. The
interface between the switchgear and the LLPs is described in an interface control document
and in the last part of this section on the functional interfaces.

5.2.3.2 Transactions

A transaction consists of the parts as shown in Figure 5.2.3.2-1. The
message block is the actual data of each transaction. All the transactions are defined in the
following subsections.

Message Start x  Start of message indicator
Control-A (ascii 1)

Destination x  Address of unit where message is being sent
Source x  Address of unit sending the message
Message Type p  Type of message

Message Block ?  Contains message data bytes

The format of this varies with each
message type

Message End x  End of message indicator
CR (ascii 13)

Figure 5.2.3.2-1 Transaction Format
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5.2.3.2.1 Time Transaction
Type 01
Source FELES
Destination CAC, FRAMES
Description TIME provides the timing parameters for time synchronization of the
breadboard software components. FELES will distribute this to the CAC and
FRAMES. Now represents the current time. Start of Mission provides an
actual calendar/clock time from which to base all scheduling offsets.
It corresponds to mission time 00:00:00 (dd:hh:mm). All time based schedule
data will be represented as minutes offset from the Start of Mission.
FIELD LENGTH FORMAT DESCRIPTION
Now Month 2 numeric Calendar/clock month
Now Day 2 numeric Calendar/clock day
Now Year 2 numeric Calendar/clock year
Now Hour 2 numeric Calendar/clock hour
Now Minute 2 numeric Calendar/clock minute
Now Second 2 nurmeric Calendar/clock second
SOM Month 2 numeric Start of Mission month
SOM Day 2 numeric Start of Mission day
SOM Year 2 numeric Start of Mission year
SOM Hour 2 TIImeric Start of Mission hour
SOM Minute 2 numeric Start of Mission minute
SOM Second 2 numeric Start of mission second
5.2.3.2.2 Event List Transaction
Type 02
Source FELES
Destination CAC, FRAMES
Description FELES will distribute the events for the load enable schedule to
the CAC and FRAMES for operation of the breadboard.
FIELD LENGTH FORMAT DESCRIPTION
Effecuve Time 6 numeric Effective ume of the event hist
Number of Events 2 packed79 Number of evenis
EVENT 29 - GROUP AN EVENT DESCRIPTOR
Time of Event 6 numeri Time event is to be initiated
Compénént’ 3 " alphanumeric 1d of the component
Event 1 alphanumeric F-off, N-on, C-change
Max Power 5 numeric watts (0-99999)
Permission to Test 1 alphanumeric Y-yes, N-no
Redundancy 1 “alphanumeric Y-yes, N-no
Switch to Redundant 1 alphanumeric Y-yes, N-no
Max Current 3 numeric dAmps (0-999)
Min Current 3 numeric dAmps (0-999)
Min Power 5 numeric watts (0-99999)
TASK 111
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5.23.23 Load Priority List Transaction

Type 03

Source FELES

Destination CAC, FRAMES o

Description Whenever a new load priority list is created, FELES will distribute

the list to FRAMES and the CAC.

FIELD LENGTH FORMAT DESCRIPTION

Effecuve Time 6 numeric Eftective time of the priority list

Number of Components 2 packed79 Number of components

Component 3 alphanumeric 1d of the component
5.23.24 Component Switch to Redundant Transaction

Type 06

Source FRAMES

Destination FELES

Description A transaction indicating those RPCs whose loads switched to redundant

power supply.

FIELD LENGTH FORMAT DESCRIPTION

Number of Redundants 2 packed/9 Number of Redundant specs

SWITCH TOREDUNDANT 9 GROUP COMPONENT SWITCH TO REDUNDANTS

Component 3 numeric 1d of the component
Time of switch 6 numeric Time switch is to be initiated

5.2.3.25 Loads Shed Transaction

Type 07

Source FRAMES

Destination FELES

Description FRAMES will notify the FELES anytime loads are shed, so that
appropriate scheduling decisions may be made.

FIELD LENGTH FORMAT DESCRIPTION
Number of Sheds 2 packed /9 Number of load shed specs
LOAD SHED 9 GROUP LOAD SHED DESCRIPTOR
Component 3 numeric Id of the component
Time of switch 6 numeric Time the shed was initiated
TASK IIT
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5.2.3.2.6 Contingency Event List Transaction

Type 08

Source FELES

Destination CAC, FRAMES

Description When FELES has completed its reaction 10 a contingency situation, CAC and

FRAMES will be notified of the new load enable schedule as well as what state
the power system components should be in in order 1o successfully execute the
new set of events. All state entries will be listed before all event entries,

both state and event entries have the same format, the key difference being all
"time of state”s are filled with zeros.

FIELD LENGTH FORMAT DESCRIPTION

Effective Time 6 numeric Effecitve time of the contingency event st

Number of States/Events 2 packed79 Number of states and events

STATE 29 GROUP A CONTINGENCY STATE DESCRIPTOR
Time of Siate 6 nmmeric Always 000000
Component 3 alphanumeric Id of the component
Event 1 alphanumeric F-off, N-on, C-change
Max Power 5 numeric watts (0-99999)

Permission to Test 1 alphanumeric Y-yes, N-no
Redundancy 1 alphanumeric Y-yes, N-no
Switch to Redundant 1 alphanumeric Y-yes, N-no
Max Current 3 numeric dAmps (0-999)
Min Current 3 numeric dAmps (0-999)
Min Power 5 numeric watts (0-99999)

EVENT 29 GROUP AN EVENT DESCRIPTOR
Time of Event 6 numeric Time event is to be initiated
Component 3 alphanumeric Id of the component
Event 1 alphanumeric F-off, N-on, C-change
Max Power 5 numeric watts (0-99999)

Permission to Test 1 alphanumeric Y-yes, N-no

Redundancy 1 alphanumeric Y-yes, N-no

Switch to Redundant 1 alphanumeric Y-yes, N-no

Max Current 3 numeric dAmps (0-999)

Min Current 3 numeric dAmps (0-999)

Min Power 5 numeric watts (0-99999)
5.2.3.2.7 Component Qut of Service Transaction

Type 09

Source FRAMES o

Destination. FELES ez

Description  'Whenever a component is known 1o be out of service FRAMES will
notify FELES so that appropriate scheduling decisions may be made.

FIELD LENGTH FORMAT DESCRIPTION
im[\ba of WSqrr'ylces 7 2 packed9 Number of out of service entries_
OUT OF SERV ICE 15 GROUP COMPONENT OUT OF SERVICE DESCRIPTOR
Con'\por!em 3 alphanumeric Id of the component
Begin Time 6 numeric Beginning time the component is out of service
End Time 6 numeric Ending time the component is out of service
TASK III
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5.2.3.2.8 Actual Power Utilization Transaction
Type 10
Source FRAMES
Destination FELES
Description  In order to report/graph actual power utilization of components vs, available
and/or scheduled power FRAMES must notify FELES of those measurements.
FIELD LENGTH FORMAT DESCRIPTION
BusA start time 6 numeric Beginning time for BusA utilization
BusA end time 6 numeric Ending time for BusA utilization
Number of Utilizations 2 packed79 Number of component utilization entries
UTILIZATION 8 GROUP COMPONENT UTILIZATION
Component 3 alpharumeric Id of the component
Power Utilization 5 numeric watts (0-99999)
BusB start time 6 numeric Beginning time for BusB utilization
BusB end time 6 numeric Ending time for BusB utilization
Number of Utilizations 2 packed?79 Number of component utilization entries
UTILIZATION 8 GROUP COMPONENT UTILIZATION
Component 3 alphanumeric Id of the component
Power Utilization 5 numeric watts (0-99999)
5.2.3.29 Ready? Transaction
Type 11
Source FELES
Destination CAC, FRAMES o
Description READY? is send by FELES to tell FRAMES and the CAC to ml'u'all_u t'md be
prepared for the initial EVENTS and PRIORITIES, when the initialization has
occured CAC and FRAMES will notify FELES with the delarative 'm READY! message.
FIELD LENGTH FORMAT DESCRIPTION
Ready? 1 alphanumeric 7 - are your ready?, initialize
5.2.3.2.10  Ready! Transaction

Type 12

Source CAC,FRAMES

Destination FELES

Description The declarativ message READY! is sent by FRAMES and the CAC to the FELES
as a notification that they are ready to receive the inital EVENTS and PRIORITIES.

FIELD LENGTH FORMAT DESCRIPTION
Ready 1 alphanumeric Y - yes
TASK TII
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5.2.3.2.11

5.2.3.2.12

5.2.3.2.13

Initialized Transaction

Type 13

Source CAC,FRAMES

Destination FELES .

After receiving the initial EVENTS and PRIORITIES, FRAMES and the CAC send this message

Description
1o the FELES, this notifies FELES that the other breadboard computer system components
are ready for operation.

FIELD LENGTH FORMAT DESCRIPTION

Inualized 1 alphanumernc Y - yes, I've recetved initial EVENTS

and PRIORITIES

Source Power Change Transaction

Type 14

Source FELES

Destination CAC, FRAMES

Description The SOURCE POWER CHANGE is a simulated space station message, i.e. someone/thing of
authority has notified the module that there will be change in the availability of

power to the module. -
FIELD LENGTH FORMAT DESCRIPTION )
Start ime 6 - numeric Starting time of the specified available power
End time 6 numeric Ending time of the specified available power
Power 5 nurmeric watts (0-99999, 25000 max)

Contingency Start Transaction

Type 15

Source FRAMES

Destination FELES o . . e L

Description  An anomolous condition has been recognized in the power system, FRAMES is
working the situation and tells FELES so. Any transactions received by FELES
between the CONTINGENCY-START and CONTINGENCY-END messages are considered
pertinent information to the contingency situation.

FIELD LENGTH FORMAT DESCRIPTION

Contingency time [ numeric Start time of the contingency situation
TASK III
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5.2.3.2.14  Contingency End Transaction
Type 16
Source FRAMES
Destination FELES
Description The contingency situation has been handled by FRAMES and all pertinent information
has been sent to FELES, FELES should now handle implications 1o the schedule.
FIELD LENGTH FORMAT DESCRIPTION
Contingency time 6 numeric End time of the contingency situation
5.2.3.2.15  LLP Availability Transaction
Type 40
Source CAC
Destination FRAMES
Description  Inform Frames of the availability of LLPs.
FIELD LENGTH FORMAT DESCRIPTION
Unavailable LLPs 1 byte 1d of unavailable LLP (A-H)
5.2.3.2.16  Fault Event List Transaction

Type 17
Source FRAMES
Destination CAC

Description FRAMES must be able to command tripped switches at the CAC level to complete
its analysis of a contingency situation. Since this direct command capability
is executed immediately, time of event is not necessary, the order of the

events is important though.

FIELD LENGTH FORMAT DESCRIPTION
Number of Opens 2 NUMmeric Number of opens
Number of Flips 2 numeric Number of flips
Number of Closes 2 numeric Number of closes
Number of States/Events 2 packed79 Number of states and events
EVENT 29 GROUP AN EVENT DESCRIPTOR
Time of Event 6 numeric Always 00000 (not used)
Component 3 alphanumeric Id of the component
Event 1 alphanumeric F-off, N-on, C-change
Max Power 5 numeric watts (0-99999)
Permission to Test 1 alphanumeric Y-yes, N-no
Redundancy 1 alphanumeric Y-yes, N-no
Switch to Redundant 1 alphanumeric Y-yes, N-no
Max Current 3 numeric dAmps (0-999)
Min Current 3 numeric dAmps (0-999)
Min Power 5 numeric watts (0-99999)
TASK III
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5.2.3.2.17

5.2.3.2.18

Switch Positions Transaction

Type 42 .
Source LLP .

Destination FRAMES
Deseription  Inform FRAMES of actual state of switches after a switching operation.

FIELD LENGTH FORMAT DESCRIPTION

Swdat 29 alphanumeric F-off, N-on

Switch Performance Transaction

Type 43

Source LLP

Destination FRAMES

Description  Inforrn FRAMES of time based switch performance information.

FIELD LENGTH FORMAT DESCRIPTION = ]
Start Time 4 integer Start of performance interval in seconds
EndTime 4 integer ~ End of performance interval in seconds
Number Switches 4 imeger ~~ Number of switches (alway's 28)
CURRENT DATA 20 GROUP * A SWITCH PERFORMANCE DESCRIPTOR
Current Avg. 4 integer Average current in dATTps- :
Current max. 4 integer Maximum cuarrent in dAmps
Current min. 4 integer Minimum current in dAmps
Max. Time 4 integer Time of maximum current
Min. time 4 integer Time of minimum current H
%
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5.2.3.2.19 Source Reduction Status Transaction

Type 44

Source LLP

Destination FRAMES

Description Send FRAMES source reduction status data.

FIELD LENGTH FORMAT DESCRIPTION
‘Where 1 byte Not used
Null Byte 1 byte Not used
Switch Number 4 integer Not used
Anomalous 1 byte Flag denoting anomalous condition
Null Byte 1 byte Not used
Number of Switches 4 integer Number of switches (always 28)
STATUS 12 GROUP SWITCH STATUS DESCRIPTOR
Word 0 4 integer Bit defined
Bit0 bit Surge current trip
Bitl bit Over current trip
Bit2 bit Under voltage trip
Bit3 bit Ground fault trip
Bit4 bit Over temparature flag
Bit 5 bit Fast trip trip
Bit6 bit Already tripped flag
Bit7 bit Already on flag
Bit8 bit Already off flag
Bit9 bit Scheduled off, drawing current
Bit10 bit Schedule on, not drawing curmrent
Bit 11 bit SIC not present
Bit 12 bit Generic Card not present
Bit 13 bit Not enough power available
Bit 14 bit Could not schedule flag
Bit 15 bit Tripped flag (anomalous flag)
Word 1 4 integer Bit defined
Bit 0 bit Mechanical on, should be off
Bit 1 bit Mechanical off, should be on
Bit2 bit Solid state on, should be off
Bit 3 bit Solid state off, should be on
Bit 4 bit RPC command lines on, should be off
Bit5 bit RPC command lines off, should be on
Bit6 bit RPC command lines in illegal state
Bit7 bit Out of current limits
Bit8 bit Out of power limits
Bit9 bit Switch has been shed
Bit 10 bit Over temparature waming
Bit 11 bit No change in RPC command lines
Bit 12 bit Not used
Bit 13 bit Unable to command
Bit 14 bit Switched to redundant
Bit 15 bit Current over range waming
Current 4 integer Current through switch
Switch Timestarnps 8 integer Two switch status time stamps (busA and B)
Temp Timestamp 4 integer Temparature status time stamp
TASK IIT
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5.2.3.2.20 Sensor Performance Transaction

Type 45

Source LLP

Destination FRAMES

Description Send FRAMES sensor performance data.

FIELD LENGTH FORMAT DESCRIPTION
“Start Time 4 integer Start of performance interval (seconds)
End Time 4 integer End of performance interval (seconds)
Number Sensors 4 integer Number of sensors (2-LC, 13-PDCU)
SENSOR 68 GROUP SENSOR PERFORMANCE DESCRIPTOR
Vrmmsavg 4 integer Average RMS voltage (Volts)
Vrmmsmax 4 integer Maximum RMS voltage (Volis)
Vrmsmin 4 integer Minimum RMS voltage (Volts)
Irmsavg 4 integer Average RMS current (dAmps)
Irmsmax 4 integer Maximum RMS current (dAmps)
Irmsmin 4 integer Minimum RMS current (dAmps)
Preavg 4 integer Average real power (Watts)
Premax 4 integer Maximum real power (Watts)
Premin 4 integer Minimum real power (Watts)
Freqavg 4 integer Average frequency (Hertz)
Freqmax 4 integer Maximum frequency (Hertz)
Freqmin 4 integer Minimum frequency (Hertz)
Pfavg 4 integer Average power factor
Pfmax 4 integer Maximum power factor absolute
Pimina 4 integer Minimum leading power factor H
Pfminb 4 integer Minimum lagging power factor :
Enrgy 4 integer Energy consumed (Watts)
- TASKIII




Interim MCR-89-516
Final
TASK IIT Report February 1989

5.2.3.2.21 Switch and Sensor Status Transaction
Type 46
Source LLP
Destination FRAMES
Description Send FRAMES switch and sensor status data.

FIELD LENGTH FORMAT DESCRIPTION
Anomalous 1 byte Flag denoting anomalous condition
Null Byte 1 byte Not used
Number Switches 4 integer Number of switches (always 28)
STATUS 12 GROUP SWITCH STATUS DESCRIPTOR
Word 0 4 integer Bit defined
Bit0 bit Surge current trip
Bit 1 bit Over current trip
Bit2 bit Under voltage trip
Bit3 bit Ground fault trip
Bit 4 bit Over temparature flag
BitS bit Fast trip trip
Bit6 bit Already tripped flag
Bit7 bit Already on flag
Bit 8 bit Already off flag
Bit9 bit Scheduled off, drawing current
Bit 10 bit Schedule on, not drawing current
Bit 11 bit SIC not present
Bit 12 bit Generic Card not present
Bit 13 bit Not enough power available
Bit 14 bit Could not schedule flag
Bit 15 bit Tripped flag (anomalous flag)
Word 1 4 integer Bit defined
Bit0 bit Mechanical on, should be off
Bit 1 bit Mechanical off, should be on
Bit2 bit Solid state on, should be off
Bit3 bit Solid state off, should be on
Bit4 bit RPC command lines on, should be off
Bit5 bit RPC command lines off, should be on
Bit6 bit RPC command lines in illegal state
Bit7 bit Out of current limits
Bit 8 bit Out of power limits
Bit9 bit Switch has been shed
Bit 10 bit Over temparature waming
Bit 11 bit No change in RPC command lines
Bit 12 bit Not used
Bit 13 bit Unable to command
Bit 14 bit Switched to redundant
Bit 15 bit Current over range warming
Current 4 integer Current through switch
Switch Timestamps 8 integer Two switch status time stamps (busA and B)
Temp Timestamp 4 integer Temparature status time stamp
Number Sensors 4 integer Number of Sensors (2-L.C, 13-PDCU)
VALUES 36 GROUP SENSOR DATA DESCRIPTOR
Vrms 4 integer RMS voltage (Volts)
Irms 4 integer RMS current (dAmps)
Vde 4 integer Voltage DC component (Volts)
Ide 4 integer Current DC component (dAmps)
Pavg 4 integer Real power (Watts)
Freq 4 integer Frequency (Hertz)
Temp 4 integer Temperature
Pfs 4 integer Signed power factor (* 100000)
State 4 integer Bit defined sensor state
Bit0 bit No error bit
Bit1 bit Power out of limits
Bit 2 bit Current out of limits
Bit 3 bit Voltage out of limits
Bit 4 bit Temperature out of limits
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5.2.3.2.22 Fault Event Status Transaction

Type 47 . H
Source LLP : E
Destination FRAMES 7 :
Description Send FRAMES fault event status data. '
FIELD LENGTH FORMAT DESCRIPTION
‘Where 1 byte 1,2, 3, or 4 for location of fault checking error
Null Byte 1 byte Not used
Switch Number 4 integer Switch where problem occured
Anomalous 1 byte Flag denoting anomalous condition
Null Byte 1 byte Not used
Number of Switches 4 integer Number of switches (always 28)
STATUS 12 GROUP SWITCH STATUS DESCRIPTOR
Word 0 4 integer Bit defined
Bit0 bit Surge current trip
Bit1 bit Over current trip
Bit2 bit Under voltage trip
Bit3 bit Ground fault trip
Bit 4 bit Over temparature flag
Bit5 bit Fast trip trip
Bit6 bit Already tripped flag
Bit7 bit Already on flag
Bit 8 bit Already off flag o
Bit % bit Scheduled off, drawing current
Bit 10 bit Schedule on, not drawing current
Bit 11 bit SIC not present
Bit 12 bit Generic Card not present
Bit 13 bit Not enough power available
Bit 14 bit Could not schedule flag
Bit 15 bit Tripped flag (anomalous flag)
Word 1 4 integer Bit defined
__Bit0 bit Mechanical on, should be off
Bit 1 bit Mechanical off, should be on
Bit2 bit Solid state on, should be off
Bit3 bit Solid state off, should be on
Bit4 bit RPC command lines on, should be off
. Bit5_ bit RPC command lines off, should be on
Bit6 bit RPC command lines in illegal state
Bit7 bit Out of current limits
Bit 8 bit Out of power limits
Bit9 o bit Switch has been shed
Bit 10 bit Over temparature waming
Bit 11 bit No change in RPC command lines
Bit 12 ' bit Not used
Bit13 bit_ . Unableto command
Bit 14 bit Switched to redundant
T Bils ~ bit Current over range warning
Current 4 integer Current through switch
Switch Timestamps 8 integer Two switch status time stamps (busA and B) H
Temp Timestamp 4 integer Temparature status time stamp i
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5.2.3.2.23

Switch and Sensor Data Transaction

Type 48
Source LLP

Destination FRAMES
Description Inform FRAMES of actual switch and sensor data.

FIELD LENGTH FORMAT DESCRIPTION
Dume 4 integer ‘Time of update
Nurnber Switches 4 integer Number of switches (always 28)
Current 112 integer Array [0..127] of switch currents (dAmps)
Number Sensors 4 integer Number of sensors (2-LC, 13-PDCU)
SENSOR 12 GROUP SENSOR DATA DESCRIPTOR

Idat 4 integer Sensor current (dAmps)

Vdat 4 integer Sensor voltage (Volts)

Pdat 4 integer Sensor power (Watts)
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5.2.3.3 LLP/SIC Transactions

The LLP to SIC transactions are defined in this part of the report. The first
subsection describes the definitions of data used by the transactions, while the second
subsection lists the various commands and responses between the LLP and SIC. The
command definitions given here are directly adapted from the LLP/SIC Interface Control

Document.

5.2.3.3.1 Definitions

This section defines the format of the various words used by the commands

in the following section.
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5.2.3.3.1.1 Status Format Definition

Byte 1
$30 --> status OK

$31 -->

the 2

status NOT OK

cc --> copy of command received with MSB bit always set to 1

Byte 3
$80 --> status OK

$FF -->
$81 -->
$82 -—>
$83 -->
$84 -->
$85 -->
$86 -->
$87 -->
$88 -->
$89 -->
$8A ->
$8B -->
$8C -->
$AL ->
$A2 ->
$A4 -—>
$A6 -->
$A8 -->
$AA ->
$AC ->
$AE -->
$F7 -->

unknown command

first byte not a command byte

did not receive first data byte

first data byte msb not high

did not receive second data byte

second data byte msb not high

switch already on

switch already tripped when tried to turn it on
switch already off

switch already tripped when tried to turn it off
GC Data Valid error when getting switch data
continuous buffer overflow (reset continuous buffer)
once buffer overflow (redo once buffer)

SIC character buffer overrun

character overwritten (OE)

parity error from UART (PE)

OE and PE

framing error (FE)

FE and OE

FE and PE

FE and OE and PE

SIC internal memory parity error

Byte 4
$0D --> end of status
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5.2.3.3.1.2 Command Word Format Definition

the 1

¢cC --> command

Byte 2
ddl1 --> first byte of data word

Byte 3
dd2 --> second byte of data word

Byte 4
$0D -—> end of command

TASKIII
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5.2.3.3.1.3  Switchword Format Definition
bit 14 = 0 (switch not tripped) bit 14 = 1 (tripped)
bit 0 current (1) tripped surge current H
bit 1 current (1) tripped fast trip H
bit 2 current (1) spare
bit 3 current (1) spare
bit 4 current (1) tripped over current (I2t) H
bit 5 current (1) tripped under voltage H
bit 6 current MSB (1) tripped ground fault H
bit 7 always 1 always 1
bit 8 current overrange H (1) tripped overtemp latched H
bit 9 S2 solid state switch on H S2 solid state switch on H
bit 10 S1 mechanical switch on H S1 mechanical switch on H
bit 11 over temperature H over temperature H
bit 12 off control input H (2) off control input H (2)
bit 13 on control input H (2) on control input H (2)
bit 15 always 1 always 1

(1) RMS current

(2) bit 13 bit

0 0
0 1
1 0
1 1

12 RPC command
on (error in hardware)
on
off
no change
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5.2.3.3.1.4 GC Data Valid Word Format Definition

bit 0
bit 1
bit 2
bit 3
bit 4
bit 5
bit 6
bit 7
bit 8
bit9
bit 10
bit 11
bit 12
bit 13
bit 14
bit 15

NOTE;

GC Data Valid switch 7 H
GC Data Valid switch 8§ H
GC Data Valid switch 9 H
GC Data Valid switch 10 H
GC Data Valid switch 11 H
GC Data Valid switch 12 H
GC Data Valid switch 13 H
always 1

GC Data Valid switch 0 H
GC Data Valid switch 1 H
GC Data Valid switch 2 H
GC Data Valid switch 3 H
GC Data Valid switch 4 H
GC Data Valid switch SH
GC Data Valid switch 6 H
always 1

L - data valid
H - data not valid

TASK III
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5.2.3.3.1.5 Sensorword Format Definition

bit 0
bit 1
bit 2
bit 3
bit 4
bit 5
bit 6
bit 7
bit 8
bit 9
bit 10
bit 11
bit 12
bit 13
bit 14
bit 15

A Sensorword-Set consists of 9 sensorwords:

sensor data bit 0
sensor data bit 1
sensor data bit 2
sensor data bit 3
don't care

don't care

don't care
always 1

sensor data bit 4
sensor data bit 5
sensor data bit 6
sensor data bit 7
don't care

don't care

don't care
always 1

V rms

Irms

V offset

I offset

V instantaneous
I instantaneous
P instantaneous
P real
frequency
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5.2.3.3.2 Commands

The commands and responses between the LLP and SIC are defined here.
This section only defines the syntax of the commands. The semantics of what the

commands mean are derived from the command names and descriptions.

5.2.3.3.2.1 Unconditionally Command Switch Off

COMMAND: Command switch off immediately even if already off or tripped.
FORMAT: cc--> $20
dd1l --> $80 +]j
¥

bit 0 --> switch 0
bit 1 --> switch 1
bit 2 --> switch 2
bit 3 --> switch 3
bit 4 --> switch 4
bit 5--> switch S
bit 6 --> switch 6
dd2 --> $80 +k
k:

bit 0 --> switch 7
bit 1 --> switch 8
bit 2 --> switch 9
N bit 3 --> switch 10
: bit 4 --> switch 11

bit 5 --> switch 12

bit 6 --> switch 13
RESPONSE: Status
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5.2.3.3.2.2 Unconditionally Command Switch On

COMMAND: Command switch on immediately even if already on or tripped.
FORMAT: cc--> $21
ddl --> $80+j
¥

bit 0 --> switch 0
bit 1 --> switch 1
bit 2 --> switch 2
bit 3 --> switch 3
bit 4 --> switch 4
bit § --> switch 5
bit 6 --> switch 6
dd2 --> $80+k
k:
bit 0 --> switch 7
bit 1 --> switch 8
bit 2 --> switch 9
bit 3 --> switch 10
bit 4 --> switch 11
bit 5 --> switch 12
bit 6 --> switch 13
RESPONSE: Status
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5.2.3.3.2.3 Reset Switch
COMMAND: Reset switch.
FORMAT: cc-—-> $22
ddl --> $80+j
J:
bit 0 --> switch 0
bit 1 --> switch 1
bit 2 --> switch 2
bit 3 --> switch 3
bit 4 --> switch 4
bit 5 --> switch 5
bit 6 --> switch 6
dd2 --> $80 +k
k:
bit 0 --> switch7
bit 1 --> switch 8
bit 2 --> switch 9
bit 3 --> switch 10
bit 4 --> switch 11 -
bit 5 --> switch 12
bit 6 --> switch 13
RESPONSE: Status
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5.2.3.3.2.4 Select GC
COMMAND: Select GC (all GC select codes will be set to zero).
FORMAT: cc--> $23
dd1l --> $86
dd2 --> $85
RESPONSE: Status
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5.2.3.3.2.5 Execute SIC Firmware Reset

COMMAND: Execute SIC firmware reset (does not reset actual set configuration).
FORMAT: cc--> $24
dd1 --> $80
dd2 --> $80
RESPONSE: Four bytes plus Status: -
Byte 1:

bit 0 --> 0 if GC7 connected, 1 if not
bit 1 --> 0 if GC8 connected, 1 if not
bit 2 --> 0 if GC9 connected, 1 if not
bit 3 --> 0 if GC10 connected, 1 if not
bit 4 --> 0 if GC11 connected, 1 if not
bit 5 --> 0 if GC12 connected, 1 if not
bit 6 --> 0 if GC13 connected, 1 if not
bit 7 --> always 1

Byte 2:
bit 0 --> 0 if GCO connected, 1 if not
bit 1 --> 0 if GC1 connected, 1 if not
bit 2 --> 0 if GC2 connected, 1 if not
bit 3 --> 0 if GC3 connected, 1 if not
bit 4 --> 0 if GC4 connected, 1 if not
bit 5 --> 0 if GCS connected, 1 if not
bit 6 --> 0 if GC6 connected, 1 if not
bit 7 --> always 1

Byte 3:
bit 0 --> current SIC switch 0 setting
bit 1 --> current SIC switch 1 setting
bit 2 --> current SIC switch 2 setting
bit 3 --> current SIC switch 3 setting
bit 4 --> 0 if A/D connected, 1 if not
bit 5 --> don't care
bit 6 --> don't care
bit 7 --> always 1

Byte 4:
bit 0 --> don't care
bit 1 --> don't care
bit 2 --> don't care
bit 3 --> don't care
bit 4 --> don't care
bit 5 --> don't care
bit 6 --> don't care
bit 7 --> always 1

Status
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5.2.3.3.2.6  Reset Continuous Buffer

COMMAND: Reset continuous buffer
FORMAT: cc--> $25

dd1 --> $80

dd2 --> $80
RESPONSE: Status

5.2.3.3.2.7 Fill Continuous Buffer

COMMAND: Fill continuous buffer. First use reset continuous buffer, then use this
command to download code that is to be continuously executed. Code
will start executing as soon as the download is started. Up to 80 of
these commands may be concatenated before the buffer space is overrun.

FORMAT: cc--> $26

eel--> $80+q

q:
higher 4 bits of downloaded 8 bit code
ee2--> $80 +r
r
lower 4 bits of downloaded 8 bit code
ee3 --> $26 until last command, then $0D
RESPONSE: Status
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5.2.3.3.2.8  Fill Once Buffs
COMMAND: Fill once buffer. This command is used to download code that
is to be executed only once. Code execution is started by the trigger
once buffer command. Up to 80 of these commands may be concatenated
before the buffer space is overrun.
FORMAT: cc--> $27
eel --> $80 +q
q:
higher 4 bits of downloaded 8 bit code
ec2--> $80+r
r:
lower 4 bits of downloaded 8 bit code
ee3 --> $26 until last command, then $0D
RESPONSE: Status
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5.2.3.3.2.9 Get Buffered Data

COMMAND: Get buffered data.
FORMAT: cc--> $29
ddl --> $80 +v
v ,
bit 0 --> buffer 0 (sensors 0-3)
bit 1 --> buffer 1 (sensors 4-7)
bit 2 --> buffer 2 (sensors 8-11)
bit 3 --> buffer 3 (sensors 12-15)
bit 4 --> don't care
bit 5 --> don't care
bit 6 --> don't care
dd2 --> $80
RESPONSE: $20
$ssssss - three bytes of status
$8F - dip switch setting for SIC card (if not $8F, SIC not installed).
$nnnn - position in loop counter
$kk - times through the loop counter
$mm - breakpoint
$22 - start of data
For each bit 0-3 of v (above) set the following:
14 Switchwords
1 GC Data Valid word
Temperature Sensorword of [bit[1]]TM
Temperature, Sensorword of [bit[1]]TC
Temperature Sensorword of [bit[2]]TM
Temperature Sensorword of [bit[2]]TC
Temperature Sensorword of [bit[3]]TM
Temperature Sensorword of [bit[3]]TC
Temperature Sensorword of [bit[4]]TM
Temperature Sensorword of [bit[4]]TC
Frequency Sensorword of [bit[1]]
Sensorword-Set of [bit[1]]
Frequency sensorword of [bit[2]]
Sensorword-Set of [bit[2]]
Frequency Sensorword of [bit[3]]
Sensorword-Set of [bit[3]]
Frequency Sensorword of [bit[4]]
Sensorword-Set of [bit[4]]
$22 - end of data
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5.2.3.3.2.10 Trigger Once Buffer
COMMAND: Trigger once buffer.
FORMAT: cC --> $2 A
ddl --> $80
dd2 --> $80
RESPONSE: Status
5.2.3.3.2.11 Get Power Factor Sign
COMMAND: Get power factor sign. To calculate the power factor use

pf1=[Pafg1/[VrmsI*Irms1]]. Use the same calculation to determine
pf2 using Pavg2, Vrms2, and Irms2; if pf2 < pf1 denotes capacitive
loading; if pf2 >= pf1 denotes inductive loading; i.e. voltage
leading current. -
FORMAT: cc--> $2B - —
ddl --> $80 + 0-$F depending on sensor pair used
dd2 --> $80 -
RESPONSE: 6 sensor words:
Vs 1
I rms 1 SR
Preal 1 -
V ms 2 S
Irms2
Preal 2
Status
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5.2.3.3.2.12 Get Data For Switch
COMMAND: Get data for one specified switch a specified number of times.
FORMAT: cc--> $2C
ddl -> $80 +j

j: 1-$7F depending on the number of times data is to be taken --
input buffer must be taken into account.
dd2 --> $80 +k
k: 0-$D depending on the switch specified.
RESPONSE: j Switchwords
Status

5.2.3.3.2.13 Get Data For Sensor

COMMAND: Get data for one specified sensor a specified number of times.
FORMAT: cc--> $2D
ddl --> $80+]j
j: 1-$EF depending on the number of times data is to be taken.
dd2 --> $80 +k
k: O-$F depending on the sensor specified.
RESPONSE: j Sensorword-Sets for sensor k
Status
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5.2.3.3.2.14 Conditionally Command Switch On

COMMAND: Command switch on checking switch on or tripped status first;
if any of the above conditions exist, the switch command for
that particular switch or switches is not executed.

FORMAT: cc--> $2E

dd1l--> $80+]
j:
bit O --> switch O
bit 1 --> switch 1
bit 2 --> switch 2
bit 3 --> switch 3
bit 4 --> switch 4
bit § --> switch 5
bit 6 --> switch 6
dd2--> $80 +k
k:
bit 0 --> switch 7
bit 1 --> switch 8
bit 2 --> switch 9
bit 3 --> switch 10
bit 4 --> switch 11
bit 5 --> switch 12
bit 6 --> switch 13
RESPONSE: Status
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5.2.3.3.2.15 Conditionally Command Switch Off

COMMAND: Command switch off checking switch off or tripped status first;
if any of the above conditions exist, the switch command for
that particular switch or switches is not executed.

FORMAT: cc--> $2F

ddl --> $80 +j
J:
bit 0 --> switch 0
bit 1 --> switch 1
bit 2 --> switch 2
bit 3 --> switch 3
bit 4 --> switch 4
bit 5 --> switch 5
bit 6 --> switch 6
dd2 --> $80 +k
k:
bit 0 --> switch 7
bit 1 --> switch 8
bit 2 --> switch 9
bit 3 --> switch 10
bit 4 --> switch 11
bit 5 --> switch 12
bit 6 --> switch 13
RESPONSE: Status
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5.2.3.3.2.16 Get Data For All Switches

COMMAND: Get data for all fourteen switches a specified number of times.
FORMAT: cc--> $30
ddl --> $80 +]j

j: 1-$7F depending on the number of times data is to be taken --
input buffer size must be taken into account.
dd2 --> $80
RESPONSE: j times:
14 Switchwords
GC Data Valid word
Status

5.2.3.3.2.17 Get Data For All Sensors

COMMAND: Get data for all sixteen sensors one time.
FORMAT: cc--> $31
dd1 --> $80
dd2 --> $80
RESPONSE: 16 Sensorword-Sets
Status
TASK I
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5.2.3.3.2.18 Get Data For All Temperature Sensors

COMMAND: Get all 16 temperature sensor readings one time.
FORMAT: cc--> $32
dd1 --> $80
dd2 --> $80
RESPONSE: 16 * 2 Sensor words for the temperature sensors
Status

5.2.3.3.2.19 Get All 16 Power Factors and Signs

COMMAND: Get all 16 power factors and signs.
FORMAT: cc--> $33
dd1 --> $80
dd2 --> $80
RESPONSE: 16 times (six Sensor words):
Vms 1
Irms 1
Preal 1
Vrms 2
Irms2
Preal 2
Status
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5.2.34 System-wide Dataflows

This part describes the overall dataflow of SSM/PMAD under operating
conditions. Six figures are presented. The first three represent initialization of
SSM/PMAD. The fourth represents normal operation. The fifth represents data flow in a
source reduction contingency situation while the sixth represents data flow in a contingency

arising from a problem in the hardware.

The figures are depicted with boxes representing the locations of computing
elements. The items between the boxes represent transactions that are sent between the
computing elements. Where important, numbers on the left hand side of the transactions
indicate ordering information among the transactions. The numbers in parantheses on the
right of the transactions are the id numbers of the transactions. For example, in the first
figure below, first a ready? message is sent from the Symbolics to FRAMES and the CAC.
Second, the CAC both responds to the Symbolics with a ready! and an LLP availability to
FRAMES. FRAMES also responds with a ready! transaction to the Symbolics. The other

figures are interpreted analogously.
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5.2.3.4.1 Initialization Dataflow

Figure 5.2.3.4.1-1 shows the Symbolics 3620 D asking if FRAMES and
the CAC are ready. FRAMES and the CAC both respond appropriately. In addition, at
this time, the CAC notifies FRAMES which LLPs are available.

2. Ready! (12)

—
Symbolics Interface | FRAMES
1. Ready? (11)

1. Ready? (11)
2. LLP Availability (40)

2. Ready! {12)

CAC

LLPs

Figure 5.2.3.4.1-1  Initialization Dataflow Part 1
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Once FRAMES and the CAC have indicated that they are ready the
Symbeolics 3620 D sends down the initial event list and load priority list as reflected in
Figure 5.2.3.4.1-2. Upon receiving and processing these lists, FRAMES and the CAC
respond with the initialized message.

< 2. Initialized (13)

Symbolics Interface — FRAMES
1. EventList & LPL (2 & 3)

1. Event List & LPL (2 & 3)

2. Initialized (13)

CAC

1. Event List & LPL (2 & 3)

LLPs

Figure 5.2.3.4.1-2  Initialization Dataflow Part 2
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When the Symbolics 3620 D has received the initialization messages from
FRAMES and the CAGC, it sends down the sync time message. At this point normal
operation is entered. (Figure 5.2.3.4.1-3)

i —
Symbolics Interface 1. Sync Time (1) FRAMES

1. Sync Time (1)

CAC

1. Sync Time (1)

LLPs

Figure 5.2.3.4.1-3  Initialization Dataflow Part 3
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5.2.3.4.2 Normal Operation Dataflow

Figure 5.2.3.4.2-1 shows normal operation of SSM/PMAD. In normal
operation a variety of switch and sensor data transactions are sent to FRAMES. FRAMES
collects and processes this data and periodically reports utilization data to the Symbolics
3620 D.

Utilization (10)
Symbolics Interface [«& FRAMES

Switch & Sensor Status (46)

Switch States (42)

Switch & Sensor Performance (43 & 45)
Switch & Sensor Data (48)

CAC

Switch & Sensor Status (46)

Switch States (42)

Switch & Sensor Performance (43 & 45)
Switch & Sensor Data (48)

LLPs

Figure 5.2.3.4.2-1 Normal Operation Dataflow
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5.2.3.4.3 Contingency Situation Dataflows

Figure 5.2.3.4.3-1 represents the data flow in a source power reduction
contingency. First the source power change is propagated down to the LLPs. This
indicates a contingency situation which FRAMES recognizes and tells the Symbolics 3620
D. When the LLPs implement the source power change they report back the results via the
source reduction status transaction. Any load sheds or switch to redundants are reported
back to the Symbolics 3620 D followed by a contingency end transaction. This triggers the
Symbolics 3620 D to process the contingency and send a contingency events list and load
priority list to FRAMES and the CAC.

4. Contingency End (16)

3. Load Shed (7)

3. Component Switch to Redundant (6)
_‘2. Contingency Start (15)

FRAMES

Symbolics Interface

L
1. Source Power Change (14)
5. Contingency Events (8) Y
5. Load Priority List (3)

1. Source Power Change (14) | |3- Source Reduction
5. Contingency Events (8) Status (44)
5. Load Priority List (3)

CAC

1. Source Power Change (14) | |3. Source Reduction
5. Contingency Events (8) Status (44)
5. Load Priority List (3)

LLPs

Figure 5.2.3.4.3-1 Source Power Contingency Dataflow
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In the contingency situation where a fault occurs in the hardware, Figure
5.2.3.4.3-2 represents the resulting data flow. First, symptoms are detected via the switch
and sensor status transaction from the LLPs. This indicates to FRAMES that there is a
contingency and FRAMES sends a contingency start to the Symbolics 3620 D and
necessary fault event lists to the LLPs to isolate the fault. The LLPs respond with fault
event status transactic}rﬁ When ihe fault is diﬁaigrilosed by FRAMES, it sends load shed,
component switch to redundant, and out of service messages to the Symbolics 3620 D
followed by the contingency end message. The Symbolics 3620 D then processes the
contingency and sends a contingency events and load priority list to FRAMES and the
CAC.

4, Contingency End (16)
3. Out of Service (9)
3. Component Switch to Redundant (6)
3. Load Shed (7)
2. Contingency Start (15)
Symbolics Interface [ - FRAMES
5. Contingency Events (8)
5. Load Priority List (3) .
1. Switch &
2. Fault Event List (17) Sensor Status (46)
5. Contingency Events (8)| | 3. Fault Event
5. Load Priority List (3) Status (47)
CAC
2. Fault Event List (17) 1. Switch &
5. Contingency Events (8) Sensor Status (46)
5. Load Priority List (3) 3. Fault Event
Status (47)
LLPs

Figure 5.2.3.4.3-2 Power System Contingency Dataflow
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5.2.4 Breadboard Grounding Scheme

The SSM/PMAD breadboard was grounded with the objective of isolating
high frequency noise generated from the 20kHz power source from the automation
hardware. The output of the 20kHz source!, the switchgear, and the loads were floated
relative to ground to prevent high frequency noise from propagating through ground to the
automation hardware. The automation hardware and switchgear control cards (SICs, GCs
and A/Ds) all draw power directly from single-point grounded facility power (120 V ac, 60
Hz). All data communication cables have external shields which are grounded at the end
away from the Motorola VME/10 (the VME/10 is particularly susceptible to noise in the
system). Additionally, common mode filters and RC snubbers were added in strategic
locations throughout the power system to minimize switching transient noise.

Note: In December of 1988 a Change Request to implement the Space
Station Freedom power system as a 120 Volt dc system was signed into effect.

5.3 Breadboard Theory of Operation

The SSM/PMAD automation breadboard system incorporates both hardware
and software activities. When considering the breadboard for its automation purpose,
understanding software functional philosophy and how allocation within the hardware is
accomplished becomes necessary for understanding its theory of operation.

The hardware activities center on computational and control engines and,
especially on those types of activities which are concerned with Artificial Intelligence (AI)
and the hardware needed to execute concurrent activities (these are activities which require a
single goal from more than one cooperating knowledge based or expert system agent,
which may also use the services of deterministic functions within their processing
activities). Theory of operation for the hardware components of the SSM/PMAD is
explained in Appendixes VII and VIII and in the vendor-supplied hardware manuals.
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The software activities focus on supplying autonomous management and
control to the system. The software appears in both deterministic and Al forms.
Note: For those who are interested in instruction for actual physical 7
operation of the breadboard, reference is made to the SSM/PMAD
Test Plan in section 5.12 and the Breadboard Usage Plan in
Appendix VIII.

5.3.1 The SSM/PMAD

In order to operate spacecraft, power systems must exist to supply the
energy needed for the various components and subsystems to carry out their work. Up to
now, these power systems were either managed by ground systems personnel performing
planning and scheduling for the activities to be carried out by the spacecraft, or were
managed by flight crew personnel carrying out the same activities on-board the space
vehicle. In either case, a priori knowledge of the initial plan did not guarantee the
production of a sound manageable power usage schedule, and the efforts of many people
were necessary to complete the required iterations to produce a manageable power usage

plan for a given mission profile.

In addition to this, powér usage contingencies arise within practiéally all
missions. Planning under the conditions of a contingency often does not allow for the key
personnel or the time needed to complete the task in a safe manner, regarding the
appropriate priorities and how they may change with respect to time and conditions. It is
generally agree& that an expert who handles the management of a contingency replanning
activity does so by knowing what the important system factors are, and by tracing through
those factors until arriving at a safe and acceptable plan. - |

The primary goal of the SSM/PMAD is to autonomously provide, manage,
and update as needed an appropriate, autonomously supplied power usage schedule
(reflecting the needs of loads and their respective priorities), whether under nominal

conditions or a contingency. This means that the loads are provided power in the best way
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that the automation system can provide. The line of reasoning within each knowledge
processing environment of the SSM/PMAD instills this goal, and the deterministic
processing supports it. Hence, the system has one direction and one philosophy; to simply
implement and support the goal.

5.3.2 Theory of Functional Division

Software within the SSM/PMAD is partitioned into separate divisions based
upon functional needs and differences (see the Task I Study Report in Appendix I). All
deterministic functionality was assigned to algorithmic (closed-form) software functions.
These functions exist primarily on the Communications and Algorithmic Controller (CAC)
at the Motorola VME/10 or the Lowest Level Processors (LLPs). Software functions
which would not necessarily have assured outcomes based upon given inputs (not closed-

form) were assigned to knowledge based activities.

Some of the knowledge based activities were deemed expert systems due to
their superior knowledge of the breadboard. For instance, the Load Priority List
Management System (LPLMS) is a knowledge based activity along with the Front End
Load Enable Scheduler (FELES). This is because they exercise general level knowledge in
arriving at their conclusions. The Fault Recovery And Management Expert System
(FRAMES) and MAESTRO however, are expert systems because they possess specific
knowledge and expertise about the power automation breadboard, and they exercise this
knowledge in arriving at their conclusions.

One of the general results of the functional partitioning was that software
activities were generally allocated wholly within a single computational and control
environment. There were two instances where this was not feasible. First, in controlling
the communications upward from the LLPs to the Xerox 1186 there.was need for a
mediating activity. This activity took the form of a buffering extension in the
Communications and Algorithmic Software (CAS). Second, in the lowest level diagnostic
activities of FRAMES there was a need to interface to the Switch Interface Controllers
(SICs) directly to provide range testing on data and to perform immediate testing for soft
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faults. This could not be accomplished at the Xerox 1186 and was therefore allocated as
deterministic functions to the Lowest Level Functions (LLFs).

Table 5.3.2- ldlsplaysthe functional content for the allocations which were

made for the above described reasons.

TABLE 5.3.2-1 Breadboard Functional Content

NAME LOCATION FUNCTION DESCRIPTION

FELES Symbolics 3620 D User front end and scheduling interface
MAESTRO Symbolics 3620 D  Load scheduling

LPLMS Symbolics 3620 D Initialing and managing load priorities
FRAMES Xerox 1186 & LLP  Fault diagnosis and contingency management
CAS VME/10 (CAC) Communications & execution list management
LLFs LLPs Lower level load management and reporting

The following subsections describe the theory of how the software entities
function within the breadboard environment and what their individual goals are. The sum
of the software component functional phllosophles is representative of the breadboard

~ theory of operation. . -
5321 The FELES Functional Philosophy

The FELES serves as the user's front end to the MAESTRO scheduler in
partlcular and to the Symbohcs 3620 D in gcnerali The FELES is v1ewed as possessmg a

N generahzed knowledge content necessary to complete its as51gned task It is therefore a

knowledge based system. In theory it owes dlrect_lon to the user without spc01ﬁc user
7request "And to take advantage of the J/O devices possessed by the Symbollcs 3620 D, the
user interface is mouse-sensitive icon and menu oriented not requiring the user to commit to
keyboard input. This provides a user setup of MAESTRO without having to be cognizant

“of its complex functionality. The FELES sets that up for the user.
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5.32.2 The LPLMS Functional Philosophy

Management of priorities for a multiple output power distribution system is
quite a dynamic problem. Sometimes there is no clear-cut approach to a solution so
employing a heuristic is desirable. This is the approach taken by the LPLMS. Also, the
updating of priority lists should be maintained on a time-line that is reasonably close to
some measure of how often loads may change their energy usage or switch off or on within
the system. A figure of 15 minutes was arrived at based upon experts' experiences with
previous operational spacecraft power systems. Therefore, the LPLMS reviews the load
priority list at least on a regular 15 minute time basis. Also, when contingencies arise the
entire priority list may change. So the LPLMS must also review and update the priority list
based upon urgent system need. This capability is achieved as a result of a request from
FRAMES when an unplanned system condition such as a fault is detected. The request is
handled by the LPLMS, and a new load priority list is generated.

5.3.2.3 The FRAMES Functional Philosophy

FRAMES is the heart of the SSMPMAD system. It provides the complex
management of the entire system, including setting up the activities of the other knowledge
based functions. FRAMES maintains the power system status, tracking each opening and
closing of the various power distribution switches. All information flowing up from the
LLPs is reviewed for content and meaning from an integrated system point of view within
FRAMES. Whenever hard-fault information is transmitted to FRAMES from the LLPs,
the affected portions of the system are analyzed in order to diagnose the fault and its cause.
FRAMES plans switchgear execution in order to carry out the diagnosis. A basic model of
the breadboard must be contained and understood within FRAMES in order to accomplish
these activities. FRAMES must update the elements on the Symbolics 3620 D with
pertinent information and must inform MAESTRO and LPLMS of the system status with
respect to the need of their activity. FRAMES also provides a user interface which is icon
and menu driven with user inputs coming from a mouse. The basic screen image is that of
the power system topology with enhancements added for displaying switch status.
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5.3.2.4 The CAS Functional Philosophy

The CAS functions in three basic ways. First, all lists bound for the LLPs
are separated and sent to the appropnate processors. The types of lists sent to the LLPs
represent events, prlormes and maximum power values durmg periods of source
reduction. Second, it buffers all data flowing from the LLPs to the Xerox 1186. Third it

provides the user-interface during manual system control.

5.3.2.5 The LLF Functional Philosophy

The LLFs exist within two environments; the power distribution control unit

(PDCU) and the load center (LC). For both environments they carry out numerous
activities. However, functionality is not completely uniform between the two distribution
controllers. For both, the scheduled operations of sw1tch1ng activities are carried out.
They both acquire and process switch and sensor data in the form of current and voltage
(temperature data from the sensors is not currently used), and pass that data to the CAC
which is eventually destined for the parent FRAMES. They also perform range testing and
~__fault testing on the data, prov1dmg notification to the parent FRAMES in the event anything
“out of limits or faulted is found. Presently the testing at the PDCU is expanded to handle
soft fault detection. Also, both environments calculate and pass the system performance

statistics. o
533  Operational Theory Integration

Figure 5.3.3-1 shows the software flow for the SSM/PMAD. The high
level data interchange | between entities demonstrates ‘the activities which take pTzice in the
operation of the breadboard. A single user can operate the entire system. The only critical
user functions are to initiate the system's start state. From then on, the system is
autonomous in its operatlon including contingency management. The user is able to

request v1ew1ng of the latest available data from the Xerox 1186 user-interface. Detailed
mformanon about the schedule of events is available from the Symbolics 3620 D screen.
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The user-interface at the Motorola VME/10 should only be exercised from the manual

mode.

In the manual mode, all knowledge based components of the system
become inactive, and the highest level software functions exist in the Motorola VME/10 for
user interface activity. The highest level software switch control functions in the manual
mode exist in the LLPs where the actual switch control is commanded based upon the
user's request. The CAC still maintains LLP communication management functions.
Ultimately, as in more conventional systems, the user is the highest level control function
when the SSM/PMAD system is in manual control mode.

A description of what happens with the SSM/PMAD when the system is
started and run is as follows (refer to the flow in Figure 5.3.3-1):

1) The user initializes the Symbolics 3620 D; MAESTRO creates a
schedule of
events list; LPLMS creates an associated priority list. Communications
are enabled.

2) The user initializes the Xerox 1186 enabling FRAMES and
communications.

3) The user initializes the Motorola VME/10, enabling communications and
downloading software to the LLPs.

4) The user initiates system-wide execution and management of the events
list.

5) FRAMES monitors all events within the system. Faults which occur are
diagnosed. Contingencies are managed. New needed schedules are
autonomously initiated, generated, implemented, and managed.

6) System status and statistics are autonomously maintained and reported.
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Symbolics
3620

Step A:  The user initiates system initialization

Step B: The schedule and priority list Is downloaded
as needed (initlalization or update).

1. The initial schedule cvenis and priority lists
are sent o FRAMES from MAESTRO & LPLMS
1. The schedules and priorities are transmitted complete
to the CAC.
3. The CAC disiributes schedules appropriately to the LLPs.

SSM/PMAD Autonomous Operation

Autonomous process and information flow.

MAESTRO & FRAMES CAC Communicati Switch Manag t
LPLMS Updates Monitoring Control & Control

I. The LLPs 1end up available switch state information.

2. The CAC buffers Information to FRAMES.

3. FRAMES sends leult and utllization Informsation to FELES.

4, FRAMES requesis further Informstion or switch commanding In the
event of & known or suspecied fault {performing disgrosis).

5. The CAC distributes commands, schedules, priority lists, and upper level
requesis to the sppropriste LLPs.

6. New schedules and priority lists are made available o FRAMES.

Note: Actions 4 & 5 take place only when the Xerox peeds information.

Action & occurs oaly If & new contingency schedule or update
priority list Is avallable.

SSM/PMAD Manual Operation

1. User requests switc’ commanding or data.

2. The CAC distributes the commands and requests to the LLPs.
3. The LLPs send up avallable switch state Information.

4. The user requested Information is presented.

FIGURE 5.3.3-1

Note: LLP hroécisiﬂé ‘units are Motorola 68010 on 107 cards.

The SSM/PMAD Operational Flow
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5.4 Resource Scheduling

Resource scheduling in SSM/PMAD is used to schedule activities requiring
electrical power as will be needed on Space Station Freedom, making efficient use of
available power while recognizing constraints and priorities. This section of the report
describes the theory and implementation of the resource scheduler as implemented in
MAESTRO. The last part of this section describes the user interface to MAESTRO.

5.4.1 Th f Operation

The goal of scheduling is to map out when a set of tasks may be completed
making efficient use of available resources. Resources in SSM/PMAD are switches, crew,
tools, power, etc.

The scheduler, as implemented in MAESTRO, can be defined in four parts.
The first part is the representation of activities. Activities are used to represent those types
of tasks that are to be performed on Space Station Freedom like operations. The language
and representation of constraints defines the second part. There can be constraints on the
resources to be used by activities, as well as constraints between activities or the parts of
activities. The actual schedule generation process defines the third part. Scheduling in
light of contingencies defines the fourth part.

5.4.1.1 Activities

Activities within MAESTRO are represented hierarchically. An activity
group is a set of activities representing different ways to accomplish a particular goal. An
activity, in turn, is a linear sequence of subtasks which, when performed in the order
specified, satisfy that goal. A subtask is a portion of an activity whose resources and
conditions requirements do not vary over its duration. Duration can vary, as can delays
between subtasks.
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5.4.1.2 Constraints

7 Constraints represent conditions on or between activities. They arise for a
variety of reasons. Résourcié”;yilriés and availability give rise to rate-controlled and
consumable resources. Certain requirements that need to be met for proper operation of a
task define conditions on activities. Opportunity window constraints, representationally
equivalent to conditions, are constraints not associated with a resource but necessary for the
performance of an activity. These constraints, rate-controlled and consumable resources,
conditions, and opportunity windows are all performance-controlling constraints.

Rate-controlled resources are those whose availability continues when the
subtask using them ends. Examples of this are crew time, thermal rejection, electrical
power and equipment. Consumable resources, on the other hand, once depleted, stay
depleted until some activity specifically replenishes them. Water, liquid nitrogen and
lubricating fluids are examples of this type of constraining resource.

Conditions are states the spacecraft must maintain in order to perform a
subtask, and include spacecraft attitude and position, temperature ranges, acceleration,
vibration, etc. In general, conditions cannot be consumed by an activity requiring them,
which differentiates them from rate-controlled resources. An opportunity window is a
performance-controlling constraint not associated with the availability of any resource, but
constraining the performance of a subtask just like a condition constraint would. Activities
with oppéiﬁﬁnity window constraints must have appropriate subtasks scheduled to happen

within them,

Many of the performance-controlling constraints can be satisfied by more
than one resource or condition. An example of this is the case where a subtask could be
performed by either of two crew members trained to use a particular piece of equipment,
but not by any of the other crew members. This is referred to as a resource disjunction, a
case where one resource or another can satisfy a requirement. The existence of a resource

disjunction in a subtask description greatly increases the difficulty of finding times during
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which a subtask can run, as opportunities to perform the subtask depend on which resource
is chosen. This can be further complicated by the fact that a resource choice in one subtask
can control that in another, e.g. the crew member who performs the calibration of an
instrument should be the same one who read the manual at the start of the activity.

Another basic type of constraint on activities is the relational constraint.
Constraints of this type relate the start or end of one subtask to that of another, either in the
same activity or in another. The current version of MAESTRO only allows uni-directional
constraints, in which a constraining subtask can run whether the constrained one can be
scheduled while scheduling the constrained one depends on the scheduling of the other. A
relational constraint may also constrain activities by relating the start or end of a subtask to

some event or absolute time on the timeline.

5.4.1.3 Schedule Generation

MAESTRO creates a schedule by repeatedly executing three steps, referred
to as the select-place-update cycle. The first step involves evaluating every activity
requested for scheduling with respect to a set of selection criteria, and choosing one activity
to put on the schedule next. These criteria include the base priority associated with each
activity, the percentage of performances requested that have been scheduled for each
(success level), and the relative constraint of each (opportunity). Relative constraint is a
rough measure of how many different opportunities each activity has to be placed on the
schedule. These criteria are combined using user-selectable weights which reflect the
importance of each criterion to the user. An activity chosen will have higher priority, a
lower percentage of requested performances scheduled, and/or fewer opportunities to be
scheduled than other activities.

Once an activity has been chosen to be scheduled, one instance of it is
placed on the schedule. The calculation resulting in the measure of constraint actually
determines all allowable start and end times for all subtasks in each activity. This
information can be used during placement to position the performance according to soft
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constraints (preferences) imposed by a user. The user, for example, maximize the data
collection subtask, or can schedule the activity as early or as late in the scheduling period as
possible. If there is a resource disjunction in a subtask’s requirements, a preference can be
specified and adhered to, and in fact, a set of possibly contradictory soft constraints can be
specified along with an ordering in their importance.

The final step in the scheduling cycle involves updating resource availability
profiles to reflect the activity's consumption of resources. The cycle then repeats for as
long as the user wishes or until there are no opportunities to schedule any activity. The
combination of weights on selection criteria and attention to soft constraints during
placement allows the scheduler to be tuned for a variety of scenarios.

5.4.1.4 Contingency Operations

There are a number of situations in which a schedule must be altered in
other ways to accommodate various changes. It may become known that resource or
condition availabilities will change or have changed, or that an activity not previously
known about needs to be added to the schedule. These situations are handled within
MAESTRO by a heuristically-guided unscheduling mechanism in concert with a method of
altering descriptions of activities already in progress, and aided by the maintenance during
scheduling of multiple partial schedules. A change in resource availabilities may result in a
projected over-use of a resource. When a resource is found to be overbooked, all activities
using that resource during the time it is overbooked are evaluated. The evaluations are
done according to a set of criteria designed to determine what activity to alter or unschedule
to solve the problem. This should be done with the least impact on the schedule. The
criteria include how well the activity's use of the resource fits the amount of overbooking,
whether the activity is in progress or not, the activity's priority, amount of crew
involvement, use of other resources, further opportunities to be scheduled, success level,
and others. These criteria are also weighted to allow flexibility to a user. An activity is
selected and unscheduled or selected and altered, then all are again evaluated and another
unscheduled or altered, until no resource overbookings remain.

TASK III
5-64



Interim MCR-89-516
Final
TASK III Report February 1989

Activities whose condition constraints are violated must be altered or
unscheduled; there is no choice as to which to affect. These are all handled the same as
those chosen to be perturbed by a resource overbooking. When it is determined that an
activity not scheduled must be added to the timeline, the scheduler first tries to find a way
to schedule it which will not disturb anything already scheduled. If no opportunity exists,
MAESTRO will try to find opportunities which will result in only lower-priority activities
being perturbed, and if found, will unschedule or alter one or more of those using the same
techniques it uses to handle overbookings. If no lower-priority activities can be found to
bump, the scheduler rejects the request (perhaps the activity is not schedulable even in the
absence of other activities, or all interfering activities are of a higher priority).

The last thing MAESTRO tries to do after altering the schedule in a
contingency is to schedule any activities whose requests have not been fully met, possibly
using resources released when some other activity was altered or unscheduled.

5.4.2 Implementation

To schedule activities for the power system the scheduler needs to know
about the various resources involved, and needs to have a model of the utility power
system. This section describes how the resources are allocated and the utility power
system is represented. Following that, scheduling for Space Station Freedom module like
power management and distribution is discussed. Finally, operation of the system from the
point of view of the scheduler is described.

5.42.1 Resource Allocation

Although MAESTRO can handle an unlimited number of resources, several
have been allocated for the demonstration of the SSM/PMAD breadboard. This set is
representative, and in the case of the power system resources, necessary for the operational
scenario presented by MAESTRO. Each of the components of the power system are
represented as two types of resources: One, a piece of equipment, and two, a rate-
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controlled power resource. A rate-controlled resource CREW is allocated and other non-
powered equipment General Purpose Handling Tools and Fluid Handling Tools are
available. Several pieces of RPC spemﬁc test equlpment have been defined for ease in
setting up a schedule that exercises specific power system components Each of the
allocations listed is for the entire duration of the scheduling period chosen by the user in
creating a schedule. The capability to modify and shape these resource availability profiles
has not been implemented as part of the Symbolics 3620 D interface for the SSM/PMAD.

The resources available are:

All Load Center and Subsystem Testers 8

1
Al RPC testers 6
General Purpose Handling Tools 4
Fluid Handling Tools 4
Crew 2
All other equipment 1
Power system components (equipment) 1
Power system components (rate-controlled) actual power capability

5422 Utility Power

Typical spacecraft built and flown to date have a dedicated power system
sized to handle any | load the instruments and subsystems on board might normally require.
The only limit useful for schedulmg with regard to power consumptlon has been the source
output capability (battery management is a complex issue for schedulmg, but will not
normally be a factor in SSM power distribution or consumption). The SSM's on Space
Station Freedom will be unique with respect to PMAD design in that the power system will
limit consumption at numerous points along any power path, and these limits are relevant to
scheduhng In order to clarify this pomt it will be useful to describe the SSM/PMAD

7 breadboard under deveIopment for Marshall Space thht Center

A representative schematic of a portion of this breadboard is shown on the

following page: (Figure 5.4.2.2-1)
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Power distribution hardware includes three different types of remotely
controllable switches: 1) Remote Bus Isolator (RBI), 2) Remote Controlled Circuit
Breaker (RCCB), and 3) Remote Power Controller (RPC).

RPC's provide solid state switching, fast circuit breaking in the case of hard
faults, current limiting, 12t fault tripping, under-voltage tripping and over-temperature
tripping. All of the switches provide status reporting and measurement of current through
the switch. Other sources of data include sensors located throughout the breadboard,
providing current, voltage, frequency, power and power factor. Of note is the fact that
more than three, 1-kilowatt RPC's are connected to a single 3-kilowatt RPC.

The functional elements of the PMAD system are depicted in Figure
5.4.2.2-2, the Symbolics 3620 D Interface Processing Architecture. A schedule is made
available to the Front End Load Enable Scheduler (FELES), which determines RPC
schedules detailing when power will be required of each, and how much. The Load
Priority List Management System (LPLMS) uses the input schedule to create an ordered list
of RPCs to shed (open) in the event power consumption must be reduced quickly. The
RPC schedule and Load Priority List (LPL) are passed to the Fault Recovery and
Managemcrit Expert Systém (i:iiAMES), the Communications and Algorithmic Controller
(CAC), and onto the Lowest Level Processors (LLPs). Each LLP executes its portion of
the schedule, allowing current through the switches to the amount specified in the schedule.
When a fault is detected, FRAMES collects information about it, attempting to isolate it and
determine the cause of the problem, then sends information to the FELES.
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Figure 5.4.2.2-2 Symbolics Interface Processing Architecture

Symbolics 3620 D Interface Processing Architecture

In order to exercise the full potential for automation of this breadboard, the
control and fault handling systems on the breadboard had to be interfaced with a scheduling
and resource management system, and so MAESTRO has been modified to perform this
function. Fault information is passed to MAESTRO, which reschedules such that the
revised schedule takes into account the new state of the power system, and makes this
schedule available to the FELES.

It is important to note that the power automation software has a very
different view of a module and its activities from that of the scheduler. MAESTRO
schedules activities which use various resources over durations in time. These resources
include equipment which must be powered to operate, and that power is supplied through a
set of RPCs within the power system. When a fault occurs, some piece(s) of equipment
will be turned off, at least temporarily, so that some activity is interrupted. The power
system does not "know" about activities or equipment, so the scheduler must ascertain the
effects of some RPC becoming unavailable. To do so it must have a representation of the

internals of the power system and the equipment connections to that system.
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5.4.23 Scheduling for SSM/PMAD

The above power system design presents several challenges for scheduling
of activities using power. These are for the most part derived from the fact that a large
number of power system components are limiting resources. A number of 1-kilowatt
RPCs (or in some cases 3-kilowatt RPCs) will be connected to a single, 3-kilowatt RPC,
making that RPC a limiting resource. Thus, instead of scheduling against the availability of
electrical power (a single resource), the system must schedule against the availability of as
many as 100 power resources. Not only are these RPCs power resources, but they are
also pieces of equipment which can become unavailable, raising the number of power

related resources to around 200.

When specifying an activity to be scheduled, the user or scheduler must in
some way determine which of these power resources will be used to accomplish each
subtask, and what power level each resource will supply. Since power must be consumed
by some piece of equipment, which itself is a resource represented to the scheduler,
location and mode(s) of that equipment can determine paths and levels of power for each
subtask, but the associations between equipment and power then must be represented.
This increases the complexity of the already complex process of modelling each activity for
the scheduler. Furthermore, there may be choices as to where a portable piece of
equipment can be powered. Since it is the responsibility of the scheduler to determine
resource use, the choice of this location must be made by the scheduler. This leads to a
potentially large number of resource disjunctions, the choices between resources utilized as
described previously. As was mentioned, these resource disjunctions complicate
scheduling immensely. Perhaps the most significant impact on scheduling of this power
system design is in the area of contingency operations. These involve a change in the
assumptions upon which a schedule is based, causing the scheduler to try to adjust the
schedule such that ongoing activities may continue and resources may be used efficiently.
In order for the scheduler to perform this adjustment, it must be informed of the specific

nature of the changes in assumptions.
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Many high priority activities will have redundant power paths assigned to
them. The power system is capable of automatically changing the resources used by a
subtask, i.e. switching to a redundant path in the event that power cannot be supplied via
the primary path, and these changes must be reflected in the description of the subtask.
Thus, the scheduler must be able to automatically alter its activity models to account for this
type of change.

Power consumption along redundant power paths cannot be scheduled, as
this would result in extremely inefficient use of power. Therefore, when a fault occurs
which causes the power system to make use of an alternate path to power something, a part
of that path may already be fully allocated to one or more other subtasks. This requires that
something be immediately turned off, interrupting subtasks not using power on the faulted
power path. These interruptions are known as load shedding, and must also be
communicated to the scheduler.

The scheduler must react not only to redundancy switching and load
shedding, but also to immediate power reductions from outside the module and to user
requests to schedule activities not previously requested. These situations all require
revising the schedule as quickly as possible to accommodate changes. While the scheduler
is making changes, the power system and other subsystems will be trying to continue
execution of an old and possibly invalid schedule, which can result in a cascade of faults
registered by these subsystems. Timing concerns therefore become a critical aspect of the
contingency rescheduling problem. Also, there is a large volume of information to be
passed between the scheduler and the various subsystems, necessitating a fairly direct

communications path between these systems.
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5424 System Operation

Before going into a typical system operation scenario, it is necessary to
analyze the effects of contingencies from the scheduling point of view. In this section,

contingencies are discussed followed by an operational scenario.

5.42.4.1 Contingencies

Contingencies may occur after schedule generation in any of the following
ways: Changes in resource availabilities; equipment breakdowns; changes in mission
objectives; changes in target availabilities; and experiments' requirements alterations.
Contingencies may result in invalid schedules with resource overbooking, inefficient
schedules with opportunity to do more work, and partially completed activities which
require some repair to fulfill mission objectives. Furthermore, there are three places where
a contingency may occur with respect to a schedule: 1) Prior to schedule execution; 2)
during schedule execution, with ample lag time between notification, and 3) occurrence;

and immediate or nearly immediate contingencies.
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In the first case, a contingency may occur prior to schedule execution as
depicted in Figure 5.4.2.4.1-1 below:

4p)

w I ] 1

l..__

S

= I [1 1]

O

< - 1]
A . A A
Now I Contingency I

Schedule Span
TIME

Figure 5.4.2.4.1-1 Contingency 1

There are three things to note about this case: 1) none of the candidate
activities have been initiated; 2) notification occurs early enough so no real-time decisions
need to be made; and 3) the schedule may be repaired by simply unscheduling and
rescheduling selected activities.
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In the second case, a contingency may occur during schedule execution as
depicted in Figure 5.4.2.4.1-2 below:
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Figure 5.4.2.4.1-2 Contingency 2

7 When there is ample lag time between notification and occurrence, no

immediate reactions are required, there may be a mix of activities, some not yet initiated and
some in progress, and activities which are in progress may be restructured in some cases.
In activity restructuring there may be a choice of activities to alter. In this case, intelligent
decisions need to be made about which activities should be affected. Completed portions
of selected activities remain on the schedule with the uncompleted portions removed.
Resource profiles are updated to reflect removals. Finally, to restructure an activity any of
the following mechanisms may be used: Resource switching, altering subtask or delay
durations within the parameters of the normal activity model, and alter activity in the ways

specified for contingencies in the activity model, e.g., interrupt, skip, and restart.
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Finally, contingencies may occur in real-time or near real-time as depicted
below in Figure 5.4.2.4.1-3:
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Figure 5.4.2.4.1-3 Contingency 3

In this case, quick reaction is required, there are few choices about which
activities to affect and usually the affected activities will be in progress. In addition,
changes will be effected on the schedule which are not under the control of the scheduler.
The key point in this form of contingency is that coordination with subsystems, the crew,

and ground personnel is essential.

5.4.2.4.2 Operation Scenario
5.4.2.42.1 Start Up

The user must define a schedule from which the load enablement commands
may be generated. This may be accomplished through creating a new schedule or
retrieving one from the Schedule Library.

When the schedule is available, the Symbolics 3620 D Interface is ready for
starting the operation of the breadboard.
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The Controller sends a READY? to FRAMES and CAC and waits for the
response that both are READY!. The READY? message to each indicates that the fault
diagnosis and algorithmic software should be reset and ready for autonomous breadboard

operation.

Upon receiving confirmation that FRAMES and CAC are READY!, the
initial event list and priority list are created and transmitted to each. The Controller now
waits for the response of INITIALIZED! from each. The INITIALIZED! message
indicates that the other software components have received the initial event and priority lists

and are now ready to begin operation.

The user is now prompted for when to place the breadboard into action,
from 1 to 55 minutes from now. This choice will send each software component the
TIME-SYNChronization information, identifying the current time and the time the mission
(breadboard operation) should start; the start of mission corresponds to mission time
00:00:00. The automation software is now active and power system commands will begin
to be executed. Note that the system has a granularity of one minute.

5.4.2.4.2.2 Normal Operations

The system is now running autonomously. Any user interactions within
this mode are only at the user's convenience, as the system management has been fully

,Automated.

Every 15 minutes the LPLMS will generate a new priority list and distribute
that to FRAMES and the CAC. The list is generated and transmitted approximately 5
minutes before it becomes effective.

Every 30 minutes the FELES will generate a new event list and distribute
that to FRAMES and the CAC. The list is generated and transmitted approximately 5
minutes before its effective time.
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5.4.2.4.2.3 Breadboard Fault

An RPC or RCCB trips, registering a fault. Automatically, FRAMES is
notified, isolates the fault and determines the corrective action.

FRAMES notifies the Symbolics 3620 D Interface of the contingency
situation by sending a CONTINGENCY-START message, indicating that the next set of
information sent will be relevant to the current fault. All information sent to the Symbolics
3620 D Interface until a CONTINGENCY-END is received is considered applicable to the
contingency, so that MAESTRO will not begin to act until all relevant data are accessible.
FRAMES contingency information may consist of LOAD-SHEDs, OUT-OF-SERVICEs,
SWITCH-TO-REDUNDANTS, or AVAILABILITY specifications.

During the contingency situation the LLPs should continue executing the
load enable schedules for any non-faulted components. This is fully allowed by the
segregation of partial FRAMES functionality into the lower level functions.

At this time, the Controller will stop the FELES and LPLMS from
generating new lists until the contingency is handled by MAESTRO. The FELES and
LPLMS wait to be restarted.

The Controller notifies MAESTRO of the contingency and passes the
appropriate fault information. MAESTRO makes changes to the schedule such that all
power interruptions are reflected in subtask descriptions as subtask interruptions, some of
which can be continued, others restarted, and others halted, and such that subtask
descriptions reflect loads switched to redundant sources.

Once MAESTRO has repaired the schedule, the Controller restarts the
FELES and LPLMS. New event and priority lists are created and the state of all the
components are specified. These are transmitted to FRAMES and the CAC.
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The Controller and the breadboard are now in a stable state and the
Controller returns to normal operations. Any new fault situation will prompt the system to

begin the same type of activities once again.
543 MAESTRO User Interface

This section describes the user interface to MAESTRO. It includes the user
interfaces to the activity and equipment editors as activities and equipment are important to
scheduling. The user interface of the Symbolics 3620 D Interface is described further in
Appendix VI. Only the portions referred to will be described here.

5.4.3.1 The Equipment Editor

The Equipment Editor provides the mechanisms for adding modes of
operation and locations to equipment. There are two main windows to the Equipment
Editor. The Description Window is used for adding modes and locations to equipment, as
well as for displaying information about equipment. The Powered Equipment display is a
scrollable window of the available equipment. Each line on this display is mouseable.
Figures 5.4.3.1-1 and 5.4.3.1-2 which follow reflect a sample display of the Equipment
Editor and the Equipment Editor Help screen, respectively.
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Figure 5.4.3.1-1 Equipment Editor Screen
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5.4.3.2 The Activity Editor

The Activity Editor is used to create activities describing tasks to be
scheduled. Each activity has a priority and a number of subtasks to be executed
sequentially. The main window is used to enter information about the activities and the
subtasks associated with that activity. The inverted window is for display purposes only.
Figures 5.4.3.2-1 and 5.4.3.2-2 show the Activity Editor and Activity Editor Help screens,
respectively.

'MAESTRO Activity Editor
e R 1Y) ([

T T MISSION TIME T 1 . .
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- - - —- - — - - o = e e e e e T e B TR et e A AR T
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T T T S S T W T A=W W S S
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g'e’;ncersl:”s;VSUBTASK (SA431601A) CTEAINTS UITRIN "l:
3
Spacelabz SUBTASES (SAMJ1EDTA
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L) 106G

PLACETENT-
Subtask Name: First Subtask ‘:{:‘;’J&“&?ﬁii:‘.‘}"
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Maximum Duration (dd:hh:mm}: 00:00:01
Minimum Delay [dd:ph:mm]: 00:00:00 JNTTRESTINGIESS @
Maximum Delay (dd:hh:mm]: 00:00:00 UIWGI:“" I;‘!MS'G
Rest of Subtask Can Be Skipped in Contingency?: Yes No piliand
Minlmum Ouration Completed to Skip {dd:hh:mm]: 00:00:01

Subtask Can Be Interrupted and Contlnued In Contingency?: Yes No DAL O Y e

oRefresh oScreens (reste

© New Activity
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)

Figure 5.4.3.2-1  Activity Editor Screen
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5.4.3.3 The Scheduler

The Scheduler is used for displaying the current schedule, as well as for

resetting the scheduler, retrieving a schedule from the schedule library and getting
information about the scheduled activities. The help screen for the scheduler provides more
detail on the available operations on the Scheduler Screen. Figures 5.4.3.3-1 and 5.4.3.3-

2 show the Scheduler and Scheduler Help screens, respectively.

TTTMISsION TIMET T T
___ [00:00:00] '

T SCHEDULE
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T T T T I 5 TGSIENE, IR W T
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sRefresh oScreens Remove Retrieve  Save Extend Query  Requests  Reset  Schedule Stop

© Query Scheduier
S Schedute
sl

(10.06:92> ELICTRDEPITAXY scheduled 00:17:23 thry 00:20:57,
(10:06:36> SCHEDULMNG COMPLETE) Rsquests Satisfied O Outstanding §

Figure 5.4.3.3-1 Scheduler Screen
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Scheduler Help
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Figure 5.4.3.3-2  Scheduler Help Screen
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5.5 Front End Load Enabl heduler (FELES

5.5.1 Theory

The Front End Load Enable Scheduler (FELES) is responsible for
translating activity schedules created by MAESTRO into component event lists for the
power system and FRAMES. Basically, each item on the schedule must be translated into
the appropriate RPC with additional information about the load connected to that RPC.
This additional information includes the amount of power allowed through the RPC,
whether the load has permission to test, whether the load may switch to a redundant source
of power, and the amount of current the load may use.

5.5.2 Implementation

FELES runs as an individual process on the Symbolics 3620 D. The
component event list is created periodically at time (- EFFECTIVE-TIME LEAD-TIME)
allowing sufficient time to create and transmit the event list to the power system and
FRAMES. Each event list created covers a period of time from EFFECTIVE-TIME for a
length of (+ SCHEDULING-PERIOD DELTA). As a new event list is created the
EFFECTIVE-TIME is incremented by SCHEDULING-PERIOD in preparation for the next
event list, The DELTA is used for an overlap period between schedules in the event a
contingency arises. Both LEAD-TIME and SCHEDULING-PERIOD may be modified by
a LISP programmer for tuning of FELES to the actual performance characteristics of the
breadboard and support software. As each event list is created, it is added to the event list
keyed by the time it was created for historical record keeping.

Each event list consists of a time stamped list of events that specify actions
the breadboard should perform in order to accomplish the objectives of the schedule of
experiments/activities. Each event has the following format:
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Time of Event Time the event is to be initiated
expressed in minutes from the start of mission
Component Alphanumeric identifier of the power system component
Event F-off, disabled

Q-on, enabled
C-change, enabled but expect a different power level

Max Power Maximum watts projected utilization

Permission to Test Y-grant permission to open the switch for testing
N-no permission to open for testing

Redundancy Y-there is a redundant power path

N-no redundant power path
Switch to Redundant Y-permission to switch to redundant path
N-no permission to switch

Max Current Maximum current (p=iv) based on module voltage of 208
Min Current Minimum current projected
Min Power Minimum watts of projected utilization

5.5.3 User Interface

The Front End Load Enable Scheduler enables the user to browse and
monitor the generation of load enablement commands. See Figures 5.5.3-1 and 5.5.3-2
that follow. Please refer to the Console deséripﬁon in the Symbolics 3620 D Environment

section for status line monitor definitions.

The Event Monitor is a textual and graphical display indicating what
commands are being recognized by the power system. This monitor is continually updated
as events are initiated as mission time advances. This monitor effectively shows what
should be happening in the power system. The graphical display shows the RPCs within
each load center. If the RPC is black, it is enabled. A circle cross below an RPC indicates
the RPC is out of service.

_ The Event Data Base is a textual listing of an event list. When the list was
created and when it becomes effective are indicated. The user may choose any list that has
been created by the FELES. By mousing on an event line, the user will see what
experiments are utilizing the specific component at the time indicated.
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Figure 5.5.3-1 Front End Load Enable Scheduler Screen
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5.6 Load Priority List Management System (LPLMS)

5.6.1 Theory

The Load Priority List Management System (LPLMS) is responsible for
determining and providing a list of lowest level RPCs in reverse order of priority so that the
lowest level processors in the power system may quickly shed loads in the event of a
power system contingency. For example, in the event of an immediate power change
where the scheduler does not have time to compute a new schedule, the LLPs must shed
the lowest priority loads to stay within the new amount of power. As another example, an
RPC may trip for some reason causing a high priority load below it to be switched to
redundant. The effect of switching a load to a redundant supply may force some other
loads on the redundant bus to be shed due to limiting power availability on the bus and
priority of loads. These actions must be done quickly at the LLP level, yet the power
system does not have knowledge of loads and activities, so the Load Priority List (LPL) is
computed at a functionally higher level (near the scheduler).

The accuracy of the LPL is dependent upon how fast the LPL can be
generated and sent to the LLPs. The schedule has a one minute granularity, yet it is not
possible to send a new LPL to the LLPs every minute. A LPL may be generated once
every X number of minutes (where X is a programmable variable equal to 15 minutes in this
implementation), creating a reasonable approximation of what loads are running over the X
minute interval and their respective priorities. At the same time, it is possible that, during
operation, a particular load on the LPL is not actually using power sometime during the X
minute interval. For this reason it is up to the LLP to continue shedding loads until power
constraints are met. An optimal method would be to have an accurate LPL for each minute
of operation of the breadboard.

5.6.2 Implementation

The Load Priority List Management System runs as an independent process
on the Symbolics 3620 D. The LPL is created periodically at time (- EFFECTIVE-TIME
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LEAD-TIME) allowing sufficient time to create and transmit the LPL to the LLPs. Each
LPL created spans an interveili:;fi time rs'tarting at EFFECTIVE-TIME and ending at (+
EFFECTIVE-TIME HOW-OFTEN), where HOW-OFTEN is currently set at 15 minutes.
As a new LPL is created EFFECTIVE-TIME is incremented by HOW-OFTEN in
preparation of the next LPL. As each LPL is created it is added to the LPL database keyed

by the time of creation for historical record keeping.

The criteria used to order the LPL must take into account what each RPC is
being used for, how much power it is drawing, and how crucial it is to continue providing
power to the task using the RPC. Unfortunately, over a 15 minute time period, an
individual RPC may be used sequentially by different tasks. It is impossible to know
which task during the 15 minute period might be interrupted if that RPC is turned off, so
the influence of all of these tasks must be taken into account. A damage assessment is
made of what damage might be done by shedding a particular RPC, and is combined with
the benefit of how much power would be dropped if that RPC were switched off to
determine where the RPC falls in the list.

The LPLMS examines the currently active schedule generated by
MAESTRO collecting all of the subtasks to be perfonﬁed during the time interval the LPL
will be active. These are used to determine which RPCs will be used. From these
subtasks and RPCs, the LPLMS uses the same weighting criteria as the scheduler uses to
determine the next subtask to schedule. This generates a priority for the subtask in
increaéing order. Once this is completed, it only has to be reversed and sent to the LLPs.

5.6.3 User Interface

The Load Priority Maintenance screen pfévides the user the ability to inspect
load priority lists that have been generated by the LPLMS and transmitted to the power
system. No updating or modification operations are permitted. See Figures 5.6.3-1 and
5.6.3-2.
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The Priority Data Base displays when a priority list was created, when that
list is effective, the ordered priority list, and for each component in the priority list the
subtasks of the activities that are utilizing that component during the effective time period.
The user may display any priority list that has been created by the LPLMS.

The Weightings is an informational display that shows what weighting
criteria was used in the development of the priority list and range from 10-highest to 0-

lowest.
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Figure 5.6.3-1 Load Priority List Management Screen
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Figure 5.6.3-2  Load Priority LiSt Management Help Screen
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5.7 Fault Management and Recovery

Automation of power management and distribution for SSM/PMAD
requires the ability to manage and recover from faults in an autonomous mode. Obviously,
without this ability, automation would be severely limited. Therefore, the power system
must accomplish comprehensive fault management including detection, recovery, cause
identification, system recovery and network protection.

The fault management and recovery aspects of SSM/PMAD are not an
isolated part of the automation software, but practically make up most of the automation
software. Fault management and recovery requires integration of all components of the
automation testbed. Detection of anomalous situations occurs at the switchgear in
microseconds. Responses needed in seconds occur at the LLPs. FRAMES diagnoses
faults in minutes and MAESTRO recovers from fault situations in tens of minutes. Thus
the fault management and recovery aspect of the automation software is functionally
apportioned in light of required response times for effective response and management.

As an example, a hard fault will be detected by an RPC when it trips as the
first line of defense against network problems. This status change data, along with other
sensor data, is transmitted to FRAMES. FRAMES recognizes symptoms in the data,
trying to match against known symptom sets (patterns). Depending on the symptom set,
the fault diagnosis software will either identify the cause, a set of possible causes, or
initiate some diagnostic switch manipulations which will lead to such identification. Switch
manipulations are constrained by a supervisory module containing MAESTRO and
information about load constraints.

There are three types of faults that may occur in the power network. A hard
fault is a situation physically causing a switch to trip, as well as broken components. A
soft fault is an illegal use of current not necessarily causing a switch to trip, for example, a
resistive short to ground. Finally, an incipient fault is a situation that will become a hard or
soft fault in a reasonably short period of time if nothing is done to avert it.
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The fault management and recovery software is conceptually divided into
three parts. First is the protection of the network by the smart switchgear and subsequent
detection of symptoms by the LLPs. Second is the recognition of a fault situation and
analysis of the fault by FRAMES. Third is the recovery of the fault situation by
MAESTRO. The first two are discussed in detail below. The third, MAESTRO, is
discussed in the section on resource scheduling.

Knowledge engineering for SSM/PMAD and particularly FRAMES was
done throughout the project. The knowledge engineering resulted in a fault and symptom
matrix that was used to develop the FRAMES software. This fault and symptom matrix

can be found in Appendix XI.
5.7.1  Lowest Level Processors

From a FRAMES perspectlve lowest level processors are identical. LLPs
gather switch and sensor data from the power system hardware under their control. The
switch information is scanned to determine if switches have tripped. If a switch has

rtnpped the LLP :
service sw1tch are 1gnored “The LLP software then mforms FRAMES of the hard fault. In

ks the switch as out of service. Any switching operations on an out of

dlagnosm FRAMES may require more mformatmn from the power system network. If

50, FRAMES 'sends the ‘appropriate LLPs a fault event list which mampulates the
sw1tch(es) for fault 1solat10n “An LLP always responds with a fault event list response
containing the requested ‘information. Inquiries to the LLPs are made until’ FRAMES
diagnoses the fault. When the fault has been diagnosed, FELES issues a contingency event
list and LPLMS issues a new priority list. Upon receipt and implementation of the
contingency event list, the LLPs clear all temporarily out-of-service flags and resume
normal operations. Although LLP software looks identical from an extemal point of view,
there are some dlfferences between load center (LC) and power distribution control unit
(PDCU) LLPs.
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LCs and PDCUs handle soft faults in somewhat different ways. A soft
fault, as mentioned earlier, is an illegal use of current. When a switch is scheduled it is
allotted a maximum current and power. If the allotted current is exceeded, a LC sheds the
load because it does not conform to the schedule. In this situation, the LC software
informs FRAMES of the illegal use of current and the remedial action taken. Conversely, a
PDCU will only inform FRAMES of the illegal use of current. To take remedial action
could affect as many as fourteen switches in the load center below the PDCU switch. The
PDCU software also looks for illegal uses of current within the PDCU using Kirchoff's
Current Law to find discrepancies. LLPs would not be able to handle hard or soft faults
without the intelligent power system hardware.

LLPs interface to the power system through a Switchgear Interface Control
(SIC) card. The SIC card communicates with fourteen Generic Controller (GC) cards.
Each GC card controls the switching operations of a connected switch. The four different
types of switches are: One kilowatt Remote Power Controller (RPC), three kilowatt RPC,
ten kilowatt Remote Controlled Circuit Breaker (RCCB), and a twenty-five kilowatt
Remote Bus Isolator (RBI). The RPCs and RCCBs will current trip if their hardware
limits are exceeded. This is done to protect the power system and give the automation
system time to correct the problem. The RPCs and RCCBs also return current sensor data
to the GC which is digitized and transmitted to the SIC. The SIC communicates with an
Analog to Digital (A/D) card which accepts up to sixteen voltage, current, and temperature
sensor inputs. The A/D card processes the analog sensor inputs and returns digitized RMS
voltage, RMS current, DC voltage, DC current, frequency, average power, instantaneous
power, power factor, and temperature data to the SIC card. All digitized data has eight bits
of accuracy. Use of this intelligent hardware through the SIC interface facilitates the
automation system,

5.7.2. Fault Recovery and Management Expert System

Conceptually, FRAMES is not simply an expert system residing on the
Xerox 1186. It is an extended assembly using smart switchgear to identify and classify
overstresses and to quickly disconnect them from the network. Local algorithmic
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controllers, the LLPs, gather the data and sensor values and transmit them to the Xerox
1186 for classrﬁcatlon and dlagnosw FRAMES begins at the switches and ends at an
interface screen where it reports ‘status outputs. Thus the fault recovery and management
software is a large conceptual piece of software. The expert system component for
classifying and diagnosing faults resides on the Xerox 1186 and is the component to be

discussed here as fault diagnosis.
5.7.2.1 Theory of Operation

There are a number of issues involved in fault diagnosis in general. These
include: The computation of symptom sets, model based reasoning, single vs. multiple
faults, and how fault isolation is done. Each of these issues will be discussed here.

5.7.2.1.1 Symptom Sets

7 A symptom set is a set of symptoms that indicate a fault. To put it another
~ way, a fault gives rise to a set of symptoms. In fault diagnosis, these symptom sets may
be computed in a number of ways. One may have a model of the power system and
dynarmcally compute the possible symptom sets for any possxble fault in the power system.
‘Altematrvely, one may analyze all the possible faults in the power system beforehand and
save the dynamxc computation for ‘memory space instead. The benefit of dynamic
;computatlonr is to be able to compute symptom sets for unforeseen power system
topologies. In the static computation mode, if the power system topology changes
significantly, potentially large amounts of work are wasted and need to be redone.
Symptom sets are used for pattem matchmg in an attempt to determme what
fault may have occurred in the power system. Obvrously, a symptom or set of symptoms
resulting from an actual fault may indicate more than one possible fault. Itis then 1mportant
to isolate the fault from among the various posmbrlmes Alternatively, it may be possxble to
analyze a symptom set without pattern matchmg to all possible symptom sets, letting the

7 symptom set drive out the possrble fault scenarios.
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In FRAMES, all the reasonable fault scenarios are analyzed and their
symptom sets computed. These are used within FRAMES to pattern match against to

determine possible fault situations.

5.7.2.1.2 Model Based Reasoning

Similar trade-offs apply here as in the computation of symptom sets. In
general, the motivation for using model based reasoning is when all the fault scenarios are
not necessarily knowable beforehand. This usually happens when requirements are
changing or when the domain of reasoning is a dynamic domain. Model based reasoning is
usually used when reasoning from some sort of first principles is required.

For FRAMES this was not considered necessary. An analysis of the power
system was done and was also considered static. This analysis gave rise to the possible
symptom sets described above. As all the symptom sets were known beforehand, it did

not seem necessary to use model based reasoning.
5.7.2.1.3 Single vs. Multiple Faults

The issue of single vs. multiple faults is whether FRAMES will diagnose
those faults that occur singly, spaced out from one another, or if FRAMES will diagnose
independent and dependent faults occurring at or near the same time. Diagnosing multiple
faults is not a well understood problem. The dependent nature among faults greatly
increases the complexity of the situation. Furthermore, multiple simultaneous faults were
not considered very credible scenarios for the domain under consideration. For FRAMES,
single fault diagnosis is utilized. FRAMES also diagnoses certain classes of multiple
faults, masked faults. For example, if a switch's current sensor is broken and a short
appears below the switch, the switch above will trip on over current. FRAMES will
diagnose these kinds of faults.

There is another type of fault situation, cascaded faults, that applies to both
multiple faults and single faults. A cascaded fault situation is where a short circuit may
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arise below a 3k RPC causing it to trip on a fast trip. Consequently all the load center
RPCs that were closed will also trip on under voltage. This is a cascade effect. To be
accurate, what is reallyﬁ i)éing reported to the ckpén systém on the Xerox is a set of
cascaded symptoms arising from a single fault in this example. Most faults will have
cascaded symptoms giving some indication of the fault. Thus, when FRAMES diagnoses
faults, it also includes those faults with cascaded symptoms.

5.7.2.1.4 Fault Isolation

The issue of fault isolation is how to isolate where a fault occurred.
Symptoms may describe a large class of possible faults that could account for them.
Obviously, one does not want to hypothesize all the possible faults. Rather, one would
like to discriminate further between the possible faults. There are two basic mechanisms to
do this. One isto rpriobe for values at various points in the power network. Obviously, in a
fully automated system this is not easy to accomplish. The second basic method is to

manipulate the switches.

Switch manipulation is performed in FRAMES. Switch manipulation
prov1des for control of the state of faulted areas of the network allowing testing by
opening and cIosmg switches to produce useful Tesults. As switches are opened and
closed, data are collected from the results of these operations to further discriminate
between possible faults. Switch manipulation proves to be a very useful diagnostic tool in
power networks due to the hierarchical topology of the switches, for example, as in Space
Station Freedom.

5.7.2.2 Implementation

The SSM/PMAD power breadboard is essentially a radial or linear feed
from the RCCBs to the loads (the ring bus lies outside its Junsdlcuon). The radial feed
means that each RPC has exactly one parent, which greatly simplifies fault diagnosis. Note
that this would not be true under a more elaborate cross-strapping regime. Note also that
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RCCBs have exactly two parents but since they do not trip on under voltage, that fact is

less important.

Consider dividing the system with the following levels:
Level 1 — load center switches (RPCs)
Level 2 — PDCU RPCs
Level 3 - PDCU RCCBs
Level 4 — RBIs
Level 5 — Source

Since all the RPCs (but not the RCCBs) will trip on under voltage when its
line voltage drops below a specified threshold, a key consideration for diagnosis is what is
the highest level (1-5) to report a symptom. In most cases the highest level will report a
fast trip, 12t (over current) or ground fault interrupt (gfi) and any switch below (i.e. closer
to the loads) will report tripping on under voltage. (Of course, only those lower switches
that were closed before the fault should report an under voltage trip.)

5.7.2.2.1 Components That Can Cause Failures

The diagnostic software considers the following components and

subcomponents as capable of causing or having a failure.

5.7.2.2.1.1 Cables

Cables can have a high impedance short to structure or return (121), a low
impedance short to structure or return (fast trip), or a high impedance short to ground (gf1).

5.7.2.2.1.2  Switch Input Stub

The cable-like portion of the switch at its input can have the same problems

as regular cables.
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5.7.2.2.1.3  Switch Qutput Stub

The cable-like portion of the switch at its output can have the same problems

as regular cables.

5.7.2.2.1.4  Current Sensors and Current Comparators in Switches

The current sensors and current comparators in switches control the Izt, fast
trip, and gfi trip mechanisms. Failure in either the sensor or comparator could cause a
switch to trip when current was nominal and report 124, fast trip, or gfi. Likewise, a failure
could cause the switch not to trip on a current anomaly when it should be reading an

abnormal current as nominal or by miscalculating the comparisons.
5.7.2.2.1.5 Voltage Sensors and Voltage Comparators in Switches

The voltage sensors and voltage comparato'rs'in' Switché;c(:)'ntrol the under
voltage trip mechanism. Failure in either the sensor or comparator could cause a switch to
trip on under voltage when voltage was actually nominal or vice versa, not tripping when
current was too low. While the latter is assumed to B'é’fare, it would account for a switch

current (a shared cable would also account for this).
5.7.2.2.1.6  Eraseable Programmable Logic Device

The EPLD subsumed numerous functions including some mentioned above.
Since actual control of these functions is likely to be separated into individual components,
the diagnostic software assumes that either a singie EPLD function will fail or the entire
chip will. If the entire chip fails, it could cause a switch to trip and report 'any of the
standard trip conditions except fast trip: I2t, gfi, and under voltage. Since its effects can
be so diverse, it would be useful to be able to discriminate a failed EPLD from other
possible causes. Fortunately, a failed EPLD will not communicate with the SIC at all.
This lack of communication will be found in the first step of manipulating switches. As it
turns out, this is the only failure that can be definitively pinpointed to a specific component.
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5.7.2.2.1.7 Loads

The loads are assumed to be able to cause any of the current irregularities
(and thus, trip conditions) that cables can. Loads are considered to be the responsibility of
the load provider rather than the power system proper.

5.7.2.2.2 Numbers of Failures

It has been decided that multiple failures occurring simultaneously are not
credible. This leaves two categories of failures: single point failures and two point failures
where one is a masked fault. A masked fault is an irregularity in a switch that causes it not
to trip in response to an excessive current but instead to propagate the excessive current up
to the switch's parent. The parent will then trip (if it did not, three failures would be
involved which is assumed to be unrealistic) and the original switch will subsequently trip
on under voltage. The resultant set of symptoms will look identical to those produced by,
for example, a cable fault above the original switch that creates the same magnitude and
type of current excess. The term "masked" is used since this type of failure could happen at
any point but will not manifest until the specific, faulted functionality is called for.

5.7.2.2.3. Sources of Additional Information

Beyond the original symptom set, there are two source of additional
information, only one of which is presently used.

It is possible that certain switches will not trip at all. Such a switch could
propagate an excessive current to its parent and, when its parent trips, also fail to trip on
under voltage. The failure to trip on under voltage is an "unreported” symptom. Once the
topmost component reporting a symptom has been identified, a quick calculation can
determine what all the reported symptoms should have been. (Essentially, any switch
below the topmost that was closed/enabled below the fault should report tripping on under
voltage.) Comparing these calculated symptoms to those actually reported will reveal any
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unreported symptoms. There should be no more than one unreported symptom: an
unreported symptom reflects a masked fault (probably a complete EPLD failure) and
credibility considerations limit the number of masked faults to one, since a masked fault is
only revealed by a second fault (typically excessive current propagated to and through the
switch with the masked fault). It is not clear that the scenario with unreported symptoms
can actually happen (i.e., that the EPLD will malfunction in that way) and the software for
handling this contingency is not used.

The second source of additional information is the manipulation of
switches. This is the a powerful diagnostic tool used by FRAMES but unfortunately it
provides limited information. When the topmost symptom is in a load center, switch
manrpulauon will erther reduce the number of possrble causes from five to three, for
example or 1t will not reduce the number at all dependmg on the response to the
mampulatlon When the topmost symptom is in the PDCU mampulatmg switches can
h dxstmgursh betwecn smgle pomt farlures and a two fault scenario wrth a masked fault, and,
in the case of the latter potent1ally determine which lower circuit the faults are in. In only

"two cases however can mampulatmg switches 1solate ‘the cause to an individual
component The entire mampulatron process is d1scussed in detail in subsequent sections.

5.7.2.2.4 Kinds of Failures

The simplest fault scenario occurs when a load center RPC reports tripping
on excessive current (I2t fast trip, or gfi) and no other component reports any anomaly
The cause is one of the following: high impedance short to structure/return, low impedance
short to structure/return or high impedance short to ground in the RPC switch output, the
cable connectmg the RPC to the load, or in the load itself; or in the current sensor in the

"RPCor current comparator in the RPC (Note: the type of short 1s a function of the type of

trlp reported as 1nd1cated earller )

~ There are five possible causes and switch manipulation is the only means
available to the system to obtain more information. The switch manipulation in all cases
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follows a set pattern. Since there is only one switch involved here, only the first step of

that pattern is used.

An "open" command is sent to the load center RPC. If it does not respond
at all, its EPLD is malfunctioning. This is assumed to be the cause of the current trip as
well and the diagnostic process ends. If the switch opens, then a "close" command is sent.
If the RPC is closed and it trips with the same symptom no further discrimination can be

made.

Several scenarios are possible and all five of the possible causes are
plausibly implicated. First, even if the load did not resume current consumption, a short in
the connecting cable or the switch output cable would retrip the RPC. Likewise, depending
on how the EPLD was malfunctioning, it might retrip the RPC even in the absence of
current. Similarly, malfunctioning in either the current sensor or comparator could retrip
the RPC with or without current flowing. Finally, if the problem was in the load and the
load restarted, it would retrip the RPC.

Suppose, on the other hand, the RPC does not retrip when it is reclosed, it
can be concluded that the cause is not a short in the switch output cable or in the connecting
cable. The other three remain plausible. If the load did not restart (and the SSM/PMAD
has no way to monitor the load other than the presence of current across its RPC), then
there could still be a problem in either the load itself of the current sensor or comparator.

(Note that if the load restarts, as indicated by current across the RPC, and
the RPC does not trip, then there is an ambiguity: all the conditions of the first trip have
been replicated but the RPC reacts differently. This may reflect an intermittent failure that
FRAMES is not designed to address. Also note that although FRAMES is not designed
specifically to diagnose multiple faults and certain other cases, FRAMES does still report
the situation at which it could not determine a diagnosis. Switches may still be taken out of
service in these situations. In all situations, information is displayed on the FRAMES
interface indicating the diagnosis status.)
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A more complex scenario entails the topmost symptom being a 3k RPC in
the PDCU tripping on excessive current (fast trip, I2t, or gfi). The single point causes that
could cause this are: high impedance short to structure/return, low impedance short to
structure/return or high impedance short to ground in the PDCU RPC switch output, the
cable connecting the PDCU RPC and a load center RPC, or in a load center RPC switch
output, as well as the current sensor or comparator in the PDCU RPC. The two point
causes (with masked fault) are: a complete EPLD failure in a load center RPC or a current
sensor or comparator failure in a load center RPC coupled with one of the possible shorts
of the single point failure. Note that these two point causes are actually classes of causes,
each class containing up to 14 members (one for each of the load center RPCs on the bus
below the 3k RPC in the PDCU - in the worst case they were all closed before the fault
occurred. Thus there are 3x3, or 9 classes of two point failures and 9x14, or 126
individual two point failures. Note further that for single point causes, there are 14 load
center RPCs whose switch 1nput cables could have fallurcs so there are not five, but 18
single point failures. Thus there is a total of 126+18, or 144 possible causes.

Diagnosis proceeds by manipulating switches in accordance with set
protocol (the fixed and radial nature of the breadboard obviates the need for an adaptive
procedurc) First the PDCU RPC and all the load center RPCs are commanded open,
partly to assure the breadboard is in a known state for testing and partly to test the EPLD .
If any of these fails to respond, all testing stops and that switch is assumed to have a
completely failed EPLD which is the single cause. Note: this might not be true if a load
center RPC fails to respond it may be the case that there is a second fault, a hard short,
below that RPC. The EPLD problem is acting as a masked failure so even if that RPC is
repIaced it w111 tr1p again when enabled.

If all switches respond to the open commands, the PDCU RPC is
commanded closed. This is an important step since it discriminates between single point
failures and two point failures with masked faults. If the PDCU RPC retrips with the same
symptom when it is closed, the problem is a smgle point failure. All load center RPCs
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have been opened so the circuits below them are isolated and cannot propagate an excessive
current flow upward (there should, in fact, be no current flow whatsoever in those
circuits). Thus, the problem must be in or between the PDCU RPC and the switch input
cables of the load center RPCs as listed above (note that this includes the PDCU RPC's

current sensor and comparator )

If, on the other hand, the PDCU RPC does not retrip when it is closed, then
either the problem is in the PDCU RPC's current sensor or current comparator (which in
this case will not show up until a load center switch is closed and a connected load begins
to draw current) or it is a two point failure involving a masked fault in one of the 14 load
center RPCs and a hard short in the circuit beneath it. (Note: not all 14 load center RPCs
may be candidates — only those that were closed before the fault occurred.)

In this circumstance, manipulation proceeds with the load center RPCs.
Each one is closed and, if it does not cause retripping, opened in turn. They are tested in
isolation to assure that only one RPC and the circuit beneath it are tested at a time. If one of
these RPCs causes retripping, one of two things is the case. The problem could be a
masked fault in that switch together with a hard short in that RPC's switch output cable, in
the cable connecting it to the load, or in the load itself. No further narrowing of
possibilities can be made without either manually changing out the switch, cable and/or
load or manually testing these components with instruments (the latter might not be
possible with the load).

In addition, if this load center RPC is the first to be closed, that results in a
current draw of sufficient magnitude (e.g. whose load restarts), an additional hypothesis
must be added to the above set. It may be that the current sensor or comparator in the
PDCU RPC may be faulted in such a way that it reacts to any non-zero current (which is
also presumably above some level, particularly to the fault in question) as an overcurrent.
The only way to know whether or not this is a possibility is to monitor for current flow
each time a load center RPC is closed. Current software at the LLP level does not collect
this data, so FRAMES at the higher level does not track whether or not a load center RPC
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that caused retripping is the first to cause current draw. Even if it is not the first to draw
current however, it may be the first to draw an in-range current that is sufficiently large to

cause the tripping.

If none of the load center RPCs causes retripping, three possibilities remain.
The first is an "overload": while no individual load center RPC (or, actually, its connected
load) was drawing enough current to make it trip, some of them are drawing more than
they were scheduled to in such a way that collectively the load center RPCs are drawing
enough to trip the PDCU RPC (3.3K worth). FRAMES explores this possibility at this
point. All the load center switches are open (each was opened after it was closed in the
previous portion of the switch manipulation procedure). All the relevant switches (the ones
that were closed before the fault) are closed in sequence. If, at some point during these
closings everything trips again in the original pattern, it is assumed that the problem is, in
fact, an overload and that some if not all of the contributing switches are in the set that has
already been closed.

Finally, if all the relevant load center RPCs have been closed and nothing
has retripped, there are two possibilities. One is that some of the loads beneath the
switches that were re-enabled where latched, that is, they shut themselves off when current
was cut off due to under voltage tripping and they did not restart when the RPC was re-
enabled. The other possibility exists only if any of the relevant loads were not restartable
(i.e. if the operator did not give permission to test when describing the load/activity to the
scheduler). In this case these load circuits were not tested. It is thus possible that any of
these RPCs, connecting cables or loads had faults that would cause the original problem. It
is also possible that any or all of these loads could have been contributing to an overload.

5.7.2.2.5 ftw nfiguration

FRAMES is implemented on the Xerox 1186 computer using the LISP
programming language and utilizing Portable Common Loops (PCL is an implementation
of CLOS and is not related in any way to Xerox LOOPS) for object orientedi}ﬁr(;g;émming
primitives. The structural configuration of FRAMES is given in Figure 5.7.2.2.5-1:
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Figure 5.7.2.2.5-1 FRAMES Software Configuration

In the figure there are five main components making up FRAMES.
FRAMES interfaces to the rest of the world by using two streams: The FELES Symbolics
3620 D stream and the Motorola VME/10 breadboard stream. All autonomy
communication occurs through these streams. Status information, diagnoses, etc. occur
through the screen and keyboard as described in the user interface section.

The I/O module is responsible for handling the communications to the other
computers. It sets up transactions for transmission and queues them up on an output
queue. It also receives transactions and parses them into internal representations. These

transactions then get queued up on a receive queue.

The Process Data module receives transactions from the other computers
and processes them. This module is entirely data driven. Each transaction invokes a
different piece of code for its handling. Transactions from the LLPs mostly consist of
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switch and sensor data. These data are then stored in the model of the power network and
the local database for use by the Fault Diagnosis module. Other transactions, for example,
the Ready? and Event List transactions from the Symbolics 3620 D also get processed here.

The Domain Model module is an object oriented representation of the power
system network. This is analogous to the visual representation given on the screen.
Cables, switches, and loads are all objects and have a variety of slots associated with them

for storing fault data, switch status, etc.

The Database module is a simple database used for organizing the data
FRAMES uses for operation. There are basic store and retrieve functions associated with
this database. When data are stored they are also time stamped. Data are never overwritten
and previous elements of data may be accessed by specifying the appropriate time stamp.

Finally, the Fault Diagnosis module is the main portion of the automation
software of FRAMES for handling fault situations. This is where the expert/heuristic
knowledge is stored. As symptoms from the LLPs are detected FRAMES is triggered to
analyze the symptoms and respond appropriately. FRAMES sends down fault event lists
to the LLPs when it decides to further isolate the possible location of a fault. When a fault
is diagnosed, FRAMES communicates the appropriate information back to the Symbolics
3620 D.

5.7.2.3 User Interface

The user interface to FRAMES is depicted in Figure 5.7.2.3-1. The user
interface consists of six distinct windows.
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Figure 5.7.2.3-1 FRAMES User Interface

The title window is located at the top of the screen and simply displays the
title.

The main window depicts a schematic of the power system being modeled
and operated autonomously. A large number of the objects on the schematic are mouse
sensitive. Each of the load centers and subsystem distributors may be selected by pressing
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down and holding the left mouse button to get a menu of operations. The load centers and
subsystem distributors may be closed and opened simply for viewing purposes. Each of
the sensors may be selected and examined for current and voltage. The switches may also
be examined providing current, voltage, switch state, and tripped information. Any recent
data transmitted from an LLP about a switch may also be examined from the switch. The
cables may also be examined letting the user know if they are powered. There is a second
mode to operation of the schematic window. In super-user mode, the various objects may
also be inspected and modified. This operation alters the state of the model and thus no
longer guarantees correct system operation. To enter super-user mode one types: (super-

user t) at the interaction window,

The Menu window, below the schematic window, provides for exiting and
reinitializing FRAMES. These options are selected simply by left clicking on them.

The Legend window describes the meaning of the symbols that appear on

the Schematic window.

The Data Monitor window is used to display switch data coming from the
LLPs. It is simply a monitor window for watching what data the system is receiving.
These data are also stored in the database and are also accessible through examination of the

switches.

Finally, the Interaction window is where system operations and diagnoses
are displayed. As FRAMES recognizes a fault in the system, it displays messages
describing what it is currently doing, e.g. opening and closing switches. When FRAMES
has made a diagnosis, the diagnosis is also displayed here.

5.8 Power Distribution Management

Power distribution within the SSM/PMAD breadboard is functionally
broken down into five separate categories. First, the power distribution control unit which
distributes power to the load centers. Second, load centers which distribute power to the
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loads. Third, switchgear which physically controls the flow of power. Fourth, automation
which is comprised of the hardware, interfaces and software required to run a load center
or a PDCU. And last, redundancy management which is controlled at the load center level.
These areas within power distribution management shall now be discussed.

5.8.1 Power Distribution Control Uni

A power distribution control unit (PDCU) controls power flow to six load
centers. At the top level of the power system, a PDCU has three, 25kW remote bus
isolators (RBIs) to control power flow from the source. Below the RBIs are two, 10kW
remote control circuit breakers (RCCBs). And below each RCCB there are three, 3kW
remote power controllers (RPCs). The PDCU also contains thirteen sensors of various
power ratings throughout the architecture. These sensors facilitate monitoring the power
flow into, within, and out of the PDCU. The function of the PDCU is to provide power to
load centers and keep each load center's power independent. Furthermore, each load center
may be isolated from the source at the PDCU RPC which feeds it. In this manner, the
PDCU monitors, controls, and distributes power to the load centers.

5.8.2 Load Center

A load center monitors and controls attached loads. Load centers come in
two varieties, those which contain 1kW RPCs and those which contain 3kW RPCs. A
3kW load center is called a subsystem distributor and a 1kW load center is referenced as
just a load center. Both load centers and subsystem distributors perform the same
functions. A load center contains twenty-eight, 1lkW RPCs and draws power from two
PDCUs. Fourteen RPCs draw their power from each PDCU. This means there are two
power busses within any load center. At the input of each power bus, a sensor monitors
power flow into the load center. This sensor is controlled by the load center. With this
sensor and the RPCs, the load center may control whether or not a load receives power and
monitor how much current it draws.
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5.8.3 Switchgear

Switchgear is a general term for all the power system hardware which takes
the commands and gathers data for PDCUs and load centers Thls hardware shall now be
described in greater detail.

5.8.3.1 Switchgear Interface Control

A switchgear interface control (SIC) card communicates with an LLP,
fourteen generic controller (GC) cards, and an analog to digital (A/D) card. The SIC has
nineteen different commands which it is designed to handle. The SIC receives these
commands from its controlling LLP. The commands are described in the SIC/LLP
interface control document in Appendix VII. The SIC communicates with the fourteen
GCs for switching and trip information. Each GC may control an RBI, an RCCB, or an
RPC. The SIC also communicates with the A/D card and receives sixteen voltage, curreht,
and temperature sensor data inputs.

5.8.3.2 jeneric Controller

A generic controller (GC) card controls the switching operation of an RBI,
RCCB, or RPC and returns the switch status information to the SIC card. The GC
rccelves command data information from the SIC and commands the switch on or off or
does nothing based on the command. Additionally, the GC card processes analog signal
information passed to it from the switch and decides whether or not to trip the switch.
Conditions which warrant the GC tripping off a switch are Under Voltage, Over Current
(Izt) Surge Current, Ground Fault, or Over Temperature. Moreover, the GC contains an
Over Temperature warning, a current limit switch turn on processor, and zero voltage and

current crossmg detectors
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5.8.3.3 Analog to Digital Card

The analog to digital (A/D) card accepts sixteen voltage, current, and
temperature sensor inputs and returns proportional digitized information to the SIC card.
The A/D card processes the analog sensor inputs and returns digitized root mean square
(RMS) voltage, RMS current, DC voltage, DC current, frequency, average power,
instantaneous power, power factor, and temperature data to the SIC card.

5.8.3.4 Remote Power Controller

A remote power controller (RPC) provides 5 amperes (1kW) or 15 amperes
(3kW) at 208 Vrms, 20 kHz to any resistive, capacitive, or inductive load. The switch is
single pole single throw (SPST) with a main solid state switch, a parallel current limiting
switch, and a relay isolator. The RPC provides the GC with analog current, voltage,
ground fault, temperature sensor inputs. In addition, the RPC provides the GC with
positional information for the solid state switch and the relay isolator. The RPC also
contains a self-protection circuit to protect itself from a quick current surge greater than
400% of its normal peak current. The GC commands the RPC on and off.

5.8.3.5 Remote Controlled Circuit Br T

A remote controlled circuit breaker (RCCB) provides 50 amperes (10kW) at
208 Vrms, 20 kHz to up to 3 fully loaded 3kW RPCs. The switch is SPST and consists of
a large relay which switches both the positive and return sides of the 20 kHz power. The
RCCB may be switched "hot" and provides the GC with analog current sensor data and
relay status information. The GC commands the RCCB on and off.

5.8.3.6 Remote Bus Isolator

A remote bus isolator (RBI) provides 25kW, 208 Vrms at 20kHz to the
RCCB switches. The switch is SPST and consists of a large relay which switches both the
positive and return sides of the 20kHz power. The RBI may not be switched "hot" and
provides the GC with relay status information only. The GC commands the RBI on and
off.
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5.83.7 Switchgear Calibration Algorithms in LLP Softwa

“Within the LLP software, conversion constant values for digitized switch
current and sensor information are hard coded. Within the PDCU there are thirteen
sensors; these sen*s’6’r§'are rated for 15, 50 and 125 amps The 15 amp sensors are below
the 3kW RPCs within the PDCU. The 50 amp sensors are below the RCCBs. The rest of
the sensors are of the 125 amp variety. The load centers contain two sensors of the 15 amp
type. The RCCBs and RPCs all provide switch current data based on a 10kW, 3kW or
1kW power rating. The LLP software takes the di gitized data and produces the appropriate

value based on system topology.

At present, the LLPs receive digitized data which at full scale is 200% of the
rated current or power. So for the sWitchgs, the conversion factors are as follows:

1kW RPC 0377dA  (deciAmps)

div (division)
3kW RPC 1.13 dA
. div
10kW RBI 377 dA
div

The sensor data arcﬁciggjye’rted as follows:

Vrms 1.63 V¥V
div

Irms 118 A (15 A sensor)
div -

392 A (50 A sensor)
div ,

980 A (125 A sensor)
div
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Note: A division is defined as one least significant bit of the returned
digitized byte from the SIC card. The unit of deciAmps is used because of the
communication protocol with the Symbolics 3620 D. One deciAmp equals one tenth of an
Amp.

5.84 Automation

Automation as it relates to power distribution covers three topics. First, the
hardware platforms under which the algorithmic software executes. Second, the interfaces
that connect the hardware platforms with each other, the switchgear, and the high level
expert systems. And last, the actual algorithmic software. Although scheduling and fault
management and recovery come from the expert systems, this is where the power system is
monitored and controlled.

5.8.4.1 Automation Hardware

One of the two platforms for automation hardware is the Motorola VME/10.
The Motorola VME/10 is a Motorola 68000 based, 32 bit machine, with multi-tasking
capability and running the VersaDos operating system. The Motorola VME/10 algorithmic
software is written in Pascal. This computing platform contains a VME bus backplane into
which extra VME cards may be added. In the back of the automation Motorola VME/10
there are 2 MVME-331 intelligent communications controllers, 2 MVME-705 6 port serial
communications cards, an extended memory card, and an MVYME-400 dual port RS-232
serial communications card. The communications algorithmic controller (CAC) software is
based on the Motorola VME/10.

The other platform is the lowest level processor (LLP). The LLP is
comprised of three VME bus cards and a VME bus rack mount chassis. The first card is an
MVME-107 68010 based single board computer with 512k Bytes of on board random
access memory. The processor on this card gives the LLP the computing horsepower of a
32 bit processor. The second card is an MVME-331 intelligent communications controller.
This card communicates with the MVME-107 over the VME bus and directly to the
MVME-705 card. Last, the MVME-705 6 port serial communications card is controlled by
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the MVME-331 card. The load center and PDCU software running on the LLP platforms
was also developed in Pascal under PDOS.

5.8.4.2 Interfaces

Several interfaces exist within the automation system which permit data
transactions. The CAC software on the Motorola VME/10 corrjrhohicates with FRAMES
on the Xerox 1186 over an RS-232 communication link through the MVME-400 card. The
CAC software also transacts with the LLPs running load center on PDCU software. This
communications link is RS-422 and passes through MVME-331 and MVME-705 cards at
both ends. In addition, the LLPs have two more RS-422 links using four wire operation to
the switchgear. To conclude, there are three data system interfaces between the switchgear
and FRAMES.

5.8.4.3 Software

Algorxthmlc software may be broken down into three distinct subsystems.
Frrst there is the communications algonthmlc controller software on the Motorola
VVME/ 10. Second the LLPs running load center ‘algorithmic software. Last, the LLPs

runnmg power distribution control unit software The functionality of these different

5.8.4.3.1 g;ommumcatlons Algon;hmrg g; tﬂllgr Software

The communications algorithmic controller (CAC) software runs on the
Motorola VME/10 and operates primarily as a parser and server for the LLPs. All
messages from FRAMES, LPLMS, and FELES directed to the LLPs must pass through
the CAC software before distribution to the LLPs. These messages have a global frame of
reference and the CAC must parse out each messagc for every LLP. In this manner, each
LLP only receives ‘messages with information peﬁlnent to its local frame of referénce.
Conversely, when an LLP sends a message to FRAMES, the CAC software inserts the
global address of the LLP at the beginning of the message. The message FRAMES
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receives has local information but is globally located. To conclude, the CAC software
provides an interface between local LLP software and global expert systems.

5.8.4.3.2 Load Center Algorithmic Software

The load center (LC) software commands and monitors the switches within
its domain. The LC algorithmic software is initially downloaded to the LLPs from the
CAC and sent an event list, priority list, and time list. At this point the LC software enters
its control loop. First, the software updates the event list and priority list, if necessary,
and performs any scheduled operations in the event list. Next, the software strobes the
topology hardware for all switch and sensor data. Then, the software inspects the switch
and sensor data for hard faults and anomalous conditions. The software also computes
short term statistics from the data. If switches have been commanded on or off, or if an
anomalous condition or hard fault has occurred, the LC software informs FRAMES and
receives any new instructions. If a new message has come down from the CAC, it is
processed. At this point, the cycle repeats. The LC software performs as an intelligent
slave commanding and monitoring the topology hardware for the upper level expert
systems.

5.8.4.3.3 Power Distribution Control Unit Algorithmic Software

The power distribution control unit (PDCU) software commands and
monitors the switches within its domain. The PDCU algorithmic software is initially
downloaded to the LLPs from the CAC and sent an event list and time list. At this point the
PDCU software enters its control loop. First, the software updates the event list, if
necessary, and performs any scheduled operations in the event list. Next, the software
strobes the topology hardware for all switch and sensor data for hard faults and anomalous
conditions. The software also computes short term statistics from the data and searches for
soft faults based on Kirchoff's Current Law. If an anomalous condition or hard fault has
occurred, the PDCU software informs FRAMES and receives any new instructions. If a
new message has come down from the CAC, it is processed. At this point, the cycle
repeats. The PDCU software performs an intelligent slave commanding and monitoring the
topology hardware for the upper level expert systems.
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The load center and power distribution control unit software discussed

above contains many procedures and functions. Some of these functions have been
flowcharted with visual control logic representations (VCLRs). Many of the VCLRs are
the same for load center and PDCU software. Those which do differ, are so labeled. The

following VCLRs are included in Appendix IX:

10.

11.
12.

13.

14.
15.

16.
17.

LCMAIN - Load center main program.

PDCU MAIN - Power distribution control unit main program.
ALGORITHMS - Check switches and sensors for trips and
anomalous conditions.

CURRTIME - Returns present mission time in seconds.
CVTDAYANDSEC - Returns Julian day and seconds from date and
time.

CVTTIME - Return numerical values from system date and time.
GETTIME - Get system date and time. 7

SETCLOCK - Set system time and date and store start of mission time
and date.

CALCENERGY - Compute power system performance statistics.
DOSCHEDULE - Implement new event and priority lists and execute
events. = ' '

GETALLDATA - Get switch and sensor data from switchgear.
MANUAL MODE - Translate Motorola VME/10 commands to SIC
card. ,

UPDATE CONTINGENCY LIST - Updates schedule with a
contingency list. '

UPDATE PRIGRITIES - Updates priority list.

UPDATE SCHEDULE - Buffers new event list and sets
implementation time.

CHANGE SCHEDULE - Implements new event list.
INIT_BUF_QUEUE - Initializes event list buffer queue.
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18. INSERT_SCHED - Inserts an event list in buffer queue.

19. REMOVE_BUFFER - Removes a buffer from the queue.

20. CONFIGURE_SIC PORTS - Configures SIC ports.

21. SEND/RECEIVE SIC DATA - Sends and receives SIC data.

22. CMNDSWITCH - Turns on/off switches and sets trip flags
accordingly.

23. LOADSHED - Load shedding based on priority.

24, REDSW - Redundant switching.

25. CHANGE SWITCH STATE - Change power limits on a switch.

26. SWITCH-ON - Turn on switch.

27. UNCONDITIONAL OFF - Turn off switch.

28. DECODE - Decrypts Motorola VME/10 communication incoming.

29. ENCODE - Encrypts Motorola VME/10 communication outgoing.

30. GET Motorola VME/10 DATA - Assigns VME/10 input next data
space in buffer.

5.8.5 Redundancy Management

Certain loads require redundant sources of power to make sure they keep
operating. The load centers power redundant loads with one switch off each power bus
within the load center. If a switch trips with a load which is redundant and the LLP has
permission to switch to redundant, it attempts to power the redundant switch. If sufficient
power is available on the redundant bus, the redundant switch is powered. If lower
priority loads may be shed to provide enough power for the redundant switch, the loads are
shed and the redundant switch is powered. If there is not enough power available, the
redundant switch is not powered. This method of redundant switching allows for failure of
a power bus, since the redundant switch is on the redundant power bus. Load centers are
in control of redundant switching and providing redundant power to loads.
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5.9 Operation Considerations

The operation of the ACM/PMAD involves a complex set of user and
system interactions, both with the hardware and the software. The current implementation
provides quite an open system architecture. Careful consideration should be exercised in
operating the system in order to assure personnel safety and system integrity. The system
is built around a 20 kHz, 208 volt source which can be dangerous if not operated properly.

The present system has the capability for extension to handle multiple faults.
It currently handles only single faults with predictable outcomes. When setting up system
operation regimes, single fault scenarios should be used. The lowest level hardware
activated switching should work under multiple faults, but FRAMES may try to perform
exotic switch testing activities for which there needs to be knowledge base enhancement for

reasonable and assured performance.

Communication of switch activity arrives at ;hé Xerox 1186 in what may
appear to be an extended amount of time. However, the system is reacting to the presence
of data in a reasonable amount of time when the mtegrat10n of the information at the CAC
and the FRAMES is considered.”

5.10 Bread ] Timing Considerations

When automating the breadboard, certain timing considerations must be
addressed. First, switching operations within any event list are treated separately. This
leads to events being processed sequentially and therefore events scheduled for the same
_time are not executed simultaneously. Because the automation system is dlstnbuted the
LLPs d do not switch at the same time or necessarily in the same order. Hence, a load center
switch could switch before its correspondmg swrtch in the PDCU glvmg erroneous under
voltage faults. For this reason, the PDCU switches are initially powered on and PDCU
event lists only change the value of scheduled power through a given switch. Last, each
access to the SIC card can take as much as 2 1/4 seconds (the timeout). As a result, each
additional access to the switchgear increases the control loop cycle time. Timing within a
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distributed automated processing system can have serious consequences if not considered
and addressed ahead of time.

There are also automation system timing constraints which must be
considered. On the average it takes seven to ten seconds for a change in switch position
within an LLP to filter back up to the FRAMES interface. However, FRAMES may only
process one transaction at a time and this could lengthen the time it takes for LLP data to be
processed. It takes approximately ten seconds for FRAMES to process a transaction from
the LLPs and be ready for the next transaction. When FRAMES probes the LLPs for fault
isolation data it could take up to a minute and one-half before the SIC data are returned.
This time too, could be extended if FRAMES is busy processing a transaction from another
LLP. Naturally, with more LLPs, the probability of FRAMES receiving intermediary

transactions increases. All data presented in this section is empirical in nature from testing

performed on the breadboard.
5.11 Manual Override

It is desirable in an automated system for human beings to be able to take
over control of the system. In the event that the automated system fails, it is necessary for
a user to be able to take control. This control on SSM/PMAD comes through a manual
override interface. When in manual mode of operation, the user may access the entire
breadboard. This means the user may turn on or off and have control over all switches
manually. Moreover, the user must have working knowledge of the power system because
switching PDCU switches can have major consequences on load centers. The user also
has access to all breadboard sensors. This form of manual intervention removes

automation from the breadboard, but permits a user to directly control the breadboard.
5.11.1 Operation

The manual mode of operation interface is accessed at the Motorola
VME/10. When a command is entered at the interface, the Motorola VME/10 converts the
command to the appropriate four byte command string and sends it to the appropriate LLP.
The four byte commands are defined in the SIC/LLP interface control document in
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Appendix VII. Upon receipt of the command string at the LLP, the LLP forwards the
command to the SIC card and waits for a response. When the response comes, the LLP
returns the data to the Motorola VME/10. The Motorola VME/10 takes this data and
displays it to the user interface screen. Manual mode of operation directly accesses the SIC

card and interprets the responses.
5.11.2 Implementation

The manual mode interface was implemented with ease of use in mind. The
entire user interface is menu-driven. Each menu gives the user the ability to change the
LLP and SIC being accessed. Each sub menu defaults to returning to the main menu.
Each menu gives the user the option of shutting off all switches on the currently designated
LLP and SIC. The manual mode user interface implementation was created to facilitate

user access to the breadboard.

5.11.3 User Interface

The manual mode user interface may be accessed after the initial event list,
priority list, and time list have been received at the LLPs. The interface is initiated by
pressing a pafriaéeifétum at the Communications Algorithmic Controller (CAC) when in
normal operation. The following menu will appear on the CAC monitor upon entry into

manual mode:
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MANUAL OVERRIDE MENU

Switchgear Interface Card (SIC) RESET
Generic Card (GC) SELECT

Switch, Power Sensor, & Temp Sensor DATA
Temperature Sensor MENU

Switch MENU

Power Sensor MENU

Select LLP

Select SIC

KILL all Switches

QUIT

.\OOO\IO\U'IAUJNW—!

[
e

SELECT A FUNCTION (1 TO 10)

The user must then select an LLP before performing any operations on that
LLP. This selection process notifies the LLP software to enter its manual mode procedure
and notifies the CAC of which LLP to query. The CAC will also inform the selected LLPs
of exit from manual mode so they may recycle their software.

The user interface also contains three sub-menus which will now be
discussed. First, the temperature sensor menu gives the user access to all temperature data
from the selected LLP and SIC. The menu that appears on the CAC monitor is as follows:
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TEMPERATURE SENSOR MENU

All temperature sensors DATA ,
MONITOR all temperature sensors

KILL all Switches

Select LLP

Select SIC

Manual Override Menu RETURN (default)

AN N b W N e

SELECT A FUNCTION (1 TO 6)

Second, the user might select the switch menu which furnishes the
following menu:

SWITCH MENU

Switch(es) RESET

Conditional Switch(es) ON
Conditional Switch(es) OFF
UNconditional Switch(es) ON
UNCconditional Switch(es) (OFF)
SELECTED Switch DATA N Times
All Switches DATA N Times
CONTINUOUSLY switch switch
MONITOR selected switch

Select LLP

Select SIC

KILL all Switches

Manual Override Menu RETURN (default)

O 00 N1 O b B W e

L T e T R
W N = O
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SELECT A FUNCTION (1 TO 13)

This menu allows the user to turn on or off any switch or group of switches
on the selected LLP and SIC. Likewise, the user may monitor the state of any switch on
the selected LLP and SIC. Last, the user could select the power sensor menu. This menu
allows the user to monitor the power sensors and get the power factor data for any sensor.

This menu looks as follows:

POWER SENSOR MENU

SELECTED Sensor DATA N Times

ALL Sensors DATA

Power Factor DATA

MONITOR selected power sensor

KILL all Switches

Select LLP

Select SIC

Manual Override Menu RETURN (default)

SELECT A FUNCTION (1 TO 8)

All of the menus have the option of selecting a new LLP and a new SIC,
providing easy manipulation of the breadboard.

5.12 ACMPMAD Tegst Plan

This is the Task III Test Plan.

5.12.1 GENERAL
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5.12.1.1 Purpose of the Test Plan

The Test Plan for ACMPMAD, contract NAS 8-36433, program is written

to:

1. Provide guidance for the management and technical effort necessary
throughout the test period.

2. Establish a comprehensive test plan and communicate to the user the
nature and extent of the tests to provide a basis for evaluation of the
system.

5.12.2 Project References

The documents utilized by this contract are:
1. Contract Agreement, NAS 8-36433, dated June 25, 1985.

2. Software Development Plan for ACM/PMAD, Revision A, dated
February 1987.

3. SSM/PMAD Breadboard Usage Plan, MCR-88-624, dated September
1988.

4. LLP/SIC Interface Document, dated August 1988.
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5.12.3 Acronyms

Al Artificial Intelligence

ACMPMAD  Automation of Common Module Power Management and

Distribution

CM/PMAD Common Module/Power Management and Distribution

FRAMES Fault Recovery and Management Expert System

LLP Lowest Level Processor

LPL Load Priority List

LPLMS Load Priority List Maintenance System

MB Megabyte

MSFC Marshall Space Flight Center

RPC Remote Power Controller

SIC Switchgear Interface Card

SSM/PMAD  Space Station Module Power Management and

Distribution
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5.12.4 Equipment Requirements
The hardware and software required to run the tests are identified in this
section.

5.12.4.1 Hardware

The SSM/PMAD communications architecture (Figure 5.12.4.1-1) is

identified below:
Ethernet RS232 .
SYMBOLICS XEROX VME/10
RS422
LLPA LLPB LLPC LLPD LLPE LLPF LLPG LLPH
PDCUA LC1 LC2 LC3 LC4 SD1 sSp2 PDOCUB

Figure 5.12.4.1-1 SSM/PMAD Communications Architecture

1. Symbolics 3620 D 3640.

2. Xerox 1186 Al workstation with CLOS development environment with

3.5 MB RAM, 80 MB Hard Disk and IBM PC Floppy Output

Capability.

1. Motorola VME-10 development system.
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The SSM/PMAD breadboard block diagram is shown in Figure 5.124.1-2
below:
LOAD PRIGAITIZATION LIST
MANAGEMENT @ FRONT END
/] LOAD ENABLE SCHEDULER POWER
P:lu':in RING
BUS l . I:!
A El
E
er | ok [ e RS Ficy
L’ ’ ’. = \ !ur:nr.s\:.zl;:;:n(sr:nnmn = _‘ ’ 4_
é é bk s{ HERON 1186 s Q é
TTT TTT « COMMUNICATION & TTT TTT
ALGORTRIMIC
F copTen
k i RS 43}"“}
/} POWER DATA BUS
Fa
SUBSYSTEN LoAD LoAD LOAD LoRD SUBSYSTEM
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Figure 5.12.4.1-2 Breadboard Block Diagram
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5.12.4.2

Software

The configuration of the software is identified below:

. Versados 4.51 Object, $49CMP60004

2. Versados VMELAN 2.1, 84§CMP60065

3. Motorola VME/10 Graphics Server axid Dermio 1.01, 849CMP60002
4. Pascal 2.3, 849CMP60001 -

5. VXérOx Lisp: Lyric Releasé for the 1186 - Lisp.Sysout, 849CMP71001

6.  Xerox Lisp: Lyric Release for the 1186 - Lyric-Patch-1,
849CMP71002

7.  Xerox Lisp: Lyric Release for the 1186 - Lyric-Library,
849CMP71003

8.  Xerox Lisp: Lyric Release for the 1186 - Installation Utility,

849CMP71004

9.  Xerox Lisp: Lyric Release for the 1186 - System Files,
849CMP71005

10.  Xerox Offline Diagnostics MaSter Disk 1.3e #1, Rev. Lyric,
849CMP71006

11. Xerox Offline Diagnostics Boot Diagnostics Master Disk 1.3e #2,
Rev. Lyric, 849CMP71007

TASK III
5-130




Interim MCR-89-516

Final
TASK III Report February 1989
12. PCL-CLOS, 849CMP50002 version dated 8/27/87,
13. Symbolics Operating System Genera 7.1
14. TCP/IP Protocol
15. VME-10 Algorithmic Software, 849CMP10000
16. SSMPMAD Symbolics Interface V1.0 Software, 849CMP20000
17. Xerox FRAMES Software, 849CMP15000
5.12.5 Test ription

This test is designed to demonstrate the capabilities of the ACMPMAD
system. It is intended to satisfy the requirements of Activity (2) of Task II, Activity (2) of
Task III, Activity (5) of Task III and Activity (1) of Task IV. All test requirements are
satisfied by demonstration.

5.12.5.1 Test Data

5.12.5.1.1  Input Data

Input data are controlled by this test in order to demonstrate system

capabilities. When the word "type" is used, a Return is implied unless specified otherwise.

5.12.5.1.2  Qutput Data

Output data will consist of schedule data.

5.12.5.2 Test Procedures

5.12.5.2.1 Test Setup
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5.12.5.2.1.2 SSMPMAD Interface Software - Symbolics 3620 D
ACTION RESPONSE

Turn on power

Place the SSMPMAD Symbolics
Interface tape in the Symbolics
3620 disk drive.

Load the SSMPMAD Symbolics

Interface tapé by typing
"(tape:carryfload)"

Type "Q" or "S" for selective load

n__tt

Type "y" to 'pmad:si;ssmpmad.
translations' only

Edit the translation file to change
the physical host to *SSMPMAD-
PHYSICAL-HOST*

Evaluate the buffer. Type
"META SHIFT-E"

Save the file

Screen appears.

No observable reaction.

A list of directories appear
and the user is prompted
whether to load all of the
files or just selected ones.

Promp:t appéars.

pmad:si; ssmpmad.
translations is loaded.

Physical host is changed

Prompt appears.

File is saved.
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10.

11.

12.

Type "(tape:carry-load)”

Type "Q" or "S" for selective
load

Type "y" to the following files:

pmad:si;*.lisp
pmad:ui;*.lisp
pmad:pmad;*.lisp
pmad:Iplms;*.lisp
pmad:developer;* lisp
pmad:schedule-library;*.*
pmad:library;* *
pmad:si; *.bin
pmad:ui;*.bin
pmad:pmad;*.bin
pmad:Iplms;*.bin
pmad:scheduler;*.*

To load the system into the

Symbolics 3620 D Environment,

type "(load "host:>
ssmpmad>load")

A list of files appear and the
user is prompted to load all
of the files or just selected
ones.

Prompt appears.

The specified files are
loaded.

The system is loaded into
the Symbeolics
Environment.
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13. Type <SELECT>"A" Screens are displayed and
A everything is initialized.
Q
5.12.5.3 FRAMES Software - Xerox 1186

1. Turn on power

2. Press "F1" key (boot from
local hard disk)

3. Display the background menu
by holding down the Right
Mouse Button while over the
"Background".

4.  Select the File Browser by

highlighting "File Browser" in the
Background Menu with the cursor
and releasing the previously

held down button.

5.  Select the window position
and shapé 'by moving mouse to
the preferred position, holding
down the Left Mouse Button,
dragging the right-bottom corner

Screen appears with row of
buttons displayed on
bottom of screen.

After short interval of time,
Xerox is booted; normal
display is seen on screen.

Béckground Menu is
displayed.

A default empty window i
shape is displayed for the :
user to shape to the

preferred size.

A File Browser window is
displayed. It is waiting for
input as to what location to
display files from.
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of the window to size it, and
release the mouse button

6. Insert the FRAMES Disk 1 into
the floppy disk drive and close
the floppy door.

7.  Type "{floppy}".

8.  Select all the files on the disk
by positioning the cursor over
the topmost file entry and clicking
the Left Mouse Button followed
by positioning the cursor over
the bottom-most file entry and
clicking the Right Mouse Button.

NOTE: To get to the bottom-most
file entry may require scrolling the
window. To scroll the window,
slowly move the cursor to the left
of the window and stop when the
scroll bar appears. Clicking the
Left Mouse Button will display the
current line (next to the cursor)

at the top of the window. When
the bottom-most file is displayed,
discontinue this action.

No observable reaction.

The contents of the disk in
the floppy drive is
displayed.

Each file has a ">" pointing
to it.

On the top-right portion of

the File Browser Window,

a menu of actions is

displayed.
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10.

Click the Left Mouse Button on
the "Copy" selection.
pathname to copy the files

fo.

The destination pathname is
variable. It always starts with
"{dsk}".

To figure out the rest of it,

look at the locations of the files

on the floppy as the hard disk
displayed in the File Browser. The
rest of the data name should
correspond to the greatest level of
common pathname of the files on

floppy

For example, if all the files on
the floppy are under
"<lispfiles>comm>" that should
be the completion to arrive at:
"(dsk}<lispfiles>comm>". If
there were files under both
"<lispfiles>comm>"

and "<lispfiles>data>", the
greatest completion will be
"<lispfiles>" to arrive at
"{dsk}<lispfiles>". Once the
pathname is entered, type a
Return.

The top of the File Browser
Window queries for a

The selected files are
copied from the floppy to

The idea files behind this is
to copy the files on the
floppy to the same relative
pathnames on the hard
disk

When copying is
completed, the copy
selection on the
File Browser is not
highlighted.

The user is prompted
whether to retain the
subdirectories.
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11. Type <Return>
12. Remove the floppy from the No observable reaction.

floppy drive and insert the
next floppy in its place.

13. Display the contents of the The files of the current
floppy by clicking the Left Mouse floppy are displayed in the
Button on the "Recompute” option File Browser Window

of the File Browser.

14. Repeat Steps 8 through 13 until All the files are copied to
all the files from all the the hard disk
floppies are copied to the hard disk.

15. Move the cursor to the top portion The File Browser window
of the File Browser Window, is no longer visible.
Hold down the Right Mouse

Button and highlight the "Close"
option of the window menu.

Release the mouse button.

16. Type "(load '{dsk}<lispfiles> The corresponding file is
frames>init>load-all.lisp)" loaded.
17. Type "(load-all)" The files for FRAMES are

loaded into the Lisp World.

A display window appears
showing the files being
loaded.
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18. When the Display Window inverts,
move the cursor into the window and
click the Left MouseButton.and closing.
Then press the Space-Bar twice in quick
succession. Interaction Window returns

further to scroll old data off the top of the

window.

19. To logout, type "(il:logout)”

20. Turn off power.

Q

5.12.5.4 Test Initialization

Numerous things occur,
including windows opening
When the

This indicates that the user
does not want to be queried
with a normal interaction
prompt ("XXX>"

where XXX is some
integer), FRAMES is
finished loading.

NOTE: It takes
approximately 30 minutes

to load the system.

The screen reverts to the
status of Step 1.

System is turned off.

There are four component types to initialize: Symbdlics 3620 D, Xerox

1186, Motorola VME/10 and LLPs.

" The Simplest procedure (until familiarity with how the system works is

acquired) is to initialize the four component types in the following strictly linear order:
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5.12.5.5 Power Up the Symbolics 3620 D, Xerox 1186 and Motorola VME/10

1.  Turn on the monitor (switch in back)
on the Symbolics 3620 D.

2.  Turn on the main power on the
Symbolics 3620 D.

3.  Type "hello" on the Symbolics 3620 D.

4. Type "FEPO:>PMAD.BOOT.1"
on the Symbolics 3620 D.

5. Turn on the power to the Xerox 1186.

Monitor is powered up.

The user is prompted with a
"FEP Command:" prompt.

The user is prompted with a
"FEP Command:" prompt.

The system boots up with
the operating system
HERALD.

NOTE: The user may be
prompted to enter date and
time. Time and date will be
entered as necessary. A
<Return> will be pressed if
the date and time is correct.

The user is prompted to log

in.

The screen appears with a
row of buttons displayed
near the bottom of the

screen.
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Press the "F1" key on the Xerox 1186.

Power up Motorola VME/10.

. Power up Motorola VME/10 Momtora.nd ;

Wyse terminal.

*VME/IO monitor and Wyse

The system boots up The
screen looks like it was the
last time a user logged out.

VME/10 is powered up.
terminal are powered up.

"Waiting for disk to spin
up" message appears on %
VME/10 monitor.

"Power Up Test Complete”
message appears on
VME/10 monitor.

System automatically boots
up and configures all the
ports on the VME/10. |

"=" prompt appears on the
VME/10 monitor.

Wyse terminal completes
power up self test.
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5.12.5.6 Initialize the Symbolics 3620 D

1. Type ":login PMAD" The PMAD user's
initialization file is loaded
enabling the Symbolics to
communicate with other
computers.

"Do you wish to load
SSMPMAD patches?”
prompt appears.

2. Type"Y" Symbolics loads patches.
User is prompted with "(Y,
P or N)".

3. Type"P" Symbolics proceeds. User
is prompted with
"(Y,Por N)".

4. Type"P" Symbolics proceeds.

5. Press <SELECT> "A". The SSMPMAD interface
is started.

When it is finished, the
user sees the console screen
of the SSMPMAD
interface.

6. Press <CONTROL> S. Maestro the SS Module
Scheduler screen appears.
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7.  Select "Reset" to reset the scheduler Select Length of
Scheduling Period menu
appears.
8.  Select "8 Hour" Select Activities for

Scheduling menu appears.
9.  Schedule the demo activities by selecting:  The Schedule is ready and
the FELES is ready to be

started.
Demol Partl
Demol Part2
Demol Part3
Demol Partd4
Demol Part5
10. Click Left Mouse Button on The activities are displayed.
- "Highlighted"
11.  Select "Schedule” The activities are
scheduled.
12. Press <SELECT> L. Lisp Listener appears.
13. Type "(set-feles-lead-time 2) Feles lead time is set to 2.

This is an optimization for
responding to contingency
situations faster.
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14, Press <SELECT> A. Maestro the SS Module

Q___

5.12.5.7 Initialize the Xerox 11

1. Position the cursor over the
Background Menu and hold down
the Right Mouse Button.

2. Position the cursor over the
"FRAMES" selection of the Background
Menu and hold Right Mouse Button
(over the small triangle) to highlight the
"Initialize FRAMES" option.
Release the mouse button.

Q__

5.12.5.8 Starting the Schedule

1. Press <META> S on the Symbolics
3620D.

Q___

Scheduler screen appears.

The Background Menu
appears.

The FRAMES interface is
displayed and initialized.
NOTE: This will take 2
minutes at the most.

FRAMES is now ready
for normal operations.

Starts and updates control
box. (No visible action).
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5.12.5.9 Initialize the Motorola VME/10 and the LLPs

NOTE: If the Motorola VME/10 has timed out, "="prompt appears on
press "Reset"” on the Motorola VME/10 chassis  the VME/10.
and wait for the system to reboot.

Type "CLRBK" on the Motorola VME/10. "Turn on all LLPs and
Press Their Reset Buttons”

prompt appears.

2. TurmmonLLP's 10, 12 and 13 LLPs are turned on.
and press their Reset Buitons
(The Red Button).

Load Center LLP~

A 10
C 12
D 13

3. Press <Return> on the Motorola VME/10  Errors may occur from the
ports being cleared which

can be ignored.

"=" prompt appears on the
VME/10.

4.  Type "Off" on the Motorola VME/10. User is logged out.

5.  Press <BREAK> on the Motorola VME/10. "Enter user no. =" prompt
appears.
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10.

11.

Type "200.MSFC" on the Motorola
VME/10.

Type "ALGO" on the Motorola VME/10.

Type "Y" on the Motorola VME/10.

Type "Y" to LLPs 10, 12 and
13 and type "N"

LLPs 11, 14, 15,20 and

21 on the Motorola VME/10.

Type "N" on the Motorola VME/10.

Type "Y" to all download questions

on the Motorola VME/10 pressing "Reset"
on the LLPs unless the download starts
immediately on the screen.

"=" prompt appears.

"Do you wish to use real
Xerox communications?"

prompt appears.

"Is CN 10 present?"
prompt appears.

The LLPs selected are to
displayed on the VME/10.

"Do you wish to go back
and try again?" prompt
appears.

"Do you wish to download
to CN10?" prompt appears.

Each LLP will be
downloaded.

NOTE: LLP downloads
each take approximately 8
minutes.
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"Do you wish to go back
and try again?”
prompt appears on the
VME/10.
12. Power up power section of the Power section of the
breadboard including 20kHz, breadboard is
208, nominal and housekeeping powered up.
power.

13. Type "N" on the Motorola VME/10. "Do you wish to use the
debug statements?" prompt
appears on the VME/10.

14. Type "Y" on the Motorola VME/10. "Ensure there is a
terminal..."”

15. Press <Return> on the Motorola VME/10. Wyse terminal will scroll
with information.

Menu for start of mission
time appears on the
Symbolics.
Q__
5.12.5.10 Test Steps
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5.12.5.10.1 Schedule 1
Cl C5 D1I__DS TIME
ON OFF ON OFF 0
OFF OFF ON ON 2
OFF ON OFF ON 4
ON ON ON ON 6
OFF OFF OFF OFF 38
1. Selecta "one minute” delay to start The schedule will begin

the schedule on the Symbolics 3620 D.

execution at that time.

At mission time 0, the light
bulb at switches CO1 and
DO1 lights. Shortly
thereafter, the FRAMES
interfaces reflects the
power to the load at
switches CO1 and DO1.

At mission time 2, the light
bulb at switch CO1 is turned
off and the light bulb at
switch DOS is turned on.
Again the Frames interface
reflects the power to the
load at switches CO1 and
DOSs.

At mission time 4, the
light bulb at switch C05
lights and the light bulb at
switch DO1 is turned off.
Again the FRAMES
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2.

Inject a short at point A at mission
time 9 (Figure 5.12.5.10.1-1).

interface reflects the power
to the load at switches CO5
and DO1.

At mission time 6, the

light bulb at switches C01
and DO1 are turned back on.
Again the FRAMES
interface reflects the power
to the load at switches CO1
and DO1.

A04 will trip.

CO01 and COS will

" subsequently trip on under

voltage.

Both LLPs will send data to :
FRAMES indicating these -
trips.

When FRAMES receives
this data, it will send a
message to both LLPs to
turn off all the switches
from A04 and below.
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I
PDCU A

A02

‘)

c

?

Load Center D

TP

Figure 5.12.5.10.1-1 Test Plan Switch Configuration
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When the LLPs respond
(also indicating that the

Wait approximately 5 minutes for
Contingency to go into effect.

Inject a short at point B (Figure
5.12.5.10.1-1).

operation was performed
without any errors)
FRAMES will command
A04 to flip.

When PDCU A closes A04,
it will trip again.

This data will be sent back
to FRAMES.

. FRAMES will then

diagnose the fault and
send a message to FELES
that AO4 and all the
switches below it are out
of service.

Contingency goes into
effect.

DO1 will trip.
Load Center D will send

data to FRAMES indicating
the situation.
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FRAMES can be observed
to receive the information
and will send a message to
Load Center D to open DO1.

Load Center D will open
D01 and report back that
nothing unusual occurred

in doing so.

FRAMES will then send a
message to flip DO1 (close
and then open DO1).

When Load Center D closes
D01, D01 will trip again.

This will be reported back to
FRAMES and FRAMES
will diagnose the fault.

FRAMES will indicate the
switch is out of service on
the interface.

FRAMES will send a
message to FELES
indicating that DO1 is no
longer in service.
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5.  Wait for the schedule to finish.

6. Remove shorts from switches.

Q

512511  Schedule 2

1. Press <META> K on the Symbolics

3620D.

2. Select "Re-initialize" on the Xerox 1186.

3.  Press <Return> on the Motorola VME/10.

FELES will have
MAESTRO reschedule
the tasks and FELES will
send a contingency list
down to FRAMES and
the VME/10.

Once the contingency list
goes into effect, all
unnecessary switches will
be turned off. This change
can be observed on the
FRAMES interface.

All lights are tumned off.

Shorts are removed.

The current schedule is
killed.

"Done initializing" message
appears. ‘

"Do you wish to enter
override?" prompt appears.
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4. Type "Y" on the Motorola VME/10. "Breadboard is now in

Manual Mode. Press
Return.” prompt appears.

5. Press <Return> on the Motorola VME/10. Manual Override Menu

appears.

6. Type "7" on the Motorola VME/10. "Enter desired LLP
using..."

7. Type "A" on the Motorola VME/10. "...press Return to
continue”

8. Type "7" on the Motorola VME/10. "Enter desired LLP
using..."

9. Type "C" on the Motorola VME/10. "...press Return to
continue"

10. Type "7" on the Motorola VME/10. "Enter desired LLP
using..."

11. Type "D" on the Motorola VME/10. "...press Return to
continue"

12. Press <Return> on the Motorola VME/10. Manual Override Menu
appears.

13. Type "10" on the Motorola VME/10. "Press the Break key to
exit" prompt appears.
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14. Press <BREAK> on the Motorola VME/10. "Enter user no.=" prompt
appears.

15. Type "200.MSFC" on the Motorola "=" prompt appears.

VME/10.

16. Type "ALGO" on the Motorola VME/10. "Do you wish to use real
Xerox communications?"
prompt appears on the
VME/10.

17. Type "Y" on the Motorola VME/10. "Is CN10 present? prompt
appears on the VME/10.

18. Type "Y" to each of the LLPs that "Do you wish to go back

are applicable (10, 12 and 13) and and try again?" prompt
type "N" to the LLPs that will not appears on the VME/10.
use (11, 14, 15, 20 and 21).

19. Type "N" on the Motorola VME/10. "Do you wish to download
to CN10?" prompt appears
on the VME/10.

20. Type "N" on the Motorola VME/10. "Do you wish to go back
and try again?" prompt
appears on the VME/10.

21. Type "N" on the Motorola VME/10. "Do you wish to use the

debug statements?" prompt
appears on the VME/10.
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22. Type "Y" on the Motorola VME/10. "Ensure there is a
terminal..." prompt appears
on the VME/10.

23. Press <Return> on the Motorola VME/10.  The Wyse terminal scrolls
with information.

Menu for start of mission
time appears on the
Symbolics.

24. Select "Reset” on the Symbolics 3620 D. Select Length of Scheduling
Period menu appears on
the Symbolics.

25. Select "8 Hour" on the Symbolics 3620 D.  Select Activities for
Scheduling menu appears
on the Symbolics.

26. Select the following activities: The Schedule is ready.

Task 3 A
Task 3B
Task 4 A
Task 4 B
Task 5 A
Task 5B
Task 6
Task 7
Task 8
Task 9
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27. Click Left Mouse Button on Activities are displayed on
"Highlighted" on the Symbolics 3620 D. the Symbolics.
28. Select "Schedule” on the Symbolics 3620 D. The activities are scheduled.
29. Press <META> S on the Symbolics. Starts and updates control
box (No visible action).
30. Selecta "oné minute" delay to start CO01, C05, D01, and DOS
the schedule on the Symbolics 3620 D. lights will turn on when
the schedule starts. ,
31. [Inject a fault at Point C (open DO1 and DOS turn off

cifcuit) at mission time 3
(Figure 5.12.5.10.1-1).

(under voltage).

D sends data to FRAMES.

FRAMES waits for data
from A, B & C. !

FRAMES diagnoses
situation and sends
information to FELES.

MAESTRO processes
contingency and sends 7
contingency list down.
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AO05 is turned off when
contingency list takes
effect. This will be
observable on FRAMES
interface.
32. At mission time 20, click Left Select a Screen Menu
Mouse Button on "Screens” appears.
on the Symbolics 3620 D.
33. Select "Resource Manager” on the Resource Manager Window
Symbolics 3620 D. appears.
34. Select "Immediate Power Change" on "Power available to the
the Symbolics 3620 D. module (watts)" prompt
appears.
35. Type "800" on the Symbolics 3620 D. "How long effective”

prompt appears.

36. Type "0:0:10" on the Symbolics 3620 D. Starts processing.

Control will be in
contingency state.

On the Xerox, either CO1
or CO5 will go out.

"Contingency Power
System Fault" appears.
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37. Wait for contingency event list to A consistent state of the
take effect. world is present.
38. Let schedule finish. All lights are turned off.
Q_
Shutdown
5.12.5.12 Motorola VME/10
1. Tum off power to Motorola VME/10 Monitor is turned off.
monitor. '
2. Tum off power to Motorola VME/VIO. VME/10 is turned off.
3.  Turn off power to terminal connected Terminal is turned off,
to Motorola VME/10 port 2.
4.  Turn off power to the LLPs. LLPs are turned off.
5.  Turn off power to 20kHz, 208V, Power is turned off.
nominal and housekeeping power.
Q__
5.12.5.13 Xerox 1186
1. Select "Exit" with the Right Mouse Screens disappear.
Button.
2.  Type "(il:logout)" Screen will blank out and

Xerox can be turned off.

TASK III
5-158



0 o i WAL e O, LT 1 A

Interim MCR-89-516
Final
TASK 1II Report February 1989
3.  Turn off Xerox 1186. Xerox is turned off.
Q__
5.12.5.14 Symbolics 3620 D

1. Selected "Screens” Select a Screen Menu
appears.

2.  Select "Console" Console Menu appears.

3. Select" Menu" Select an Operation Menu
appears.

4.  Select "Kill" Everything is reset.

5. Press <SELECT> L. Lisp Listener appears.

6. Type "logout” User is logged out and
Symbolics can be turned
off.

7.  Type ":Halt Machine" "Do you really want to halt
the machine?" prompt
appears on the Symbolics.

8. Type"Yes" The machine is halted.

9.  Turn off the Symbolics 3620 D. The Symbolics is turned
off.
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1 On December 14, 1988 a NASA Change Request specifying 120 V dc source power was
put into effect.
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6.0 TASK IV

Task IV for the SSM/PMAD was completed in October of 1985. The
fundamental activity of Task IV was to study various host computer candidates and to make
recommendations based on conclusions reached within the study.

Requirements were established as a result of the Task IV study. Also, trades in
cost and performance were done. Recommendations were made based upon the specified
and derived requirements and the results of the trades. The Motorola VME/10 was
recommended as the host computer of choice and has since been purchased and
successfully integrated into the SSM/PMAD as such.

Detailed results of Task IV are provided in the Task IV Study Report, included
as Appendix IIT within this document.
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7.0 SUMMARY

Martin Marietta's team for the SSM/PMAD, under contract to NASA/MSFC,
has produced a working multi-agent knowledge based system. Its purpose is two-fold.
First, it provides automation for scheduling and managing power‘enablihg activities.
Second, it functions to perform fault analysis and management for the test bed in near real-
time conditions. These activities are brought about by the cooperative efforts of many

independent software entities. These are:

1) Fault Recovery and Management Expert System (FRAMES)

2) Front End Load Enable Scheduler (FELES; peripherally including
MAESTRO)

3) Load Priority List Management System (LPLMS)

4) Communications and Algorithmic Software (CAS)

5) Lowest Level Functions (LLFs).

Each high level software grouping, for example, LPLMS, exists within one or

more hardware processing environments. These being:

1) FRAMES - Xerox 1186 and Lowest Level Processors (LLPs)

2) FELES & MAESTRO - Symbolics 3620 D

3) LPLMS - Symbolics 3620 D

4) CAS - Motorola VME/10 Communications and Algorithmic
Controller (CAC)

5) LLFs - Motorola 107 Card Lowest Level Processors (LLPs).

The development effort has been on-going since 1985. The development
process was organized around four major tasks. Task IV was completed first in 1985 and
focused on selecting a host processing environment; the Motorola VME/10 was chosen.
Task I was completed next in 1986 and provided an overall partitioning of the system by
functions. Task II, which defined the roles of the various components in both the Al realm
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and the deterministic functionality, was completed in 1987. And, as a finish to the initial
system activity, the Task III system was deliveredto NASA/MSFC in 1988.

The completed development of the initial system does not mark the termination
of analysis, development and reﬁnement w1th1n the SSM/PMAD system environment.
Work 1s now in progress to improve the system from both the hardware and software
perspectlves The present SSM/PMAD power automation system is a firm foundation
upon which to base these continuing efforts. Important advantages in power automation

have been gained .

The advantages which have been gained in the implemented design for the
SSM/PMAD power automation system exist in the areas of modularity and integration.

The activities of Task I enabled the understanding of the needed relations
between power hardware and the automated control of that hardware. Definitions of the
controlling entities were made in Task I and functions were partitioned, providing a basis
upon which to achieve system-wide modularization in a top-down decomposing flow.

The modularization of the breadboard provided the capability to partition
functions into software entities which could be allocated to appropriate hardware
processing environments. This allowed for the approach which was taken in Task II,
defining what activities belonged to knowledge base functions and how those functions
would in turn be allocated.

The implementation which was achieved in Task III provided a working set of
AI and deterministic functions. These functions are supple representations of the actual
hardware in the power automation breadboard, and of an expert's view of how the system
should behave under the given breadboard conditions. The suppleness of the system is
allowing for flexible growth of the knowledge and the associated knowledge processing
functions. As well, the deterministic modularization makes it possible for integrated
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system growth within that process environment. In all, the SSM/PMAD power automation
system is ready to achieve new evolutionary goals.

7.1 What's Next?

The SSM/PMAD possesses a rich and flexible architecture providing
considerable opportunity for growth and enhancement. Both NASA and Martin Marietta
have identified a set of tasks for enhancing the system. The enhancements under
consideration should make the system more robust, increase the usability of it by crew
members and/or other people, and provide for extendability and integration with other
components and systems, etc. The following subsections outline a number of areas for

improvement.
7.1.1 Knowledge Base Rule Grouping

The need for understanding interactions among multiple expert systems in a
near real-time environment such as the SSM/PMAD is imperative. In order to attain the
goal of this understanding, two tasks must be accomplished. First, the rules which are
used within the total expert system environment must be organized as sets of complete and
complementary entities. Otherwise, rules and their execution within one expert system may
negate or deadlock rules or their effects as viewed from the knowledge bases of other
expert systems (e.g., FRAMES may be depending upon decision information from a
planning expert system which is in turn dependent upon FRAMES for an accurate system
configuration status. Which rules belong where, and what is the individual rule content ?).
The rules controlling the activities of the SSM/PMAD should be grouped into families
which would be represented by their intentions and actions. The second task which must
be accomplished is a completely uniform management of the multiple knowledge bases.
This is discussed in the next paragraph.
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The current implementation of FRAMES is coded in LISP on a Xerox 1186
computer. The expert system rules are implemented in-line in the LISP language. This
was done in order to achieve an initial measure of the comparative performance of
FRAMES inits smplest form w1th1n the overall system The knowledge processmg within
the system does not raise performance issues. However the management of the
knowledge within the overall system proves difficult under these Clrcumstances

Interactions among FRAMES, FELES, and LPLMS, as well as their impact on
the user-interface, can only be understood by properly managmg the knowledge and its
varying inferences which occur as multi-variate functions. Uniform knowledge
management combined with the proper rule grouping representations will provide a

cohesive picture of these multiple interacting agents.

Currently, work defining and implementing a Knowledge Base Management
System that will allow for easy modification of rules and diagnoses, is being performed.
This will allow for the viewing of knowledge which currently exists in FRAMES and will
extend it to incorporate more of the data gathering task in a meaningful manner as well.
Finally, organizing the rules and their patterns of execution will provide the basis for
further development in verifying and validating the various interacting agent knowledge
bases for consistency and completeness.

7.1.3 Model Based Causal Reasoning

FRAMES currently only uses a model to keep track of the representation of the
power system network. FRAMES should be enhanced to allow for the use of a model to
reason over the possxble faults and symptomsf that can occur in the power system network
Motivation for this currently exists when dlagnosmg soft faults. Depending upon the
configuration of RBIs in the power system network, the node equations used to test for
soft faults are different. This is model based reasoning.
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One of the drawbacks of model based reasoning is that computation is pushed
to the real time situations where it is not wanted. This does not necessarily have to be the
case though. Models can be set up at initialization so that compilations can then be done
before actual operation of the system. Also, the depth of needed modeling is variable and
can be combined into a hybrid approach using model based reasoning only where it is
relevant. This would allow alternative topologies to be examined without major rewrites of
software. This would also allow the system to be applied to other areas of power system

automation.

7.1.4 vels of Automation and User Interaction

Another area of enhancement is the addition of intermediate levels of
automation. This allows the user to dynamically adjust schedules and have the adjustments
be reflected at the scheduler. It also allows manipulation of switches via the FRAMES
interface so that FRAMES knows what positions switches should be in in case of fault
situations. The user-engaged automation level works in harmony with user-interface
enhancements. The result is that when a user increases the amount of manual control on the
SSM/PMAD, knowledge is added at the user-interface, avoiding the need for the user
knowing how the automation expert systems accomplish their tasks. Therefore, the
knowledge based activities take on an additional but related role. They must understand
who is guiding the system execution, and the flow of knowledge must be regulated
between the automation activities and the user-interface. And, at the user's demand, the
expert systems must completely withdraw from execution within the system, leaving only a
total manual mode.

7.1.5 Multiple Fault Diagnosis

Although multiple faults are not seen as very likely in the Space Station
Freedom module power management and distribution system environment, this does not
mean that they should not be taken into account. There was the recent example of a space
shuttle launch in which a possible bug in the software was known to exist. The bug was
supposed to be very unlikely to occur (e.g. .001 probability) in a launch situation, yet it
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did. This entailed a fix of the bug for proper operation. Therefore, experience establishes
that although multiple faults are not very likely, it is still quite important to allow for them
and to handle them properly.

7.1.6 , Data Acquisition and Analysis

Enhancing the system in terms of better acquisition and analysis of data in a
longer term fashion is also needed. There is some need to do this for incipient fault
analysis. It would be nice to analyze data on a long term bases to characterize load
performances, and the power system network performance in general. The current
hardware implementation is not robust enoixrlgrhr to handle increased levels of data analysis

and acquisition.

7.1.7 User Interface

Currently, three separate user interfaces must be ‘operated to run the system.
These should be integrated into one common type of user interface. The computer upon
which this resides will then control the initialization and operation of the other computers.

This enhances ugaBility, as well as understandability of the system.
7.1.8 Computer Hardware

To make progress on these enhancements requires more robust and extendable
computer platforms. The system is currently using a Symbolics 3620 D, Xerox 1186,
Motorola VME/10, and VME bus 68000 microprocessors for the LLPs. The computer
hardware has added a lot of constraints on current operations that prohibit a number of the
enhancements which should be made. Moving to a general purpose workstation, such as a
SUN based platform, perhaps in conjunction with 80386 type processors for the LLPs to
provide robustness, flexibility, and performance.
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7.1.9 ADA

Additionally, it would be desirable for an SSM/PMAD system to fly on the
Space Station Freedom. To do this, ADA is seen as a probable target software
environment. Initial investigations into available ADA platforms and the the feasibility of
moving to an ADA implementation for the SSM/PMAD are currently in progress.

7.1.10 Fault Injection

Extensive experience with the SSM/PMAD breadboard provides a strong basis
for understanding the problems encountered in both managing it and in planning activities
to be used in its analysis. From this experience it is seen that there is a strong need to
develop a software fault injection capability. Fault injection, from a simulation approach,
would provide an immediate means to exercise many of the breadboard components and
capabilities, which otherwise may not be able to be accomplished without a full mock-up
capability for the Space Station Freedom. Software fault injection requires a strong
modeling capability within the overall breadboard architecture. Therefore, the model based
causal reasoning capability will work hand in hand with fault injection, and this provides a
needed first step towards knowledge base validation and verification.

7.1.11 . Knowledge Base Validation and Verification

Knowledge base validation and verification is an important and critical activity
which must be accomplished in order to get expert systems into space. NASA's strong
concern and commitment to the validation of software in general and expert systems in
particular is recognized. Much needs to be done in this area to further the investigation
leading to specific implementations for verifying expert systems. The expert systems
within SSM/PMAD should be verified as to consistency and completeness at a minimum.
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7.1.12 Power System Simulation

In conjunction with a,,numb;qr cif the above ideas, a s,iﬁmtilaﬁtion tool is needed for

simulating the power system which is being modeled and automated. This would allow for
exercising the automation and fault diagnosis software without having to rely on physical
hardware being present and available. A simulation capability would provide a strong
environment for a fault injection capability, and it would appear as a natural outgrowth of
any model based causal reasoning capability which existed.

7.1.13 120 Volt DC Source Power

On December 14, 1988 a Change Request specifying 120 Volt dc source power
went into effect. The SSM/PMAD system software needs to be modified to handle this
new type poOwer source.
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9.0

Activity

Anomaly

Artificial
Intelligence

Autonomy

Breadboard

Bus

Causal
Reasoning

Common
Lisp
Object
System

Component

Contingency

GLOSSARY

An activity defines a task consisting of a set of subtasks to be executed
sequentially. Activities are scheduled by MAESTRO.

An anomaly indicates an unexpected event. A switch tripping due to
excess current is an anomaly.

Assuming "intelligence" is defined: The faculty of thinking, reasoning,
and acquiring and applying knowledge — as exhibited by people. Artificial
Intelligence, then, is the mimicking of natural intelligence; furthermore,
the artificial intelligence is exhibited by an artifact. For example,
analyzing and implementing the knowledge of an expert to create an expert
system describes the process of ascribing some artificial intelligence in the
domain of the said expert to the expert system as implemented in some
artifact (i.e. a computer).

The condition or quality of self-operating.

The hardware required to monitor, distribute, and control power flow to
the loads. This hardware consists of SICs, GCs, A/Ds, RBIs, RCCBs,
RPCs, and sensors.

A nodal point of a power distribution network.

Reasoning from causes to effects. Causal reasoning attempts to describe
how components of the domain are causally related to one another. Then,
as these components are analyzed, causal reasoning can make use of the
causal relationships to understand what has happened and predict what
will happen.

The object oriented programming paradigm currently under consideration
of the standards committee (made up of individuals from the Common
LISP community) as the standard for object oriented programming in
LISP.

In general, a component is some entity in the domain that is being
modelled and reasoned about. For example, a switch may be a
component.

A possibility that must be prepared against; future emergency.

GLOSSARY
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Controller

Current

Database
Equipment

Event List

Exception
Condition

Expert
System

Fault

Fault
Isolation

Fault
Management
and

Recovery

First
Principles

Hard Fault

| Inrcipien't
Fault

A fault causing a switch to physically trip.

The functional module of the automation software residing controlling the
scheduling and related processes. On the Symbolics, the Controller
maintains a state transition network to determine what it should do in any
of the defined events. : '

Voltage + resistance.

A collection of data arranged for ease and speed of retrieval.

Various items of hardware that need power to operate. An individual item
includes information about it indicating various modes of operation.

A transaction consisting of a list of events. An event in the list indicates a
switch that should be turned on or off, how much power is allotted to it,
etc.

A condition that does not conform to normal expectations.

A program that mimics the knowledge of an expert such that the program

is as expert as the expert is in the domain of the expert.

A defect in a circuit or wiring caused by imperfect connections, poor
insulation, grounding, or shorting.

The act or process of isolating a fault given information of the symptoms

~of the fault.

The act or process of managing and recovering from new faults so that
autonomy is maintained.

The basic axioms of a system or model. First principles are used in some
reasoning programs for analyzing existing situations and predicting future
situations.

A fault that is beginning to exist or appear; leading to a hard or short fault.

GLOSSARY
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Knowledge

Base The part of a knowledge base system that contains codified knowledge
and heuristics used to solve problems.

Knowledge

Base

System A problem solving system that uses a knowledge base to reason about
data in a database and the external world.

LLP/SIC

ICD The interface control document defining the data formats and commands
between the LLP and the SIC.

Load A device or the resistance of a device to which power is delivered.

Load Center

Load
Priority
List

Load Shed

Lowest
Level
Processor

Masked
Fault

Model

Model Based
Reasoning

The physical box at which a number of loads may be connected. A load
center contains up to twenty-eight one kilowatt RPCs to which loads may
be connected.

An ordered list of switches. This list is used for shedding loads (opening
switches) in the event that available power is reduced.

The act of opening a switch such that the load can no longer use power
through the switch.

The computer that is responsible for commanding switches and collecting
data from switches. Each LLP is a self contained processing unit
responsible for either a load center, power distribution control unit, or
subsystem distributor.

A fault that cannot be observed except by the presence of another fault.
For example, a switch having a broken current sensor won't trip on
overcurrent, while the switch above will.

A description of a system or theory that accounts for all of its known
properties (or the properties that are important to the model builder).

A method by which reasoning uses a model for drawing conclusions
about the domain being studied.

GLOSSARY
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Motorola
VME/10

Multiple
Fault

Parent
Switch

Portable
Commion
Loops

Power

Power
Factor

Power -
Distribution
Control
Unit

Power
Hardware

Power
System
Network

Resource

Resource
Scheduling

Schedule

The computer on which the CAC resides. Controls and procéssés
communications between the LLPs and FRAMES. . - -

A situation where more than one dependent or independent faults occur
within delta time of one another. Delta time used here is the time it takes
to recover from a single fault.

The switch hierarchically connected immediately above another switch.

The most common impleméntation of CLOS. This implementation was
originally created by Xerox PARC and is implemented for a large number
of computers. Portable Common Loops has no relationship to Xerox
LOOPS.

Electrical energy dissipated within circuits or components.

Ratio of average power to apparent power.

The physical box which controls the distribution of power to load centers.

All the components within the breadboard which monitor or control the
flow of electrical current.

The topology of switches and cables making up a network from source to
loads.

An object used by a piece of equipment. For example, crew time is a
resource, a switch is a resource.

The process of scheduling a set of activities to make the most efficient use
of available resources. :

The object that indicates when what activities are to be executed. The
schedule includes descriptions of what resources the activities need as
well.

GLOSSARY
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Sensor A device which responds to a voltage, current, or temperature and

Sibling
Switches

Single Fault
Soft Fault

Source
Power
Reduction

Subsystem
Distributor

Switch

Switch
Manipulation

Switchgear

Switchgear
Interface
Controller

Symbolics
3620D

Symbolics
3640

Symptom

provides an analog measurement used in monitoring the breadboard.

Those switches that immediately below the parent switch of the switch
except for the switch itself. Exactly analogous to the siblings of a person
in a family.

A hard, soft, or incipient fault which occurs as a singleton.

An illegal use of current. Hard faults may also have an illegal use of

current; soft faults may be distinguished in that they don't necessarily
cause a hard fault.

The act of specifying a reduced amount of power available from the
source.

A load center containing three-kilowatt RPCs instead of one-kilowatt
RPCs, capable of distributing power to lower level distributors.

A device which permits current to flow when closed. RBIs, RCCBs, and
RPCs are all switches.

The act or process of opening and closing switches by the diagnostic

routines of FRAMES for the purpose of isolating a fault.

A general term referring to all breadboard power hardware involved with
switching activities.

The element of power hardware which communicates with LLPs,
switches, and sensors.

A LISP machine on which MAESTRO, FELES, and LPLMS resides.

A LISP machine on which MAESTRO, FELES, and LPLMS resides.

A tripped switch or current reading, etc. providing an element of
information about a fault.

GLOSSARY
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Symptom
Set A set of symptoms indicating a fault. A fault directly maps to a set of

symptoms. The object is to take a set of symptoms (possibly indicating
many different faults) and determine which fault may have produced the
symptom set.

Transaction A message that is transmitted anywhere between the automation software.

Voltage Electric potential or potential difference expressed in volts.
VME/10 A compﬁter workstation on which the CAC resides. Also known as the
CAC.

Xerox 1186 A LISP machine on which FRAMES resides.

GLOSSARY
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INTRODUCTION

This document is in response to the Summary Report requirements of Task I of
the Statement of Work for Automation of the Common Module Power Management and
Distribution (CM/PMAD). Task I, CM/PMAD System Automation Plan Definition,
includes the review, with respect to automation, of Government provided
candidate network topologies. In addition, Task I includes CM/PMAD functions
definition, function partitioning and evaluation of any expert systems role in
those functions. Task I also includes study of the issues involved in CM/PMAD
automation as well as investigations of hardware and software approaches.
Additionally, efforts include requirements definition for CM/PMAD data
exchange with other elements of Space Station. Overall, Task I efforts,
summarized in this report, provide a data base of information for the
selection of an automation approach as well as definition of an automation
approach for the Space Station CM/PMAD.

07051/3013B , I-1
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TASK 1--STUDY SUMMARIES

GOVERNMENT-FURNISHED CM/PMAD DESIGN REVIEW

Government-furnished conceptual network designs for the common module
electrical power management and distribution system were to be
reviewed and evaluated with respect to the subtasks of Task 1. Five
designs (Fig. 1.1-1 through 1.1-5) were furnished that identified
candidate distribution networks; each defining power types, ,
converters, switches, and circuit breakers. The five designs (Table
1.1-1) provided a matrix of candidates involving two input power types
and various distribution schemes. All furnished designs use remote
power controllers (RPC), remote-controlled circuit breakers (RCCB),
and remote bus isolators (RBI). Additionally, designs two through
five incorporate intramodule bulk power conversion for distribution as
shown in Table 1.1-1.

Table 1.1-1 Five Government-Furnished Designs Summary

Design| Input Power Type 7 Distributed Power Pype

Nodes Outfitters " Users
Loads Ports
1 115/200 Vac, Input Input Input Input

400 Hz, 3 Phase

2 115/200 Vac, Input Input 150 Vdc 150 Vdc
400 Hz, 3 Phase

3 115/200 Vac, Input & Input & 150 Vdc 150 Vde
400 Hz, 3 Phase 150 Vde 150 Vdc

&4 |115/200 Vac, Input Input Input & Input &

400 Hz, 3 Phase _ 150 Vde 150 Vdc

5 150 Vdc Input Input Input & Input &

: 115/200 Vac, |115/200 Vac,

400 Hz, 400 Hz,

3 Phase 3 Phase

07051/3013B 1-2




Figure 1.1-1

POWER DISTRIBUTION NETWORK SCHEMATIC (1)
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Figure 1.1-2
POWER DISTRIBUTION NETWORK SCHEMATIC (2)
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Figure 1.1-3

POWER DISTRIBUTION NETWORK SCHEMATIC (3)
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POWER DISTRIBUTION NETWORK SCHEMATIC (4)
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Figure 1.1-5

POWER DISTRIBUTION NETWORK SCHEMATIC (5)
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1.1.1 General Review and Evaluation of GFP Designs

None of the candidate designs use direct current (dc) only for both
input and distribution power type. An all dc system greatly reduces
the number of sensors, effectors and software complexity; and
therefore, reduces risk and cost with respect to automation software
development, test, and integration. However, it must also be noted
that there are hardware considerations to be studied, such as the
electrical isolation issue, which becomes more difficult to resolve in
an all dc system. In addition, load requirements and total power-type
use must also be a major consideration when selecting distribution
power types. The hardware trade studies involved with respect to an
all dc system are not repeated or evaluated in this task and may
offset the automation software advantages of a dc system supposed and
investigated here.

The total number of sensors, effectors, and 1mp1emented function
complexity are not the only considerations in szzzng an automation
task; but they are considered significant keys in any automatic
control and data acquisition system. In this sense, the automation
task of these designs is typical. Using this as a comparison tool in
this case is valid because as the total number of sensors and
effectors increase, the complexity of functions implemented also
increases. :

The number of sensors, and therefore, data requiring handling, are
plotted versus furnished design for various total numbers of loads in
_Figure 1.1.1-1. The parameters include an all dc system approach for
its comparison. Groundrules in the baseline number of loads include
assuming loads and power availability points as follows:

1) Node loads--12 per node load center;

2) Node Ports--Five per node distribution assembly;

3) OQutfitters--37 per secondary distribution assembly;

4) User Loads--30 per load center.

Additionally, where two power types are available to a class of
electrical loads, it is assumed that half of each load class is
allocated one of the power types. Two electrical power types
available to a single load point are assumed not to exist. Finally,

all other measurements, such as temperature, are considered the same
for each design, and therefore, are ignored.
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The expected results show the significant differences in total
measurements in approaches, where there are 192 total measurements for
an all dc approach and 668 for an all three phase distribution
approagh. Converting the total number of measurements into absolute
automation software effect estimates is only debatably possible at the
present stage of software definition. However, insight-lending
comparisons are made by estimating the automation software for an all
dc system from 20,000 to 40,000 lines of high-level code. This
estimate comes from comparison of a similar automatic control and data
acquisition system™ and from a review of the functions to De
implemented, developed, and discussed in Appendix A.

Using the baseline estimate of software code and factors of both 25%
and 50% increase per 100% increase in total number of measurements
allows conversion from measurements to software sizing. The results
in the relative software sizing are presented in Table 1.1.1-1.

Table 1.1.1-1 Automation Software Relative Sizing

Design Relative Software Sizing Range
(Lines of Code: Minimum - Maximum)
252 Factbr 561 Factor
dc | 20,000 - 40,000 - 20,000 - . 40,000
1 : 37;000 - 75,000 55,000 - 110,060
2 28,000 - 56,000 36,000 - 73,000
3 28,000 - 57,000 37,000 - 73,000
4 33,000 - 67,000 47,000 - 94,000
5 30,000 - 61,000 41,000 - 81,000

*Martin Marietta's Battery Development and Test Facility, developed

in 1982-1984, comprises a network of three HP 1000 computer systems
coupled with data acquisition and control hardware. The entire system
contains approximately 2000 points of measurement and 1600 effectors.
It is a real-time battery test facility, containing approximately
75,000 lines of code (excepting the operating system), implementing
many functions similar to a CM/PMAD.
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Uszng $400 per line of code as a comparxson 'in dollars and uszng the
midpoints of Table 1.1.1-1 entries yields the estimates shown in

Figure 1.1. 1—2. Clearly, the software advantages can be seen as the
use of dc distribution is increased. The estimates gzven are not

_intended to be used in an absolute sense, but for comparzsons. They

are, however, also 1ntended as a basxs for dec:d;ng what, 1f’any,

significant effect automation sqftware has on power-type select1ons.

An estimated savings of $2.5 million is possible in automatién
software development by selecting an all dc distribution network

scheme. The second best approach, with tespect to automation software
development cost and risk, is to use two wire d1str1butzon when

possible while still meeting system requirements.

The total number of measurements and parameters is not the only effect
on power management and distribution software. An alternating current
(ac) system requires more complex software data conditioning with
respect to peak voltages, root-mean-square voltages, frequency

accountxng, and power factors. In addition, any power conversion also

requires control, redundancy assessment, andpfault management. .

Additionally, in the case of three-phase systems, phase angles and
load balancing also are factors in an increase of overall automated
management hardware and software complexxty )

Subtask Review and Evaluation of GFP Designs

In addxtxon to the above tevzew of the general approaches, review and

evaluation of the automation of the candidate networks are presented
in each of the applicable subtasks of Task 1. The differences in
candidate designs, when reviewed in Subtask 1.2 Funct1on Partitioning,
result in including power conversion management and table maintenance
in the top-level functional decomposition for designs two through
five. Subtasks 1.4 Automation Architecture Issues, and 1.8 Automation

Approach/Architecture Definition, are also affected directly by the

differences in these distribution approaches. These effects are

presented in the respective sections.
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CM/PMAD FUNCTION PARTITIONING

Electrical power is an indispensable resource in a space vehicle with
a human crew. If it failed, few devices on the vehicle would operate,
and the safety of the crew would soon be at risk. Thus, management
and distribution of common module electrical power is a vital task;
yet, ironically, it is an inherently tedious one. Because the task is
tedious, it would seem 10g1cal to automate as much of it as possible.

However, because the task is vital, it would seem unwise to delegate
all of it to machinery. Obviously, humans and machinery must manage
and distribute electrical power in the common module. The questions
are (1) which functions of the task should humans perform; (2) which
functions should machinery perform; and (3) what kinds of machinery
are to be used. In answering those questions, we partition the task
of common module power management and distribution (CM/PMAD); i.e., we
assign to each function of the task a specific type of controlling
entity. The part1t10n1ng done in this section applies to the CM/PMAD

task as it will exist in the IOC.

Part1t1on1ng Approach

The approach used to partition the CM/PMAD task is divided into four
major steps:

1) List -and define potentially useful types of controlling entities
-for functions in the CM/PMAD task;

2) Develop rules and guidelines to partition functions;

3) _Define the task of CM/PMAD to a sufficient level of functional
detail to allow partitioning of a single controlling entity to
each function;

4) Partition the controlling entities and definitions of step one to

each of the functions in the functional decomposition of step
three, using the rules and guidelines of step two.

Definitions of Controlling Entities

Hardware Partition--In this report, any function partitioned to
hardware is to be controlled entirely by hardware. The hardware may
be settable (for example, the remote power controllers may have
settable trip levels), but not programmable in the usual sense.

Algorithmic Software Partition--Algorithmic software is also called
conventional software. Any function of the CM/PMAD task that is
partitioned to algorithmic software is to be controlled by algorithmic
software plus sufficient hardware to allow the software to be
effective (e.g., software needs memory to reside in, a microprocessor
to be executed in, etc).

07051/3013B I-12
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Expert System Partition--Any function of the CM/PMAD task that is
partitioned to an expert system is to be controlled by expert software
(sometimes called artificial intelligence), plus sufficient hardware
to allow the software to be effective. Expert software incorporates
analogs of the knowledge and experience of one or more human experts
and is designed to mimic their intelligent approach to solving complex
problems.

Crew Partition——Any function of the CM/PMAD task that is partitioned
to the crew is to be controlled by one or more persons on the space
station or on the ground plus sufficient hardware and software to
allow their actions to be effective. These persons are assumed to be
technically trained, but not necessarily expert in the function to be
controlled. .

Expert-Aided Crew Partition--This partition has the same definition as
crew partition, above, except that the crew person(s) will be aided in
their controlling function- by an expert. The expert may be an expert
system (above), or a person who is not part of the day-to-day crew.

Partitioning Rules

The second step in partitioning CM/PMAD is to list rules for function
partitioning. The rules of this step are in Table 1.2.3-1. As each

function of the CM/PMAD task is identified, these rules are consulted

to determine which of the controlling entities is the most practical
one to perform that function. Function types, as referenced in the
rules, are coarsely categorized as follows:

Simple -— Functions/processes which are well understood (i.e., '‘common

"knowledge"), usually involving simple mathematics/logic, with

predictable inputs and outputs.

nggléx — Functions which are technicaliy understood using knowledge
available from accepted text books or procedures, but which involve
advanced scientific skills or special training to implement.

Expert -- Functions which are usually understood only by recognized

experts, and require the knowledge and judgement of an expert to
fulfill defined requirements.

I-13
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Functional Decomposition of the CM/PMAD Tésk

The third step in partitioning is to define the task of CM/PMAD to a

sufficient level of detail to allow partit1on1ng of the functions
involved. A useful way of doing this is to map a functional breakdown
of the task. Figure 1.2.4-1 shows the upper levels of the current
functional breakdown of CM/PMAD. The major function labeled "power
network control" is broken down to a finer level of functional detail

in Figure 1.2. 4-2. The two figures “constitute the functional
breakdown of CM/PMAD to the level of detail necessary to complete
part1t10n1ng.i 7

The detailed description of the functional breakdown of the CM/PMAD
task is in Appendix A. The description refers to Figure 1.2.4-1 and
follows it from left to right until it gets to the major function
labeled ''power network control"; then the description refers to Figure
1.2.4-2 and follows it -from left to right. The description defines,
for convenience, the term "CM computer' to mean any part of or all of
the distributed information processing in the common module (CM),
whether S/W (including expert systems) or logic H/W. Similarly, the
term "space station main computer" is taken to mean any part of or all
of the distributed information processzng in the space station outside
of the modules.

I-14
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At this point in the CM/PMAD partitioning, it is obvious that most of
Functions 1.0 (Power Conditioning) and 2.0 (Power Distribution) will
probably be controlled by hardware, while most of Function 3.0 (Power
Network Control) will probably be controlled by some mix of software

types.

1.2.5 Estimates Relevant to Software Development of Function 3.0

The next step in the functional partitioning of CM/PMAD is to consider
the (provisionally assumed) software development of Function 3.0,
Power Network Control. Begin by determining which subfunctions of
Function 3.0 could be controlled entirely by a single type of
controlling entity. Next, estimate a rough necessary capability (or
complexity) of each subfunction. Then make rough estimates of the
difficulty of developing the necessary software to control the
subfunctions. The results are summarized in Table 1.2.5-1. Table
1.2.5-1 is arranged to follow the functional breakdown of Figure
-1.2.4-2 from left to right.

1.2.6 Results of Partitioning

The final step is to perform the actual partitioning of the entire
CM/PMAD task, Functions 1.0, 2.0, and 3.0. Table 1.2.6-1 shows the
final partitipning of Functions 1.0 (Power Conditioning) and 2.0
(Power Distribution). Table 1.2.6-1 is arranged to follow the
functional breakdown of Figure 1.2.4-1 from left to right. Table
1.2.6-2 shows the final partitioning of Function 3.0 (Power Network
Control). Table 1.2.6-2 is arranged to follow the functional
breakdown of Figure 1.2.4-2 from left to right. The Applicable
Partitioning Rules referred to in Tables 1.2.6-1 and 1.2.6-2 are the
rules presented in Table 1.2.3-1.
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Table 1.2.3-1 Rules for Function Partitioning of CM/PMAD

1'

10.

11.

12.

13.

14,

15.

16.

Complex functions cannot requzte a response txme equal to or less than

Functions should be implemented by the most life-cycle cost-effective
approach.

The implemention of a function must be capable of meeting all
requirements specified for the function.

It is usually life-tycle cost-effective to implement simple functions
in algorithmic software, where required tesponse times are greater
than a few milliseconds.

A function that requires a response in the m1crosecond range should be
implemented in hardware.,-

A function that is responsible for last-line-of-defense crew safety
should be initiated by hardware or by crew action.

Hardware should not be used to implement a complex function that
allows a response t1me in the minutes or longer range.- -

| —

a few milliseconds.

Complex functions that require responses in a few seconds should be
implemented in software..

Complex functions that require responses in equal to or greater than
tens of seconds may be 1mp1emented in algorithmic software, expert
systems or crew.

Functions that require an expert's knowledge and judgment should be
implemented by expert systems or expert aided crew.

Expert functions that are required to respond in seconds or less are
sufficiently small to allow implementation in algorithmi¢c software.

Complex functions should be 1mplemented in algorithmic software,
expert systems or crew.

A function that is responsible for last-line-of-defense equipment ]
safety must be implemented by hardware, crew, or algorithmic software.

A function that is responsible for last-line-of-defense of
experimental equipment safety or experiment data safety may be
implemented by hardware, algorithmic software, expert systems, or crew.

Functions that occur predictably and periodically on a less than or
equal to weekly basis are usually most life-cycle cost-effective when
implemented in algorithmic software or expert systems.

Expert functions that occur predictably and periodically on a less
than or equal to weekly basis are usually most life-cycle
cost-effective when implemented in expert systems.

0705I/3013B I-18



MCR-86-583

Table 1.2.3-1 (concl)

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

Simple and complex functions that occur predictably and periodically
on a greater than or equal to monthly basis are usually most
life-cycle cost-effective when implemented by algorithmic software,
expert system, or crew action.

Expert functions that occur predictably and periodically on a greater
than or equal to monthly basis are usually most life—cycle
cost-effective when implemented by expert-aided crew.

A complex function that has totally predictable and absolute ranges of
inputs is usually most life-cycle cost-effective when implemented in
algorithmic software.

A function that has no predictability of inputs should not be
considered for automation.

Expert functions that occur unpredictably but periodically less than
or equal to a monthly basis are usually most life-cycle cost-effective
when implemented in expert systems.-

Expert functions that may occur unpredictably and require a response
in less than fractional hours are usually most life-cycle
cost-effective when implemented in expert systems.

Any function routinely and'historically implemented in software is
probably most life-cycle cost-effective when implemented in software.

A function that is on-line and in the real-time control loop for the
initial operating configuration should not be implemented in an expert
system. o

Any function routinely and efficiently implemented in hardware is
probably most life-cycle cost-effective when implemented in hardware.

Expert functions that may occur unpredictably and require a response
in hours may be life-cycle cost-effective when implemented in expert
systems.
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1.3 EXPERT SYSTEMS ROLE EVALUATION

As a part of the work to automate CM/PMAD on space station, the role
that expert systems/knowledge-based systems (ES/KBS) might play has
been evaluated. This role evaluation consisted of gathering
information about various functions that an autonomous power system
must perform, then evaluating each of these with respect to a set of
expert systems applicability criteria. The evaluation covered not
only explicit CM/PMAD functions, but also possible functional
implementations beyond IOC.

It must be noted that the terms "expert system," 'knowledge-based
system,” and "rule-based system" are not synonymous. Within the
context of this report, the term expert system will mean any software
system that performs a complex, well-defined task using the same input
information and problem-solving strategies as a human expert and that
has the capability to make accessible to a user the reasoning it uses
to perform the task. Expertise within such a system has its origins
in the experience one or more persons have accumulated while
performing the task. The term "knowledge-based system" refers to a
software system that implements problem-solving knowledge that may
have come from a human expert, textbooks, or other knowledge sources. -
This distinction is important because there are no human experts who
have experience managing a power system like that which will be on the
common modules, as none has ever been built. Certain aspects of this
problem will be similar enough to existing tasks that the experxence
of humans can serve as the basis for a software system, but in other
cases this will not be true.

The third term,,"rule-based systems", refers to a specific method of
1mp1ement1ng a knowledge-based system or an expert system, and there
are other methods that may be used. Rule-based programming has proven
to be an effective vehicle for capturing a human expert's knowledge of
a problem.

A primary source of information about the functions evaluated was the
CM/PMAD function partition matrix, section 1.2, that identifies those
functions that should be automated intelligently and those that should
be handled by conventional means. Other sources include Weeks (ref
1), Weeks and Bechtel (ref 2), the ATAC report on automation (ref 3),
and an article by Prerau (ref 4), that details criteria used to select
an appropriate domain for an expert system.

A number of functions meet the criteria well enough to warrant the
application of ES/KBS techniques to their implementation. Of these,
some are specific to the CM/PMAD system as it is defined, while others
are less limited in scope or are intended as explorations into new
technology applications, proof-of-concept exercises, etc.

Applications for ES/KBS specific to the CM/PMAD system include load
priority list maintenance, and status estimation and prediction for
system health maintenance. More general applications include dynamic
load scheduling, fault management, and maintenance procedures advising.
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Certain nonessential functions can be implemented as isolated expert
systems considered experimental and having the status of other
payloads. One of these is a fault analysis system specific to a
hardware device with which a crew member would interact to diagnose a
program with that device but which would have no controlling hardware
connection to it. Another is an expert system that would monitor the
operation of a payload and attempt to operate it in a power-efficient
manner.

This paper discusses these functions and their evaluation with respect
to ES/KBS applicability criteria. Section 1 explains some of these
criteria. Section 2 describes specific CM/PMAD applications, and
Sections 3 and 4 examine more general applications and experimental
applications, respectively. Section 5 provides some general comments
and recommendations concerning the development of these systems.

1.3.1 ES/KBS Applipability Criteria

1.3.1.1 General Criteria—The applicability of ES/KBS techniques to a
task depends on problem complexity and scope, availability of
alternative approaches, decomposability of the task, and the nature of
reasoning processes used to perform it. A good task will be difficult
but not inordinately so; it will require a few minutes to a few hours
for a person to perform. Conventional approaches to the task will not
be satisfactory. The task will be well defined, with clearly
specified ranges of inputs and outputs. It will not attempt to be
expert in an entire field, but only in a limited subdomain within that
area.

The task will require the use of heuristics that efficiently partition
a large problem space or that allow decisions to be based on uncertain
or incomplete information. The knowledge in the system will be
domain-specific; weak problem-solving methods (i.e., deduction from
first principles) are not required, nor is deep reasoning based on
causal analysis.

Decomposability is essential. A large problem must be broken into a
set of subtasks that can be attacked independently. Within each
subtask a basic approach must be feasible that can be refined later so
that special cases need not be treated immediately. The program can
in this way be prototyped easily, and changes made to the approach
before the methods initially chosen are set in stone. A decomposable
task will more easily be gradually phased into operation, with those
subtasks in which there is confidence allowed control earlier than
others. The task must allow the program to be tested in the
environment for which it is designed without being given control until
it is trusted.

I-35
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1.3. 1 2 Cr1ter1a Spec1f£c'to'Expert Systems-An eXpert system
implements a problem solution based on the experience a person has.
Therefore, a human expert must be available to the project, and must

be willing and able to give his knowledge to the program designer, who

will translate this into a representation interpretable by software.
The expert must be recognized as such by others in the field, or the
program will not be trusted. The expert must be patient enough to put
up with the knowledge engineer's initial lack of domain expertise. He

will be asked questions about issues that seem trivial or irrelevant.
The knowledge—eng1neer1ng process and subsequent software development

will require a substantial amount of the expert's time, so there must

be a commztmént to the pro;ect on the part of management.

An expert system can be thought of as an archive of expert
problem—solv;ggﬁknowledge specific to some domain. If this knowledge
is scarce, the system development will be looked on much more
favorably than if there are many experts, who may look at the program
as a competitor. It is important that these and other domain area

personnel support or at least do not hznder, program development.

A task that is frequently pef?ormed but requlres real expertzse is an

especially good candidate for automation, as experts tend to become
bored by repetition, preferring to go on to new and more challenging
problems.

Applzcat:ons thhxn quer Network Control

1.3.2.1' Load Prxor1ty Lzst Maxntenance

1.3.2.1.1 Descrzpt1on——0ne of the CM/PMAD tasks detailed in the
function partition is generating a load priority list. This list will
control the selection of loads to be disconnected in the event of a
reduction in available power, and the choice of loads to be connected
if an unexpected increase in power availability occurs. Algorithmic
software can be used to generate a list using a static set:of
specifications, but there are occasions where a special mission
requirement may affect the load priorities, or a complex set of
circumstances may require the applxcatxon of seldom-used criteria.

The task of load pr1or1ty list maintenance is to assess the pr1or1ty
list and determine if there are circumstances indicating that a change
is needed in the list. Priority list assessments will be made
whenever the list is updated, every 15-20 minutes.

This function does not include generating the criteria used in
decision-making. Some of these criteria will depend on the space
station configuration; others will change more frequently, and these
changes must be communicated to the list maintenance function
regularly.
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1.3.2.1.2. ES/KBS Applicability--This function should be implemented
as a knowledge-based system, incorporating the list assessment
criteria as rules that an interpreter can apply when appropriate. The
complexity of the task, as well as its data—driven nature and
frequency of petformancef'indicates that it is a prime candidate for
intelligent automation of this type. The criteria will vary over
time, and this implementation approach will accommodate changes in
criteria without necessitating restructuring of the software that
performs the task. Rapid prototyping will be made easier because only
a small subset of the rules need be generated for the system to be
executable and testable.

1.3.2.2 Health Status Prediction

1.3.2.2.1 Description--In a system as complex as CM/PMAD, it will not
be enough to handle component failures as they occur. The health of
the system must be continually monitored and an attempt made to
predict its future status to enable replacement of elements before
they fail. Engineering data will be accumulated on the ground and
analyses and predictions made on a weekly basis, with more thorough
analyses done monthly. In this way, the number of system failures can
be reduced and the necessary replacement units made available before
they are needed.

1.3.2.2.2 ES/KBS Role—This function should be implemented as an
expert system. The difficult aspect of the task is that it requires
the analysis not only of single variable values or value trends but of
interactions between these that c¢an indicate that failure is imminent
even though no single value or trend would. Recognizing these
circumstances requires a high degree of power systems expertise. Also,
many CM/PMAD system components will degrade in a more-or-less
continuous manner, as opposed to failing all at once, and judgments
must be made as to when a system or interaction is such that a
component must be replaced. The task will involve large amounts of
data, and only some of them will be relevant to any particular
prediction. These factors, combined with the frequency and regularity
of task performance, indicate that an expert system would be the most
cost-effective method of function implementation.
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1.3.3 Systems Involving Power Control or Maintenance

1.3.3.1 Rationale--It is essential to consider applications that are
not specifically limited to CM/PMAD functions, especially with FOC
space station in mind. Intelligent programs that control a subsystem
on the common modules need information about other systems that
interact with and are integrated with that subsystem, just as a human
expert would. A typical example might be a situation where a
temperature sensor goes out of range. This may be caused by a power
system failure or a mechanical failure such as loss of lubrication in
a bearing, or a blockage in a duct that causes a pump to work harder
and overheat, etc. An optimally autonomous common module will require
expert systems that span subsystem boundaries, interacting with other
expert systems and managing the interactions between subsystems or the
resources used by or involved with more than one subsystem. The
following applxcat1ons are 1nvolved w1th power management but are not
spec:fzc to CH/PMAD . , ool

1.3.3.2 Dynam:c Load Schedulxng

1.3.3.2.1 Descr1gt10n—-The task of dynam1c load scheduling involves
creating and modifying load activation schedules subject to
constraints on resource availability, load characteristics, mission
priorities, etc, that vary continuously. A4n optimal schedule will
achieve mission goals in the shortest time possible without violating
power availability and other constraints. On the common modules, it
is expected that power requests will total many times that which is
available, so this is an important and ongoing problem. Included in
this task is the problem of efficiently handling situations where a
schedule must be abandoned unexpectedly and a contxngency schedule
developed on short notxce. -

1.3.3.2.2 ES/KBS AQplicability—-Load scheduling is a costly,
human-intensive task that requires a great deal of experience. It
belongs to a class of problems whose complexity rises exponentially
with the number of operations, and it requires heuristics developed
through years of scheduling experience to deal with this complexity.
The task is well defined and to an acceptable extent decomposable,
though not optimally so. An expert system could be developed that
deals with some subset of the constraints human schedulers handle,
with more information added incrementally. As confidence in the
schedules the system creates increases, its use can be gradually
.phased into operation.

The payoff associated with development of a program such as this will
be large, because there are many similar applications that this system
could handle well, with only modifications to the domain-specific
parts of the knowledge base. The program could include other
functions such as the analysis of power consumption trends to
determine actual power availability, and provision of interrogation
options to allow crew members to determine power system status and the
reasons for scheduling choices or conditions that led to contingency
scheduling, for instance.
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1.3.3.3 Fault Management

1.3.3.3.1 Description--Fault management in the common modules
consists of detecting an abnormal state in a system, isolating the
fault(s) that caused the abnormal state, and suggesting (or
initiating) an action that brings the system back to an operationally
sound state. A typical example would be a short circuit that causes
an increase in current through a breaker. The breaker is tripped,
shutting off curreant through the circuit. A fault management system
would monitor that circuit, recognize the current shutoff, isolate the
cause of it, and suggest that an alternate circuit configuration be
selected. The program must have information about all of the common
module subsystems because a problem in one system may cause a
recognizable fault in another. The types of faults dealt with must
not he such that a real-time response is required.

1.3.3.3.2 ES/KBS Applicability-—-Fault management systems have been
built for a variety of applications, and though the common modules are
potentially more complex than in previous projects, a knowledge-based
approach appears to be a cost-effective alternative. The program will
need to interface with various hardware systems and possibly with
other software, such as the contingency payload scheduler as well. It
can provide a focus for automation in several subsystems. Monitoring
these and their interactions will be time intensive and will require
more intelligence and flexibility than algorithmic software can
provide. Also, it is assumed that the hardware aboard the common
modules will change over time, and a knowledge-based approach will
make it easier to keep the fault management system up to date.

1.3.3.4 Maintenance Procedures Advising

1.3.3.4.1 Description--The various subsystems aboard the common
modules will be continuously monitored, and when a fault occurs, it
will be necessary to come up with a short-term workaround and to
replace the unit responsible for the fault. Maintenance procedures
advising involves giving the crew (or perhaps an autonomous robot at
FOC) the information needed to carry out service procedures, both
unscheduled, as above, and routine maintenance such as filter
replacement, parts lubrication, etc. Information the crew member
needs includes the location of the unit, the states that wvarious
systems must be in for the operation to be carried out, and
step-by-step instructions for the procedure, including contingency
information to handle foreseeable abnormalities.

1.3.3.4.2. ES/KBS Appliéability--This task is a good candidate for a
knowledge-based approach. The number of interacting subsystems on the
common modules will be large, and crew members will be rotated too
frequently to allow sufficient time for them to become expert at
maintaining these changing systems. The task is amenable to the kind
of incremental development and phase-in appropriate to ES/KBS
techniques. Until the systems to be maintained take on more
definition, there will be no expert at this task, so the knowledge
base will be developed by analyzing subsystem construction and
operation.

I-39
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1.3.4 Appl1cat1ons as Onboard Experzments

1.3.4.1 Fault Analysis-——There may be hardware devices on the common
module that will be sufficiently complex that they will require expert
troubleshooting, but which are not amenable to rout;geﬁgggnsport back

to Earth. An example of such a system on Earth is the PROFS
workstations used by the National Weather Service. These workstations

are distributed throughout the country and requxre an expert
technician to travel to remote sites to repair them—at great

expense. A d1agnost1c expert system a la MYCIN could be used to
assist a crew member in deciding how to find a faulty component in a
device of this sort, how to replace the defective part, and how to
carry out routine testing and maintenance. Such a system would free
an expert on the ground and the communication channel he would use to
help the crew member repair the device. The program could have a
minimal hardware interface with the device but would more likely carry
on a ‘dialogue with the _Grewman, requestxng 1nformatxon and presentlng

In dec1d1ng ‘whether to 1mp1ement such an expert system, ‘a number of
factors must be considered. For example, how critical is rapid repair

of the hardware; what is the cost of developing the expert system;

what is the cost of keeping a human expert on hand; what is the cost
of the computer used for the expert system (including expenses in
wexght power, and maintenance of the computer itself; and how likely
is it that a human expert would have to remain on call anyway? Other
factors include how common the expertise is and the ability of the
crev to make repazrs once they know the problem.

1.3.4.2 Payload Power qu;tqt;gg--Hany of the payloads aboard the
common modules will be capable of a variety of modes of operation,
differing in the amount of power they consume. An expert system
specific to a particular experiment could monitor its operation,
analyzing its power use trends to communicate to the payload scheduler
or health status monitor, and operating the payload (or suggesting an
operational regime) that would be most power efficient and would
accomplish the mission goals for that payload. Included in this
system could be fault detection software that would make certain the
payload could not draw more power than it would under normal operating
conditions.
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1.3.5 Recommendations

Among applications within power network control, the load priority
maintenance system is the best candidate for current implementation.
Because this system will actually control hardware (by deciding with
no human intervention which loads will be shed), it will be necessary
to test and refine the system incrementally over time. This will
assure that the system is modifiable and can be trusted.

Work on health status prediction could start now, using expertise
developed from experience with other power systems. Current power
systems test bed projects such as the Autonomously Managed Power
System (AMPS) could become a proving ground for this type of expert
system. Testing (and raising confidence in) the system will be a
major issue. Prediction problems typically are such that only good
statistical analysis can prove a program useful, and this requires a
large number of system tests with real data.

All of the applications described earlier that are not limited to
CM/PMAD can be approached now. Dynamic load scheduling will require a
great deal of work, because within certain contexts the general
scheduling problem is still a difficult research issue, but this work
will result in enormous benefit in terms of the number of man-hours
saved and the range of applicability of the solutions devised.
Temporal modeling is a hard problem, as is the size of the task in
this domain. The work done here on the Energy Management Expert
System (EMES) has provided some ingights into the problem.

The fault management and maintenance procedures advising tasks are
more dependent on specific common module systems definitions, but
these systems are sufficiently defined to allow work to begin in
knowledge acquisition and representation. Both systems will be large
and complex, and work on them must begin early if they are to play a
role in initial operational configuration (IOC) space station.

The ES/KBS applications as onboard experiments are comparatively
small, self-contained systems and can be considered for development
whenever the associated devices or payloads become available.

i
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AUTOMATION ARCHITECTURE ISSUES

Under this subtask we addressed and analyzed the issues of distributed
versus centralized automation, fault isolation, load management,
interfaces to space station pogegﬁegQ,Qata buses and their returns,
separation of data and power grounds, local energy storage, crew
interfaces, sensing requirements, and senszng techniques as they

pertain to the automation of the QM/PMAD system.
Distributed versus Centralized Aufometiouwinalysis

Automation is defined as "the use of machines to control and/or carry
out processes in a predefined or modeled set of circumstances without
human intervention.” Centralized autqggt;qgwxsfqef§ued as a central
computing element for processing of data resulting in control
decisions and command issuance. Distributed automation is defined as
several or more computing elements either ar:ggged sxngle level, or
hierarchically with several levels. The significance in the
difference between centralized and distributed is that distributed
automation allows both preprocesszng of data (hierarchical
arrangement) and processing of data in smaller amounts, in parallel
fashion on each level. For this report, all automation approaches are

w1th1n the power subsystem, i.e.:

1) Central1zed ‘refers to a sxngle process1ng element in the space
statxon power subsystem,

2) D1str1buted refers to multzple processxng elements on a single
level, i.e., one power subsystem processor for each module or
element;

3) Hierarchically arranged distributed system (HADS) refers to a
hybrid approach, using both central processor(s) and distributed
processors arranged in hierarchical fashion.

Processing, although not totally interchangeable with automatxon, is
an important part of automation with respect to comparisons in the
distributed versus centralized quest1on. Distributed processing has
recently been a favorite candidate for functions and tasks that were
related through processing resources available and not related through
dependence on a large amount of shared task-dependent data.

Complexity of those distributed systems greatly increases when the
amount of shared dependent data increases. However, improvements in
communication links, e.g., local area networks (LAN), between
processors have significantly reduced the complexity factor and,
therefore, risk. Conversely, a processing system must be increased in
required size, power, and processing speed as more functions are
allocated to a central computer.
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The analyses and comparisons performed here pertain to the CM/PMAD
subsystem. However, the overall station power system, including
source, conversion, storage, and distribution, is briefly considered
for completeness. Experience gained from the automated power systems
management (APSM) (Ref 5) summarized in Table 1.4.1-1, indicates the
HADS approach is preferred for the overall station power system.
Additionally, Autonomous Spacecraft Design and Validation Methodology
Handbook, Issue 2, (Ref 6) indicates a hybrid between centralized and
distributed approaches is preferred for spacecraft that require a high
level of processing complexity. Major keys in our recommendation of
the HADS approach are risk, growth capability, subsystem performance,
modularity, and adaptability to change. The overall modular approach
selected in the reference station configuration lends itself
particularly well to the distributed approach in overall power system
automation. In the HADS approach, the shared data between the
station-level managers of power and the CM/PMAD manager of power are
simplified to power and energy requirements and resource allocations.
Using the HADS approach, each station module has maximum flexibility
in local power subsystem use. This approach most closely resembles
the power network of a typical commercial power company, a desirable
goal in that the power subsystem of space station is more of a
"utility” than ever before in a space project. The HADS automation
approach down to the module level in turn requires processor
capability at the top CM/PMAD level as a minimum.

The major advantage of HADS is that the approach uses the strong
points of both the centralized and distributed approaches.” The
specific advantages of HADS from an overall general view in the
comparison of distributed versus central power management and
distribution control are: :

1) Increased testability (distributed strong point);

2) Higher growth capability and flexibility (distributed strong
point);

3) Increased speed of information transfer (distributed strong
point);

4) Lower development risk (centralized strong point)
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A centralized approach for the entire power system at the space

station level would be impractical if not impossible to ground test
before flight without building the entire station power system and
related loads or without a very large amount of simulation. Either
testing approach for the centralized power system control would be

very expensive and possibly render the testing results questionable in
the case of widely used simulation. Alternatively, the distributed
approach with its modulatity lends itself particularly well to
verification testing, both in development and preflight. This
especially pertains to distributing control to at least the module
level. The control and operation of each power system element (i.e.
power generation and energy storage, distribution points, and module
power management and distribution) could be checked out separately
before flight, accommodating buildup of the station. Within the
module, testing is also simplified in the distributed approach, but

the factor is not as significant.

I-44
07051/3013B



Table 1.4.1-1

MCR-86-583

APSM Factors in Selecting Distributed vs Central Computer Architecture

APSM Requirement

Central Approach

Distributed Approach

1. Computational Rates

2. Hardware Cost

3. Packaging

4. Software Complexity

5. Software Develop-
ment Cost

6. Reliability

7. Development Risk
8. Adaptive to Change
9. Growth Capability

10. Spacecraft
Interface

11. Subassembly and
System Testing

12. Future Data System
Trend

Time Sequenced, Timing
Criticality

Initially Lower

Complex, Heavy Wire
Harness

Complex Executive
Software, Software
Module Interaction

Equivalent (Complex
Interaction)

Complete Loss Due Tc
Processor Failure.
More Expensive To

Add Redundancy

Greater
More Expensive
Hard to Expand

Equivalent
Complex, Expensive

Decreasing

Concurrent Processing of
Critical Processes

Initially Higher

Simple System Interconnect

Simple Executive Software,

'Independent Partitioned

Software Modules

Equivalent (More Software
To Be Developed)

Graceful Degradation

Cheaper To Add Redundancy

Less
Less Expensive
Easy to Expand

Equivalent

Simpler, Lower Cost

Increasing

07051I/3013B
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Growth capability and overall flexibility are major advantages of a
distributed system, either single or multiple level. As long as the
interfaces are carefully maintained, the particular functions in the
distributed processors are easily modified without major testing of
the overall system being necessary. Conversely, in a centralized
system, the addition, deletion, or modification of a function would ---
cause validation testing of the entire system to assure changes have
not violated timing constraints or degraded overall system performance
to an unacceptable level. - = R -

The speed of information transfer is also an important consideration
for comparing distributed to centralized power system control.

Ideally, the exact requirements for CM/PMAD automation would be

specified and always remain unchanged. The functions can be well

defined, partitioned, and allocated, but the automation requirements
with respect to speed of reaction, for example, depend heavily on
electrical loads and their requirements.. The nature of space station
and its projected long-time operational life precludes defining these
detailed load requirements with a guarantee of no change (or even no
major change). The speed of reaction to an event is very important to
the trade between centralized and distributed control of the power
management and distribution system. How long can a load be
disconnected (or comnected) or a failure or fault go undetected before
the controlling section of the power system must actually be apprised
and react? An answer given to this question can be as fast as is
technically feasible, but within reasonable hardware and software

constraints.

The worst case data rates and required processing time for
centralized, distributed and HADS approaches, as determined in Section
1.6 of this report, show clearly and not surprisingly that the HADS
approach reacts fastest of all approaches where it is assumed that all
relevant data must be transmitted to the decisionmaker for

processing. Under the assumptions of Section 1.6, the centralized
approach (using a total of six modules with the common module as a
baseline) is limited to hundreds of milliseconds reaction time, while
the distributed is less than a hundred milliseconds. The HADS
approach can react in less than ten milliseconds. Where the required
reaction time and required subsystem performance has not yet been
totally specified, HADS represents the least risk approach for meeting
those eventual requirements that may change during the design phase of
space station. '

Finally, the HADS approach lends itself to overall commonality in the .
power subsystem and perhaps across other subsystems as well.
Additionally, the HADS approach has a high degree of modularity, thus
reducing development risk. Software programs can be smaller and more
manageable; however, it should be noted that for the HADS approach,
software interfaces increase and must be well thought out early in the
design phase, keeping the interfaces as simple as possible to maximize
the advantages of the HADS approach.
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It must be noted that the availability of reliable, cost-effective,
fault tolerant processors, and supporting integrated circuits having
low weight and power characteristics, i.e., VLSI and CMOS processors
was assumed.
In the HADS approach, as many functions and subfunctions as possible
are allocated to the lowest level physical elements as defined by the
ability to perform the decision process with a minimum of external
data required. The approach is to make the lowest level controllers
as small as is reasonably possible while maintaining the required
capability for the allocated functions. Primarily, lowest level
functions include the following:
1) Data acquisition;
2) Data conditioning;

3) Data synchronization (time stamping for analysis in system
solution);

4) Data compression;

5) Limit checking;

6) Local fault handling;

7) Shorg term data storage;

8) Requested data transfer;

9) Effectors control.

The major functional responsibilities of overall distribution, load

ranking and scheduling, and subsystem health management are allocated
to the top-level CM/PMAD controller in the HADS approach.
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Fault Isolation Analysis

In 1985, Martin Marietta Denver Aerospace successfully demonstrated
FIES-II, an expert system computer program that diagnoses hardware
faults in a breadboard dc power system. This program, developed under
contract to NASA's Marshall Space Flight Center, demonstrates that
artificial intelligence software can effectively locate faults in a
pover system by examining telemetry data. :

FIES-II demonstrates the handling of faults of moderate complexity,
but it is limited to finding a single failure. However, this failure
may be any of several types, including a remote power controller stuck
open or closed, a bus shorted to ground, an overload, or a resistive
path where none should exist. Because the power system breadboard
used in the demonstration had multiple buses, these faults could
change the interconnections between sources and loads, resulting in

numerous subtle problems.

An actual space station power system might exhibit faults beyond what
FIES-II could analyze. For one thing, the space station's pover

system is not a simple dc system but a three-phase ac system. This
means that faults can develop on any of the three phases. Further, an
ac system has more parameters than voltage and current to examine for
faults--a problem may appear as an incorrect frequency or phase,
low-power factor, or high distortion. In addition, multiple faults,
failed sensors, and fault propagation must be considered as
possibilities. -Some faults may require causal reasoning for diagnosis.

Other faults in the power system may be easier to examine. For
example, at the low end of the spectrum of fault complexity, circuit
breakers have been used for many years to clear simple electrical
overloads.

Between these extremes are numerous possibilities that must be
considered.

Under this task, the range of possible faults that might occur in the
space station power system were investigated, and findings and
recommendations for approaches to detecting and isolating each kind
are presented.

1.4.2.1 Fault Type Analysis——The term "fault" as used here embraces
the full spectrum of malfunctions mentioned previously, and ranges
from minor deviations from expectations to catastrophic failures.
Faults in components that are part of CM/PMAD or are connected to it
are considered here. In this context, the term 'computer” will mean
all of, or any part of, the distributed intelligence in the common
module and will include conventional software as well as any expert
systems or other artificial intelligence software. '
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1.4.2.1.1 Problem External to Common Module--First, any automated
power management and distribution system must be aware of the quality
of power delivered from outside the common module. Problems in this
area may not be caused by anything inside the common module, and there
may be little that a system in the common module can do to isolate or
correct such a fault. Nevertheless, failure to recognize such
problems could lead to incorrect problem analysis and inappropriate
action.

Faults in this category include low voltage, incorrect frequency,
improper phase relationship between the three phases, and high
harmonic distortion. For any of these problems, CM/PMAD has little
choice of action: (1) switching to the alternate bus if that bus has
better quality power; (2) recording the problem in a log; (3)
notifying a higher authority; and (4) remembering the problem to guide
future actions. None of these actions would require complex decisions
beyond the capability of conventional software. On the other hand,
attempting to diagnose the cause of such problems is not a suitable
task for CM/PMAD, because this would require a great deal of
information from outside the common module.

1.4.2.1.2 Open or Short Circuit--A second fault type is a short or
open circuit in the network. In general, shorts will result in
‘excessive current and will therefore be cleared by circuit protectors
before any kind of computer could begin an analysis. This means that
the computer analyzing the fault will need to recognize an open remote
power controller that should be closed and deduce that there is a
fault downstream from it; the fault itself may or may not appear in
the telemetry the computer examines.

Our experience with FIES-II has convinced us that either conventional
software or rule-based or expert system software could diagnose shorts
and opens and take corrective action. However, either implicitly or
explicitly, both types of software would need to include heuristics to
guide the search for the fault, recognize the implications of an open
remote power controller, or find an appropriate corrective action. We
recommend rule-based software that may use frame-based representations
because heuristics are most easily expressed in this form and because
heuristics are considerably more difficult to recognize, modify, and
debug in conventional software. In addition, rule-based or
frame-based software will simplify the modifications that must be made
as the space station grows and experiments are changed, because it
minimizes the amount of code that must be changed and encapsulates
information that is likely to change, isolating it from code that will
not need modification.
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1.4.2.1.3 Faulty Sensor-—A third type of failure is a faulty sensor.
This type of fault may be easy to diagnose or extremely difficult.
The key factor that determines the level of difficulty is the amount
of redundancy in the sensor configuration. For example, if there is
no redundancy, a failed sensor will be very difficult to identify,

because one problem can produce the same measurements as another.

The complexzty of th1s ptoblem is compounded by the number of ways a
sensor can fail; sensors may be noisy, intermittent, stuck at one
output value, or have an incorrect scale factor. In addition, if
sensor data are multiplexed on a bus, one sensor's data may be
mistaken for another's. Furthermore, all data passing through one
multiplexer or bus interface may be garbled by a single failure in the
multiplexer or interface.

We do not believe that the possibility of faulty sensors will greatly
complicate the software for fault detection and isolation. However,
making such software practical will require some constraints on design
and will have some effect on operations,

Specifically, redundancy should be provided in critical measurements,
particularly in bus voltage measurements. Without this redundancy,
the software may be unable--as indeed a human might be--to distinguish
among possible failure modes without conducting such experiments as
switching a load from one bus to another, turning loads off or on, or
having crew members change out an ORU, or report an observation.
Although redundancy will minimize the chances for the software to
ignore a failure or misdiagnose a problem, we believe that full
redundancy is unnecessary. In fact, we expect the law of diminishing
returns to limit sensgrAgegundancy to a small fraction of the total i
umber ' e allowing the software

to conduct experiments to locate and isolate a fault.

number of sensors. This will, however, requ

1.4.2.1.4 Failed RPC—A fourth fault type is a failed RPC. These
devices might fail in any of a number of ways. For example, an RPC
may change state when no command is given or fail to change state when

commanded to do so. This could result from a failure in circuitry
that decodes the RPC's address or command from the control bus, or it .
could be a failure in a switching element. In either case, the
problem is a subset of the short-or-open failure mode discussed E

previously as long as the software does not conduct experiments.

However, additional complexity results from an RPC that responds to
the wrong address--performs a function another RPC was commanded to
perform-—or one that misunderstands a command. If the software is
attempting to conduct experiments to isolate a fault, the
malfunctioning RPC could take actions and send status data that would
be very misleading. We believe that the software can cope with this
malfunction, but it will have to be explicitly considered as a failure
mode during software design.
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Two other RPC failure modes would be difficult to detect unless an
overload caused the RPC to trip. In the first of these modes, the RPC
trips at a different current level than the one for which it was set.
Because of the rarity of overloads and the length of the measurement
interval, the software might have no way of determining that this type
of failure has occurred. We believe that this type of failure is best
examined by fault-tolerant design, a built-in self-test function, or
periodic testing of the equipment rather than by the fault-isolation
software.

The second difficult-to-detect failure mode is a changed trip delay.
Specifically, circuit protectors typically are rated to carry a
specified overload for a specified amount of time before tripping. If
the delay characteristics change, there will generally be no way for
the software to determine that they have. We believe that this type
of failure is also best handled outside of the fault-isolation
software.

A final RPC failure mode is a resistive closure, i.e., excessive
voltage drop across the RPC when it is closed. The effects of this
failure are distinctive and should be easily detected.

1.4.2.1.5 Faulty Power Conditioner--At this time, the role of pawer
conditioners in the common module, if any, has not been determined.
However, the failure modes typical of power conditioners--no output,
incorrect frequency, low efficiency, high distortion, improper
phasing, etc—-produce symptoms that are readily traced to the
conditioner. We therefore believe that fault isolation software will
be able to properly diagnose this type of fault.

07051/3013B I-51



MCR-86-583

1.4.2.1.6 Power Control Unit (PCU) Failure—-The PCU is assumed to be
the highest-authority computer with algorithmic software in the
CM/PMAD. Computer failures ptesent the most complex set of
possxb:lxtles, because, at least in principle, a computer malfunction
can result in any of thousands of inappropriate actions. In practice,
however, most computer malfunctions result in very obvious symptoms,
e.g., the computer stops doing anything at all that is detectable from
outside the machine, sprays random characters onto the terminal screen
continuously, or prints an error message and halts. None of these
failure modes would interfere with space station operability or place

‘the common module closerrggggf;ifeJEEEEE?Eﬁ}ng situation. Other
failure modes might, if the computer is given too much control
authority. For example, if it is possible for the PCU to turn off

life-support systems, a malfunction could cause it to do so.

An error in PCU software could produee the same range of problems as
hardware faults can produce, including sendxng mxsleadzng information

to the fault—diagnosis computer if diagnosis is done in a separate
computer. Such software and hardware techniques as self-test
programs, watchdog timers, and similar handshakes with external
equipment, error-correcting memory, and built-in consistency checks
can reduce the likelihood of serious failures, but preventing such
failures will require reducing the PCU's authority. This can be done
by adding hardware that prevents the PCU from issuing certain
dangerous commands without an enabling signal from an independent
authority. This authority could be the crew, a second computer, or
special hardware. In this case, the fault diagnosis and isolation

would be provided by the independent authority.

Another factor to consider is that the PCU is assumed to control the
RPCs, so if the PCU fault is to be isolated, it must be disconnected
from the control bus and its functions taken over manually or by
another computer. An architecture that allows such a switchover would
introduce other equipment that would also have failure modes.

1.4.2.1.7 Fault-Diagnosis Computer-—-If fault diagnosis and isolation
are done by a computer separate from the PCU, this computer will be
subject to the same kinds of problems as the PCU is. To some extent
these computers can check each other, but full checking would require
embedding the programs of each in the other. Even then it would be
unknown which computer had malfunctioned. A third computer could be
added with a major1ty vote arrangement‘ but we do not believe this
level of complexity is warranted in IOC.
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1.4.2.1.8 Microprocessors Subsidiary to the PCU--It is assumed that
microprocessors will be embedded in various subassemblies of the
CM/PMAD to minimize the amount of logic circuitry required to ‘
interface sensors to the data/command bus, decode commands, perform
self testing, provide stdtus information to the PCU, etc. These
microprocessors and their associated memories and support circuitry
can fail in a variety of ways, the most probable of which is to stop
performing any detectable function at all. This failure will be
readily identified, because the fault isolation computer will be
unable to communicate with it.

Certain other failures will be more difficult to isolate. For
example, a microprocessor may babble on the data bus, making it
impossible to communicate with any of the microprocessors. Or it may
appear to function normally but report erroneous data or status
information, change the state of an RPC or ignore a command to do so,
or respond to commands directed to a different microprocessor.

Some of these problems may be misdiagnosed as a faulty RPC, but this
would probably be acceptable, because the microprocessor likely would
be housed in the same ORU.

Other failures of microprocessors may have to be isolated through
experimentation. Failures that disable the data bus can be minimized
by providing a redundant bus.

1.4.2.1.9 Load Faults—Fault isolation software for power management
and distribution would generally view loads as "black boxes," i.e., it
would have very little information about them. It would be beyond the
scope of such software to attempt to troubleshoot problems intermal to
a load. However, where the load produces externally observable
symptoms of malfunction, the software might be able to signal that
there is a fault or log the fault. Specific examples include:

1) Current to the load is out of normal operating range but not high
enough to trip the RPC;

2) The load's power factor is out of normal operating range;

3) The distribution of power consumption among the three phases is
abnormal.

In addition, the software might be able to identify some cases where
conducted emissions (electrical interference with the power system)
from the load exceed allowable levels.
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1.4.2.2 Recommendations--We recommend that experimental
fault-isolation software be flown on IOC. This software would monitor
the data coming from sensors and status indications coming from RPCs.
It would also monitor the commands sent from the PCU to RPCs and
maintain an internal software model of the state of the power system

in the common module. It would then cont1nuously look for indications

of faults and notify the crew when one is detected. Finally, it would
attempt diagnosis of the ‘problem and report its findings to the crew.

In diagnosing the problem, it may request such crew actions as
togglxng an RPC or reporting visual clues, e.g. whether an 1nd1cator
light is on. We do not recommend giving this program control
authority on IOC; it will be used to test the fault isolation concept
and to gather performance data so that an enhanced version can safely
be given some control authority by FOC. However, even at FOC we

foresee a need for some human override capability.

The I0C vers1on of th1s software . should be able to diagnose shorts and

opens, RPCs that are stuck open or closed, most sensor failures (with

some redundancy in sensors and allowing for some experimentation),
faulty power conditioners, and most types of failures of the PCU and
microprocessors subs:d1ary to it. It would also be able to notify the
crew of loads consuming too much or too little power. Such a program
should be able to determine why an RPC tripped, although it may have
to conduct some experiments to isolate the malfunctxon to the ORU
level.

Switching to redundant hardware can sometimes be done without the
‘level of intelligence required to diagnose a fault. For example, when
bus voltage drops to zero because of a tripped RPC, conventional
software could take corrective action to restore power to the bus
before (or while) software using artificial intelligence techniques
analyzes the details of the problem. In general, we recommend using
conventional software for all tasks that are commonly and effectively
handled by conventional software, particularly where it is important
to rapidly get to. a safe condition, even though this condition may not
be optimum.
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1.4.3 Load Management Analysis

Historically, load management has been a human-intemsive activity
based on the ground. It consists of scheduling the operation of the
various electrical loads on a spacecraft power system to most
effectively use the power available. To date the most practical
approach to automating this activity has been automatic load shedding,
i.e., having an onboard computer turn off the lowest priority loads in
sequence until the power consumption has been reduced to an acceptable
level.

This approach has not been fully satisfactory for several reasons:

1) Priorities change during a mission. For example, a low-cost
experiment may initially have very low priority, but its priority
may increase greatly if it has gathered 99 hours of data out of
an intended 100 hours and must be completely restarted if it is
turned off. Similarly, a load may require a considerable
investment in power, crew time, or other resources to prepare for
operation. After it is prepared, its priority may be very high
although initially it could not be operated at all. Another
example is a science experiment for which data-gathering
opportunities are very rare. Such an experiment would usually
have very low priority, but when conditions are right, it would
have a very high priority; '

2) One set of loads may be more useful than another set although it
contains more lower-priority loads than the other set contains.
This may happen, for example, when one high-priority load
duplicates some of the functions of another high-priority load or
when two loads working together produce much more benefit than
the sum of their individual benefits;

3) The lowest-priority load that is on may consume a large amount of
power. If this load must be turned off because of a power
shortage, it may be possible to turn on several still
lower-priority loads without exceeding the power budget. A
simple numerical priority scheme would not detect this
opportunity.

Because of such factors, it is highly desirable for any load
management software for the common module to reason about more factors
than a single numerical priority rating. On the other hand, reaction
time constraints may make it necessary to minimize the reasoning done
in shedding loads.
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Under contract to Marshall Space Flight Center, Martin Marietta Denver
Aerospace wrote a load-management computer program known as the EMES.
This program considers a large number of factors for each load,
including power consumption, requirements for operation in daylight or
during eclipse, pointing requirements, whether the load can be
restarted after interruption, or whether it should not be
interrupted. The program can plan operation of the loads for a
specified number of hours, replan for changed conditions while
attempting to minimize schedule changes, or do emergency replannzng
vhen equipment failure suddenly reduces available power.

Although EMES served its purpose as a test bed for demonstrating that
software can reason about some of the subtleties of load management,
it would require a number of changes to make it suitable for managing
loads on a real space station.

First, EMES was too slow. This problem has been examined in EMES-II,
developed under independent research and development (IR&D) funding at
Martin Marietta Denver Aerospace. Making such software fast with a
rule-based design approach requires a well thought out mixture of
production rules and algorithmic code. For example, the original
version of EMES typically used "fired" rules 70 times to update a
table of power availability versus time. Algorithmic code could have
updated the table thousands of times faster. Many such inefficiencies
are obvious only after considerable time has been expended on software
design.

Second, EMES "knows' about loads by maintaining a set of parameters
for each load. These parameters specify power consumption and a
number of constraints on operation of the load, but they do not
specify all the factors that human schedulers might consider.
Furthermore, it is likely that the set of relevant factors will change
considerably during the life of the space station, as will the values
assigned to these factors. For example, the addition of an experiment
may place a new and unanticipated constraint on the operation of other
loads. Designers of load management software will have to be very
careful to allow for the addition of new types of information about
loads, new constraints, and new rules for using this new information
without introducing errors or inconsisteficies into the program.

A related problem is that any software with limited, parameterized
knowledge of loads will probably miss constraints imposed by
unantxg;gated events during a mission—equipment failures,

emergencies, political factors, etc—to which human planners could
readily adapt.

On the other hand, allowing for the fact that EMES was written in
1983-1984 when the design of the space station had not progressed very
far, EMES produces schedules competently. Furthermore, EMES-II is
faster than human planners and, unlike humans, does not suffer from
fatigue, get careless when under pressure, get sick, or forget
details. Such software would permit more frequent replanning as
situations change, which might be more beneficial than having a better
plan to start with and being unable to change it.
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We believe that load management software similar in capability to EMES
should be used for IOC, but it should be regarded as an experiment,
not a controller. Such a program could be used to give a new priority
list to conventional load-shedding software periodically, perhaps once
every few minutes. Although, for reasons mentioned previously, this
would not result in optimum load shedding, it would be a great
improvement over any fixed-priority scheme, and would generally be
superior to what human schedulers could do, because the priority list
would always be fresh, reflecting the current situation. This
approach is preferred over giving direct control to the software
because it gives human observers a chance to modify its priority lists
or replace them altogether. In addition, the conventional software
that implements the load shedding based on this list can perform
consistency checks by comparing it to a partially ordered list of
prearranged priorities. For example, Load A may always have higher
priority than Load B despite changes in either's numerical rating.

Using intelligent load-management software as an experiment will
provide several benefits:

1) Better power use can be expected because of frequent revision of
the priority list; '

2) Observing the behavior of the software will provide the data
needed to refine the scheduling rules, load-definition parameter
set, and parameter values;

3) Using the software as an experiment will develop confidence in
the program's competence without risk to mission success.

The recommended eventual approach to load management is described as a
scenario in these following paragraphs. The description assumes that
the schedule being composed is to cover all of the next crew shift
period. Usually, the load scheduling function will be used for that
specific purpose. It should be noted, however, that under
extraordinary circumstances (loss of a solar panel, for example), the
function may be invoked to reschedule the remainder of the present
crew shift.

"Space station manager" refers to the software entity that manages
that portion of the space station not contained within the modules.

Shortly before the beginning of each crew shift, the space station
manager will inspect that portion of the ground-generated timeline
that covers the coming shift. Using that information and using what
it "knows'" about the present status of stationwide resources, the
space station manager will compute preliminary estimates of how much
of each stationwide resource to allow each module to use during the
coming shift. At the end of this process, the manager will have
composed for each module a preliminary resource allowances list.
These lists cover only available stationwide resources; the space
station manager will not have direct information about resources
available within a given CM.
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At this point, the space station manager will alert the major
scheduling functions of each module and will present to each module
its individual list of prel1m1nary resource allowances for the coming

Shlft- e e = : i T

Aboard the CM the major schedulzng functzon w111 now compose a,eeln_
preliminary schedule of CM activities that would cover the coming crew
shift. It is estimated that it will take about a half hour for the
major scheduler to compose the schedule. Input data to ‘this function

allowances list from space station, the CM portion of the
ground-generated timeline, the CM/PMAD Redundancy Assessment Record of
Function 3.1.1.2 (Appendix A), and various sensor measurements.

One of the most important products of this preliminary schedule of CM
activities will be the preliminary load enable schedule. The
prelimipnary load enable schedule will be a compact, chronological
sequence of CM/PMAD events that would occur during the coming crew
shift. Each event entry will contain the following information:

1) A load des1gnator (1dent1fy1ng number or other label)
2) VWhether that load is to be enabled (connected to electrzcal
power) or disabled (disconnected from electrical power);

3) The t1me when this event is to occur.

As it composes the preliminary load enable schedule, the major
scheduler will assign to each CM load a load class number. Load class
is not the same as load priority. A load priority number exactly
defines a load's CM-wide priority over a moderate time interval (about
15 minutes or less). No two loads in a given CM will have the same
load priority number. A load class number coarsely defines a load's
space station-wide priority over a wider time interval (a fraction of
a crew shift period or more). Many loads may have the same load class
number.

Each module on the space station will use the same algorithm .o assign
load class numbers to its own loads. By this means, the CM will be
able to assign rough, stationwide priorities to each of its loads,
even though it knows nothing about individual loads in other modules
or about individual loads on the station structure.

The preliminary load enable schedule is composed, and load class
numbers are assigned, and CM/PMAD now has enough information to make
load requirements projections to cover the coming crew shift. A
description of these projections is given in Function 3.2.2.2
(Appendix A). The projections are forwarded to the space station
manager as "electrical resource requests' broken down by load class.
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Ideally, the load requirement projection "requests" of the CM/PMAD
would closely match the preliminary resource allowances originally let
by the space station mandger. But perhaps a load originally scheduled
in the ground-generated timeline failed an hour before, so the major
scheduler decided not to put it in the preliminary load enable
schedule at all. In this case, the CM/PMAD "request" would be less
than the preliminary allowance, and the space station manager could
decide to give the excess resource to another module. Alternatively,
one of the scheduled loads may have started drawing more power than
usual during a previous shift, and the major scheduler "knows" this.
In that case, the "request" would be larger than the preliminary
allowance, and the space station manager would need to decide whether
to draw some resource from other modules to make up the difference.

The space station manager will review all of the load requirements
projections from all of the modules and will use an empirical
algorithm to decide how to allocate electrical resources among the
modules. The algorithm must be empirical, because the space station
manager will not have detailed information about individual loads
within modules. The manager will not have detailed information
because its interfaces to the modules must be kept relatively simple
and generic. The interfaces must be kept relatively simple and
generic so that, if one module is taken off the station and replaced
with an improved version, it won't be necessary to make significant
S/W and H/W changes to the other modules or to the station.

After reviewing all the load requirements projections, the space
station manager will issue to each module a list of final resource
allowances.

In the CM, the minor scheduler will inspect the final resource
allowances and will make whatever small adjustments are necessary to
the schedule of CM events covering the coming crew shift period. The
function will do its work within a few minutes.

The schedule of CM activities is now ready for final crew or ground
personnel modifications, if any.

If the crew or ground personnel decide to remove loads from the
schedule, this can be accomplished immediately. After the crew has
approved the change(s), the minor scheduler would take a few more
minutes to schedule enough additional loading that the excess energy
of the removed load(s) would be used efficiently. In doing this, the
minor scheduler would be limited to adding loads that do not require
crew monitoring or assistance. To do otherwise would require the
minor scheduler to schedule a stationwide resource, i.e. crew shift
time. Such a decision could not be made at the CM level.
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The crew and ground personnel ‘should be discouraged fromfmak1ng final
load additions to the schedule; electrical energy that can be gathered
and stored by the space station is limited, and close to 100% of it
will have been accounted for by the or1g1nal ground-generated i
timeline, the major scheduler, and the minor scheduler. If a
last-minute load must be added, the crew or ground personnel would

specify which load, when it is to be added, and how long it must be

cupplied with power. The minor scheduler would ‘quickly determ1ne ,
which other loads would have to be shed to accommodate the new Load
and would so notify the crew and gtound personnel. It would shed as

few loads as possible from the lowest load classes. The crew and

ground personnel could decide to accept the recommendations of the
minor scheduler, to control all loads manually during the time the
added load would be in operation, or to cancel the original request.

I-60
07051/3013B



MCR-86-583

1.4.4 Space Station Power and Data Bus Interface Analysis

The objective of this task is to analyze and define the CM/PMAD power
and’ data bus interfaces to space station for each of the candidate
government-furnished networks, shown in Section 1.1 as Figures 1.1-1
through 1.1-5.

1.4.4.1 CM/PMAD Interfaces to Space Station Power—-The CM/PMAD is
unique in the sense that it must distribute power to its own
controllers. In the recommended approach, PCU, the main controller
for CM/PMAD, receives its power directly from the main power bus.
Connection is made on the CM main transformer output side in the case
of designs one through four. PCU power for design five is from the dc
primary input bus directly. The interface, in either case, will be to
the local conditioning in the PCU. The PCU conditioning is required
to provide transformer isolation. The local or midlevel processors
receive power from the power input of the device within its command
which is electrically nearest the CM power input. Similarly, lowest
level device controllers interface to power at the power input of the
device being controlled. Isolation is again accomplished at the local
power conditioning required in the device controllers. In all cases,
the local power conditioning provides isolation that allows a local
grounding scheme to chassis.

Alternatively, bulk power conditioning could provide power for a
QM/PMAD controller power bus. However, we recommend against this
approach. The main factors in recommending against this approach are:

1) Single-point failure causes inoperability of all controllers and
processors on the power bus. Providing redundant buses to match
the dual redundancy approach in the candidate design would still
be susceptible to a single-point failure problem in the user load
center where cross strapping is used;

2)° Line regulation to the required levels would be difficult;

3) .Local power conditioning would still be required for isolation;

4) Flexibility after I0OC is reduced.

0705I/3013B



MCR-864583

1.4.4.2 Space Station Data Bus Interfaces--The data bus interfaces
considered include the CM data management network, space station
management network, and the CM/PMAD power control unit. The selection
of central versus distributed power control has significant effect on
power subsystem data interfacing to the Space Station data bus(es).

Therefore, the approach to data bus interfacing is defined for both
central and distributed approaches. A centralized system is defined
as a single control processor for the entire space station power
system, even though it may be termed a distributed subsystem with
respect to the overall space station. A distributed approach is
defined as a HADS. A HADS is further defined, for the purposes of
investigating interfaces, to be a master-slave arrangement. While
networking is possible 1n a HADS, that case is treated under the
centralized system. o ’

Interface hardware grounding constraints are discussed in Section
1.4.5, Data and Power Ground Separatlon Analys1s.

1.4.4. 2 1 Data Bus Interfaces in D1strzbuted”Approach——The s
master-slave arrangement in the HADS requires a data link from each
slave to the master. The arrangement either must comprise a minimum
of a shielded twisted wire pair (or coaxial wire, depending on the
selected bus) or a fiber-optic link. In the case of electrical wire,
‘the trahsmit/receive electronics must provide isolation through
optical coupling, transformer isolation, or provide differential
drivers or receivers with high common mode rejection to minimize
possible ground loop currents. The shield, in the case of electrical
wire, should be tied to chassis ground at the receiver or source, but
not both. In the case of a HADS where there are multiple drops, the
best approach is optical isolation or transformer 1solat1on with the
shield tied to a single chassis ground.

The candidate designs are all well suited to the HADS approach.
Hierarchically above the power control unit, there is no difference in
data bus interfaces for the candidate designs. The differences in the
internal bus interfaces per candidate design are simply in number and
location.
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1.4.4.2.2 Data Bus Interfaces In Central Approach--In the centralized
approach, the interfaces between the overall power system controller
and the space station data management network is through a bus
interface unit (BIU) to the CM network and then through a packet
switch or bridge to the space station management network. The bridge
and BIU are each a set of electronics with an electrical wire or fiber
optic interface to the CM LAN. As in the case of the HADS
interfacing, these sets of interfacing electronics must also be
isolated as above.

For the central approach, the devices within the CM/PMAD are
interfaced through multiplexer/demultiplexers (mux/demux) that provide
the data interface to the central control processor. The mux/demux
also must provide electrical isolation as above. In addition, the
central approach requires additional cabling design or packaging so
that the interface from a mux/demux group to the central control
processor must become part of a cable assembly.

1.4.4.2.3 Software Interfaces—Software interfacing to the CM/PMAD in
the central approach is an integral part of the overall software
package. The software interface in the central approach, while it is
easily definable and straightforward in design, it is address and data
intensive at the highest level, requiring an address for each device
in the CM/PMAD. Alternatively, the HADS approach, using the
master-slave approach, gains the advantage of the centralized system
in software interfacing while gaining the modularity and flexibility
of a distributed system.

1.4.5 Data and Power Ground Separation Analysis

The local power conditioning, either ac-dc or dc-dc, of each processor
and controller, as discussed in the previous section, provides
transformer isolation from the main power bus. This prevents dc and
low-frequency current returns through the structure. The design must
provide at least 10 megohms dc isolation from the power supply inputs
to the signal ground of each box. Also, signal ground must be
isolated from chassis ground by at least 10 .megohms. It is noted,
however, that the internal grounding scheme for each processor or
controller must also be designed to the electro-magnetic interference
constraints given in an eventual space station electromagnetic
compatibility (EMC) document.

Prevention of ground loops between the various CM/PMAD elements can be
accomplished by using optical coupling data or by the transformer
isolation provided in the Manchester coding approach as used in the
MIL-STD 1553B data bus. A base-band standard wire bus using
differential line drivers and receivers would also provide good
insulation. The small ground loop current that would result would not
affect signals on the bus because of the high common mode rejection
ratio of the differential receiver. A base-band wire data bus would
require the use of a twisted shielded pair for each signal wire of the
bus. The shield would be tied to chassis ground at the receiver or
the source, but not both.
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Local Energy Storage Analysis

The local energy storage, if used, can be either primary or
secondary. Applications can range from low-rate, long-duration use
(such as would be used for maintenance of a safe haven condition) to
providing high-rate, short-duration power (such as would be used for
an uninterruptible power supply). A typical and most probable use of
local energy storage is in the adaption of a common module to provide
a logistics support module that must have internal electrical power
during trans1t1on per1ods.

Seven® electrochemzcal couples for iocal energy storage are
considered for functional effects on the CM/PMAD control network:

Primary

1) Silver-Zine (AgZn);
2) Lithium-thionyl chloride (Li/S0Cljy);

Secondary

3) Nickel-Cadmium (NiCd);
4) Nickel-Hydrogen (NiHj);

} Secgndagz,:,molten salts

5) Sodium-Sulfur;
6) Lithium-metal sulfide;

Regenerative fuel cell

7) Hydrogen-Oxygen.

Each couple and type was analyzed for effect to the functional

‘decomposition with results given in Table 1.4.6-1. Each of the

functions checked is a delta to a CM without any T1ocal energy
storage. If local energy storage is added to the CM, using the
hydrogen-oxygen fuel cell or the silver-zinc battery provides the
least effect to CM/PMAD automation.

*There are certainly more electrochemical couples possible that may

have been considered for a local energy storage effect analysis, but
these were considered representative of the functional effects of all

types.
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TABLE 1.4.6-1 LOCAL ENERGY STORAGE FUNCTIONAL IMPACT ANALYSIS

ENERGY SOURCE TYPE PRIMARY SECONDARY E‘éf',_‘
FUNCTIONS COUPLE | Agzn LisocL2| NiCd | NiH2 | Nas | LiMS | HO
CHARGE MAINTENANCE ® L @ -] o
RECHARGE CONTROL ® ® ® ©
DISCHARGE CONTROL (CURRENT LIMIT) o ® ® o ® ® @
DISCHARGE CONTROL (OVER DISCHARGE) o o o ® ® @

STORAGE ENERGY MANAGEMENT ® o e ® @
RECONDITIONING MANAGEMENT @ @ e | ©
FAULT DETECTION ® ® ® e || @® @
SINGLE POINT STATUS ® ®
STATE OF CHARGE COMPLEX © ® ® @ @
HAZARDOUS MATERIAL DETECTION ® ® @
TREND ANALYSIS ® - @ ® -] @ ®
REGENERATION MANAGEMENT @
THERMAL MANAGEMENT @ ® @ ® ® @ ©
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1.4.7 Crew Interface Analysis

1.4.7.1 Introdug;ion

1.4.7.1.1 Purpose—It is intended that the CM/PMAD task be as
automated as is practical. It is also recognzzed that some human -
(crew or ground) monitoring of and intervention in the task will be :
necessary. This section examines possible types of interfaces between ;
CM/PMAD and the crew and recommends those types considered practical.
Possible interfaces between CM/PMAD and ground ‘personnel are not

considered here.

1.4.7.1.2 Scope—At fhis writing, much remains to be resolved in the
larger details of the designs of the CM power network and of the CM
data network. Much also needs to be resolved in defznlngrthe elements ) !

of the mission of the space station. Given these facts, and observing :
the rapid development in microcomputer technology, it is impossible to i
predict with confidence what interface types, existing or projected,
would be appropriate for the entire operational 1ife of the station,
which is estimated to be between 10 and 30 years. And so, unless
otherwise noted, types of interfaces recommended in this report will

be assumed to apply only to common modules within the IOC of the space

station.. . _

1.4.7.1.3 Definitions--This patagraph defines several short-hand
terms that are used for convenience in this section. '

The term "CH computer" means any part of or all of the distributed
information processing in the CM, whether S/W (including expert
systems) or logic H/W. Similarly, the term "space station main
computer” is defined as any part of or all of the distributed
information processing in the space station outside of the common

module.

The "CM/PMAD subsystem'" consists of the CM electrical power network
and that portion of the "CM computer' that is devoted to the CM/PMAD
task.

1.4.7.2 Crew Interfaces Relevant to CM/PMAD Functions—-In Appendix B, -
Crew Interfaces Relevant to Functions of the CM/PMAD Task, each -
function of the CM/PMAD task is examined to determine which functions

require interfaces between CM/PMAD and the Crew. For easy

cross-referencing, Appendix B has the same paragraph arrangement as

Appendix A, Functional Breakdown of the CM/PMAD Task. (Appendix A

presents a detailed description of the CM/PMAD task and its functions.)

In Appendix B, the two major CM/PMAD displays are mentioned, but not
described in detail: the load enable schedule display, and the
CM/PMAD block diagram display. These displays are described below in
paragraphs 1.4.7.3.1.2.1 and 1.4.7.3.1.2.2, respectively.

07051/30138 I-66



MCR-86-583
1.4.7.3 Conclusions

1.6.7.3.1 Recommended Interfaces between CM/PMAD and the Crew--The
following recommended interfaces between CM/PMAD and the crew are
concluded to be practical and cost-efficient for the CM/PMAD task
only. They are not intended to preclude the development of other
technologies thought useful to support other CM subsystems. It is
stressed that these recommendations apply only to the IOC.

1.4.7.3.1.1 Hardware
1.4.7.3.1.1.1 CM Computer Console--Some sort of CM computer console

should be available to allow the crew to monitor and control elements
not only of CM/PMAD but of other CM subsystems as well.

1.4.7.3.1.1.1.1 Video Screens—-It is recommended that the CM computer
console have at least two identical video screens of l4-in. diagonal
measurement or larger to support crew intervention in the CM/PMAD task.

A touch-screen capability is recommended for each video screen. This
would allow a crew member easy selection of interactive control
options on low- or medium-density displays.

Color graphics capability is recommended. Because two-dimensional
graphics should be fully capable of supporting the CM/PMAD task
(paragraph 1.4.7.3.2.2.2), color capability need not be
sophisticated. Eight colors including red, yellow, green, blue,
black, and white should be sufficient.

A screen resolution of 640-by-400 pixels or better is recommended to
allow display of complex block diagrams.

1.4.7.3.1.1.1.2 Keyboard--The CM computer console should include a
keyboard. A keyboard would allow the crew to transmit precise

commands of considerable complexity to the CM/PMAD task. The keyboard
keys should include all letters, numbers, and punctuation marks found
in a standard QWERTY arrangement. All American astronauts having a
technical education sufficient to control CM/PMAD will be familiar
with this arrangement. Other key arrangements said to be more
efficient than the QWERTY system are not nearly as well known and
would, therefore, require special training of many of the crew members.

An accessory numerical keypad should be included on the keyboard.
This keypad would feature the numbers O through 9 and + and - sign
keys in an adding machine cluster arrangement. Most of these keys
should have alternate cursor control functions. In some operating
modes (such as changing a control quantity on a block diagram), these
keys would have numerical entry functions only. In other modes (such
as modifying a tabular display for control purposes, or in editing),
these keys would have cursor control functions only.

It is likely that special function keys will have some use for
controlling the CM/PMAD task. Without a detailed crew interface S/W
design, it is difficult to predict how many special function keys will
be useful, but it is recommended that at least five be included on the
keyboard.
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1.4.7.3.1.1.1.3 Trackball Assembly--In a high-density graphic display
(such as the CM/PMAD block diagram display described in paragraph
1.4,7.3.1.2.2), touch-screen control may not be practical simply
because a crew member's finger is too big to place the control cursor
accurately. For accurate control of high-density displays, a
trackball assembly (the ball plus a push-button switch) is
recommended. An appropriately designed trackball assembly need not
weigh more than a mouse interface. A mouse requires an open, flat
surface against which it can be pushed, while a trackball does not.
Also, in weightlessness, a mouse would require a bracket in which it
could be stored when not in use; a trackball assembly, being

permanently mounted, would have no such problem. Furthermore, a mouse

would trail a cable that could become entangled in the close working
environment of the CM; a trackball assembly could be mounted at the CM
computer console without using an exposed cable.

Where should the trackball assembly be mounted? If it were mounted on
one side of the CM computer keyboard, it would be inconvenient for
crew members of opposite-handedness to operate. Mounting the ball on
the axis of symmetry of the console would not be as space-efficient as
a side mount, but that arrangement would not require special training
for some crew members. It is recommended that the assembly be mounted
on the axis of symmetry of the CM computer console, and between the
keyboard and main video screen. In this position, the assembly would
not be in the way of a crew member using both hands to work the
keyboard. It is further recommended that the trackball assembly be
built onto a pivoted platform that can be rotated left or right in
small angular steps (much like a rotary switch) to any angle
convenient to the user.

1.4.7.3.1.1.2 Dead-Face Switch--A double-throw dead-face switch
should be provided that would enable a crew member to cut all
electrical power in the CM, except emergency lighting and other
emergency subsystems. The switch should be absolutely fail-safe.

The purpose of the dead-face switch would be three-fold: (1) it would
be the crew's last line of defense in case of an electrical fire; (2)
it would be a rapid and sure means of disconnecting runaway equipment
in the CM which threatened immediate crew injury or equipment damage;
and (3) it would be a convenient means of safeguarding CM circuitry
while power cables were being connected to or disconnected from the CM.

The dead-face switch and its surroundings should be distinctly colored
and adequately 1lit by regular or emergency lighting circuits.

When used to open the dead-face circuit, the operation of the
dead-face switch should be intuitive and easily accomplished from any
angle in weightlessness. When used to open or to ¢lose the dead—face
circuit, the operation of the switch should not require foot
restraints.

It would be permissible for the CM/PMAD subsystem also to control the
dead-face circuit by digital command. However, the design should be
such that manual opening of the dead-face switch must inhibit all
computer commands to the dead-face circuit.
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1.4.7.3.1.2 Software

1.4.7.3.1.2.1 Load Enable Schedule Display--This should be the
display/control most often used by the crew to intervene in the
CM/PMAD task. A crew member need not be specially trained in the
CM/PMAD subsystem to use this display and its controls effectively.

The load enable schedule display would allow the crew visibility into
and limited control over the on-board scheduling function of CM/PMAD.
Before proceeding further in this section, we recommend that the
reader review Appendix A, Function 3.2.2, On-Board Scheduling. There,
the reader will find definitions and explanations of terms used in the
discussion that follows.

In the absence of human intervention, the formal script for CM/PMAD
activities will be the baseline load enable schedule (BLES). The BLES
will be a compact, coded file of Load enable/disable instructions
suitable for direct use by CM/PMAD S/W. As such, it will not be
readily understandable by people. The crew, to understand and control
the BLES, will need a user-friendly interface tool: the load enable
schedule display (LESD).

The LESD would show the BLES in chart form and with English labels.
Information shown for each Load would include the following:

(1) Load name (such as X-ray telescope);

(2) S/W code number of the RPC that directly feeds that Load;
(3) Load class number;

(4) Load priority number (if one is presently assigned);

(5) Indications showing what time(s) the Load is scheduled 'enabled"
and what time(s) it is scheduled ''disabled,"”

- Loads would be sorted on the chart by load class with the higher
classes toward the top and the lower classes toward the bottom.
Because there would generally be more loads scheduled than could
conveniently be shown on a single video screen, a means would be
provided to allow the user to scroll the chart up and down.

At user option, the LESD would show any one of the following: (1) the

present BLES, (2) a BLES evolved by S/W for the next scheduled period,
or (3) a BLES that was used in the past.
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If show1ng the present BLES, the LESD would include a promznent

moving line that would divide the chart into two parts: (1) scheduled
events that have already happened, and (2) scheduled events that have
yet to happen. If any Loads originally scheduled in the present BLES
have been disabled by load shedding (Appendix A, Function 3.2.3),

those Loads would be flagged with a distinctive color. Also, if any
Loads originally scheduled in the present BLES are recommended to be
descheduled by minor scheduling (Appendix A, Function 3.2.2.3) in
response to a Load addition by the crew, those Loads would be flagged
with a dxstxnctxve color. L .

As mentxoned earlxer, the LESD not only would show the form of the
baseline load enable schedule, but also would provide controls for a
crew member to modify that schedule. At one end or corner of the
LESD, there should be a special window through which a crew member and
the CM/PMAD could communicate interactively vxamggggggzpoard. CM/PMAD
would use this window to advise the crew member of display options and
to prompt the crew member for the information necessary to change the
BLES. The crew member would reply with keyboard entrxes and

touch—screen entrzes, as apptopr1ate.

Keyboard communzcatzon between a crew member and the LESD should be,
as much as possible, in natural language. With this aid, a crew
member not specially trained in the CM/PMAD Subsystem could still
control it effectively through the LESD. For example, the S/W should
be able to recognize that "enable the Upper Atmosphere GCMS', 'turn on
the chromatograph", and "energize the gas chromatography experiment”
probably all mean: "connect electrical power to the input of the
upper atmosphere gas chromatograph and mass spectrometer’.  If there
is more than one type of GCMS, the S/W should be able to ask: '"Do you
mean the upper atmosphere GCMS, or the heavy ion GCMS?".

1.4.7.3.1.2.2 CM/PMAD Block Diagram Display--The CM/PMAD block
diagram Display would show the general state of the subsystem H/W. At
crew option, the display could also be used as a control tool. This
option would invoke a module of emergency S/W that would bypass much
of the automatic CM/PMAD S/W, allowing the crew direct control of
subsystem H/W at the individual RPC level.

The CM/PMAD block diagram display would be a video display that could
be called up by a crew member at the CM computer console. The display
would show all of or any selected part of the CM/PMAD subsystem
hardware in block diagram form. The diagram would be a line drawing
representing elements of the subsystem. Elements that were presently
connected to electrical power would be drawn in a distinctive color
(perhaps white); those elements not connected to power would be drawn

in black.

I-70
07051/3013B



MCR-86-583

The finest available resolution of the CM/PMAD block diagram display
would be to a level of detail sufficient: (1) to allow the crew to
intelligently control all interfaced H/W elements of CM/PMAD, and (2)
to effectively support the crew (should the automatic S/W be unable to
'do so) in preventive maintenance and repair operations. At all levels
of resolution any element for which a fault had been detected and
isolated by CM/PMAD S/W would be flagged in red. Density of the
display permitting, notes would be shown nearby briefly describing the
nature of the fault. If the faulty element were still connected to
electrical power, the red flag would flash; if the element had been
disconnected, the flag would dim and would not flash. CM/PMAD
elements that had been predicted to fail would be displayed using a
strategy similar to that just described, except that elements
predicted to fail would be flagged in yellow.

When first called up, the display would show the eantire CM/PMAD
subsystem. At this point, the general detail of the display would
necessarily be simplified to show the whole subsystem. In this
simplified form, three-phase elements would be shown with one line or
node representing all three phases plus the neutral path and the
grounding path. The display would show the sensed switching states of
RBIS or RCCBs connecting the major buses to one another and connecting
major buses to the inputs of the load centers For three-phase
devices, the switching states would be assumed to apply equally to all
three phases, i.e., either all three phases would be connected, or all
three phases would be disconnected. The display would also show major
bus voltages and major feeder currents. For three-phase elements, the
voltage and current values displayed would be the averages for all
three phases. ’ :

If more detail about a particular region of the display were needed, a
crew member could position a window over the area in question and
zoom-in for a closer look. As the crew member zoomed-in, more details
and measurements would be displayed for elements in the window;
details would be added in order of importance.. The display would show
the part number of and the schematic boundary of each H/W module in
CM/PMAD. It would also show the part number of each interconnecting
cable between modules. The module and cable part numbers would be
used by the crew to locate actual CM/PMAD devices during preventive
maintenance and repair operations (actual modules and cables should be
clearly marked or labeled). When the crew member had zoomed-in toward
a particular CM/PMAD element (an RPC, for example) to the maximum
limit of resolution, the display would show for that element every
phase-independent quantity that was presently measured by sensors at
that element or that was computed for that element based on the sensor
measurements. At maximum resolution, three-phase devices would be
represented by one line or node representing all three phases, plus
one line or node representing the neutral path, and one line or node
representing the grounding path. Where it is deemed appropriate and
practical, some three-phase devices would be shown at maximum
resolution with a separate line or node for each phase. At that level
of detail, sensor measured quantities would be shown for each phase
separately instead of averaging for all three phases.
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Usually, numerical and logical quantities shown on the CM/PMAD block
diagram display would be the values most recently measured by sensors
or computed from sensor measurements. The crew would have the option,

,however, to view CM/PMAD quantities as they had been measured just

prior to the most recent trip of an RPC or RCCB. The crew could use
this information to check whether the trzp was appropriate.

At crew optzon, the CM/PMAD block dxagram dlsplay could be used as a

control tool. This option would invoke a module o?’emergency §/W that

would bypass much of the automatic CM/PMAD S/W, allowing the crew

direct control of subsystem H/W at the individual RPC level. The

option would allow the crew direct control of all H/W elements in the
CM/PMAD power network, and would allow coarse control of many H/W

elements in the CM?PMAD data network.-

There should be two general types of control: (1) control of bilevel
states (on/off, connect/disconnect, enable/disable, etc.), and (2)
control of states with which numbers are associated (trip level of
RPC, regulator voltage adjustment, mode number, etc). For three-phase
devices, it is recommended that any applied control should apply to
all phases simultaneously and equally (e.g.,. a connect command should

connect all three phases at the same time).

It is speC1f1cally recommended that any control that the crew applies
to a given three-phase device should apply simultaneously and equally
to all phases of the device. If crew control were not limited in this
way, loadzng imbalances could occur which éould open RPC's or similar
devices in the power network. Such loading imbalances could
conceivably damage elements of the CM/PMAD Subsystem.

Bilevel states would be controlled by the crew in the following
manner. First, a crew member would zoom-in -(if necessary) to the part
of the CM/PMAD block diagram display showing the state to be
controlled. Second, the crew member would position the cursor at this
indication using the trackball assembly. Third, the crew member would
press- the push-button switch on the trackball assembly to signal the
computer of his or her desire to change to the other state. At this
point, the display would show the other state, but flagged in a
distinctive color to indicate that this was a 'commanded" and not yet
an "actual" state. When the color flag disappeared, this would
‘indicate that the "commanded" state had become an "actual" state of
the device. At any time during this sequence, the crew member should
be able to cancel the state change by entering a single convenient
input.
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Control states with which numbers are associated would be controlled
by the crew in the following manner. First, a crew member would
zoom-in (if necessary) to the part of the CM/PMAD block diagram
display showing the value to be controlled. Second, the crew member
would position the cursor at this indication using the trackball
assembly. Third, the crew member would press the push-button switch
on the trackball assembly to signal the computer that this number is
now to be changed. At this point, the display would flag the number
in a distinctive color to indicate readiness to accept a new value.
The crew member would then enter the new value for the number via the
keyboard. This number, too, would be flagged in a distinctive color
to indicate that this is a '"commanded" value and not yet an "actual”
value. When the color flag disappeared, this would indicate that the
"commanded" value had become an "actual" state of the device. At any
time during this sequence, the crew member should be able to cancel
the number change by entering a single, convenient input.

1.4.7.3.1.2.3 Other Video Displays/Controls——Each of the following
displays would also double as a control tool for the crew to use.
Descriptions of the displays may be found in Appendix B under the
function number cited.

* Load Priority List Display (Function 3.2.4.4).

* Interactive Self-Test Displays (Function 3.3.2.1).

* Interactive S/W Comparison Displays (Function 3.3.2.1).

Each of the following would be for display purposes only.

Descriptions of the displays may be found in Appendix B under the
function number cited.

* History Records Displays (Function 3.3.1.5).

* Fault Report Displays (Function 3.3.2.4).

%# Audio alarm indicating significant CM/PMAD fault (Function 3.3.2.4).
1.4.7.3.2 Other Technologies that Were Considered--Described here are
other potential crew interface technologies that were considered while

preparing this section, but which are not specifically recommended.
The reasons why they are not recommended are listed.
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1.4.7.3.2.1 Hardware: Control via Mouse--A mouse can be used to
perform the same valuable services as a trackball assembly (paragraph
1.4.7.3.1.1.1.3). Also, a mouse can be used with equal facility by
left- or right-handed crew members. Unfortunately, a mouse requires
an open, flat surface against which it can be pushed. With limited
space available, and considering weightlessness, open, flat surfaces
will have little other use in the CM. A mouse also trails a cable
that can become entangled in a close working environment.
Furthermore, in weightlessness, a mouse would require a bracket where
it could be stored when not in use. It seems that a trackball
assembly would be a better choice than a mouse to help the crew to
monitor or control high—density displays in CM/PMAD. :

1.4.7.3.2.2 Software

1.4.7.3.2.2.1 CM/PMAD Schematic Display—This would have Dbeen a
display similar to the CM/PMAD block diagram display described above
in paragraph 1.4.7.3.1.2.2, except that it would have shown far more
detail. It would have been similar to a detailed electrical schematic
in form, showing all three phases of three-phase devices (even showing
connector and pin numbers). In addition, it would have shown every
sensor measurement of all elements in the power network. Finally, it
would have shown details of faults that had been detected and isolated
in S/W, and would have shown them on a phase-by-phase basis. A
CM/PMAD schematic display is specifically not recommended, because it
would be inappropriate for it to do any of these. A discussion
follows.

Detailed electrical schematics are commonly used as aids for trouble
shooting of the system depicted. Trouble shooting is done so that
preventive maintenance or repair may be performed. It is practical
for the crew to do preventive maintenance or repair, but only to a.
limited extent.

Coarse maintenance and repair (specifically, device replacement) could
be done at the modular level, down to an individual RPC or to a
particular electrical cable. The level of detail necessary for this
type of operation would be provided by the recommended QM/PMAD block
diagram display.

Finer maintenance or repair could be done by replacing an individual
card within a multicard module. This could be done in weightlessness
with simple tools, but how would the crew know which card to replace?
The level of sensor measurement now contemplated does not go lower
than module level, so Fault Management (Function 3.3.2, Appendix A)
would not be able to locate a particular faulty card in a module. It
is conceivable that the crew could use detachable test equipment to
find a faulty card, but this would mean either removing and
disassembling the module and then performing manual tests, or
connecting test equipment to special connectors on the module case.
Neither of these operations is recommended; the first, because of the
crew time involved; the second, because of the weight of the special
connectors and their associated wiring.
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Because maintenance or repair at a level finer than that of individual
modules doesn't seem practical, and because detail sufficient to
support module-level maintenance would already be available in the
CM/PMAD block diagram display, a CM/PMAD schematic display cannot be
justified for maintenance or repair.

If the CM/PMAD schematic display were made sufficiently detailed to
show all phases of the three-phase devices, it could be made
sufficiently detailed to display every sensor measurement taken in the
power network. This would be a huge amount of data. Meaningful
correlation of this data would be a difficult task even for a person
specially trained in the CM/PMAD subsystem. Because most crews are
expected to contain no such experts, it does not seem useful to design
a CM/PMAD schematic display to display all sensor data.

If the CM/PMAD schematic display were made sufficiently detailed to
show all phases of the three-phase devices, it could be made
sufficiently detailed to display comprehensive fault data, flagged in
color, on a phase-by-phase basis. This would be useful if a crew
member were allowed control over individual phases; he or she could
simply recalibrate or disconnect the faulty phase. However, it is
specifically recommended that any control the crew could apply to a
three-phase device should apply to all phases simultaneously and
equally. If control were not limited in this way, loading imbalances
would be possible that could open RPCs or similar devices in the power
network. Such loading imbalances could conceivably damage elements of
the CM/PMAD Subsystem. Because, under this limitation, a fault on any
single phase could only be compensated by disconnecting the entire
device, and because sufficient display detail to decide to do this
would be available on the recommended CM/PMAD block diagram display,
it is not necessary to have a CM/PMAD schematic display to show
detailed fault data.

In conclusion, there seems to be no practical use for a CM/PMAD
schematic display to support crew interface with the CM/PMAD task.

1.6.7.3.2.2.2 Perspective Graphics and Three-Dimensional

Graphics--The displays recommended for crew interface with the CM/PMAD
task are of four general types: (1) chart form, (2) block diagram
form, (3) text form, and (4) measurement-versus-time graphic form.
Perspective graphics and three-dimensional graphics have been used to
augment displays of mechanical layouts or of mechanical interaction.
In none of the four general types of displays mentioned will there be
any mechanical layout information or mechanical interaction
information to be augmented.

0705I/3013B I-75



MCR-86-583

It is possible that perspective graphics or three-dimensional graphics

could show the locations of CM/PMAD elements needing replacement.

However, any complete servicing instructions would also have to give
step-by-step directions on how to remove access covers, how to safely
disconnect modules from the subsystem, etc. It would seem more
practical to simply put_ggggggggflabels on all access covers, modules,
cables, etc, and refer to these in any servicing instructions. The
servicing instructions would be generated under Preventive Maintenance
Scheduling (Appendix A, Function 3.3.1.2) or under Fault Logging

(Appendzx A, Function 3.3.2.4).

In concluszon, there seem to be no useful rcles for perspectxve
graphics or three-dimensional graphzcs in a crew interface with :
CM/PMAD. o . g

1.4, 7 3.2.2.3 Voice Recog§1tzon/Sgeech Synthesis—The idea was

examined that the CM computer console should have provisions for voice
recognition and speech synthesis. This equipment would have allowed a 5
crew member located in any part of the QM to conduct a command - i
conversation wzth CM/PMAD. One serious difficulty exxsts with th1s :
approach.

The dsz1cu1ty is that most of the rep11es g1ven by S/W in answer to
crew commands would have to be fairly detailed, making it difficult
for the crew member to remember all his options while Judg1ng which
was best. For example, suppose the crew member wanted to change the
baseline load enable schedule on the load enable schedule display
(paragraph 1.4.7.3.1.2.1). This would be the simplest common crew
input to the CM/PMAD task. The crew member could keep his or her
modification request fairly straightforward:

"Enable the UV Telescope at 06:00:00, U.T. for 25 minutes.”
The S/W might reply:

"I can do that. However, to support your Load, I would have to disable
the following Loads:

(1) The upper atmosphere GCMS at 06:02:10, which would be 14 minutes
early after a 3-hour and as-mznute run;

(2). The ant1fungus spraying sequence at 06: 03: 40, which would be 2
hours and 6 minutes early after a 54-minute run; and finally; .

(3) The Quenton Medical electrophoresis experiment at 06:15:50, which
would be 1 hour and 20 minutes early after a l4-hour run.

"After your Load was disabled, I could reconnect only the antifungus
spraying sequence at 06:25:00. Is all of this acceptable?”
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This would be a fairly typical reply; replies involving many more than
three recommended disabled Loads are possible. The complexity of
these replies could be done away with if CM/PMAD reserved an
"electrical resources pad'" big enough that, if an unscheduled Load was
added, other Loads would not have to be shed. “Such a pad was used on
Skylab. On space station, however, we recommend using modern software
to keep our pad as close to zero as possible; to waste as little of
the available energy as possible.

The only way most people could efficiently evaluate a S/W reply such
as the one above would be to view it in graphic form, perhaps as a
timeline chart with horizontal bars plotted on a time grid showing
when the various Loads of the command and reply would be enabled and
disabled. Without such a display, the crew member would have to ask
the S/W to repeat its reply one or more times while considering
whether the S/W recommendation was appropriate. An appropriate
graphic display showing the kind of S/W reply described above would be
available in the recommended load enable schedule display. To view
this display while making his or her decision, the crew member would
have to come to the (M computer console. If he or she has to do this,
the prime advantage of voice command (control of CM/PMAD from anywhere
in the CM) has been neutralized.

A second illustration of the complex reply problem may be shown by
supposing that voice were to be used to control the other major crew
interface, the CM/PMAD block diagram display (paragraph
1.4.7.3.1.2.2). The information on that display would be densely
packed and highly symbolic. Anyone who has tried to describe details
of a complex block diagram to another ‘person while relying on language
alone soon recognizes the difficulty in doing so. Usually, the person
doing the describing must resort to a blackboard or similar aid (such
as a video screen).

The other recommended displays were examined for possible voice
control, but the problem was the same: unwieldy amounts of data would
have to be remembered by a commanding crew member while judging
whether a given S/W reply was appropriate.

In conclusion, voice command of the CM/PMAD task seems to be too
cumbersome to be practical.
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1.4.8 Autonomy Sensing Techniques and Requirements

To automate common module power management and distribution, the
control computer or computers will need”to sense the quantity of power
used in different parts of the network and the quality of that power.
In addition, it will need to sense the status of each remote power
controller, and temperature measurements will prove useful in
diagnosing malfunctions.

Although any power system can be expected to require sensing these
factors, the type of power (ac or dc, single-phase or polyphase, etc)
will determine the physical quantities to be measured and the
appropriate techniques. The discussion that follows examines three
different types of power—dc, 400 Hz three-phase ac, and 20 kHz

single-phase ac—because at the time of the study no firm decision had

been made about the type of power that will be used in the common
module.

1.4.8.1 Quantity of Power--For a dc system, the quantity of power can
be measured by sensing voltage and current and multiplying these
quantities in the control computer. Voltage is readily sensed with a
voltage divider, which reduces the voltage to a level appropriate for
an analog-to-digital converter and provides current limiting in the
event of a failure in the instrumentation electronics.

Direct current is more difficult to sense. Although a current-sensing
resistor (meter shunt) in series with the line could be used, this
approach has two significant drawbacks. First, if dc is used, it will
likely be 270 volts. The circuitry required to sense a few hundredths
of a volt of drop across the resistor at 270 volts above ground is
more complex than alternative approaches. Second, the power
dissipation in the current-sensing resistor may be as high as three
watts in a feeder and, therefore, may contribute unnecessarily to
packaging problems. '

Unfortunately, the alternatives have undesirable features also.

First, Hall-effect devices can be used to measure current by measuring
the magnetic flux density in the core of a one-turn inductor placed in
series with the line. A similar approach can be used if the
Hall-effect device is replaced with a resistor made of
magnetoresistive material.

For accuracy with this approach, the flux-density measurement is not
used directly; nonlinearities, hysteresis, and sensor sensitivity.
drift severely degrade accuracy. Instead, the signal is amplified and
used to drive a second (feedback) winding to drive flux density to
zero. The current in this feedback winding is forced to be
proportional to the sensed current, and a voltage proportional to it
is readily obtained as the sensor output signal. The feedback
approach is not effective with magnetoresistive sensors because they
are not sensitive to polarity.

A dc transformer is another alternative. This type of sensor requires
an oscillator and can be expected to be more complex than the
Hall-effect approach.
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Despite the complexity of the feedback from the Hall-sensor approach,
it still appears better for the application than the alternatives. It
has the additional advantages of proven technology and isolation. The
technique is commonly used for oscilloscope current probes.

In summary, we recommend a voltage divider for dc voltage sensing and
a feedback Hall-sensor approach for dc current sensing.

For ac systems, measuring power quantity becomes more complex, because
the power factor must be considered. It is possible to build a sensor
with an output proportional to power. For example, an analog
multiplier could be driven from a voltage divider on one input and
from a current transformer on the other input. The output of the
multiplier could then be low-pass filtered to provide the desired
signal. A similar effect could be achieved with a Hall-effect

device. The bias current would be provided by simply connecting it to
the line voltage through a series resistance. The magnetic field
would be provided by placing the device in a gapped inductor core as
with the current-sensing scheme described previously. Because a Hall
device's output is proportional to the product of bias current and
magnetic flux density, this arrangement would make the output
proportional to power.

We do not recommend these techniques for two reasons. First, we doubt
that the desired accuracy would be achieved, and second, we believe
the automation computer will need power factor information for other

purposes.

We recommend measuring voltage, current, and the phase angle between
them instead. The computer can calculate power from these quantities.

Voltage is easily measured with a voltage divider as with dc.
Integrated circuits are readily available to convert the
reduced-amplitude ac signal to a dc signal proportional to its RMS
value.

Current measurements can be handled similarly, except that a current
transformer is used in place of a voltage divider.

Power factor is most readily measured indirectly by measuring the
phase angle between voltage and current. This approach has the added
benefit of determining whether current is leading or lagging voltage.
One simple technique is to convert sinusoidal voltages and current
signals—from the same voltage divider and current transformer
described previously if convenient——to logic-level square waves. This
requires two comparators, one for each signal. The low-to-high
transition of the signal representing voltage can start a counter that
counts pulses from an oscillator. The low-to-high transition of the
current signal latches the count in a register. The second appearance
of the voltage signal's low-to—h1gh transition freezes the count in
the counter. The count in the counter is now proportional to the
period of the voltage waveform, and frequency can be calculated by
simply computxng its reciprocal. The ratio of the register count to
counter count is proportional to the phase difference, and power
factor is readily computed from this.
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Major benefits of the technique are that frequency measurement is a
byproduct that the component count is small, and that the measurement
is produced in digital form directly, so no analog-to-digital
conversion is requzred. ,

Although all these technzques are proven for low frequenczes, we have
not seen them applied to 20-kHz power. This frequency approaches the
performance limits of some commonly available true-RMS-to-dc
converters, and careful design would be required to achieve accuracy
in phase angle measurements. Nevertheless, we see no fundamental

problem in using the same techniques at 400 Hz or 20 kHz.

1.4.8.2 Quality of Power—-To detect problems and diagnose their
solution, the automation computer(s) must know somethzng about the -
qualzty of the power. For a dc system, the minimum information needed |
is the voltage. In contrast, an ac system would also require
measurements of power factor and perhaps, at the point where power
enters the common module, also frequency and phase angles between the

phases of a three-phase system. Techniques suitable for all these
measurements have been discussed.

Another measurement that could be of benefit is noise. However, we do
not see noise measurements being useful enough to warrant the cost of
the instrumentation.

1.4.8.3 Status of Remote Power Controllers—To evaluate problems, the
control computer(s) must know the commanded state of each remote power
controller and its actual state, because a controller may fail to
respond to a command or may self-diagnose a fault. We believe that a
minimum of six status messages should be provided for:

1) "Normal and closed,"

2) "Normal and open,"

3) "Malfunctioning and shorted,"

4) "Malfunctioning. and open,"

5) "Other malfunction,"”

6) "Tripped.” o

It may also be useful to distinguish between a slow trip from a small
overload and a fast trip from a gross overload that required current
limiting.

1.4.8.4 Temperature--Temperature measurements will prove useful in
detecting failure, because overheating is an easily measured symptom
of a number of potential failure modes. Temperature can be measured
many ways-—thermistor, thermocouple, semiconductor junction, platinum

wire, etc--but thermistors are inexpensive and easily provide
sufficient accuracy for this purpose.
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FIBER OPTICS EVALUATION

We do not recommend using fiber optics internal to CM/PMAD unless it
becomes required for high data rate performance or electrical
isolation. The internal data bus requirements in the CM/PMAD current
architectural control approach do not overcome the operational issues
involved in using fiber optics. While the performance characteristics
of a fiber optic bus are very attractive, operational issues such as
onboard maintenance, environmental effects, total dose radiation
effects, outgassing, and connector mating lessen the attractiveness.

In performance characteristics, optical cables have significantly
smaller mass and bulk than the coaxial cable or twisted wire pairs
required by electrical networks, and being nonconductive, they provide
complete electrical isolation between all bus units. They are
insensitive to, and do not produce, electromagnetic interference.
Electrical networks with throughput sufficient for power control
applications include Ethernet and MIL-STD-1553. Each of these
networks is a bus having a single tapped cable (coaxial for Ethernet
and twisted wire pair for MIL-STD-1553). Integrated bus interface

‘units are available for each.

A bus topology is possible with fiber optics networks, but insertion
losses in taps limit the total number of nodes to a handful (10-15

‘typical). Fiber optxcs usually use a star configuration where

transmitter power is divided equally among all of the receivers, or a
ring where information rotates around and is regenerated at each

node. A star network uses a passive optical coupler, and thus, may
have simple transceiver electronics. A failure in one node will not
disable the entire network. Its disadvantages are that the coupler
represents a single point of failure, and that the amount of optical
fiber cable required to reach each node from the coupler location can
be prohibitive. If there is a large number of nodes, it may be
necessary to use laser sources to assure an adequate optical power
margin. The ring is essentially a loop of poxnt to-point links.
Because each transmitter sends to only one receiver, large power
marglns may be maintained with inexpensive LED sources. The ring
requires less cabling than the star, as fibers are placed only between
nodes. Disadvantages of the ring configuration are that messages must
be regenerated at each node and then removed from the network after
reception; and that a node failure will open the loop. Techniques for
eliminating the latter problem include optical bypass devices and
dual-ring architectures that provide redundant signal paths.

Commercial networks using both star and ring configurations exist, and
some, such as the Siecor LAN (star network) emulate Ethernet and other
popular electrical protocols. One promising candidate where extremely
high data rates are required, is the fiber distributed data interface
(FDDI), a 100-megabit per second ring-based LAN with ANSI
standardization, and Whlch is soon expected to have integrated
electronics available.
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DATA BUS AND MICROPROCESSOR SELECTION

The objective of this task is to determine the maximum data rates, the
most appropriate microprocessor(s) for the CM/PMAD system, and the
data bus to be used. In partxculat, we evaluated the use of the MC
68000 microprocessor. Critical issues that influenced the selection
included the amount of distributed automation, functions to be
automated, power system sensing techniques, total system data,
computer language selection, and the overall approach or architecture
for CM/PMAD automation.

Maximum Data Rates

Functions of Section 1.2 were reviewed to identify those functions

within PMAD network control that would be factors in calculating
maximum data rates within CM/PMAD. Spec1f1cally, functions of
interest are those functions that require s1gn1f1cant data transfer.
Distribution management was not considered a key ‘with reéﬁé&f to
required data rates. Distribution management, in both the centralized
(one power system controller for all space station) and distributed
(distributed processzng to the CM/PMAD level) is table driven; and
therefore, requires transmission of only that data affecting a portion
of the relevant table. However, for a centralized power system, load
management and health management can tequ1:e all PMAD system data to
be transmitted to the decisionmaker. It is noted that a distributed

"approach does not necessarily require all CM/PMAD data to be

transmitted for the load management function.

Having found that there is reason to transmit all CM/PMAD data, it is
key to define the minimum time requxred for reaction to an event. The
question to answer in the definition is: "How much time can CM/PMAD
take before it must correct an anomaly?" Inspecting the types of
loads reveals three categories exist with respect to required speed of
reaction to loss of power or power quality outside of specifications
but within the remote power controller's set points.

Category one loads cannot have any power interruptionms, e.g,
computers, etc. Category one loads must have additional hardware,
capacitor bank or battery driven, to provide un1nterrupt1ble power
during the reconfiguration period.

Category two loads can have interrupted power, but only for the tens
of milliseconds range. Category two loads include category one loads
where a capacitive approach is used for the uninterruptible power
supply (UPS). These loads must be hardware handled using an
analog-sensing circuit on the input and a lock-out sw1tch1ng scheme to
the redundant bus. As shown in subsequent paragraphs, it is possible
to handle category two loads with software interaction only by using a
hierarchically arranged distributed system down to a manageable number
of loads.
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Category three loads include those loads that may have input power
interrupted and require service within several seconds. Many loads
fall into this category, even though they may be critical loads, such
as the environmental control and life support subsystem and the
thermal subsystem. Category three loads are the only software
serviceable loads for both space station power subsystem centralized
and CM/PMAD centralized approaches. '
The worst-case approach with respect to category three loads is taken
to determine the required bus rates. The following assumptions are
made in the analysis:

1) All sensor data are required at the decisionmaker.

2) There are six modules on space station (growth).

3) There is a possibility of 28 load centers, each with 20 possible
loads in a fully loaded module.

4) On the fully loaded module and the CM, there are 41 subsystem
loads, totaling two load centers.

5) There are seven load centers, each with 20 possible loads, in a
m‘

6) There is ome current measurement per phase per load.

7) There is one voltage measuremenf per phase per load center.

8) Temperature, power factor, etc, do not require rapid measurement.
9) A measurement word comprises 16 bits.

10) A three-phase system requires a 30% data increase for commands
and occasional data.

11) A dc system requires a 100% data increase for commands and
occasional data.

12) Required processing time is 50 microseconds per word including
memory stuffing overhead. (Derived from 100 lines assembly for
approximately 500 machine cycles at a microprocessor clock rate
of 10 mHz.)

13) Intelligent fault detection and isolation is a background task.

14) No DMA controller for communication.
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Using these assumptions, the required data rate is plotted versus
required reaction time. Using parameters, we calculated the data rate
for both a fully loaded module baseline, plotted in Figure 1.6.1-1,
and a CM baseline, plotted in Figure 1.6.1-2, each with the following:

1) Three-phase, sik-module, space station pdﬁer subsystem
centralized;

2) Dc, six-module, space station power subsystem centralized;
3) Three-phase, single-module (distributed to at least the module);
4) Dc, single-module (distributed to at least the modules.
The equation for the curves is as follows:
Dt

Dr = . , where:
Tr - Tppb * Dt

Dr = Data rate (bits/second)

Dt

Total data (bits)
Tr = Reaction Time (seconds)

Tppb = Processing time per bit (seconds/bit)
Interpreting the curves, the "steep" portion reflects processing time
limited, while the "dotted" lines represent transmission time
limitations. Decreasing the processing time "moves' the '"steep"

portions to the left, while increasing the processing time
significantly increases the reaction time (at the 'knee" of the
curves). The effect of changing the total data handled is shown by
comparing the four curves. The curves show that for both CM and fully
loaded module approaches, and each using a distributed system (at
least to the module level), a l-megahertz data bus is adequate (with
the listed assumptions) for about 100 milliseconds of reaction time.
This would be satisfactory for all category three loads. .

Using a HADS significantly decreases required data bus rates and
reaction times. Local decisionmaking at the load center level results
in the data for 20 loads required to be transmitted. A level up to
the CM/PMAD controller is roughly the same with each load center
considered as a load. The data rates in the HADS approach are plotted
(Fig. 1.6.1-3) for comparison. As expected, the HADS approach is far
superior to other approaches with respect to reaction time. The plot
also shows, with a HADS approach, category two loads can be
software-serviced. Additionally, using a l-megahertz data bus,
available processing time is increased. For instance, with HADS and
with a l-megahertz bus and at 100-milliseconds required reaction time,
approximately 98.7 milliseconds is available as processing time, even
in the three-phase system.
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1.6.2 Data Bus Selection

There are two buses or data interfaces in CM/PMAD in the HADS
approach. There is a data interface between the CM/PMAD controller
and the load centers. There is also a data interface between the load
centers and digital logic controlling a group of six to twelve remote
power controllers. We recommend that the same approach be used for
each data interface, simply for commonality, to reduce risk and

complexity.
Selecting 1 megahertz as a bus data rate allows design flexibility as
a l-megahertz rate satisfies the 100-millisecond distributed (to CM)
and the 10-millisecond HADS approaches. The MIL-STD 1553 serial data
bus has overwhelming advantages when compared to other standards for
this application. The advantages are as follows:

1) Military standard--military qualified;

2) Protocol well defined, well understood--very little development
risk;

3) Serial--two wire interface (shielded twisted pair);

45 Transformer isolation--Manchester coding;

5) Over 40 db common mode rejection (with transformer isolation);
6) Handles up to 31 remotes (load centers)—32 without broadcést§
7) Supported by off-the-shelf hardware;

8) Block transfer—up to 32 data words per transfer;

9) Twenty bit word includes three synchronization bits and one

parity bit.

Other approaches considered were:

19 RS232C-—20 kilobits/second, serial interface;

2) RS423-—-100 kilobits/second, serial interface;

3)  RS422A--10 megabits/second, serial interface;

4) RS449--2 megabits/second, serial interface;

5)  IEEE 488--4 megabits/second, parallel data bus:

6)  IEEE 802.3, Ethernet--10 Megabits/second, LAN;

7)  1EEE 802.4--token passing bus, LAN;

8)  IEEE 802.5--token passing ring, LAN.
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1.6.3 Microprocessor Evaluation

Critical issues that influence the selection include the amount of
distributed automation, functions to be automated, role of expert
systems, power system sensing techniques, data rates, computer
language selection, commonality with other subsystems, and the overall
approach to CM/PMAD automation. It is noted that if this selection
were done ten years ago, the selection would have been limited to four
or five eight-bit processors, all fairly limited by today's
standards. Screening resulted in five processor families. General
guidelines for the coarse screening were:

1) Flight qualifiable;

2) Minimum of 16 bit data bus size;

3) Minimum of 5 Megahertz clock rate;

4) Minimum address range of 1 megabyte.
The proceséors passing coarse screening are as follows:

1) Zilog Z8001,

2) Intel M8086,

3) Harris 80C86,

4) Motorola 68000 family,

5) Fairchild F9450.
Any of the above processors can be made adequate through development
programs, however, the Fairchild F9450 is an easy choice for the
following reasons:

1) MIL-STD-1750A processor--standardized and well understood,
reducing any development risk;

2) Screening to BCQPL;
3) Ada cross assembler available;

4) 20-megahertz clock rate.
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The Fairchild F9450 is a 16-bit processor fabricated with I3L
technology. It can perform bit, byte, word, double word, single
precision (32 bit), and double precision (48 bit) floating-point
numbers. Arithmetic operations include multiply and divide. The
processor can directly address two megawords of memory, expandable to
16 megawords and has ten addressing modes. The F9450 is intended for
real-time processing using two on-chip programmable timers and 16
levels of vectored interrupts. The architecture of the F9450 is

organized into five sections: data processor, address processor,
interrupt and fault processor, microprogrammed control, and a timing
unit. The data processor is 16-bits wide and is responsible for all

‘data processing in the CPU. The address processor includes an §
instruction counter and a memory address register that determines the !

addresses for all instructions and operands. All faults
interrupts, whether generated internally or externally, are handled by

the interrupt and fault processor. The microprogrammed control

section governs all operations of the CPU with two levels of

pipelining. The timing unit generates the internal and external

strobes required for internal CPU operation and the different bus

transactions. It has 24 user-accessible registers. Multiprocessing ;
is supported by a flexible bus arbitration scheme and process |
synchronization (test and set) instructions. . - i

The F9450 instruction set is optimized for complex real-time

applications. It implements the complete MIL-STD-1750A instruction

set architecture on a single chip. It has 141 commands. Commands

include signed and unsigned multiply and divide operations, program

and timer control instructions, extensive interrupt and fault control

operations, and multiple function instructions. Comprehensive

software support for the F9450, including assemblers, loaders, . :
simulators, and compilers, is provided by Fairchild and other ) i
sources. Software development can be performed using the Fairchild i
System-1 development system or the VAX 11/7XX computers using the WMS

operating system. )

In addition, we specifically examined the MC680XX family. The
MC68000, which is representative of the family, performs operations on
bit, BCD, byte, ASCII, 16-bit word, and double-word data. This 16-bit
processor is actually a 32 bit machine internally, and has full 32-bit
wide registers. The processor can directly address 214 pytes of
memory, and is organized so that it has a separate data and address
bus (16-line data bus and 23-line address bus).

The architecture resembles that of a mainframe computer. All internal
registers are 32-bits wide and the ALU is also 32 bits. The program
counter is 24 bits, of which 23 go directly to the address bus and the
24th bit generates special strobe signals that can be externally
recombined to form the 24th address bit. Only external clock, memory,
and I/0 circuits are needed for operation.

The instruction set of the MC68000 contains 61 basic commands, but
almost all can take advantage of the 14 addressing modes. Commands
include signed and unsigned multiply and divide operations, special
trap instructions, powerful subroutine call and return functions, and
multiple-function instructions.
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Software features of the instructions set include a structure that
supports high level languages such as Pascal, Basic, Cobol, and
Fortran, and more recently, Ada. Each instruction operates on bytes,
words, and double words, and can use any of the 14 addressing modes.
The large addressing range and the powerful subroutine link and unlink
instructions permit reentrant codes to be easily generated. Special
trap instructions make the code easier to test with the lé-trap
vectors available to the programmer.

Disadvantages of the MC68000, when compared to the F9450, are that it
is not currently scheduled for flight qualification development, and
it is not a MIL-STD-1750A processor. The disadvantages manifest
themselves mostly in commonality and standardization.
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COMPUTER LANGUAGE SELECTION

The objective of this task was to determine the most appropriate
computer language for CM/PMAD consistent with NASA guidelines on
computer languages for use on space station. At the time the study
began, the guidelines simply favored high-level languages, and there

were many possibilities. However, NASA has now standardized on Ada
for all operating software, except posszbly for artzfzczal

'1nte1113ence softwaré* T

Because of the new gu1de11nes, we focused on two questzons.

1) Is there any compelling reason not to _use Ada for CM/PMAD
conventxonal software? - ' o

2)  What language or expert syetemvéﬁéifiié most appropriate for the
artificial intelligence software?

Conventional Software

We found no convincing argument for avoiding using Ada in the
conventional CM/PMAD software. Ada has all the capabilities needed
for real-time control, and few other 1anguages do. For instance, Ada
includes multitasking and interrupt servicing as a standard feature.
And while Jovial, Forth, and Modula-2 also provide multitasking, they
do not do it any better than Ada. Other languages, if they support
tasking at all, do so through nonstandard operating system calls or
language extensions.
Similarly, we examined:

1) Costs associated with software growth and maintenance;

2) Readability of code;

3) Support of structured and modular coding concepts;

4) Standardization and commonality with other space station software;

5) Error checking;

6) How well it fits the problem, which affects the volume of code,
its clarity, and the time required in development;

7) Compiler cost and availability;
8) Code size limitations;
9) Speed of compiled code;

10) Overall software development and life-cycle costs, including the
development environment cost.
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In this examination, we compared Ada to Modula-2, Forth, Fortran,
Pascal, Assembly Languages, 'C", Algol, Jovial, Basic, and PL/M. Some
of these languages offered a few advantages. For example, some
compilers for various languages generate code that runs faster than
Ada code does. Part of this difference is burlt into Ada because of
its error-checking capability, but part is because of the immaturity.
of current Ada compilers. The next generation of compilers can be
expected to narrow this gap.

L J
Likewise, according to a TRW presentation at SIGAda, Ada software
tends to require a longer development schedule than some of the other
languages. However, TRW concluded that Ada's error checking can
result in a net reduction in cost. In short, none of the other
languages offered advantages strong enough to warrant requesting a
waiver from the use of Ada for conventional software in CM/PMAD.

Artificial Intelligence (AI) Software

Because the field of AI is changing so rapidly, to select a language
for AI in the automation of CM/PMAD, it was necessary to make some
assumptions about languages for AI. These assumptions are in some
cases currently untrue, but which may be true in the future. It is
assumed that a language for these applications will meet the following
CM/PMAD Al software requirements which we deem it essential that any
language intended to support CM/PMAD conform to. The language must:

1)  Support powerful and flexible means of modeling rich and complex
problem domains dealing with many levels of abstraction, allowing
arbitrary data structures to be created and modified as desired.
These data structures may include numbers, symbols, tables,
relations, rules, functions, networks, etc.

2) Provide structures and functions that facilitate sophisticated
search methods over large problem spaces.

3) Be supported by a strong interactive development environment that
facilitates incremental program development and testing.

4)* Provide a mechanism for executing a program to create or load
another program and integrate it with the presently executing
program to begin executing the loaded program in a meaningful way
(Ref 7).

*  Not absolutely essential for ACMPMAD, but included here for
completeness, as many AI applications require this mechanism.
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The only language that meets,;pgse7:equi;gggg§§mis‘ng?. Based on the
assumption that future work would allow other languages to do so, we

have evaluated several languages for use in the AI portions of ACMPMAD

software, including Forth, Ada, Common Lisp, LOOPS, LISP with flavors,

KEE, ART, Rnowledge Craft, OPS-83, OPS5, PROLOG, and Common LISP with
KEE or ART. There was no significant difference found between Ada and
two versions of LISP in our analysis, summarized in the following

paragraphs. However, because Ada does not meet the above Al software

requirements, and in fact would only be modified to do so at costs
well exceeding $50 million (Ref 7), we recommend LISP as the language

for Al within the ACMPMAD. = =

The comparison of languages for ACMPMAD Al tasks was accomplished by

an assembly of eight Martin Marietta employees with relevant

backgrounds. The results presented are from group discussions as
opposed to a statistical compilation of eight individual analyses. We
started the investigation by defining evaluation criteria and assigned
numerical ratings to indicate the importance of each. A rating of 0
indicates negligible importance; a rating of ten indicates a serious

concern, hard to overcome. The criteria and their ratings are:

1) Does the use of this language or shell represent a business risk?

Specifically, some shells, e.g., KEE and ART, are proprietary
products of small companies. Should those companies fail, there
would be no support for the shells. Because of the fiercely
competitive nature of the AI software business at this time, it
is not unlikely that some small companies will get pushed out of
the market. A related problem is that shells are rapidly
evolving. Even if a company survives, some of its products may
become unsupported "orphans." Similarly, where standards are
loose, as in Forth or LISP with Flavors, the code may reflect one
vendor's dialect of the language so much that it is difficult to
convert to another vendor's compiler. We assign this criterion a
rating of four for pre-implementation experimentation and five
for flight software.

2) Does the language or shell support large software pfojects?

This question involves two issues. First, some languages,
including the best-known implementations of Forth, limit program
size. They will not allow large programs without such "tricks"
ds swapping program segments and data between disk and memory.
The other issue is support of modern techniques for managing the
complexity of large software projects with many programmers.
These techniques include structured code, modular design,
information hiding, maximizing module strength, and minimizing
intermodule coupling. A rating of ten is assigned for both
experimental software and flight software.
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Are interfaces to the external world and to other types of
software available?

The concern here is with providing direct control of hardware and
automatic acquisition of the data needed for making decisions.

In addition, some of the software may involve intensive numerical
computation that may be difficult to express in the formal
language or shell. Access to subroutines written in other
languages may be useful if not absolutely essential. We give
this criterion weights of four and six.

Does the language or system support validation and verification?

The main issue here is testing, but a number of subordinate
issues are involved. For instance, if a proprietary shell
accounts for the greater part of the code, should this shell code
be verified, and will that be practical? Can the rules, frames,
inheritance mechanisms, etc, in an expert system's knowledge base
be verified? A language or shell that makes validation difficult
may have an effect on reliability and cost. We assign this
criterion weights of six and eight.

Does the language or system have general use for a large variety
of AI software?

Practical considerations argue for minimizing the number of
languages used in space station flight software, so it is
desirable that one language be selected for all AI software.

Some of the shells are not very flexible for use in a general Al
context; they are specialized for expert systems or even a class
of expert systems. Such shells would be difficult to use for a
robotic path planner or a natural language data base interface.
Weights of eight and ten are assigned to this criterion.

Is there sufficient hardware support?

In other words, can the language or shell be used with hardware
that can be flown on space station? If not, can it be modified
readily to do so, or can hardware be built to run it in space?
The ratings are three and five.

Are support tools adequate?

For instance, shells for developing expert systems typically
provide tools for tracing rule firings and other functions that
minimize the labor of developing and testing a new expert
system. Special editors, error checking compilers, and similar
aids were also considered. Ratings are five and four.
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8) Is the system or langﬁeée suitable for space?

Thxs consxderat1on is closely related to ver1f1ab111ty. .A
language like Ada, for which compilers have passed extensive
validation suites, would rate highly. A proprietary language
that has never been examined in detail by anyone other than the
vendor would get a low score. We ass1gn wexghts of four and
eight to this cr1ter1on. TR R

9) Are robust implementations available? L

Although a language may be good, it may be implemented poorly.
For example, existing compilers for the language may fail to
detect certain syntax errors, may generate incorrect code for
certain constructions, or may produce few run-time error checks.
These problems could result in bugs that escape detection durxng
testing or an excessively long testzng period. Thxs crzter1on is
ass1gned weights of fxve and ten. - ;jf,-

10) Is thete flex1b111ty and user control of the end product’

Some shell developers make 1t easy to develop an expert system by
providing major portions of the end product, e. g., windowing :
facilities, monitoring of variables, etc. While this reduces
development time, it also forces the expert system into the shell
vendor's mold, limiting options for such things as display
appearance, hardware interfaces with external equipment, and
conflict resolution strategies. This could cause problems in
developing an embedded system for use in space. Ratings of four
and eight are given to this criterion. - B

11) Does the language or shell support clean representation for the
problem domain(s)?

Frames, flavors, and rules are very useful ways to represent
knowledge, but they are not universally the best ways. Does the
language restrict the software developer to perhaps inappropriate
paradigms? This criterion is given weights of ten and eight.

After cataloging these criteria, we grouped them into categories to
prevent overemphasis in certain areas. For example, several of the
considerations are of concern primarily because of their effect on
cost. Without grouping, cost might be overemphasized at the expense
of reliability or performance. Table 1.7.2-1 summarizes how the
considerations were grouped and the effect this grouping has on their
weights. Essentially, what is done adjusts the weights proportionally
so that the total of the weights for the criteria in each group
equaled the group weight.
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Under life-cycle cost we grouped business risk (criterion one),
support for large software projects (criterion two), adequacy of
support tools (criterion seven), and support for clean representation
for the problem domains (criterion 11). Although some of these
criteria also have reliability and performance ramifications, their
primary effect was cost, either during the initial software
development or later during maintenance.
Under reliability we grouped support for validation and verification
(criterion four), suitability for space (criterion eight), and =
implementation robustness (criteria nine). Again, it can be argued
that these criteria affect the other categories as well, but they
seemed to be primarily reliability issues.

We grouped the remainder of the criteria under fﬁﬁﬁtibﬂélify and
performance. These criteria included interfaces (criterion three),

general utility (criterion five), bardware:supportu(Ctiterion six),

and flexibility (criterion ten).

The various languages and shells were evaluated against each
criterion, and weighted scores were computed (Tables 1.7.2-2 and
1.7.2-3) It was expected that the shells for expert system
development would fare much better than they did. However, the unique
constraints of flight software (and of minimizing the cost of using
experimental results in flight software) tipped the balance in favor
of general purpose languages. The shells were particularly weak in
provision for interfaces to instrumentation and actuators, in being
nonstandard and proprietary, and in making formal verification of the
complete system difficult. They also were narrowly focused toward
expert systems, making them difficult to use for other Al applications
as planners and natural language database interface.

I-98
07051/3013B



. } ; . . . . . . ) } ; 81005
Ly (87 'y ov X ve ve £9 0'S 89 89 Ly poziewIoN
s o | X R i s 2t . m— ]
ceil 566 334 ¥'96 | ”_ L'56 B8 6511 W"ww“ 618 618 1251 oozt 6€9l o.z_m 566 |55 WNs
i i 5 B 2 : ;
|
vez lesfoz |z loz |e foe | 2] vezles szt {s Iszt |s |sie |6 [gie |6 Jose oL {2 kot |e S€ 11
oc |zfoz|eloz |e]oa lelss [sloejzloefzlsalz] sz] s|oa o'st |ot Jost pi Sl oL
68 lzetze leles {elee |e]| 68 |Lele68 keles ke jozt |s |s¥ |2 |89l byr |9 leel |8 v 6
et e bor e e frler joler s orjrfsr (e e ]i] sol o8l ol | 06 |s 8l 8
est |6 oo (v velcler Jrfoct]afestielesi|e]oct |8 Lyl E8 |6t 58 |s fs8 |s Iy L
g8 |8 |es |esfjes|sjes |8 ] sLz|sfss|s|ss |s| es|8]es|s] e8| efoiljorfou jor 1t 9
ceozlz o frlsri| sfsvi|s] crelesveajolvi | 9] cez|sfeiz gL feoz oLl v I8s |2 62 S
82 |1 |sot|o vz |e ot o lez |t fez |t §ec |t JovL ]S {se |1 |89l 2se {6 Joo |o 82C 14
St v Fst el szls]ser]egst fv st use el st {efst |1 ] st seL |6 |sel |6 Sl €
g9 2| vozclo] eolc| ea|cfvozc|o | e9olc] eo| 2| zezfke|voe |9 22 zLe |8 oo |o ve 4
vL v los]yl ozis]os{el wrt {ov] vir ivijr]oss]os|v] 66 geL |6 oL ]|s vl L
PWA £ed] PV Aed] P PM P P edl P PIM [Med pm jve
dST1D Y [7=5) SIoARL4 dsi biem Joquiny
yv 10333 [D9010Ud | §SHdO |€8-SdO pbpewouy| | 1HY 33N Juwmdsn BdJoON vav H1HOA | peisnipy | uouen)
SINIWIHIAXI NOILVLINIWITdNI-IHd HOd SIADVNONVT GVWD/ND HOd4 XIHLVIW NOILVNTIVAI 2-T°L°'} ®lqel

I-99



. 8100G
9t 1y ey Ty ey ey L9 v v pozyewion
XK = o I %
666 8201 Egdoont Bd ol Kicl o V2L Svsl [ 6161 fge o.&_m : Wns
g 3 : :
v6l |eslov g Jov |z Jov |2 |vel L'02 8 B P |z |69 |e €2 i
vv 2 |ou (e jeu fefon jelon s vv|e) vvlz]|vsi|z]ou]|s]| ou| 8] ozfofozz fou ze oL
vk ke P |e k.: € L«,: € vt e v pefive peloer | sloz |e o9 |2 e |9 |voe (s 8t 6
e bfve [vjve [vjve Jofve [ ofve Jedweldve | sfre |1 Josr |obie p1 kst s e 8
gor |elev |r|ve ||zt |1{oe | o|sor |6]eor |6 | 96 |8 Joor ks vs [z oo |s los |s Zl L
g (s 1 |sjeus jeqzir lefee |zJoL |sloz | ez slzu)e] zuelort Jorfort {or Vi 9
681 | L]eol | v ser]| s}ser| s| el |es]zol |o]eon| o] o2 | 8] et [ez]eer |2 [eor |v |vs |z re S
ve |1 {9t |9 Jevz |8 o8l |9 ]ie | sfre [s]re [ v]sst [slve |1 fou [alezz b6 [oo |o Ve )
v Jvqar qbgse jsjest e o o oo ey frfest o Jest fe] 11 €
09 |z |osL |9 oo [2]o9 |2Z|osr |9foo |z| oolz | evzles]osr |9 |orz |8 bz _m _o.o 0 o€ 2
St o {L]oo v |ss |sfoo |vist [1]st fe]st{r|szis]oo]|v]lso [z]ser |6 sz |s gL 1
H] P ped] P fed] P PIM PW PM_edl PIM_fed] P [med] pim e
dSTIO U 7) sioned dsti woem | rlequny
"v 033 |900ud | Ss40 | e8-sdo 1dv 3 fumdsn FdooT NOWWOO| vav | HIYOd | persnipy | voueno

FUYMLI0S LHOITH IV HOd SIOVNONVT QVING/ND HOd XIHLVIN NOILVNIVAI

g£-¢°L'} eigqel

I-100



MCR-86-583

1.8 AUTOMATION APPROACH/ARCHITECTURE DEFINITION

Reviewing all previous sections results in recommending a HADS
approach for CM/PMAD as shown in Figure 1.8-1. The selected approach
has maximum flexibility and growth capability while maintaining a high
degree of automation. Additionally, the approach meets all the
derived possible requirements described in the previous sections. It
is noted that the approach assumes there is a common module data
management network and a space station-level data management network.
The CM/PMAD PCU interfaces to the common module data management
network via a bus interface unit. The PCU interfaces to the lower
level processors via a MIL-STD 1553 bus that is transformer isolated
at each drop point. The lower level processors interface to the
remote switches and sensing devices through a controller buffer.
There are approximately ten remote devices, e.g., remote power
controllers, etc, storing data and accepting commands from a
controller buffer. The interface between the controller buffer and
the remote devices is synchronous, located on the same card as the
remote devices.

The major functional responsibilities of the PCU are CM/PMAD top-leve!
internal command and data handling, overall distribution management,
load prioritization and scheduling, and subsystem health management.
The functions allocated to the lower-level processors are-as follows

1) Data acquisition,

2) Data conditioning,

3) Data synchronization (time stamping for analysis in system
solution), ' '

4) Data compression,

5) Local limit checking,

6) Short-term data storage,

7) Requested data transfer,

8) Effectors control.
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1.9 TIME SHARED USE OF SPACE STATION BUS VS CH/PMAD DEDICA?ED BUS

Time sharing an overall space station network data bus versus using a
dedicated CM/PMAD bus is highly dependent on the power subsystem
control architecture approach as well as the maximum required data
rates. Reviewing the centralized approach versus a distributed
approach (Section 1.4.1) and the maximum data rates (Section 1.6)
possible in worst-case situations, we recommend a dedicated CM/PMAD
data bus. The advantages of the HADS in reduced protocol overhead,
development risk, growth, and testability would be significantly
reduced by sharing an overall space station data bus network.

Additionally, another major drawback in time sharing the space station
network data bus is the possibility of effecting the space station bus
during a fault condition. During a major fault condition, there will
be a flood of data from all subsystems while each subsystem is
attempting rectification through local redundancy. Additional
complexities result if the fault condition is power related. With the
recommended architecture, a minimum of data is required between
CM/PMAD and other space station subsystems; therefore, there would be
little to gain by time sharing the space station network.
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1.10 WORK PACKAGE-04 DATA EXCHANGE IDENTIFICATION

This section describes the data that must flow between the CM/PMAD
task and Work Package--04.

1.10.1 Data from WP-04 to CM/PMAD

1.10.1.1 Total Power Allowance Versus Time--When, necessary, Work
Package -04 must be able to send a total power allowance versus time
projection to CM/PMAD. Total power is defined as the magnitude (in
kVA) of instantaneous complex power that could be delivered to the CM
at a given moment without causing a circuit breaker or similar device

~ to open in WP-04. The time resolution of the projection will be

limited; if the projection were plotted as a graph, it would look like

a stair-step function, with each stair-step representing a discrete
time interval. The value of total power assigned to each stair-step
should be the maximum allowable value predicted for that interval.

The projection period should probably be no shorter than one orbital
day (or, when the station is in continuous sunlight, no shorter than
one orbit) and should probably be no longer than one crew shift
period. The time resolution of the projection should be no narrower
than one CM/PMAD control cycle (about 10 seconds) and should be no
wider than 5% of the projection interval.

In determining allowed values of total power, WP-04 must assume
worst-case power factors for the CM based on information contained in
the Ground-generated timeline or on experience. It cannot compute
worst-case power factors, because it will have no detailed knowledge
of the CM/PMAD power network or its Loads.

Work Package-—04 must be able to send such projections to CM/PMAD
during the station-wide resource bargaining portions of formal onboard
scheduling operations (Appendix A, Function 3.2.2, Onboard
Scheduling). When called to do so, it should be able to transmit the
entire projection within 1 minute.

1.10.1.2 Energy Consumption Allowance Versus Time--When necessary,
Work Package--04 must be able to send an energy consumption allowance
versus time projection to CM/PMAD. The time resolution of the
projection will be limited; if the projection were plotted as a graph,
it would look like a stair-step function, with each stair-step
representing a discrete time interval. The value of energy
consumption assigned to each stair-step should be the total allowable
value predicted for that interval only.

The period and time resolution for this projection should be the same
as those for the total power allowance versus time projection
described above.
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Work Package--04 must be able to send such projections to CM/PMAD
during the station-wide resource bargaining portions of formal onboard
scheduling operations (Appendix A, Function 3.2.2, Onboard
Scheduling). If WP-04 detects a new, significant fault in the energy
conversion or energy storage subsystems, it should quickly be able to
send a revised projection covering the remainder of the present
projection period. When called on to send an energy consumption
allowance projection, it should be able to transmit the entire
projection within 1 minute.

1.10.2 Data from CM/PMAD to Work Package--04

1.10.2.1 Total Power Request vs. Time—When necessary, CM/PMAD must
be able to send total power request versus time projections to Work
Package—04. Total power is defined as the magnitude (in kVA) of
instantaneous complex power that CM would require to support a
preliminary load enable schedule evolved during formal scheduling
operations (Appendix A, Function 3.2.2, Onboard Scheduling). A
projection must be sent for each load class (see discussion of load
class in Appendix A, Function 3.2.2.1, Major Scheduling). The time
resolution of the projections will be limited; if the projections were
plotted as graphs, they would look like stair-step functions, with
each stair-step representing a discrete time interval. The value of
total power assigned to each stair-step should be the maximum required
‘value predicted for that interval for that load class.

The projection periods should probably be no shorter than one orbital
day (or, when the station is in continuous sunlight, no shorter than
one orbit) and should probably be no longer than one crew shift
period. Meanwhile, the time resolution of each projection should be
no narrower than one CM/PMAD control cycle (about 10 seconds) and
should be no wider than 5% of the projection interval.

In determining requested values of total power, CM/PMAD must assume
nominal major input bus voltages, and worst-case power factors for
delivered power based on information contained in the ground-generated
timeline or on experience. It cannot compute worst-case power
factors, because it will have no detailed knowledge of the other
module power networks or their loads or of the space station power
network and its loads.

CM/PMAD must be able to send such projections to WP-04 as soon as it
is able to evaluate its preliminary load enable schedule during the
station-wide resource bargaining portions of formal onboard scheduling
operations (Appendix A, Function 3.2.2, Onboard Scheduling). When
ready to send its projections, it should be able to transmit them all
within '"n" minutes, where "n" is the number of load classes.
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1.10.2.2 Energy Consumpt1on Request vs. Time——When necessary, CM/PMAD
must be able to send energy consumption request versus time -~
projections to WP-04. The time resolutions of the pro;ectxons will be

limited; if the projections were plotted as graphs, they would look

like stair-step functions, with each stair-step representing a
discrete time interval. The value of energy consumption assigned to

each stair-step should be the total requested value predicted for that
1nterval only.,,, e - IR

The perzod and time resolution for th1s progectxon should be the same
as those for the total power request versus time projection described

above.
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2.0 SUMMARY

Five Government-furnished power distribution candidate topologies were
reviewed and compared. The candidates included distributing an input power
type of 115/200 Vac, 400 Hz three-phase with and without internal bulk power
conditioning. Also included was an input power type of 150 Vdc with bulk
conversion to 115/200 Vac, 400 Hz three-phase power. An all DC system was
also considered for completeness in comparison. A comparison and review of
the candidate power distribution topologies indicated significant automation
software impact where three phase power was utilized. The impact was due to
three phase requiring an increase in total number of sensors required for
automation and the increased complexity of a network solution used in fault
diagnosis and isolation. The increased number of sensors results in an
increase in the automation software effort because of the additional internal
data requiring handling. In addition, an AC system requires more complex
software data conditioning with respect to peak voltages, root-mean-square
voltages, frequency accounting, and power factors. Additionally, in the case
of three-phase systems, load balancing is also a factor in an increase of
overall automated management hardware and software complexity. A range of
possible savings in millions of dollars was estimated by including the all DC
distribution system. The automation software was estimated utilizing the
functions defined in this study.

The CM/PMAD major power network control functions were defined as: 1)
Distribution Management; 2) Load Management; 3) Health Management; and &)
Command/Data Interface. These functions were further decomposed into levels
sufficient to perform function partitioning. Function partitions were-defined
as: 1) Hardware; 2) Algorithmic Software; 3) Expert System; 4) Crew; and 5)
Expert-aided Crew. In addition, rules for partitioning were developed and
used in the function partitioning. The major control functions of
distribution management and command/data interface were partitioned to
algorithmic software, while portions of load management and health management
were partitioned to expert systems.

In addition to function definition and partitioning, automation issues were
addressed. Issues included distributed versus centralized automation, fault
isolation, load management, Space Station power and data bus interfaces, data
and power ground separation, local energy storage impacts, crew interfaces,
and sensing techniques.

Required data bus rates were found to be highly dependent on the overall
automation approach, central versus distributed. The central approach
required very high data rates while the recommended hierarchically arranged
distributed approach can be supported by data rates less than megabits per
second.

Automation hardware was evaluated having addressed issues and data rates.
CM/PMAD internal hardware recommended included the military standard 1750A
chip set, with a Military Standard 1533 data bus. The use of fiber optics for
a data bus internal to CM/PMAD was found with attractive advantages in
performance characteristics in electrical isolation and electromagnetic
interference considerations. However, with the use of fiber optics not being
absolutely required, and with operational issues such as onboard maintenance,
environmental effects, total dose radiation effects, outgassing, and connector
mating, it was not recc—mended.
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Computer languages internal to CM/PMAD were also evaluated. Software studies

resulted in the identification of no compelling reason to avoid the use of Ada

as the recommended computer language for algorithmic software within CM/PMAD.

However, argument was found for the use of LISP computer language in expert
systems development for Space Station IOC. _— o

The overall approach recommended utilizes an hierarchically arranged
distributed system for CM/PMAD control. A power subsystem processor
interfaces to the Common Module data management network through a bus
interface unit. The power subsystem processor communicates with and directs -
the lower level power subsystem processors through an internal dedicated power
subsystem data bus. The lower level processors, in turn, manage the lowest
level data with immediate control of switchgear through digital logic
interfaces. The lower level processors are responsible for data acquisition,
conditioning, compression and synchronization as well as local limit checking,
short term data storage and effectors contro R

The recommended approach requires certain data between the Space Station power
production element and the CM/PMAD. The CM/PMAD power subsystem processor
must receive the total power allowance versus time and the energy consumption
allowance versus time. In addition, the CM/PMAD power subsystem processor

. must provide to the power production element the total power request versus
time and the energy consumption request versus time.- :

I-108
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INTRODUCTION

This document is in response to the Summary Report requirements of Task
II of the Statement of Work for Automation of the Core Module Power
Management and Distribution (CM/PMAD). Task II, Definition of Hardware
and Software Elements of Automation, includes defining those elements
of hardware and software necessary for implementation of the automation
approach defined in Task I of this contract. Elements of software
include knowledge base, knowledge base management systems, inference
procedures, as well as deterministic algorithms. Efforts, with respect
to software, also include an overall approach to development of
non-standard software for use in CM/PMAD automation. Task II also
includes the development of an overall approach to fault management for
CM/PMAD. Bardware definition includes hardware requiring development
for implementing the automation approach.

During Phase I, we performed characterization studies in defining the
plan for an overall approach to automation of a CM/PMAD. The CM/PMAD
functions were defined as shown in Figure 1-1 with power network
control defined as: 1) Distribution Management, 2) Load Management, 3)
Health Management and 4) Command/Data Interface. Further decomposition
of the power network control function resulted in the functional
breakdown shown in Figure 1-2. Study of those functions as well as
partitioning efforts resulted in identification of several areas where
the use of artificial intelligence techniques (specifically knowledge
based systems) is warranted. The major control functions of
distribution management and command/data interface were partitioned to
algorithmic software, while portions of load management and health
management were partitioned to expert systems.

In addition to function definition and partitioning, automation issues
were addressed. Issues included distributed versus centralized
automation, fault isolation, load management, Space Station power and
data bus interfaces, data and power ground separation, local energy
storage impacts, crew interfaces and sensing techniques. In Task I,
required data bus rates were found to be highly dependent on the
overall automation approach, central versus distributed. The central
approach required very high data rates while the recommended
hierarchically arranged distributed approach can be supportéd by data
rates less than megabits per second.

In Task I, computer languages internal to CM/PMAD were also evaluated.
Software studies resulted in the identification of no compelling reason
to avoid the use of Ada as the recommended computer language for
algorithmic software within CM/PMAD. However, argument was found for
the use of LISP computer language in expert systems development for
Space Station IOC.

The overall approach recommended in Task I utilized an hierarchically
arranged distributed system for CM/PMAD control. A power subsystem
processor interfaces to the Core Module data management network through
a bus interface unit. The power subsystem processor communicates with
and directs the lower level power subsystem processors through an

IT-1



NMOGXVIUE TVNOILONNG 13A31 dOL NOLLNAIYLSIA OGNV INIWIDVNVIN HIMOd -1 34NOI4

AN3IN

oM
"FOVNYN
NoLLNg HILIMS

-11s1a sna

TOHINOD
NHOMLIN
#3IMOod

Noiinaiyuis1a

H3amod

NolinaIuisia
¥ 1NON HIMOd

ONINOLL
-IGNOD

dIamod
21907

ONIt
“‘NOILIANOD

HIMOJ

II-2



TOHINOD XHOMLIN HIMOd AVIND/WO 40 NMOAaXVIHE TYNOILONNI

-1 3HNOI4

FSrtsuad B TJOHINOD MHOMLIN AGYNIND
AVOISM NIHLIM QmZ-(.—.zom.v ATIOHM
ATIHYSS3D3N 10N 1nd 'NOILONNS
wamsenasmessssmesnnst
N ‘oo ors) inam a3aLvi3d avWid/ND ATHYIH.
!s:aos. -1 oM u NOISSY ALl
-WOLINON lwowe ovor
NOILV13N
NoOILYS
NOIHN 108 ) oM
dﬂ“.dwo H Yoomton I stoav w [ oy
NOILY¥ 340
, L
NINSSISSY NOILIBrOWY woul sivadn
T byt wotLy onrnasas || Asrver L] sioaw §q | -vwows nevs | fpiiid
wMOMLIIN NMOMLIN 1ave rivn Adwe cavay ovol Aoving yivie -onnaIw
savol guYnod
sonvamod ANIN o 2ivaen
vive oMINaINIs
TYNuRLXD e ] NOLL 0BV ‘s8Is8Y * -¥o1NON wouvuansol | areva
L] B B -1 vorvm
NVOMLIIN snivis oINS JONSnONS rLViS
NNOMIIN o Lnvs ovor wamod anvanod w18
I 3owr NI
ANIN 1HOddNE "‘NIINIVR DNI Nt ) .
sl I I el I o N oo | e e I e i
11v4 NIINIYW B 4Yoa-NO avol HIMod NHOMLIN
[
ANIN
Mvivae ANIN ANIN “JOVYNYN
OGNV -JOVYNYN -JOVYNYN Noitng
-NO3 HITVIH ovo? 141610
T0ULINOD
NHOMIIN
HIMOd

II-3



MCR-87-548

internal dedlcated power subsvstem data bus. The lower level
ptpcessors, in turn, manage the lowest level data with immediate
control of sthchgear through d1g1tal loglc interfaces. The lower

level processors are responsible for data acquisition, conditioning,
compression and synchron:zat1on as well as local limit checking, short

term data stotage and effectors control.
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2.0 TASK II STUDY SUMMARIES
2.1  DEFINITION OF RNOWLEDGE BASE AND DETERMINISTIC ALGORITHMS
2.1.1 Knowledge Base Definition

A knowledge base typically contains the procedural, often heuristic
information necessary for solving a complex problem. This general
information, similar to the understanding an expert in the field might
have, is used in conjunction with specific factual data to handle a
particular problem. Defining knowledge bases for the CM/PMAD first
requires identifying functional areas they will address. Drawing on
the partitioning in Task I, these functional areas are load scheduling,
contingency planning and aspects of both fault prediction during normal
operations and fault management during anomalous conditions. While
these categories are not strictly sequential or temporal in nature,
they do describe the phases or states of the subsystem. By augmenting
the algorithmic execution of the conventional software, the knowledge
based systems provide CM/PMAD with an ability to react "intelligently"”
and with a higher level of autonomy to changes in mission requirements,
power subsystem status, related subsystems' status, and available
resources. . :

Automated on board final load scheduling, which reduces human
interaction, must result in an executable time-line or load schedule.
The knowledge base for this function deals with temporal and spatial
constraints, as well as power subsystem hardware availability
constraints. Concisely developing this knowledge base also requires
understanding how loads are described, including load
interrelationships, constraints, and requirements. These load
descriptions are the data that a scheduler uses heuristically to create
a schedule based on its understanding of how to balance constraints.
Consistent with Task I results, a large part of the information for
this function will be transmitted in the coarse or multi-day mission
uplinked time-line, in which electrical loads will be time "windowed"
with any required constraints. Example load constraints in the
knowledge base include:

1) earliest and/or latest task start time,

2) latest completion time,

3) minimum/maximum duration,

4) physical location,

5) set-up time or initialization period,

6) load interdependencies (other loads/scheduled resources),
7) required résources each profiled, e.g., power, crew
interaction, thermal, experiment specific resources,

8) maintenance periods, )

9) load class assignment for relative importance (includes
mission requirements),

10) overall qualitative "level loading" requirements of any
specified resources,
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11) resources availability (versus maximum load duration which
may be longer than period being '‘scheduled'"), and
12) load continuity requirements.

General load descriptions on which the knowledge base is used include: i
1) unique identifier, !

2) load owner,

3) location (rack, power switch number, etc.),

4) dependence on other subsystems and other loads,

S) resource requirements prolee (with maximum and minimum)

resolved to minutés, -

6) tolerance to interruptionm,

7) power usage description, e.g.:

a) level constant load; -

b) periodic with constant peak and valley usage values,
e) aperiodic with constant peak and valley usage values, i
d) periodic with variant peak and valley usage values, i
e) aperiodic with variant peak and valley usage values, :
£) power factor profile, and

g) in-rush current surge magnitude and durat1on,

8) redundancy methodology,

9) crew serviceable components, -and -

10) load priority statement (load class deszgnator and general
time based profile of load 1mportance relative to importance at
load start.

Contingency planning, a second area for knowledge based systems, is
required for the graceful shedding of loads when there is a required
change in loading due to a significant decrease in resources available,
either identified by the system or directed by the Space Station
manager. This planning is embodied in the load priority list
management function described in Task I. The knowledge base, best
implemented in production rules, consists largely of heuristics
patterned after those used by experts in determining the dynamic
relative importance of loads. Example rules would be:

1) Life critical loads are of the highest importance.

2) Equipment safety is of high importance.

3) Overall mission requirements are probably more 1mportant than
individual experxment requirements.

4) If a load is dependent on another load, both loads should have
close relative priorities. -
5) Non-repeatable experiments should have higher priority than
easily repeatable experiments.

6) A load requiring redundant power inputs probably has a higher
priority than a load not requiring redundancy.

7) A load with less tolerance to interruption generally has more
priority than a load with greater tolerance to interruption.
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8) A load near completion generally has a higher priority than a
newly started load in the same class.

9) Loads of a higher class should have relatively higher priority
than loads of a lower class.

10) A load priority may increase as a result of the failure of a
similar load, e.g., the last working light in an area.

11) A failed or unavailable load has no priority.

12) Loads requiring perishable resources generally have higher
priority than loads in the same class that do not.

13) Loads requ1r1ng many resources generally have higher priority
than loads in .the same class that do not.

14) Note: Apparent relative priority (defined by its shedding or
lack of shedding during a resource reduction or anomaly) for a
load can be increased if its shedding will not aid crisis
resolution.

Fault management, also requiring a knowledge base, is discussed here in
a general sense with respect to Space Station power management and
distribution. Section 2.3, Fault Management, presents approaches for
its implementation. Types of credible faults, reference Task I Summary
Report, that must be considered are as follows:

1) faults external to CM/PMAD (external to the subsystem or
external to the element),

2) open or short circuit faults,

3) faulty sensor,

4) failed switch (at any hierarchical level),

5) faulty local power conditioner,

6) subsystem contrel unit failure,

7) microprocessors subsidiary to the subsystem control unit, and
8) load faults.

The knowledge base required to detect, diagnose, isolate and provide
correction or recommended action consists of knowledge of the
configuration of the power system, principles in its operation under
normal conditions and heuristics for locating and handling failures.
Configuration knowledge includes subsystem architecture, redundancy
methodology, sensor type/location and component operation. Example
required component operation knowledge is summarized for the lowest
level switch, a remote power controller (RPC):

1) Current limiting capability,
2) Data acquisition constraints,

a) measurement type,

b) accuracy, resolution and repeatability,
c) speed,

d) dependence on environment,

e) format including status,

3) Current switching capability level,

4) Circuit protection parameters,

5) Power stage dependence on environment, and
6) Typical failure mode.
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The operation of the subsystem with its components is best modeled
using an object oriented approach to describe the components'
interconnections and causal interactions. This can be used to generate
expected values to be compared to measured values for fault
identification and location. Additionally, principles governing the
subsystem operation together with the above mentioned heuristics
provide the basis for resolving fault location. Example heuristics

would be:

1) More than 3% continuous voltage drop across a switch indicates
a serious problem in the switch. —

2) Widely varying current readings in a switch or semsor while all
other readings appear normal indicate a faulty sensor.

3) If a switch has recently changed state, dependent asynchronous
measurements may not be valid for comparison.

The detection of incipient faults, or fault prediction, also a part of
health management, also requires a knowledge base. The function
utilizes historical data combined with configuration and component
knowledge as well as trend analysis techniques to detect the incipient
faults. Working as a background task on the data base, including fault
and event historical records, the prediction process shares a knowledge
base with the fault management process. In addition to what the latter
requires, the fault prediction knowledge base must include an expert's
knowledge on the importance of subtle changes in CM/PMAD overall
operation as well as individual component operation. The knowledge
would not just be a set of "soft limits" of operation, but would more
importantly include the knowledge of component interaction under stress
and the resultant effect on future operation.

Knowledge Base Management System Definition

The development of knowledge based systems (KBS) in the prototype
phases of space station could be profitably based on a number of
existing "expert system building tools™ (typically with a "production
system' at its core) or, as they are also called, knowledge base
management systems (KBMS). - An extant KBMS provides a variety of

advantages. As a very high level language, it can be easy to learn and
can spare the developer entanglement with low level coding. Many KBMSs
available offer considerable flexibility in representational techniques
for information, allowing a good fit between data and representation,
different representations for different types of data and, equally
important, the opportunity for changing or experimenting with the
representation to find the most appropriate fit. In addition, many
KBMSs provide both good applications interfaces, useful for clear
concept presentation during demonstrations, and good development
interfaces, aiding the system developer in orchestrating the knowledge
in different parts of the system.

For the implementation of on-board knowledge base systems, however, the
current generation of tools by their very generality and their
interface capabilities have far too much overhead in both storage and
computation time. They do not currently provide a practical and
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efficient implementation choice for deployed knowledge based systems.

A more appropriate approach would would be to use such tools where they
are suitable for prototyping and initial development. Deployment
development could then proceed in at least two ways, depending on
several factors including need for flexibility. If little flexibility
is required, then the knowledge based system could be "hard-coded" in a
suitable language such as Lisp or Ada. A more likely route, depending
on the need for flexibility or other special capabilities, would be to
implement application specific, highly tailored tools in a language
like Lisp or Ada and then use those tools to implement the KBS. Done
properly, this latter approach could combine the efficiency of
"hard-coding” with the power of the more general tools.

Inference Procedures Definition

Inference procedures for fault management and status prediction are
expected to be forward chaining intermixed with causal reasoning.
Scheduling and load priority list management will primarily be based on
constraint balancing techniques coupled with temporal reasoning.

Deterministic Algorithms

Functions that are usually understood only by recognized experts, and
require the knowledge and judgement of an expert to fulfill defined
requirements are best performed by experts or knowledge based systems.
However, functions ranging from simple to complex can be accomplished
with deterministic algorithms. . We define complex as functions that are
technically understood using knowledge available from accepted text
books or procedures, but that involve advanced scientific skills or
special training to implement. In addition to performing many
functions in their entirety, deterministic algorithms can be integrated
with some knowledge based systems for an increase in ovérall function
performance efficiency. ¥ault management is an example of this
approach. The fault detection function in the space station growth
configuration is shared by hardware, deterministic algorithms, and a
knowledge based system, each with its own responsibilities. Primarily,
however, deterministic algorithms are recommended for use according to
the guidelines developed in Task 1.

From our function partitioning studies of Task 1, the deterministic
algorithm approach should be used for the following CM/PMAD functions,
reference Figure 1-2:

1) distribution management,

2) load monitoring and load shedding, within load management,

3) signal conditioning within maintenance support, .

4) fault detection (limit verification and condition exception
handling) within fault management, -and )

5) the entire command and data interfacing function
(communications as well as data compression, data reporting, and
execution of commanded switch control.)

In addition, deterministic algorithms should be used for initialization
of the subsystem for initial use and after any periods of non-use.
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PROGRAM PLAN

Developing the software systems described in paragraph 2.1 above,
particular attention to the AI techniques is warranted. There are

three basic themes that typify much of AI, including that above, which
necessitate a development approach somewhat different than in
conventional software development. These considerations are as follows:

1) The use of knowledge representation techniques,
2) the use of heuristic search methods which render large problem

spaces manageable, and
3) the use of informative, interactive user friendly interfaces.

In addition, there are issues that must be dealt vi}h,when describing
an approach to expert systems development and testing:

1) Does the development effort address the correct problem
statement? . . __ - B

2) Is there an expert who solves the problem sufficiently
accessible :

to the project?

3) Does the knowledge in the program emulate that of the expert
in the chosen domain, including capability to interact with

a non-expert? .

4) 1s the program sufficiently robust and free of coding errors?
5) Can the program be modified to incorporate more expertise,

or to handle a related or analogous problem area?

In order to obtain satisfactory results with respect to the concerns.
mentioned above, expert systems designers have developed a methodology
for program development based primarily on empirical analysis. Using a
technique known variously as iterative refinement or rapid prototyping,
designers develop an initial prototype system intended to elucidate
essential problem aspects, then develop successive versions of the
program (which may or may not incorporate any of the previous versions)
as more is learned about the problem and the most promising approaches
to its solution.

As each prototype version is developed, it must be evaluated in several
ways. The authors of the prototype must ensure that it performs as
expected, i.e., the code as written expresses their intent. The
experts must evaluate the prototype, verifying that it contains their
approaches to solving the problem and that it applies their knowledge
appropriately. The customer must make certain that program will
perform a useful task, solving the problem they have in mind, and that
the interface(s) to the program ensure its usefulness within their
operating regime. This frequent evaluation is reflected in the
progression of steps in the expert system development approach, as
listed below.
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PHASE 1: Initial Problem Analysis and Prototyping

1) Initial problem definition

2) Identification, location and selection of experts

3) Initial knowledge acquisition, knowledge representation
study, and initial interface design

4) Development tools selection and prototype hardware selection
5) End user technical review

6) Knowledge acquisition, representation and coding, interface
design, initial coding and function level testing

7) Prototype expansion and expert evaluation

8) End user demonstration and evaluation

PHASE 2: Second Generation Prototyping and Knowledge Refinement

1 Analysxs of prototype w1th respect to end user system

evaluation

2) Second generation prototype preliminary design

3) Second generation tools and hardware selection and/or

development

4) Second generation prototype design refinement

S) End user/system technical review

6) Knowledge refinement with experts

7) Second generation prototype codlng and documentat;on
8) Prototype domain coverage expansion, prototype expert

evaluation, and internal function level testing

9) End user/system demonstration, review and performance

evaluation

PHASE 3: Deliverable System Development

1) Problem restatement
2) Preliminary system design
3) Experts and end user design review
4) Detailed design, including interface(s)
5) Experts and end user detailed design review
6) System coding and documentation
7) Function level testing
 8) Element level (integration and verification testing
9) System level integration and verification testing
10) End user use and evaluation

These three phases - initial problem analysis and prototyping, second
generation prototyping and knowledge refinement, and deliverable system
development - are characterized by level of attention to considerations
such as efficiency and verifiability. These considerations have
relatively low importance initially as the system concept is
established and explored. Over the course of development these
gradually become overriding factors. The final phase is very similar
to the development cycle for a conventional program, the prototyping
having resulted in a sufficiently thorough understanding of the best
methods to solve the problem that attention to program efficiency and
integrity dominates.
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FAULT MANAGEMENT APPROACH

The discussion on fault management in this section draws on the MSFC
pover management and distribution breadboard that has been the focus of
our Task III efforts. Fault management on the MSFC breadboard
facilitates illustration of fault management techniques applicable in
the Space Station power management and distribution system. The
efforts on the breadboard with its set of data acquisition capabilities
have shown that for the fault management system to be non-trivial, it
should handle multiple simultaneous failures as well as failure in
different types of components (e.g., sensors, switches and cables). If
only single point failures or only failures in one type of component
are considered then any given set of symptoms can be caused by only one
failure.

It appears that the best approach to managing the more complex fault
scenarios during Space Station development - and very likely operation
as well - would incorporate causal reasoning in an object oriented
paradigm. The power system configuration is expected to change and
evolve throughout Space Station development as different configurations
are examined and new requirements imposed. As discussed below, if
diagnostic knowledge is hard-coded, a configuration change can result
in substantial re-coding with the concommitant re-testing.

A causal reasoning approach obviates the bulk of this problem. It
would require only that the changes in the configuration be reflected
in the software ("causal") model of the configuration that is used to
reason with. Additionally, changing components (e.g., using a switch
with different trip characteristics) wouid only require changing the
description of that component in the model. In the course of
subsequent analyses, the system would deduce the effect of that change
on system behavior.

A similar situation arises when analyzing or diagnosing a previously
degraded system. A traditional, hard-coded diagnostic system would
simply fail when considering the degraded parts of the network. (It
should be noted that there are some more or less elaborate workarounds
for this).

A causal based diagnostic system would take the situation in stride.

If it had identified the degradations while troubleshooting, it would
have updated its model of the network appropriately. When it next
needed to examine system operation, it would base its considerations on
the up-to-date model, using it in the same way it had previously used
the original model of the 'healthy' network. The causal system would

of course know that the network was degraded: what is important is

that it would reason on the basis of what is (as reflected in its )
model) rather than from pre-compiled assumptions about what should be.

The essential point of this section is that the most flexible and
adaptable diagnostic system for Space Station power network control is
one that uses a significant amount of causal reasoning during the
actual diagnosis (during "runtime' Space Station operation rather than
in advance), to adequately characterize the problem, determine its
possible causes and evaluate those possible causes.
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Aspects of Diagnosis

This section discusses the three general steps in the automated
diagnosis. The next section, 2.3.2, presents five options for
performance of these steps, while section 2.3.3 delineates the
advantages and disadvantages for each of the options. Finally, section
2.3.4 examines the fifth option in detail - the option indicated in the
preceding paragraph that uses causal reasoning to perform the analyses
at runtime for diagnosis. This is the chosen approach for the Fault
Recovery and Management Expert System (FRAMES) of the MSFC breadboard.

When a human diagnoses a power system problem manually, he or she uses
a great deal of sensory data that will pot (at least initially) be
available to an automated diagnostic mechanism on board Space Station.
Not having such direct information (such as a burned wire, etc.)
available, an automated troubleshooter must structure its analysis
differently. It must use available sensor data to determine if a
problem exists, what the problem is, identify possible causes and then
evaluate those possible causes to determine if any actually did cause
the problem. '

The existence of any symptom indicates that there is a problem to ba
diagnosed. Defining that problem is, in effect, identifying all the
symptoms that have occurred. A symptom is any anomalous state in the
network (or equivalently, any anomalous response by a component to an
input or change in the network status). Most anomalous states will be
reported by the lowest level processing units - a tripped switch is
flagged as anomalous data and sent for analysis to FRAMES which is at a
higher hierarchical level. Some anomalous states will not be
identified at the lowest level - for example, when a switch should trip
but does not, or in a soft fault scenario, when a sensor with its
circuitry has been consistently reporting slightly erroneous data. The
higher level must have capability to ascertain such cases and add them
to the reported anomalous data to form the 'symptom set'. Defining the
problem is establishing this symptom set.

It is important for understanding the assessment of the pre-compiled
approaches in the succeeding sections to look at how symptom sets can
be grouped together into classes. Different symptom sets could result
from the same fault depending on the pre-fault status of the network.
For example, in Figure 2-1, if the PPDA RCCB trips (due to, e.g.,
overcurrent from a hard cable short), all previously closed switches
below it (the PPDA RPCs and the LC RPCs) should trip on under-voltage.
(One of the characteristics of RPCs and RCCBs is that they will trip
open on under-voltage as well as over—current.) The switches reported
as having Symptoms are those that were closed, so the number of
symptoms, and hence the symptom sets, vary in accordance with which
switches were open or closed.

It is thus possible to group together into a 'class' all symptom sets
that could result from a given fault (or set of faults) in accord with
the different possible pre-fault states of the network. Note that some
classes could be caused by more than one fault. In addition, a given
symptom set could result from several different types of faults and
thus in general be a member of several different classes. At run time
in the pre-compiled approaches, the diagnostic process would have to
consider all the causes of all the classes that the identified symptom
set was a member of.
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Once the symptoms have been identified, an automated troubleshooter
must determine what kinds of failures could have caused those
symptoms. The complexity of this analysis depends on the complexity of
diagnosis being done. Power system failures could be in the power
control, communications or processing area. Considering only power
control, failures could arise in sensors, switches or cabling. If the
troubleshooter is only considering one of these types, e.g., switch
failures, rather than all three, then any given set of symptoms that
could arise in the MSFC breadboard could have been caused by one and
only one type of fault. Similarly, if only single point failures are
addressed, then any set of symptoms could have resulted from one and
only one type of fault. These two situations would make for a rather

simplified system.

In contrast, if multiple failures are addressed and all three types of
control faults considered, then a symptom set in the MSFC breadboard
could have been caused by up to eleven (11) distinct types of faults
(and combinations of faults). Thus, FRAMES is intended to handle
multiple faults and combinations of sensor, switch and cable faults.
FRAMES will address both hard and soft faults and at some later point
will examine trending conditions and incipient failures (which can
either be or or not be the preludes to soft faults). Causes can also
be considered to be grouped into classes. A class might be, for
example, that there was a hard short below an LC RPC and the LC RPC
failed to trip on overcurrent (this obviously involves two independent
failures). The class does not refer to which LC RPC is involved, only
that one is. The individual causes that are members of this class
would each refer to a different LC RPC. One member might be: '"there
was a hard short under LC RPC-1 and LC RPC-1 failed to trip". Other
members would specify the other LC RPCs on the involved bus.

Once the set of possible causes (or, more accurately, the set of
classes of causes) has been identified, evaluation of them should be
relatively straightforward. FRAMES' primary means of evaluation is by
manipulating switches.® The following simplified example illustrates
an evaluation: : :

Assume a shorted condition in the load and a failed LC RPC such
that overcurrent does not "trip'" the LC RPC, but that
under-voltage does "trip" it as a result of the PPDA RPC tripping
on an overcurrent condition. The symptoms would be the same as
if there was a hard short in the cabling between the PPDA RPC and
the LC RPC. Evaluating the possible causes(s), in this example
case, FRAMES would turn on the PPDA RPC (with the lower level
affected RPCs in the off condition). If the PPDA RPC does not
trip (it would not in our example case because the shorted
condition is "below" an RPC in the "off" condition) then a
shorted cable between the PPDA and LC can be discounted.

It is not clear that switch manipulation by a fault manager will always
be appropriate or even always allowed during operation of the Space
Station. There are many considerations, including personnel and

* In a number of soft fault scenarios, FRAMES will also draw on first

principles. While the bulk of the discussion and examples presented here
focus on hard faults, the critical elements of the approach transfer readily
to soft faults.
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equipment safety, required load operational scenarios (an electrical
load may not be restartable), etc., in the aliowance of switch
manipulation. However, a mature fault management systém can
incorporate governing rules and guidelines as well as accept
"permission” from a "higher authority" to manipulate particular
switches necessary for evaluation.

If no switch manipulation is allowed, however, the diagnostic process
could, as a minimum, report the classes of possible causes it has
identified which could account for the symptom set. It could
prioritize them with respect to likelihood but it could not provide
further discrimination. For purposes of this discussion, it is assumed
that some switch manipulation is permissible and the process of
evaluating possible causes described below uses it. This discussion
draws a distinction between calculating how to evaluate a particular
possible cause (and thus testing them one at a time) and determining
what each step of a standardized (tree-) search procedure would reveal
about the possible causes. If intermediate steps need not be presented
to the user, the latter approach appears to be more appropriate unless
it is decided that the power network might become (in the graph
theoretic sense) cyclic or non-hierarchical in significant ways. This
is addressed in section 2.3.4.3. -

There are five (5) main options for performing the key diagnostic
analyses. Advantages and disadvantages are discussed in section 2.3.3.

(1) Perform all Ehé'énalyses ahead of time by hand.

o Enumerate all symptoms and all causes, not just their
classes. Enumerate all possible symptom sets.

o For each symptom set, numerate all possible causes.

o For each cause identify how to evaluate that cause
(which switches to manipulate to get evidence for or
against).

At runtime then, it would only be necessary to identify all
the symptoms. From that, all possible causes would
immediately be known, e.g., via table look-up, as would all
the means of discriminating between possible causes.

(2) Perform all analyses ahead of time by machine.
o Same as (1) but the analyses are automated.
Runtime behavior would be the same except under degraded
conditions where the automated version might be able to

handle the situation and the manual very likely could not.
See comment in next section.
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(3) Perform the analyses by class ahead of time by hand.

o Enumerate all possible classes of symptom sets.

o For each class, enumerate all possible classes of
causes. For each class of causes, identify how to
evaluate the class and when necessary how to find the
appropriate member within it.

Runtime processing would be somewhat different than (1),
since the pre-compiled analysis deals with classes, not
individual symptom sets or causes. The notion of classes
is introduced largely as a way of reducing the exhaustive
enumeration of (1) and (2) above, shifting some of the work
to runtime. During actual diagnosis, it would be necessary
to identify all the symptoms and then determine what class
that symptom set belongs to. Once the class of symptom
sets has been determined, the classes of possible causes
would be available via look-up from pre-compiled analyses.
Depending on how the evaluation analysis was done, it may
be possible to search through the class of causes or it may
be necessary to search through the individual members of
the classes.

(4) Perform the analyses by class ahead of time by machine.
o Same as (3) but analysis is automated.

Runtime behavior would be the same as (3) except that it
would likely be much easier for the automated version to
handle degraded conditions than the manual. It is not
clear that the manual version could - see comment in
following section.

(5) Perform all the analysis during actual diagnosis.

o At runtime (obviously), establish the symptom set.

o From the symptom set (rather than its class),
determine the possible causes. Note that this does
not require finding the class of the symptom set or
the class(es) of causes. This process works by a
causal analysis of the specifics rather than using
the general classes

o Determine how to evaluate the causes and do so. In
many cases this will mean simply executing a standard
evaluation procedure and when anomalies appear,
determine what cause is being implicated.

2.3.3 Advantages and Disadvantages of Options

The five options described in the previous section each have
various advantages and disadvantages. These focus on such issues
as complexity of pre-runtime analyses, speed at runtime, data
management at runtime and flexibility both in moving to new
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network configurations and in adapting to failures or runtime
changes in configuration.

(»

(2)

(3)

Perform all analyses ahead of time by hand.

ADVANTAGES:
Fast runtime execution (depending on how diagnostic
information generated by analysis is handled at runtime).

DISADVANTAGES:

Possibility of overlooking possible symptoms or causes due
to the enormity of the analysis.

Possible significant problem managing all dxagnostxc
information generated in analyses. The amount of this
information can be prohibitively large. If the network had
15 LC RPCs per bus, some of the 35 classes of symptom sets
can have on the order of 1013 members. Effectively

managing this amount of information on a time critical

fashion is basically unfeasible.

Analysis must be re-done (or re-verified) completely if
move to a different network (or configuration).

Analysis must be re-done (or re-verified) after a fault has
occurred. To do this by hand while Space Station is
operating is not feasible except under trivial failures.

Perform all analyses in advance by machine.

ADVANTAGES

Fast execution time (depending on how d1agnost1c
information is handled).

Pre~runtime analysis is much faster and more likely to be
complete and reliable than (1).

DISADVANTAGES

Possible significant problem managing all the diagnostic
information generated in analyses. See comments under (1).
Computation to perform analysis is substantial and must be
repeated if move to different network (or configuration).
Computation to perform analysis is substantial and may need
to be repeated (off-line while Space Station contxnues to
operate) after every failure.

Again, there may be programmatic solutions to the
re-computation, e.g., it would be possible to restrict the
re-computation to address only areas effected by the
failure. These may or may not be sufficient.

Perform analyses by class ahead of time by hand.

ADVANTAGES

Fast execution time.

Depending on how the fault diagnosis information is handled
in (1) and (2), execution time for (3) and (&) could be
close to or much slower than execution time in (1) and (2).
Execution time for (3) and (4) may or may not be slightly
faster than for (5).

I1-18
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DISADVANTAGES

Possibility of overlooking classes of possible symptoms or
causes.

Still requires runtime classification of symptoms and
searching within cause classes for individual causes.

These two steps are not part of (5), which "adds" to the
relative speed of (5). '

Overlapping class problem - symptom sets may belong to more
than one class, multiplying the search space and slowing
execution time unless handled with finesse.

Analyses must be re-done (or re-verified) completely if
move to a different network (or configuration).

Analyses must be re-done (or re-verified) after a fault has
occurred. See comments under (1).

Perform analyses by class ahead of time by machine.

ADVANTAGES

Fast execution time. See notes under (3).

Pre-runtime analyses much faster and more likely to be
complete and reliable than (3).

DISADVANTAGES

Still requires runtime classification of symptoms and
searching within cause classes for individual causes. See
note under (3).

Overlapping class problem. See comments under (3).

Must repeat computation if move to different network (or
configuration). '

May need to repeat computation after every failure. See
comments under (2).

Perform all analyses necessary during actual diagnosis.

ADVANTAGES

Greatest flexibility of all options, both in adapting
(automatically) to identified runtime failures and in
moving to new networks (or configurations).

More likely to identify all possibilities and therefore
find 'obscure' faults - than (1) or (3).

Minimizes problem of managing diagnostic information - can
be concisely formulated in an object oriented paradigm.
Substantive explanation is easier than under the other
approaches.

DISADVANTAGES
May be slower than pre-compiled approaches at runtime.

The relative speeds of the five options are a function of:

(a)
(»
(e)

How the enormous volume of diagnostic information .is
handled at runtime in (1) and (2).

How fast the classification and declassification processes
are in (3) and (&).

How much the heuristics will reduce computation time in (5).
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Siven the substantially greater flexibility along with these
trade-offs in execution time, it seems prudent to pursue option
(5).

2.3.64 The Use of Option F1ve in FRAMES

As discussed earlier, the runtime process consists of three main parts:
D establishing the symptom set,
2) identifying possible causes for the symptom set, and
3) evaluating the possible causes.

The following subsections examine how option 5 is used in FRAMES.

2.3.4.1 Establishing the Symptom Set

A proposed procedure for establishing the symptom set is:

(1)  Gather data

(2) Identify the highest level in the network with a reported
anomaly’

(3) Predict what other symptoms should be present given 2,
reasoning from the pre-fault network configuration

(4)  Compare the predictions in 3 with the reported anomalies in
1 -

(5) The symptom set is the reported anomalies in 1 plus the
differences from &

Gathering data is an algorithmic task allocated to the lowest level
processes. It is assumed that the lowest level proresses which control
the switches identify any tripped switch. All these are flagged and
reported to the higher level control, FRAMES. Using the structural
information about the network represented in its object oriented causal
model, FRAMES does a standard search to find the flagged component that
is closest to the power source ('highest” in the network). Typically
this might be a switch reporting tripped on overcurrent. Using the
same structural information along with information about current flow,
voltage dynamics and the behavior of network components, FRAMES might
reason as shown in the following simplified example:

A tripped switch means that there should be zero voltage on the
load side of the switch. This zero voltage condition should hold
along the cable beneath the switch down to the next level of
subordinate components, in this case switches. Each of these
switches should have zero voltage at their inputs which should
cause all of them to trip on under-voltage.

It would then add these switch "tripped" conditions to its predlcted -
symptoms and continue in the same fashion moving downward through the
network through each of these switches. The comparison in 4 and set
union in 5 are straightforward.

Note that the FRAMES only needs to know about how a component, be it a
cable, switch or sensor, responds to an input - that is, how it changes
state and what its output will be. A significant advantage to this is
that changes in the network are noted in the model by changes in the
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behavior of components and their connections - all of which are merely
data for the process that is propagating effects through the network
and looking at global activity/behavior. If an old or faulty switch is
replaced by a switch with different trip characteristics, for example,
FRAMES will at the appropriate time consider whether that new switch
will trip under a particular set of circumstances, independent of
whether any other switch will or not.

2.3.4.2 Identifying Possible Causes

Once the symptom set is identified, possible causes can be established
using a form of causal reasoning known as constraint suspension. In
this method, the healthy functioning of each aspect of a component is
considered a constraint on the system behavior. A sensor, for example,
imposes at least two such constraints: It measures (and reports)
properly, and it does not significantly alter system function (e.g., it
does not significantly reduce current flow or cause a voltage drop). A
switch imposes several: It permits no (or negligible) current flow
when open, it trips on current flow above a certain level, it trips on
voltage below a certain level, etc.

The various constraints "imposed” on the system by its components can
be suspended, singly or in sets, to see if that malfunction could cause
the identified symptoms. This can be done to different degrees. For
example,. the constraint that a cable flows current from its input to
its output without any intermediary shunt could be suspended
completely, creating a hard short condition, or only partially,
creating a soft faylt situation.

Beginning with the highest component in the network to evidence an
anomaly (e.g., a tripped switch or a ‘consistently high sensor reading),
FRAMES would look at the constraints imposed by that component. It
would select one, suspend it, and then propagate the effects through
the network model, "tripping" switches and "reporting" sensor data in
an internal simulation. (Note: both the action and depth of
propagation could be controlled to minimize computation.) If the
effects generated in this simulation match the actual symptom set
identified in the previous step (i.e., the symptoms that resulted when
the actual fault occurred), that suspended constraint is added to the
set of possible causes. If the effects do not match, that constraint
is not added. In either case, the analysis goes on to the other
constraints of that component, then to the constraints imposed by
subordinate components in a breadth first, partially constrained
search. Further, if the effects are only a subset of the symptom set,
that constraint is given consideration as one of a set of multiple
faults and (at the appropriate time) FRAMES searches for other
constraints that would non-trivially complement this one and together,
in a multiple fault scenario, account for the symptom set.

An analysis by constraint suspension could be done poorly using a brute
force method and result in gross inefficiencies. It might, for
example, suspend constraints at locations in the network model
unrelated to the symptom-reporting area - in an extreme case, it might
look at bus "B'" when all symptoms are on bus "A". As another example
of such inefficiency, it might suspend a constraint that could in no
way produce any of the symptoms in question.
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The analysis needs to be guided. Some heuristics for this include:

° start at the highest level with identified anomalies and
work away from the source,

o search in the location of symptoms (first),

o examine faults in groups of equal liklyhood, e.g., evaluate
single point causes before identifying multiple causes, and

o depth of search (in terms of levels of subordinate

switches) is equal to the number of faults being considered.

2.3.4.3 Evaluating Possible Causes

Assuming for this discussion that manipulation of switches is allowed
in order to evaluate possible causes, the underlying analysis for
evaluation is closely related to the causal analysis used in
identifying possible causes. The relationship is sufficiently close
that under certain circumstances, the identification and evaluation
might happen at the same time. Switches would thus be manipulated and,
based on the results, the nature of the fault or cause would be

deduced, rather than vice versa. Such cases should be exploited since
execution time as discussed in 2.3.3 would be considerably reduced and
would make option 5 much closer in speed to the other options. As
noted in 2.3.3, however, this would remove the possibility of cleanly
presenting information concerning possible causes.

Assuming, however, that evaluation is done after possible causes have
been identified, the problem is: given a possible cause, how can
evidence be obtained concerning it? If all raw data analysis has
already been incorporated, evidence can be obtained only by bringing
power to the locale of suspected failure. Thus: what switches need to
be closed to connect this locale to the power source and, at the same
time, what other switches need to be opened to isolate that connection
and minimize unintended interactions?

This question can be addressed by a fairly straightforward bounded
search using the structural connections reflected in FRAMES' causal
model of the network. Because this is straightforward and since the
maximum depth of search will not be more than a handful of levels (3 or
4 in most network topologies), the process will take little computation
time. Actual switch manipulation time is considered constant across
the five options. '
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HARDWARE DEVELOPMENT DEFINITION

Hardware requiring development for the automation of CM/PMAD may
include sensors for 20 kHz range voltage, current, frequency, power,
and power factor (phase angle). Specific sensor development efforts
may be required in the areas of accuracy, resolution, and repeatability
for the specified types and range. We feel this development may be
required to mitigate risks associated with sensing parameters at 20
kHz. We purposely excluded temperature sensors in idemtification of
hardware requiring development in that we believe the technology is
well developed for the ranges and uses projected by Task 1 studies.
Sensor requirements are highly related to the techniques used to carry
out the CM/PMAD identified functions. The development or definition of
those requirements may change as the MSFC breadboard development and
evaluation efforts of Task III provide data. Our studies currently
show that barring 20kHz integration risks, data accuracy in the one
percent range will be sufficient for CM/PMAD operation. Furthermore,
excepting temperature sensors, the approach considered utilizes voltage
and current sensors as the only physical sensing hookup to the power
circuitry. Output from these sensor types will also be used in
derivation of frequency, power, and power factor values.. Hardware
development with respect to these additional measurements will be
required in the sensing and data conditioning circuitry. We view this
situation as typical of any flight hardware requiring development from
the initial requirements definition phase. Also included in this ’
category are the following hardware areas:

1) digital support circuitry for switchgear, including interface
logic, data acquisition, and command/control logic,

2) microprocessor based load center controllers, and

3) microprocessor based power distribution control unit
controllers.

‘Required development of hardware within the power network control
function that supports Space Station growth configurations and that
also require advances in technology consists of developing:

1) flight suitable multi-megabyte random access memory capable
of the extended mission duration in the space environment
with respect to total dose radiation,

2) flight suitable multi-100 megabyte data storage devices also
capable of operation in space environments, and

3) a flight suitable computer capable of taking full advantage

of the Al techniques used in overall CM/PMAD operation as well
as qualified for an extended mission in space environments.
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Knowledge bases, knowledge base management systems, inference
procedures, as well as deterministic algorithms to implement the
approach as defined in Task I were defined. Application areas
requiring a knowledge base approach included scheduling, load priority
management, fault prediction, fault management. Currently available
knowledge base management systems prove useful in the early stages of
the development of an expert system, but have far too much overhead in
both storage and computation time to be used in the final flight
version systems The recommended approach for development of these
final versions would be to implement application specific tools in Lisp
or Ada and then use these tools to implement the knowledge based
system. Roles for deterministic algorithms were also defined. The
deterministic algorithm approach was recommended for distribution
management, load monitoring and shedding, signal conditioning, lowest
level fault detection, and communication functions.

A methodology for producing the above software requiring unique
development was presented. The approach consisted of three phases -
initial problem analysis and prototyping, second generation prototypirg
and knowledge refznement and deliverable system development.

Fault management studies identified five options for approaching the
diagnosis problem. The most flexible and adaptive of these, and the
one with the greatest potential for sophisticated explanation, has been
chosen for use in FRAMES. This approaches uses a heuristically guided
causal reasoning system embedded in an object or1ented paradigm.

Fault management studies resulted in recommending a knowledge based
system in an advisory role for IOC with deterministic algorithms at the
lowest level for condition exception handling and limits verification.
The approach provides the capability for growth in the fault management
function for Space Station growth configurations. The approach also
facilitates incorporation of new technologies, e.g. AI hardware and
software, as they become available.

Required hardware development necessary for implementation of the
automation approach of Task I was defined. Results divided the .
hardware development into two general areas. The first was development
typical of programs with flight hardware. Sensors, data acquisition
and control circuitry, and digital interfacing logic to effectors were
grouped into this category. Also in this category we identified
microprocessor based controllers for both the load center and the power
distribution control unit. The second area was defined as hardware
development that requires advances in a technology. Flight suitable
multi-megabyte random access memory, flight suitable multi-megabyte
data storage devices, and a flight suitable computer capable of taking
full advantage of Al techniques were identified as requiring
development in the second category.
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FOREWORD

Martin Marietta Denver Aerospace is submitting this report to NASA's

George C. Marshall Spaceflight Center in fulfillment of the

requirements of contract NAS8-36433, Task IV, item 2. The report

details the results of our evaluation of the government-proposed

requirements, hardware, software support packages, and operating system

for the two computer systems that will interface with the common module R
power management and distribution (CM/PMAD) controllers. ;
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TASK-IV STUDY CONCLUSIONS

We do not recommend the computer system defined by General Digital
Industries, Inc., for the common module power management and
distribution (CM/PMAD) breadboard. Instead, we recommend an alternate
configuration based on the Motorola VME/10 development system.

We reached this conclusion in completing task IV, item one, of the
contract statement of work. Under this task we evaluated the
government-proposed requirements, hardware, software support packages,
and operating system for the two computer systems that are to interface
with the CM/PMAD controllers. The system we evaluated was defined in a
study conducted by General Digital Industries (GDI) and was documented
in their report Space Station Power System Control Study Final Report.

The primary reason we recommend a different configuration is cost: the
GDI version costs $120,747 with the modifications we found necessary
(Table I-1). The VME/10 system (Table I-2) costs only $65,585. This
is an important consideration, because the contract has only $53,000
allocated for the system, and purchase of the GDI system would require
additional funding or rescoping of other tasks.

However, there are additional reasons for recommending a different
configuration. Specifically, although the GDI system appears to meet
the major requirements for the breadboard, it is incomplete. For
example, for the 18 Opto-22 circuit cards, no provision is made for a
cable to connect the cards to the computer or for a card cage or other
housing for the cards or a power supply to power the cards. Similarly,
although Ethernet hardware was specified, the required Towernet
gsoftware was not,

A related problem is that NCR has changed its product line since GDI

wrote its report. The model 1632 is no longer manufactured (although
used equipment is available), and the features NCR now includes with

the basic Tower XP differ from what the report describes.

Further, some of the parts do not appear to work well together. For
example, the Unix~V operating system of the GDI configuration is
designed for an office environment -- accounting, spread sheets, data
base management, etc. =—-not for real-time control. GDI therefore
specifies the polyFORTH language. However, according to Ms. Sheree
Kravetz at FORTH, Inc., the polyFORTH software provides its own
operating system with its own file structure, utility software, I/0
drivers and device handlers. These are not compatible with Unix. In
fact, once polyFORTH has written on the Winchester disk, it cannot be
used for Unix without being erased first. The result is that the
entire Unix environment will be rendered useless for developing the
automation software. And because the Ethernet software runs under
Unix, it will be very difficult to use Ethernet in the control software.
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Table I-1 GDI System Components

PRIMARY COMPUTER

Quantity Manufacturer Model

1

-

=

—

e - W W O

NCR

NCR
NCR
NCR

FORTH, Inc.
FORTH, Inc.

NCR
Excelan

Excelan
Excelan
Data Trans-
lation

Data Tranas-
lation
Data Trans-
lation

Data Trans-
lation
Intel
Opto-22
Opto-22
Opto2
Tektronix
Tektronix
Tektronix
Hayes Micro-
computer
Products
TBD

Tower XP

CWD509~-
2001-00FD
CWD509-
2008-00FD
CWD509-
2009-00FD
pF32/NCR

EX0S 201,
Model 3

DT712-
64DI-PGH

‘DT724

EP067
DT705

iSBC519
PB24Q

0DC5Q
IDC5BQ
4125P+0pt 19
4691
4510+0pt 30
Smartmodem
2400

TBD

Description Price
Computer, IMB Memory, $16545
1 Flexible-Disk Drive,

1 Streaming Tape Drive,

1l Winchester Disk,

1 High-Performance

RS~232C Interface,

and 1 Printer Interface
Unix Operating System 755

FORTRAN Compiler 650
Pascal Compiler 700
FORTH Software 3200
License to Download 800
to Controllers

Towernet Software 995
Ethernet controller 2095
Cable for Ethernet 155
Ethernet Transceiver 495

64 Diff. A/D Channels 1780

4-Channel D/A 730
4 Cables 260
Termination Panel 330
72 Chan TTL I/0 660
Relay Driver Socket Bd 108
Quad Relay Driver 35
Quad Relay Sensor 45
Computer Display 20850
Color Graphics Copier 12950

Graphics Rasterizer 4495
2400-baud Modem

899

Cables 200.

TOTAL

III-2

Total

$16545

755
650
700

3200
800

995
2095

155
495
1780

730
260
330

660
216
210
270
20850
12950
4495

899
200

70240



Table I-1 GDI System Components (Cont.)

STIMULUS COMPUTER

Quantity Manufacturer Model Description Price Total
1 NCR Tower XP Computer, IMB Memory, $16545 $16545
1 Flexible-Disk Drive,
1 Streaming Tape Drive,
1 Winchester Disk,
1 High-Performance
RS-232C Interface,
and 1 Printer Interface
1 NCR CWD509-~ Unix Operating System 755 755
2001-00FD
1 NCR CWD509- FORTRAN Compiler 650 650
2008-00FD
1 NCR CWD509- Pascal Compiler 700 700
, 2009-00FD
1 FORTH, Inc. pF32/NCR FORTH Software 2400 * 2400
Data Trans- DT724 ‘4 Channel D/A 730 730
lation
1 Intel iSBC519 72 Chan TTL 1/0 660 660
1 Opto=-22 AC7 RS-232C to RS=422 Conv. 85 85
16 Opto-22 PB16MS Multiplexer 260 4160
256 Opto-22 oDCS Relay 7.90 2022
1 Tektronix 4125P+0pt 19 Computer Display 20850 20850
1 TBD TBD Power Supply, Svdc 75 75
1 TBD TBD Pwr Supply, +/- 12 wdc 75 75
1 TBD TBD Cables , 200 est 200
1 TBD TBD Card Cage, Housing, 600 est 600
Connectors for Relays
and Multiplexers
TOTAL 50507

TOTAL, BOTH COMPUTERS:
* Second-system price break shown.

NOTE:

$120,747

Prices are based on distributor price lists, data from the GDI study,

vendor advertisements and catalogs, and informal quotations received by

telephone.
or receiving inspection.
shown.
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Table I-2 VME/10 System Components

PRIMARY COMPUTER

Quantity Manufacturer Model Description Price Total
1 Motorola M68K102D1 Computer, 0/S $16530 $16530
1 Motorola MVME330-VX Ethernet 3300 3300
1 Excelan Cable for Ethernet 155 155
1 Excelan Ethernet Transceiver 495 495
1 Motorola MVME222-1 1 MB Memory 1750 1750
1 Motorola MVME400 Dual RS-232C 395 395
1 Motorola®* MVME350 Streaming Tape I/face 1450 1450
1 Archive **  FT60 Streaming Tape Drive 1295 1295
1 Archive **  $C199-2 Streamer Controller 375 375
1 Diablo Cl150 Color Inkjet Printer 998 998
1 Motorola M6BKVMPRTCE Printer Cable 125 125
1 Motorola MVME6Q5 4-Channel D/A 675 675
1 Motorola MVME 600 8-Chan A/D Master 750 750
2 Motorola MVME601 8-Chan A/D Expander 350 700
1 Motorola MVME410 Printer Port 350 350
1 Motorola MVME340 TTL I/0, Timer 1125 1125
3 Motorola MVME625 Relay Driver 340 1020
3 Motorola MVME6 20 Digital Input 325 975
1 Motorola M68VVXBPASCAL Pascal Compiler 995 995
1 Motorola MVME922 Expansion Backplane 290 290
1 US Robotics Password Modem 450 450

TOTAL 34198

** MVME350 is not available until Nov/Dec. An alternate configuration using
MVME319 and Cipher "Floppy Tape" is now available at a similar price but
requires changing tapes to archive a full 40 MB disk.
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Table I-2 VME/10 System Components (Cont.)

STIMULUS COMPUTER

Quantity Manufacturer Model Description Price Total
1 Motorola M68K102D1 Computer, 0/S 16530 16530
1 Motorola MVME350 Streaming Tape I/face 1450 1450
1 Archive FT60 Streaming Tape Drive 1295 1295
1 Archive SC199-2 Streamer Controller 375 375
1 TBD TBD Cables 200 est 200
1 Motorola MVME410 Printer Port 350 350
1 Motorola MVME605 4=Channel D/A 675 675
1 Motorola MVME340 TTL I/0, Timer 1125 1125
1 Motorola MVME 202 512 KB Memory 1395 1395
1 Motorola M68VVXBPASCAL Pascal Compiler 995 995
1 Opto-22 AC7A I/face w/ Pwr Supply 190 190
16 Opto=22 PB16MD Relay Multiplexer 260 4160
256 Opto-22 ODCS5 * Relay, 60vdc, 3A 7.90 2022 *
1 TBD TBD Power Supply, 5Svdec 75 75
1 TBD TBD Card Cage, Housing, 550 550

Connectors for Relays
and Multiplexers
_ TOTAL 31387
TOTAL, BOTH COMPUTERS: $65,585

* Relay part number will depend on power type. Part number shown allows
comparison with GDI system.

NOTE: Prices are based on distributor price lists, data from the GDI study,
vendor advertisements and catalogs, and informal quotations received by
telephone. They do not include Martin Marietta G&A, shipping/freight charges,
or receiving inspection. Actual cost may therefore differ from the amount
shown., -
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Moreover, a few of the items in the GDI system seem to be inconsistent
or inappropriate. In particular, GDI specifies two flexible disk
drives on each computer to allow copying disks. The second drive is
not necessary for copying disks, however, because information can be
copied to the Winchester disk and then back to as many flexible disks
as required from the Winchester. In addition, GDI specifies two DMA
channels with a minimum of 10 MB/s transfer rate but specifies no use
for them. We assume they are intended for Ethermet and Winchester
interfaces. If this is the intent, it is sufficient to state that the
system will provide Ethernet communications and Winchester disk
storage., Similarly, GDI has specified streaming tape backup capability
for only one of the two computers. Both have large-capacity Winchester
drives. If it is reasonable to have backup capability on one, it
should be reasonable for the other as well.

Finally, the GDI configuration does not appear to meet all the
"mandatory" requirements set forth in the report. For example, the
report calls for 150 ms flexible-disk access time; the NCR computer
provides no better than 181 ms. The report calls for at least 40 MB of
Winchester disk space; the NCR computer provides 39 MB. The report
requires D/A output impedance under 1000 ohms; the selected devices
provide 4000 ohms. The report calls for a library of graphics
routines, but no such package is provided in the software specified.
And, although such a package is available from a third party (Precision
Visual Graphics), it is designed to work only with FORTRAN programs.
The polyFORTH system is incompatible with this software and would
require a separate graphics package. Mr. Ed Boykin, the Denver,
Colorado, NCR representative, was not aware of any support for graphics
under FORTH. Similarly, the report states as a requirement that the
RS-232C ports be configured by means of "DIP" switches. The NCR
computers do not have gwitches; they are configured through software.
In most cases, these differences are inconsequential. For example, the
access time for the flexible disk need not be specified at all, because
the flexible disks will not be used during breadboard operation. They
are provided only as a means for getting software onto and off of the
Winchester disk.

We assume from these discrepancies that the term 'mandatory" is not to
be taken literally, and in view of the current uncertainty about
exactly how these computers will be used, this appears to be a
reasonable assumption. In addition, we assume that phrases that appear
to be extracted from a particular vendor's sales literature are soft
requirements, e.g. that the screen editor must have "powerful search,
replace, and formatting commands." '

Based on these assumptions, we have identified the previously mentioned
VME/10 system. This system appears to meet all essential requirements
for CM/PMAD at a cons1derab1y lower cost. An analysis of how this

system meets requirements is presented in Chapter II.
The primary differences between the two systems are physical

appearance, operating system software, graphics resolution, and
expansion bus structure. Specifically:

III-6



1) Physical Appearance. The GDI system is based on the NCR Tower
computers, which stand on the floor. The VME/l0 system is a
desk-top unit. The shapes and dimensions of the components of the
systems differ, and although total volume is similar, the GDI
system is somewhat larger. The VME/1l0 system has a smaller screen
(14 inches vs. 19 inches for the GDI system);

2) Operating System Software. The GDI system uses Unix and polyFORTH;
the VME/10 system uses VersaDOS. VersaDOS has a hierarchical file
system that resembles that of Unix, but it is less flexible and
does not allow for directories within directories with nesting to
any depth as Unix does. Unlike Unix, VersaDOS is designed for
real-time applications and provides high-level language (Pascal)
support for such multi-tasking functions as intertask
communication, interrupt-service routines, setting of task
priorities, suspending tasks, spawning new tasks, etc;

3) Graphics Resolution. The GDI system has approximately 50% better
resolution, but both systems appear adequate for the CM/PMAD
application. The VME/10 system has a resolution of 600 x 800
pixels;.

4) Expansion Bus Structure. The expansion bus of the NCR computers is
Multibus-I; the VME/1l0 system uses a VME bus. There is no clear
superiority of either over the other. Multibus-I is an older
standard and therefore has a wider variety of products available
for it.

The VME/10 system has the advantage of being usable for compiling
programs for read-only memories in the controllers of a
distributed-intelligence architecture. Such software development on
the GDI system would require each controller to have at least partial
polyFORTH support, because FORTH code is not compiled entirely to
machine code and requires run-time interpreters from the polyFORTH
system.

Both systems are based on the Motorola 68010 microprocessor; both
provide high-resolution color graphics terminals and color inkjet
printers. Neither system is better than the other in all respects.
However, we believe the VME/10 system provides all necessary features
at a much lower cost than the GDI system.
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II.

REQUIREMENTS ANALYSIS

Listed below are what we believe to be the real requirements for the
two computers. In most cases, these agree with those given in the GDI
report. We have deviated from GDI's requirements only where GDI's own
system did not meet the requirement, where a significant cost saving
would result from a small requirement change, or where we saw no basis
for a requirement. = :

BOTH SYSTEMS

Graphics Terminal. Both systemsrshould have high-resolution color

graphics suitable for displaying schematic diagrams for viewing not
only by the operator but also others standing nearby. The display
should have at least eight colors, and the terminal should be equipped
with a detachable keyboard and an interface to the computer.

The VME/10 system has a built-in color graphics terminal with a
fourteen-inch screen and 600x800 resolution with eight colors. The
detachable keyboard and interface are included in the basic VME/LO
system.

Color Printer. The two systems should share a high-resolution (at

least 80 dots/inch) color inkjet printer. This printer should be
capable of printing the terminal screen with a one-keystroke command
from the terminal. A page should be printed in less than five minutes.

The Diablo C150 color inkjet printer has a resolution of 120 dots/inch
and prints a page in 4.5 minutes. Although the maximum page size is
smaller than the llxl7-inch area provided by the Tektronix printer GDI
selected, it will draw on a full 8.5xll-inch page, and the cost is
$16465 less than the Tektronix printer. Further, the CL50 is not
restricted to printing what is on the terminal screen as the Tektronix
unit is and does not require an expensive terminal as the Tektronix
unit does.

Printing the screen with a one-keystroke command is not automatic with
the Diablo printer, but according to Clint Bauer, a Motorola technical
assistance representative, the VME/l0 system can be programmed to read
the screen memory, format the information, and send it to a printer in
response to a control character or function key.

Software Commonality. Both systems should be of the same type and use
the same operating system and development software.

This requirement is satisfied by using two VME/l0 systems.
Modem. The systems should share a modem for transmitting and receiving

data over a telephone line. An RS-232C port should be provided to
support the modem.
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5.

6.

7.

A US Robdtics Password modem is specified, and ports are provided in
each VME/10 configuration for the modem. Although the modem specified
does not have the 2400-baud speed of the Hayes modem GDI specified, it
costs approximately half as much. Furthermore, its 1200-baud speed is
as high as is commonly supported in systems the breadboard is likely to
be connected to.

The MVME4A00 card provides two RS-232C ports. In the stimulus computer,
one of these is used for the Opto-22 relay control equipment. In the
primary computer there is one spare RS-232C port.

Support Software. Development software provided should include a

screen-oriented editor, a high-level language, a file manager, a linker
(if needed for the language), and support for real-time multi~tasking
software,

These items are provided in the VersaDOS software that comes with the
VME/10 system and the Pascal compiler specified. The GDI system does
not provide a screen-oriented editor; the polyFORTH editor is line
oriented.

Real-time Clock. A real-time clock should be provided that has the
ability to interrupt the computer at specified intervals and provide
the time of day.

A time-of-day clock is built into the VME/10, and three timers with
interrupt capability are provided omn the MVME340 cards, one of which is
in each computer.

Synchronization Link. A synchronization link should be provided
between the computers.

The purpose of this link and its exact function are not yet
identified. However, a spare TTL 1/0 line from the MVME340 card in
each computer should suffice for this link.

Disks. A hard disk unit should be provided with each computer. The
capacity of each should be at least 40 megabytes. A flexible-disk
drive should also be provided in each computer.

These items are built into the VME/10 system specified.

Backup Storage. Each computer should be equipped with bulk tape
storage for backup storage and archiving.

The MVME350, FT60, and SC199-2 provide a streaming tape backup
capability. The entire 40 megabyte capacity of each Winchester disk
can be backed up on a single tape with this system.

III-9



1.

2.

3.

6.

c.

2.

PRIMARY COMPUTER

The following requirements are unique to the primary computer.

TTLthtgﬁt. Twenty-four TTL outputs should be provided for the solar
array simulator. '

These are provided by the MVME340 card, which actually provides 64
parallel I/0 lines, along with interrupt capability.

Analog Output. One analog output is required for the solar array
simulator.

This output is provided by the MVME605 card, which provides three spare
channels.

Relay Interface. Twenty-one relay control outputs and 21 relay sense
inputs are required for the load-center interface.

The three MVME620 cards provide 4 channels for 10-60 wdc signal
monitoring with 2500 v input isolation and protection for input
overvoltage and transients. The three MVME625 cards provide 24 outputs
of 10-60 vde with 2500 v isolation and suppression of inductive load
transients. Overcurrent protection is provided for 2 A, maximum.

Analog Input. Twenty differential analog’ inputs are required.

The MVME600 and MVME60l1 boards provide 24 channels of analog input.
Ethernet. An Ethernet interface is required.

This inCerface'consisfs of the MVME330-VX card and the Excelan cable
and transceiver. Support software is provided and is included in the
cost of the MVME330-VX card.

Memory. A minimum of one megabyte of memory should be provided.

The MVME222~1 card provides one megabyte. Additional memory is
provided in the basic VME/10 system, but approximately half of it is
used for graphics support.

STIMULUS COMPUTER

Relay Outputs. Discrete digital outputs should be provided for 256

These outputs are provided by the Opto-22 equipment specified. All 256
relays are cdontrolled through a single RS-232C port. '

Memory. A minimum 512 kbytes of memory should be provided.
We have specified a 512-kbyte board (MVME202). Additional memory is

provided in the basic VME/1l0 system, but approximately half of it is
used for graphics support.
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Analog Output. One channel of analog output is required.

This output is provided by the MVME60US5 card. The card provides three
spare outputs.

TIL Qutputs. A minimum of 24 TTL outputs should be provided.

These outputs are provided by the MVME340 card, which includes 40 spare
outputs.
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I1I.

RECOMMENDATIONS

We recommend purchase of the VME/1l0 system described in this report.
However, we believe it would be wise to defer ordering the Ethernet
interface and the relays until the controllers and other portions of
the system are better defined. The reason is that either of these
items could be found to be inappropriate, and both are expensive.

Specifically, the Ethernet interface with the required support software
costs over $3000 for either the VME/10 system or the GDI system.
Ethernet was designed for an office environment, not for a real-time
control environment, and has characteristics that may not be desirable
for CM/PMAD. These include the fact that messages sent over Ethermet
may be delayed an unknown amount of time, the weight and size of the
coaxial cable required, the high cost and complexity of the interfaces,
and the vulnerability of the network to being disabled by a babbling
transmitter or a shorted controller interface.

Similarly, the relays may be found to be inappropriate. The relays
recommended in the GDI report are rated at 60 vdc and 3 A. Such relays
will not be suitable for directly inserting faults in either an AC or
DC breadboard because of the low voltage and current ratings. They may
or may not be suitable for operating contactors. Postponing the
purchase of these parts will allow tailoring the relay drive circuitry
to the requirements of the breadboard.

Both systems provide analog and TTL outputs to the solar array
simulator. The functions these outputs perform are not yet specified.

‘These interfaces should be defined as soon as possible, certainly

before software development begins.

Finally, we recommend addition of a small dot-matrix printer to either
system for such functions as printing program listings during software
development and rapid printout of data. We believe this will be
beneficial because color inkjet printers print very slowly =- over four
minutes per page for either model mentioned in this report. The cost
of a typical small dot-matrix printer is less than $400.
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13.0 FUNCTION DEFINITIONS

13.1 Power Conditioning

Of the types of CM input power considered, none is directly suitable for
CM/PMAD distributed logic circuitry (microprocessors, RAM modules, etc). Clearly,
some power conditioning must be performed as part of the CM/PMAD task.

13.1.1 Logic Power Conversion

Logic power conversion includes voltage transformations and ac/dc

conversion.

13.1.2 Logic Power Conditioning

Logic power conditioning includes dc voltage regulation and filtering.
13.2 Power Distribution

In performing this function, CM/PMAD provides the actual electrical paths
for power to flow from place to place within the CM, or physically prevents power from
flowing.

13.2.1 Circuit Protection

Circuit protection is the actual, physical defense of the mechanical and
electrical integrity of CM/PMAD circuit elements.

13.2.2 Load Switching

Load switching includes the connection of loads to or disconnection of
loads from nearby electrical buses.

13.2.3 Bus Switching

This is the connection of electrical buses to or disconnection of electrical
buses from one another.

APPENDIX IV: FUNCTION DEFINITIONS
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13.3 Power Network Control

The equipment that will perform Function 13.1, Power Conditioning, will
probably be self-regulating. The equipment that will perform Function 13.2, Power
DiStribution, will need td be told what to do and when to do it; Function 13.3, Power
Network Control, will provide that guidance.

13.3.1 Distribution Management

~ Ttis assumed that before this function is performed, Function 13.3.2.2, On-
board Scheduling has first determined which loads are to be supplied with electrical power.
The function of distribution management is to determine specifically how to get electrical
power from the CM power input to the loads in question. When this function is complete,
all information necessary to format suitable H/W commands will have been generated.
However, the actual formatting and routing of commands will not be done by this function;
it will be done under Function 13.3.4.1.2, Network Internal Commands.

13.3.1.1 N rk A men
13.3.1.1.1 witchin Tabl

Each line of the switching state table will represent the actual state
(connected/disconnected) of a particular switching device in CM/PMAD. The table will be

updated once every control cycle so that both commanded state transitions and, if they
occur, uncommanded state transitions will be registered.

13.3.1.1.2 Redundancy Assessment

This function will keep and update as necessary a record of the present state
of availability (available, failed, predicted soon to fail, etc.) of all CM/PMAD elements.
The relative efficiency of redundant elements of CM/PMAD will also be included.
Hereafter, this record will be referred to as the redundancy assessment record.

APPENDIX IV: FUNCTION DEFINITIONS
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13.3.1.2. Power Path Selection
13.3.1.2.1 Command Sequence Generation

Using the data in the baseline load enable schedule (Function 13.3.2.2, On-
board Scheduling), plus the output of Function 13.3.1.1, Network State Assessment, this
function will compose an appropriate time sequence of switching state transitions. The
sequence will be designed to minimize constructive interference between switching
transients. It will also use the most efficient of the redundant elements available.

13.3.1.2.2 Command State Table Update

The command state table will contain in compact form all information
necessary to format suitable commands to execute the switching time sequence composed
by the previous function. The table will be updated at those times that one or more
switching states are changed. Formatting of the commands will be done in Function
13.3.4.1.2, Network Internal Commands.

13.3.2 Load Management
13.3.2.1 Load Monitoring

13.3.2.1.1 Power Monitoring

Using sensor measurement or computation, the power monitoring function
will find the total electrical power flow (in kVA) to the CM and will update it every control
cycle. This function will support trend analysis, On-board Scheduling (Function
13.3.2.2), and Load Shedding (Function 13.3.2.3), as appropriate.

13.3.2.1.2 Energy Calculation

The total amount of electrical energy consumed by CM since some
appropriate starting point will be computed in each control cycle by this function. This
function will support trend analysis, On-board Scheduling (Function 13.3.2.2), and Load
Shedding (Function 13.3.2.3), as appropriate.

APPENDIX IV: FUNCTION DEFINITIONS
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13.3.2.2. On-board Scheduling

It is likely that a groundééﬁ&itgg timeline of some cbmplexity will be
transmitted to the space station. It is assumed that the Timeline will contain information on
all space station activities, including projected activities in the CM. It is further assumed
that the timeline will be uplinked no more often than about once per week, though a limited
number of short uplink modifications may be transmitted at irregular intervals. This
timeline will be one of the data inputs to the onboard scheduling function.

In addition, it is assumed that there will be a S/W entity that manages that
portion of the space station not contained in the modules. In this report, the term space
station 'rrilanéger will be used to refer to that entity. The onboard scheduling function will
bargain with the space stationmanager for station-wide resources. Station-wide resources
are those which must be shared between modules; they include electrical energy, thermal

radiation capacity, crew member shift time, etc.

The main purpose of the onboard scheduling function is to produce and
modify as necessary as baseline load enable schedule (BLES) for CM/PMAD. The BLES
will cover a specific period in the near future and Function 13.3.1.2.1, Command
Sequence Generation. Each entry in the BLES will contain the following information:

¢)) A load designator (identifying number or other label);

2) Whether that load is to be enabled (connected to electrical power) or
disabled (disconnected form electrical power);

3) The time when this event is to occur.

13.3.2.2.1 Major Scheduling

This function will be the most advanced tool in onboard scheduling. Input
data to the major scheduling function will include the CM portion of the ground-generated
timeline, preliminary station-wide resource allowances from the space station manager, the
redundancy assessment record of Function 13.3.1.1.2, and various sensor measurements.
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The major scheduling function will produce a preliminary load enable schedule (PLES) that
is a precursor to the desired baseline load enable schedule.

In producing the PLES, the major scheduling function will try to use
efficiently 100% of the preliminary electrical resource allowances from the space station
manager. The difficulty of this task depends on whether any significant equipment faults,
either within the CM or outside of it, have occurred since the original timeline was
generated on the ground. If new faults have not occurred, the task of the major scheduling
function is relatively simple, and it will produce a PLES that will very much resemble the
CM portion of the timeline. But if significant new faults have occurred, they would affect
the balance of electrical resources all over the station. In this latter case, the major
scheduling function would either have to make do with lower-than-expected allowances, or
would have to find ways to use as much as possible of an unexpected surplus of electrical
resources. If significant new faults have occurred, then the task of the major scheduling
function has become more complex. Under such circumstances, it is estimated that this

function could take up to, roughly, a half hour to compose the PLES.

In addition to composing the PLES, this function will also assign to each
CM/PMAD load a load class number. A load class number is a rough, station-wide priority
designation. Many CM loads may have the same load class number. Because there will be
a limited number of load classes station-wide (it is recommended that there be 10 or fewer),
the bargaining of station-wide resources between the onboard scheduling function and the
space station manager can be conducted over a simple, generic interface, thus preserving
the modularity of the CM design.

13.3.2.2.2  Load Requirements Projections

Using the data in preliminary load enable schedule generated in the previous
function and other data available in the CM, and using portions of the software that
supports Function 13.3.3.1.3, Network Solution, this function will compose projections
(predictions) of various CM/PMAD load requirements versus time.
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There will be two types of projections: total power projections and energy
consumption projections. A projectibn of each type will be composed for each load class
(load class numbers are generated in the previous function). Thus, if there are "n" load
classes, this function will provide "2n" load requirements projections.

" Itis assumed that there will be one or frriérfejinieiffncdiate levels of software-
controlled management tasks between the CM/PMAD task and the space station manager
task. This function will forward its projections through those intermediate tasks to the
space station manager task as electrical resource requests necessary to support the

preliminary load enable schedule.

13.3.2.2.2.1 Total Power Projections

This function will compose a total power request versus time projection for
each load class in CM/PMAD. Total power is defined as the magnitude (in kVA) of

complex power.

Each projection will cover the period of the preliminary load enable
schedule. The time resolution of each projection will be limited; if the projections were
plotted as graphs, they would look like stair-step functions with each stair-step representing
a discrete time interval. The value of total power assigned to any given stair-step will be

the requested maximum value expected during that interval.

13.3.2.2.2.2 Energy Consumption Projections

This function will compose an energy consumption request versus time
projection for each load class in CM/PMAD.

Each projection will cover the period of the preliminary load enable
schedule. The time resolution of each projection will be limited; if the projections were
plotted as graphs, they would look like stair-step functions with each stair-step representing
a discrete time interval. The value of energy consumption assigned to any given stair-step
will be the estimated energy to be consumed during that interval only.
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13.3.2.2.3 Minor Scheduling

The space station manager will examine the load requirements projections of
Function 13.3.2.2.2 and will produce final station-wide resource allowances for each of
the modules. Those final allowances that are intended for CM will be forwarded to this
function. The minor scheduling function will consider these allowances, any final
modifications requested by the crew or ground personnel, and other data available in the
CM, and will modify the PLES generated in Function 13.3.2.2.1 to produce a BLES. The
BLES is a compromise schedule that the timeline, the space station manager, the onboard
scheduling function, the crew, and the ground all agree with at the end of formal
scheduling activities. If there warénaccuracies in the various scheduling processes on
the ground and aboard the station, if no new equipment faults appeared (either in the CM or
outside it) which effected the CM/PMAD task, and if neither the crew or the ground
requested further loading changes, the BLES would be the final schedule for the
CM/PMAD activities.

In producing the BLES, the minor scheduling function will try to use
efficiently 100% of the final electrical resource allowances from the space station manager.
Because the minor scheduling function has the PLES to begin with, and because the final
allowances from the space station manager will not be greatly different from the preliminary
allowances, the task of minor scheduling is much less difficult than that of major
scheduling (Function 13.3.2.2.1). The minor scheduling function should be able to
perform its task within a few minutes.

To this point, all of the description of the onboard scheduling function and
its attendant subfunctions has been concerned with formal scheduling activities. It is
estimated that formal scheduling as described above (excluding final crew or ground
modifications) will take up to 30 or 40 minutes to accomplish. Because formal scheduling
will include bargaining with the space station manager for station-wide resources, and
because station-wide resources must be shared between modules, it seems reasonable that
formal scheduling will occur on all modules simultaneously. Also, because crew shift time
is a station-wide resource, all of the crew should be given the opportunity to approve or
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modify the formal schedules for the various modules. This final approval, even by an
experienced crew, could take as much as 15 or 20 minutes. When this time is added to the
time already taken by S/W, the total for formal scheduling activity comes to about an hour.
Because of the time taken by S/W, because all of the modules must be involved
simultaneously, and because of the time taken away from the crew, it is obvious that formal
onboard scheduling will not be invoked frequently. In fact, it will probably not be done
any more than once in each crew shift.

There will be times when the crew or ground will wish to modify the BLES
of a particular CM without having to go through a formal scheduling process.

Suppose that a crew member became suddenly ill three hours into the
schedule and could not monitor several loads assigned to him. Because other crew
members' shift time had already been scheduled, they could not monitor his loads either. If
the crew decided not to invoke a formal rescheduling, they would simply tell the
CM/PMAD task which loads to remove. Minor scheduling (this function) would remove
the ill crew member's loads from the BLES and would replace them with other loads that
would not require human assistance. This load-filling process would assure that as few as
possible of the CM's final resource allowances were wasted. Any informal change to the
BLES that involved the net removal of loading would be compensated by this load-filling

process.

What about informal changes to the BLES that involve adding a load or
loads? The crew or ground should be discouraged from making informal changes that add
loads; electrical energy that can be gathered and stored by the space station is limited, and
close to 100% of it will have been accounted for by the original ground-generated timeline
and by the major and minor scheduling functions, all of which contributed to the BLES.
For example, suppose that an astronomy team in Arizona has just concluded that the solar
flare they are observing will become the biggest one recorded since 1947. Suppose further
that the space station is now on the night side of Earth but will be able to observe the sun in
20 minutes, not enough time for a formal scheduling. In a case like this, the crew or
ground would tell the CM/PMAD task which load is to be added (the solar instrument
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platform), when it is to be added, and how long it is to be supplied with electric power.
Minor scheduling (this function) would then quickly determine which other loads would
have to be descheduled from the BLES to accommodate the new load and would so notify
the crew/ground. The function would recommend the descheduling of as few loads as
possible from the lowest load classes. If the crew or ground approved these
recommendations, this function would modify the BLES accordingly.

13.3.2.3 Load Shedding

Ordinarily, the BLES produced in onboard scheduling (Function 13.3.2.2)
would require no further modification. However, further modification by rapid load
shedding may be required if one or more of the following things happen:

@) If there has been a significant error in one of the scheduling
functions, on the ground or in orbit, which underestimates the
electrical resources required by scheduled loads;

2) If a scheduled load suddenly begins drawing significantly more
power than usual;

3) If CM/PMAD is notified by the space station manager that there
must be a sudden reduction in the electrical resource allowances
scheduled for the present period;

4 If CM/PMAD is notified by the CM thermal subsystem that more
heat is being generated in CM than can be safely dumped.

Should load shedding become necessary, this function will use the load
priority list (Function 13.3.2.4) as a guide for the rapid disabling of low-priority loads.
After it has shed a load, this function will not re-enable it. It will communicate with minor
scheduling (Function 13.3.2.2.3). This latter function may reschedule the shed load to be
enabled at some later time or may replace it with a less demanding load.
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13.3.2.4 Load Priority List Maintenance

As a background task, this function will continuously maintain a load
priority list. If the CM/PMAD subsystem is ‘being started up “for the first time or after a
general power failure, this function will have the capability of generating a completely new
load priority list in about 15 minutes and continuously maintaining'it. ‘In the list, each
CM/PMAD load scheduled in the baseline load enable schedule (Function 13.3.2.2.3) as
enabled or soon-to-be-enabled will have a unique CM-wide load priority number.

If load shedding (Function 13.3. 2 3) demdes that one or more loads must
Vbe qmckly dlsabled it will use the load priority Iist as a gu1de to detemune which loads
should be shed first and which should be kept powered to the end. The load priority list
may also be used as a guide for some strategies of fault isolation (Function 13.3.3.2.2).

Ordinarily, the BLES will be comprehensive enough that the load priority
list will seldom need to be invoked. The primary use of the list will be to help maintain
effective load control in the event of the sudden onset of a significant equipment fault,
either within CM or outside it, that reduces CM load capacity.

13.3.2.4.1 Load Schedule Assessment

This function will assess the importance to load priority of elements of the
BLES of Function 13.3.2.2.3.

13.3.2.4.2 Loads Availability Assessment

This function will inspect the redundancy assessment record of Function
13.3.1.1.2, and will determine whether a given load can be connected to CM electrical
power. If aload is not available, this function will direct that it be stricken from the load
priority list, or if the load is not already on the list, that it not be placed there.
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13.3.2.4.3 Operational Requirements Interpretation

There will probably be a body of operational requirements, mission rules,
and other similar documentation that could affect the assignment of load priority. This
function will interpret that body of documentation (or a database equivalent).

13.3.2.4.4  Load Priority Assignments

As the functions described above are being performed, they will direct the
Load Priority Assignments function. This latter function will perform the actual updating

of the load priority list.

When the BLES (Function 13.3.2.2.3) directs that load "X" be disabled,
this function will take its priority number away and remove load "X" from the list entirely.
As long as a load remains scheduled as disabled, it will not be on the list and will have no
priority number. This function will then fill in the resulting gap in the list by upgrading the
priority numbers of those loads which had had a lower priority than load "X".

When the BLES shows that load "Y" is scheduled soon-to-be-enabled, this
function will assign to load "Y" a provisional priority number and will place load "Y" on
the list in the appropriate place. Loads having a priority number equal to or less than load
"Y"™s number will have their priorities reduced by one so that no two loads will have the
same number. Soon after when load "Y" is enabled, this function, in accordance with the
directions of Functions 13.3.2.4.1 through 13.3.2.4.3, will move load "Y"'s priority
number up within the list until load "Y" arrives at its enabled priority level. Thereafter, as
long as load "Y" is scheduled as enabled, its priority will be reviewed about every 15

minutes and changed as appropriate.
13.3.3 Health Management
This function manages the "health" of elements within CM/PMAD only.

13.3.3.1 Maintenance Support
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13.3.3.1.1 Status Prediction

In this func'ticl)?ﬁ,haccfﬁirhulated e:nvgineeri‘ngﬂ data from the CM/PMAD
subsystem will be analyzed and predictions made regarding the future reliability of various
CM/PMAD elements.

13.3.3.1.2 Preventive Maintenance Scheduling

Based on the results of the previous function, this function will develop
preventive maintenance schedules for CM/PMAD. These schedules will eventually be
incorporated into the mission timeline generated on the ground.

13.3.3.1.3  Network Solution

This function will compute periodically a general solution of the CM/PMAD
power network state. Inputs to this network solution will include electrical measurements
at the CM power input, information from the switching state table (Function 13.3.1.1.1),
and a database of operational characteristics of various loads and CM/PMAD e¢lements.
The network solution will provide computed values to check against actual sensor

measurements around the CM power network.

The network solution will be used by fault management (Function 13.3.3.2)
to detect and log subtle changes in the operating characteristics of various CM/PMAD
elements. Detecting these subtle changes will be useful in managing soft faults in the CM
power network. Logging of the changes will provide some of the input data for status
prediction (Function 13.3.3.1.1).

Fault management will also use the network solution to spot malfunctioning

network sensors.

Portions of the networksolution software will be used to support Function
13.3.2.2.2, Load Requirements Projections.
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13.3.3.1.4 Monitoring

(D Collect CM/PMAD engineering data with various transducers;

) Convert the data (if necessary) to electrical signals;

3 Condition the electrical signals in hardware;

4) Convert the resulting analog signals to digital values;

%) After each digital value is transported to one of the CM/PMAD
microprocessors (Function 13.3.4.2.2, Network Internal Data), the
monitoring function will condition the value in S/W, converting it
into a mathematical or logical analogue of the original engineering

datum,

13.3.3.1.5 History Records Generation

Various records of the operating history (or predicted operating future) of
CM/PMAD will be kept by this function. The function will initiate the recording of most of
these records into peripheral storage (disk or similar) at the CM computer. The function
will also initiate the transmission of some of the records to the space station telemetry
subsystem for ultimate transmission to the ground.

13.3.3.2 Fault Management
13.3.3.2.1 Fault Detection

This function will detect faults, either in H/W or in S/W, within the
CM/PMAD Subsystem.

13.3.3.2.2  Fault Isolation

After a fault has been detected, this function will determine its location
within the CM/PMAD subsystem.
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13.3.3.2.3 Fault Compensation

When the fault has been precisely located, this function will restore the
CM/PMAD subsystem to as normal an operating state as is possible.

13.3.3.2.4  Fault Logging

The fault logging function will do two or more of the following:

(1) Compose a fault report consisting of: (a) a description of the fault,
(b) a timc-seqﬁence log of its detection, isolation, and
compensation, and, if appropriate, (c) instructions for the manual
replacement of the failed component;

2) Cause to be written to peripheral storage (disk or similar) a
permanent record of the fault report;

3) If necessary, update the redundancy assessment record (Function
13.3.1.1.2) to show whether the affected CM/PMAD element is
failed or predicted to fail;

@ Initiate the display of the fault report on a video screen at the CM
computer console;

(5 Initiate transmission of the fault report to the space station telemetry
subsystem;

(6) Initiate an audible/visible alarm within the CM.

How many of these steps that are performed by the function will depend on

the severity of the fault.
13.3.4 Comm ata Interfacin

This function is performedr in every hardware SYstem that is primarily
computer controlled but also monitored by persons. The techniques required to perform
this function are well understood and have been well developed by systems programmers;
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therefore, they will not be described in detail here. However, broad classes of command
handling and data handling functions are listed below.

13.3.4.1 Command Handling

13.34.1.1 Network External Commands
13.3.4.1.2 Network Internal Commands
13.3.4.2 Data Handling

13.3.4.2.1 Network External Data
13.3.4.2.2 Network Internal Data
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14.0 APPENDIX V: CREW INTERFACES

14.1 Power Conditioning

14.1.1 Logic Power Conversion

This function includes voltage transformation and ac/dc conversion of
power for the distributed logic circuitry in the CM.

Display to Crew:

Data specific to the module that performs this function would appear on the
CM/PMAD block diagram display. This display would show data sufficient to allow the
crew to decide whether it was necessary to connect an alternate module.

Control by Crew:

Not appropriate. Applications similar to this are routinely, rapidly,
precisely, efficiently, and reliably controlled by hardware.

14.1.2 Logic Power Conditioning

This function includes dc voltage regulation and filtering of power for the
distributed logic circuitry in the CM.

Display to Crew:
Data specific to the module that performs this function would appear on the

CM/PMAD block diagram display. This display would show data sufficient to allow the
crew to decide whether it was necessary to connect an alternate module.
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Control by Crew:

Not appropriate. Applications similar 1o this are routinely, rapidly,
precisely, efficiently, and reliably controlled by hardware.

14.2 POWER DISTRIBUTION
14.2.1 Circuit Protection

Display to Crew:

Data specific to any given RPC or RCCB that performs this function would
appear on the CM/PMAD block diagram display. Included would be data showing whether
the device tripped and when it tripped. For a device which had tripped, the crew would be
able to select whether to view data which applied to the device just prior to the moment it
tripped, or to view data describing the present state of the device. The display would also
show data relevant to the state of the CM dead-face switch (described below).

Control by Crew:

Trip levels may be set remotely on RPCs or RCCBs. If so, they would be
adjustable via the CM/PMAD block diagram display. For devices controlling three-phase
circuits, trip levels should only be adjustable for all three phases simultaneously and

equally.

It is specifically recommended that any control that the crew applies to a
given three-phase device should apply simultaneously and equally to all phases of the
device. If crew control were not limited in this way, loading imbalances could occur that
could open RPCs or similar devices in the power network. Such loading imbalances could
conceivably damage elements of the CM/PMAD subsystem.

A double-throw dead-face switch would be provided that would enable a
crew member to cut all electrical power in the CM, except emergency lighting and other
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emergency subsystems. The purpose of the dead-face switch would be three-fold: (1) it
would be the crew's last line of defense in case of an electrical fire, (2) it would be a rapid
and sure means of disconnecting runaway equipment which threatened immediate crew
injury or equipment damage, and (3) it would be a convenient means of safeguarding CM
circuitry while power cables were being connected to or disconnected from the CM.

14.2.2 Load Switching

Display to Crew:

Data specific to any given RPC that performs this function would appear on
the CM/PMAD block diagram display. Included would be data from the command state
table (Function 14.3.1.2.2) showing the commanded switching state of the RPC, and data
taken from the switching state table (Function 14.3.1.1.1) showing the actual switching
state of the RPC.

Control by Crew:

RPCs that perform this function would be controllable via the CM/PMAD
block diagram display. They could be commanded by the crew to connect or to disconnect.
For RPCs controlling three-phase circuits, connect/disconnect commands should apply to
all three phases simultaneously and equally (i.e., either all phases would be connected, or
all phases would be disconnected).

14.2.3 Bus Switching

Display to Crew:

Data specific to any given remote controlled circuit breaker (RCCB) or
remote bus isolator (RBI) that performs this function would appear on the CM/PMAD
block diagram display. Included would be data from the command state table (Function
14.3.1.2.2) showing the commanded switching state of the device in question, and data
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taken from the switching state table (Function 14.3.1.1.1) showing the actual switching

state of that device.
Control by Crew:

RCCBs or RBIs that perform this function would be controllable via the

CM/PMAD block diagram display. They could be commanded by the crew to connect or to
disconnect. For devices controlling three-phase circuits, connect/disconnect commands
should apply to all three phases simultaneously and equally (i.e., either all phases would be
connected, or all phases would be disconnected).
143 POWER NETWORK CONTROL

14.3.1 Distribytion Management

14.3.1.1 Network A men

14.3.1.1.1  Switching State Tabl dat

Display to Crew:

Data from the updated switching state table would be featured on the
CM/PMAD block diagram display.

Control by Crew:

Not appropriate. Sufficient redundancy should be built into the CM/PMAD
S/W and its supporting H/W that manual control of this function would not be necessary.
The crew must rely on software to display the switching states, because traditional
hardware displays (e.g., pilot lamps or mechanical flags) will not be used on the CM.
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14.3.1.1.2 Redundancy Assessment

This function will keep and update as necessary a record of the present state
of availability of and relative efficiency of all CM/PMAD elements. Hereafter, this record
will be referred to as the redundancy assessment record.

Display to and Control by Crew:

The present state of availability of CM/PMAD elements, as kept in the
redundancy assessment record, would be shown on the CM/PMAD block diagram display.
Elements that were recorded as failed would be flagged in red. Elements that were
recorded as having been predicted soon to fail would be flagged in yellow. Ordinarily, the
redundancy assessment record would be updated automatically by CM/PMAD S/W; this
would in turn drive the placement of the colored flags on the CM/PMAD block diagram
display. However, the crew would have the option to reverse this sequence by manually
entering flags in to the CM/PMAD block diagram display. The status implied by such
manually-entered flags would then be automatically incorporated into the redundancy

assessment record.

A crew member could elect to place a red flag on an element in the
CM/PMAD block diagram display. This would prompt the S/W to change the entry for that
element in the redundancy assessment record, listing the element as failed. In effect, the
element in question would have been permanently disabled so that the S/W would not
connect it into the subsystem again.

Alternatively, if a crew member had reason to believe that a particular
element of the CM/PMAD subsystem would fail in the near future, he or she could place a
yellow flag on the element in the CM/PMAD block diagram display. This would prompt
the S/W to change the entry for that element in the redundancy assessment record, listing
the element as predicted to fail. Thereafter, whenever the CM/PMAD S/W established a
power path that could involve the flagged element, it would select the unflagged alternate
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instead. The software would not use the yellow-flagged element unless the alternate

element subsequently failed.

14.3.1.2  Power Path Selection
14.3.1.2.1 Command Sequence Generation

This function will compose appropriate time sequences of commands for the
purpose of establishing or breaking electrical power paths in the CM/PMAD power
network. Each sequence would be designed to minimize constructive interference between

switching transients, and would use the most efficient redundant elements available. This
function does not éncompass the formatting of or actual execution of the commands.

Display to Crew:

If this function were being performed by CM/PMAD S/W, it would proceed
too rapidly for the crew to follow. If the crew elected to perform this function, a display of
the composing of a sequence would be unnecessary (see "Control by Crew", below). Of
course, the crew would be able to see the results of any command sequence as it was being
executed by viewing the CM/PMAD block diagram display.

Control by Crew:

A crew member electing to intervene in the CM/PMAD task should move
cautiously. He or she should only give one manual switching command to the subsystem
at a time and should wait to see the results. Therefore, a crew member would perform the
command sequence generation function in his or her mind and only one step beyond the
most recent manual command. Because of the relative slowness of human reflexes and the
need for caution, the crew member would be initiating successive manual commands too
slowly to cause significant constructive interference between switching transients.
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14.3.1.2.2 Command State Table Update

Display to Crew:

Updated data from the command state table would be available to the crew
via the CM/PMAD block diagram display.

Control by Crew:

Not appropriate. The command state table will be a compact coded record
suitable for use only by other CM software. While it is conceivable that the crew could
control CM/PMAD elements by manually updating the command state table, such a task
would be time consuming and not at all intuitive. '

14.3.2 Load Management
14.3.2.1 Load Monitoring
14.3.2.1.1 Power Monitoring

Display to Crew:

Data specific to this function would appear on the CM/PMAD block diagram
display.

Control by Crew:
Not appropriate. Though this is a very simple function, it will have to be

performed in every control cycle. This would, therefore, not be a practical task for a crew
member.
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14.3.2.1.2 Energy Calculation

Display to Crew:

Data specific to this function would appear on the CM/PMAD block diagram
display.

Control by Crew:

Not appropriate. Though this is a very simple function, it will have to be
performed in every control cycle. This would, therefore, not be a practical task for a crew

member.
14.3.2.2 n- hedulin
14.3.2.2.1 ajor Schedulin
Display to Crew:
Data generated by this function would be available to the crew in the load
enable schedule display.

Control by Crew:

Not appropriate. The manual performance of this function would require
the review of large amounts of data and the expenditure of a great deal of time. If this
function were to fail, the entire on-board scheduling function would become unreliable. In
such an event, the crew would probably elect to control CM/PMAD manually through the
CM/PMAD block diagram display. Such control would be on an ad hoc basis, and would
not really be scheduling in the spirit of this function.
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14.3.2.2.2 Load Requirements Projections

Display to Crew:

Data generated by this function would not be directly available to the crew in
real time, though it would be implied in the load enable schedule display. Records of this
data would be available through Function 14.3.3.1.5, History Records Generation.

Control by Crew:

Not appropriate. The manual performance of this function would require
the review of large amounts of data and the expenditure of a great deal of time. If this
function were to fail, the entire onboard scheduling function would become unreliable. In
such an event, the crew would probably elect to control CM/PMAD manually through the
CM/PMAD block diagram display.

14.3.2.2.3  Minor Scheduling

Display to Crew:

Data generated by this function would be available to the crew in the load

enable schedule display.
Control by Crew:

Not appropriate. The manual performance of this function would require
the expenditure of too much time to be practical. If this function were to fail, the entire on-
board scheduling function would become unreliable. In such an event, the crew would
probably elect to control CM/PMAD manually through the CM/PMAD block diagram
display. Such control would be on an ad hoc basis, and would not really be scheduling in
the spirit of this function.
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14323  Load Shedding

Displays to Crew:

The performance of this function would be directly evident to the crew in
the load enable schedule display and would be implied in changes in the CM/PMAD block
diagram display.

Control by Crew:

Not appropriate. In order to be effective, this function would need to be
performed far more rapidly than human reflexes would permit.

14324 ngd Priority List Mainterance

14.3.2.4.1 1o hedule Assessment

Displays to Crew:

The crew would consult the load enable schedule display and the load
priority list display (Function 14.3.2.4.4) to assess the effect of the schedule on the list.

Control by Crew:

Strictly speaking, a crew member would control this function in his or her
mind. Of course, the results of this function would be applied by the crew to the load
priority list display (Function 14.3.2.4.4).

14.3.2.4.2  Loads Availability Assessment
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Displays to Crew:

The crew would consult the CM/PMAD block diagram display (looking for
red- or yellow-flagged elements) to assess whether a given load were available and,
therefore, whether a priority assignment were appropriate.

Control by Crew:

Strictly speaking, a crew member would control this function in his or her
mind. Of course, the results of this function would be applied by the crew to the load
priority list display (Function 14.3.2.4.4).

14.3.2.4.3 Operational Requirements Interpretation

Displays to Crew:

Operational requirements, mission rules, and other similar documentation
are likely to be extensive. It is unlikely that complete hard copies of all of it would be
stored aboard the space station. It is equally unlikely that it would be convenient for a crew
member to skim through this large body of documentation via video display. The most
useful display would seem to be an audio conversation with the ground personnel who are

familiar with the documentation and can refer to it directly.
Control by Crew:

The crew should certainly be allowed to participate with the ground in
controlling this function if human intervention becomes necessary. Strictly speaking, a
crew member would control this function in his or her mind. Of course, the results of this
function could be applied by the crew to the load priority list display (Function
14.3.2.4.4).
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14.3.2.4.4  Load Priority Assignments

Using data generated by Functions 14.3.2.4.1 through 14.3.2.4.3, this
function performs the actual updating and maintenance of the load priority list.

Display to Crew:

The crew would be able to view the load priority list at any time by
consulting the load priority list display. The display is described below.

Control by Crew:

The load priority list would ordinarily be maintained automatically by
CM/PMAD S/W. It is recommended that the crew not be allowed to modify the list while
the automatic function is running. However, the crew would be allowed to disable the
automatic function. The crew would then be able to modify the list via the load priority list
display. This tabular display would show (in English) the form of the compactly coded
list. Each entry in the display would cite a specific Load and would show its priority
number (1 would be the highest priority, 2 the second highest, etc.) The crew would be
able to modify the list by modifying the display using simple keyboard or touch-screen
entries as appropriate. After modifying the list, the crew could elect to restart the automatic
function if appropriate.

14.3.3 Health Management
14.3.3.1 Maintenance Support
14.3.3.1.1  Status Prediction
In this function, accumulated engineering data from the CM/PMAD
subsystem will be analyzed, and predictions will be made regarding the future reliability of

various CM/PMAD elements. Because this is a rather complex function, it will probably be
performed by experts and expert systems on the ground. The results of this function will
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be uplinked to the CM/PMAD task in a timely manner. These results will also drive
preventive maintenance scheduling (Function 14.3.3.1.2).

Display to Crew:

Elements of CM/PMAD that have been predicted soon-to-fail would be
flagged in yellow on the CM/PMAD block diagram display. Also included would be time
estimates to failures. This information would be uplinked from the ground to the
redundancy assessment record of Function 14.3.1.1.2. CM/PMAD S/W would use data in
the redundancy assessment record to determine which (if any) elements to flag in yellow on
the CM/PMAD block diagram display.

Control by Crew:

Not appropriate. This is a rather complex function which will probably be
performed by experts and expert systems on the ground. It is doubtful that the crew could
spare the time necessary to perform this function.

14.3.3.1.2 Preventive Maintenance Scheduling

Based on the results of status prediction (Function 14.3.3.1.1), a preventive
maintenance schedule for CM/PMAD will be developed and eventually incorporated in the
ground-generated timeline. Also contained within the timeline may be codes referring to
canned maintenance procedures which may be kept in high-density storage devices (laser
disk or similar) aboard the CM. This function will probably be performed on the ground.

Display to Crew:
Preventive maintenance schedules will be a part of the timeline. As such,

they will be considered by onboard scheduling (Function 14.3.2.2) in producing the
BLES. The BLES will contain instructions to disable appropriate CM/PMAD devices and
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loads in support of preventive maintenance or repa_irr_ﬂqgc@t:igrqsﬁ.' Thus, preventive
maintenance scheduling will be visible to the crew via the load enable schedule display.

It is assumed that CM S/W not connected with the CM/PMAD task will note
the codes referring to the canned maintenance procedures mentioned above. Subsequent
producrt'ionrof hard copies of those procedhrcs for use by the crew is not now assumed to
be part of the CM/PMAD task.

Control by Crew:

Not appropriate. To do this function properly, it would first be necessary to
perform the previous function (Function 14.3.3.1.1., Status Prediction), and the crew will

not be doing that.

14.3.3.1.3 Network Solution

Displays to and Control by Crew:

It is conceivable that expected data from the automatically generated network
solution could be available for display at crew option on the CM/PMAD block diagram
display. Of course, actual data measured by sensors or computed from sensor
measurements would already be available on that display. However, meaningful
comparison of the expected and actual data would be a difficult task even for a person
thoroughly trained in the CM/PMAD subsystem; useful control of the function would be
even more difficult. Because most crews are expected to contain no such experts, it does
not seem useful to design a crew interface to support this function. It should be noted that
a tool on the ground similar to that conjectured here might be useful to an expert examining

the automatic performance of this function.
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14.3.3.1.4  Monitoring

Display to Crew:

Sensor data collected and processed by the monitoring function would be
available on the CM/PMAD block diagram display.

Control by Crew:

The monitoring function, as defined, will perform the following services for

CM/PMAD:

1)
()
3
C))
&)

Collect CM/PMAD engineering data with various transducers;
Convert the data (if necessary) to electrical signals;

Condition the electrical signals in H/W;

Convert the resulting analog signals to digital values;

After each digital value is transported to one of the CM/PMAD
microprocessors (Function 14.3.4.2.2, Network Internal Data), the
Monitoring function will condition the value in S/W, converting it
into a mathematical or logical analogue of the original engineering

datum.

It is plain from the above definition that direct control of the Monitoring

function by the crew would not be appropriate.

14.3.3.1.5 History Records Generation

Displays to Crew:

Various records of the operating history of CM/PMAD (various sensor

measurements or computed quantities versus time) will be kept by this function. The

function will initiate the recording of most of these records into peripheral storage (disk or

similar) at the CM Computer. All such on-board records would be available to the crew in
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user-friendly do-it-yourself video displays, the forms of which the crew could compose as
needed. The forms most likely to be of use by the crew would be columnar tables of
related variables sampled at the same time intervals, and measurement(s) versus time
graphs. These displays would be available through the CM computer console.

Control by Crew:

Not appropriate. Doing this function manually would take a great deal of
time. It is doubtful that the crew could spare the time necessary to perform this function.

14.3.3.2 Fault Management
14.3.3.2.1  Fault Detection

Displays to and Control by the Crew:

Ordinarily, fault detection (this function) and fault isolation (Function
14.3.3.2.2) would be performed automatically by CM/PMAD S/W. If this part of the S/W
should fail and if a significant fault should also appear in H/W, the crew should notice that
something is wrong. For example: a load is unpowered when the load enable schedule
display clearly shows it should be enabled. Another example: a powered load is acting
strangely (panel light dims, device continually cycles on and off, module lighting flickers,
etc.), suggesting that the quality of power delivered to its input has eroded. In situations
such as these, where it appears that the fault management S/W is not doing its job, the crew
should have some means of detecting and isolating the H/W fault. To manually search for
H/W faults in the CM/PMAD power network, the crew would examine the subsystem data
available in the CM/PMAD block diagram display. In principle, any H/W fault in the
power network could be detected and isolated by this means, though the more subtle ones
might escape notice of the crew. To manually detect and isolate a fault in the CM/PMAD
data network, the crew would, via interactive displays (keyboard plus video), initiate self-
test programs. The crew would also use interactive displays to run S/W comparisons
between programs in CM/PMAD microprocessors and their recorded equivalents in
peripheral storage (disk, tape, or similar) of the CM computer.
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14.3.3.2.2  Fault Isolation

Displays to and Control by the Crew:

See comments under Fault Detection (Function 14.3.3.2.1).

14.3.3.2.3 Fault Compensation

Displays to Crew:

Any fault compensation that had been applied automatically by CM/PMAD
S/W would be a part of the fault report (see Fault Logging, Function 14.3.3.2.4). The
results of fault compensation, whether applied by the S/W, through crew intervention, or
by ground command, would be shown on the CM/PMAD block diagram display.

Control by Crew:

No special control tool dedicated solely to this function is necessary. The
crew would be able to apply whatever fault compensations were deemed appropriate by
manipulating one or more of the following: the load enable schedule display, the
CM/PMAD block diagram display, or any of the control tools described elsewhere in this
appendix.

14.3.3.2.4  FaultLogging

Displays to Crew:

As part of its usual operation, this function will automatically generate fault
reports. Each fault report will consist of (1) a description of the fault, (2) a time-sequence
log of its detection isolation, and compensation, and, if appropriate, (3) instructions for the
manual replacement of the failed element. Fault reports will be written to peripheral storage
(disk or similar) at the CM computer. The crew would be able to read these records by
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calling them up on the video screen of the CM computer console. If a given fault were
mild, this would be the only way the crew would see the associated fault report. If the fault
report to be written to a video screen, as well as to peripheral storagc.'"I:f the fault were still
more severe, the fault logging function would also cause an alarm to be sounded in the
CM. Regardless 6f ;the séverity of thé fault, iis detection, isolation, and compensation
would be implied in the data available in the CM/PMAD block diagram display. In that
display, faulty components would be flagged in red, components that were predicted soon-
to-fail would be flagged in yellow, and disconnected circuits in general would be evident.
Furthermore, as display density permitted, notes would be displayed near flagged elements

briefly describing the fault or predicted fault.
Control by Crew:

The crew would be able to generate manual fault reports, if desired, via
keyboard entries at the CM computer console. The crew should be inhibited from
modifying already existing fault reports, particularly those which were automatically
generated by the fault logging function.

14.3.4 Command/Data Interfacing

This function will need to handle large amounts of digital data rapidly and
precisely. Consequently, this would not be an appropriate function for human

intervention.
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15.0 APPENDIX VI: SYMBOLICS ENVIRONMENT
15.1 The Symbolics Interface Processing Architecture

The Symbolics Interface (SI) to the Space Station Module Power Management
and Distribution (SSM/PMAD) system provides software for the User Interface (UI), Front
End Load Enable Scheduler (FELES), Load Priority List Management System (LPLMS),
Scheduling (MAESTRO), and TCP/IP communications.

The architecture provides for independent processes operating in an
asynchronous real time environment shown in Figure 15.1-1:

i deblock
Controlier specs

Input .
Clock l FELES Transaction Handler vae Recelver
Queue
Power

System
LPLMS
T r?nlls!::ttl on TPl Transmit Transmitie Stream
Queue Handler Queue

| MAESTRa
schedule

resources

C [ 1 - E

— |

Activity Schedule Equipment Database Process Data
Library Library Library

block
specs

Figure 15.1-1 Symbolics Interface Processing Architecture
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The Power System Stream is the stream connection to the network. All
. communications that flow to/from the Symbolics Interface and the SSMPMAD breadboard
are processed through this data object. This stream insulates the transaction processing

software from the specific communications medium.

The Receiver listens for input on the Power System Stream then reads a
transaction. If the historical log is active, the transaction is recorded there, as well as being
deblocked and placed on the queue of input transactions, the Receive Queue.

The Receive Queue is a first in first out queue of transactions obtained by the
Receiver. It serves as an interface between the Receiver and the transaction Input Handler.

The Deblock Spec library is a set of deblock specifications for each of the
blocked transactions that the system may process.

The Input Handler is responsible for obtaining messages from the Receive
Queue, deblocking if necessary, formatting into an application transaction, then dispatching
the transaction to the Input Transaction Queue or any other processing entity.

The Input Transaction Queue is a 3 level priority queue (high, normal, low) that
obtains application specific transactions from the Input Handler. It provides the input to the
real time Controller.

The Controller is responsible for the real time operations of the SSM/PMAD
system. Itis the main driver that provides for the initialization, time synchronization, event
list distribution, priority list distribution, and contingency operations of the SSM/PMAD
breadboard.

The mission Clock is the time driver for the operations of the the Symbolics
Interface. Time granularity in the system is 1 minute. All time derived processes utilize

this for ime synchronization.
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MAESTRO is the scheduling component of the system which provides the
capabilities for scheduling spacecraft activities. The schedule from which the breadboard is
driven is developed by MAESTRO. MAESTRO also provides the rescheduling capabilities
necessary in the event of a real time fault in the power system breadboard.

The Activity Library is a library of spacecraft activity models that may be
chosen for scheduling.

The Equipment Library is a library of powered equipment models, specifying
where each piece of equipment may be connected in the power system and the various
modes of operation of those pieces of equipment.

The Schedule Library provides a repository for previously generated schedules.

The Front End Load Enable Scheduler is the interface between MAESTRO
based schedules and commands that effect the operation of the breadboard components. It
is responsible for periodically sending component event lists to the breadboard for switch

operations.

The Load Priority List Management System is responsible for periodically
notifying the breadboard software of the relative priorities of each of the loads.

The Output Transaction Queue is a first in first out queue that provides an
interface between commands generated by the Controller and the Output Handler that is to
process those transactions.

The Output Handler is responsible for obtaining forms from the Output
Transaction Queue, performing any required reformatting, performing required blocking,
and adding an entry to the Transmit Queue for transmission of the transaction.

The Transmit Queue is a first in first out queue of transactions to be transmitted
to other processing components in the power system network.
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The Transmitter is responsible for the transmission of transactions along the
network. It operates as its own process, sleeping until something is on the Transmit
Queue. The fransaction is removed from the queue, formatted for fransmission on the
Power System Stream, then if the historical log is active, the transaction is added to it.

15.2 Tr: tion
15.2.1 Transaction Format

The following table describes the basic transaction format:

Message Start x  Start of message indicator

Control-A (ascii 1)
Destination x  Address of unit where message is being sent
Source X  Address of unit sending the message
Message Type p Type of message
Message Block ?  Contains message data bytes

The format of this varies with each

message type
Message End x  End of message indicator

CR (ascii 13)
15.2.1.1 Notes on Formatting

All messages will consist of a sequence of ASCII data bytes. Except for
Message Start and Message End all bytes will be printable ASCII characters.

PACKED numerical values are represented as a single ASCII character offset
from 48 (zero) through 126 (tilde) which provides a range 0-78.

PACKED79 numerical values are represented as two ASCII packed numerical
values describing a base 79 number. The first byte is in increments of 79, the
second are units. This provides a numeric range of 0-6240.

NUMERIC values that are not PACKED or PACKED79 will be passed as a
group of ASCII bytes (i.e. 300 would be 3 0 0).
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Unit addresses for source and destination:

vV CAC(VME/10)

X FRAMES (Xerox)

S  SI(Symbolics)

P  both FRAMES & CAC
llp aparticular LLP (A-H)

15.2.2 Transactions
15.2.2.1 01 Sync Time

SYNC TIME provides the timing parameters for time synchronization of the
breadboard software components. SI will distribute this to the CAC and FRAMES. Now
represents the current time. Start of Mission provides an actual calendar/clock time from
which to base all scheduling offsets. It corresponds to mission time 00:00:00 (dd:hh:mm).
All time based schedule data will be represented as minutes offset from Start of Mission.

15.2.2.2 02 Event List

ST will distribute the events for the load enable schedule to the CAC and
FRAMES for operation of the breadboard.

15.2.2.3 03 Load Priority List

Whenever a new load priority list is created, SI will distribute the list to
FRAMES and the CAC.

15.2.2.4 (06 Component Switch to Redundant

Whenever FRAMES is notified that a switch has been switched to its redundant
supply, FRAMES notifies the SI of the information using this transaction.
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15.2.2.5 07 Load Shed

FRAMES will notify the SI anytime loads are shed, so that appropriate
scheduling decisions may be made.

15.2.2.6 08 Contingency Events

When SI has completed its reaction to a contingency situation CAC and
FRAMES will be notified of the new enable schedule, as well as what state the power
system components should be in to successfully execute the new set of events. All state
entries will be listed before all event entries. Both state and event entries have the same
format, the difference being that all "time of state"s are filled with zeros.

15.2.2.7 09 Qut of Service

Whenever a component is known to be out of service FRAMES will notify SI
so that appropriate scheduling decisions may be made.

15.2.2.8 10 Utlization

In order to report/graph actual power utilization of components vs. available
and/or scheduled power, FRAMES must notify SI of those measurements.

15.2.29 11 Ready?

READY? is sent by SI to tell FRAMES and the CAC to initialize and be
prepared for the initial EVENTS and PRIORITIES. When the initialization has occurred,
CAC and FRAMES will notify SI with the declarative I'm READY! message.

15.2.2.10 12 Ready!

The declarative message READY! is sent by FRAMES and the CAC to the SI as
a notification that they are ready to receive the initial EVENTS and PRIORITIES.
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15.2.2.11 13 Initialized

After receiving the initial EVENTS and PRIORITIES, FRAMES and the CAC
send this message to the SI, this notifies SI that the other breadboard computer system

components are ready for operation.

15.2.2.12 14 Source Power Change

The SOURCE POWER CHANGE is a simulated Space Station message, i.e.
someone/thing of authority has notified the module that there will be change in the

availability of power to the module.
15.2.2.13 15 Contingency Start

An anomalous condition has been recognized in the power system. FRAMES
is working the situation and tells SI so via this transaction. Any transactions received by SI
between the CONTINGENCY-START and CONTINGENCY-END messages are
considered pertinent information to the contingency situation.

15.2.2.14 16 Contingency End

The contingency situation has been handled by FRAMES and all pertinent
information has been sent to SI. SI should now handle implications to the schedule.

15.3 Controller State Transitions
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QUIET send <READY? 11>
—>READY-WAIT
READY-WAIT if <READY! 12> from CAC

FRAMES-READY-WAIT

CAC-READY-WAIT

READY

INITIALIZE-WAIT

FRAMES-INITIAL-WAIT

CAC-INITTAL-WAIT

INITIALIZED

NORMAL

CONTINGENCY

-->FRAMES-READY-WAIT
else
—> CAC-READY-WAIT

if <READY! 12> from FRAMES
->READY

if <READY! 12> from CAC
->READY

start FELES

start LPLMS

send <EVENT-LIST 02>
send <PRIORITY-LIST 03>
-—> INITIALIZE-WAIT

if <INITIALIZED 13> from CAC
--> FRAMES-INITIAL-WAIT

else
--> CAC-INITIAL-WAIT

if <INITIALIZED 13> from FRAMES
--> INITIALIZED

if <INITTALIZED 13> from CAC
--> INITIALIZED

send <START-OF-MISSION 01>
-->NORMAL

when <CONTINGENCY-START 15>
halt FELES

halt LPLMS

--> CONTINGENCY

when <CONTINGENCY-END 16>
handle contingency MAESTRO

send <CONTINGENCY-EVENTS 08>
send <PRIORITY-LISt 03>

--> NORMAL
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15.4 User Interface

The User Interface (UI) for the Symbolics Interface of the SSM/PMAD
software provides capabilities for developing, inspecting, and initiating operational
scenarios for the power system breadboard. Through the use of multiple windows and
configurations, the Ul assists the user in the operation and monitoring of the mission
definitions to stimulate the use of the breadboard.

The UI is command driven; each of the commands may be initiated through the
use of the mouse, keyboard, or in some cases single key accelerators. The interface is

designed to minimize keyboard input and promote use of the mouse.
The following 8 screen configurations are available:

Console

Front End Load Enable Scheduler
Load Priority List Management System
Scheduler

Resource Manager

Communications

Activity Editor

Equipment Editor

Each Screen is organized in a similar fashion. Figure 15.4-1 outlines how a
typical screen is partitioned. Please note that it is nearly always the case that mouse
sensitive objects appear in light windows while reverse video windows are information

displays.
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15.4.1  Console

The Console provides overall system status information. It consolidates many
of the status monitors that appear on other screens. The Console is the first screen
displayed when the user initiates the system. See Figures 15.4.1-1 and 15.4.1-2 for the
Console and its Help Screen.

The Mission Time window monitors the simulation mission time. The time is
represented in a DD:HH:MM format. If the time is surrounded with square brackets [] the
breadboard is stopped or halted. When starting the breadboard an alternate representation
will appear, a countdown of how long until the start of the mission will be displayed and

continuously updated.

The Control monitor displays the status of the system, that is, whatever status
the real time Controller currently maintains.

The Schedule monitor displays the name of the schedule that is active.

The Next Event List monitor displays how long until the next event list is
created.

The Event List Prepared monitor displays when the last event list was created.

The Next Priority List monitor displays how long until the next priority list is
created.

The Transmitter monitor displays the type of transaction transmitted.

The Receiver monitor displays the type of transaction received.
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Figure 15.4.1-1 Console Screen
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Console Help
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Figure 15.4.1-2 Console Help Screen
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15.4.2 Front End Load Engblg Schedulg

the generatlon of load enablc commands See Flgures 13 4 2 1 and 15 4. 2 2 for the

FELES and Help Screen. Please refer to the Console dcscrlptlon in the Symbolics

Environment section for status line monitor definitions.

The Event Monitor is a textual and graphical display indicating what commands
are being recognized by the power system. This monitor is continually updated as events
are initiated as mission time advances. This monitor effectively shows what should be
happening in the power system ‘The graphlcal dxsplay shows the RPCs within each load

center. If the RPC is black it is enabled. A circle cross below an RPC indicates the RPC is

out of service.

The Event Data Base is a textual listing of an event list. When the list was
created and when it becomes effective are indicated. The user may choose any list that has
been created by the FELES. By mousing on an event line the user will see what
experiments are utilizing the specific component at the time indicated.
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SS Module Front End Load Enable Scheduler

TTTMISSION TIMET 1T T TEVENT LIST PREPARED NEXT EVENTUIST T TContROL
[00:00:01) 00:00:00 29 minytes HALTED
EVENT MONITOR | l EVENT DATA BASE
00:00:00 Ht7 ON (00
00:00:00 KfS§ ON {00
00:00:00 SRC ON 100
il Event List
00:00:00 715 ON 100 [ Created : 00:00:00 Effective : OO:OO:OOI
Ilme Companent _Type  Max Ppwer
Load Center 8 00:00:00 (APC H17 Jhw) ON 100
00:00:00 (ACCHE HIF 1Dhw) oN 100
00:00:00 (USLAB Power 3 25kw)  ON
P E)| PO FIEIERES e 00:00:00 (ABG (C8-18 DEwd o oN 100
00:00:08 CAPT A8 Jkw) oN 200
00:00:08 (ACCE A1F 10kw) oN
W1 | i e e (b [ G ] 00:00.08 <APG ADK Jkw) on o
. (APC ADI Jkw) on @0
oS ——— 00:00:08 <ACCE 402 10kw) on 20
g:.-aa.-u CUSLAB Pewsr Sysism 2§kw) CHANGL 380
= =5 :00:08 (APC LC1-08 thw) on 4
F3EEEE P EED | FIFAE I E R MR E 00:00:00 <APC LC-02 1kw) on 2
00:00:09 ¢APC LCI-D4 Thw) on 20
5 00:00:08 (APC LT8-BD Diw) oN 200
TP [ ) P CICIEI S CIEEEE 000008  <APG HIT Jiws exanar 40
KRCCHE HIF 10kw) CMANGE »40
toad Center 3 Subsystem Gistridutor 2 D0:00:09  CRPC AD4 Jtwd on 20
00:00:00 (ACCE A2 1Dkw) CHANDE 100
00:00: < ” - 4
EIEIES e EICIE | LIRS EIEN IR 00:00:09 <A LCa-04 tawrm T ot 20
FIEIEIRIEME R | FIER I E
*Refresh +5creens Active Events Event Database Recent Events

& Aefresh Dispisy
<l

€10:22:10> Psuse Breadbodrd.

Figure 15.4.2-1 FELES Screen
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Feles Help

CORARND

<Systen Opcrations)-

WREFFESH
*SCREENS

«Datobase Uperations?
ACYIVE EVENTS
EVENT DATRERSE
RECEHT EVEWIS

tSensitive Cbjects?
COMPONENT

(Feyboard Acceleratorsy
lcontrol]-"

DESCRIPTION

Display the event Yist thatis currently active uithin the pouer systen,
Display an event Tist fron the database, select ane from a renu,
Bisplay the event list most recently created, which nay not be active.

Event Line 1n Datadase Listing
Pravides a Tisting of uhat esperiment usea that component at the time of the svent.

Kedicplay the Load Uenter Lights on FELES IF they disappear,

Type 8 space to refreszh the screen: J

SEMPMAD Symbolicy Interface Fews reip

Figure 15.4.2-2

FELES Help Screen

1y
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1543 Load Priority List Management System

The Load Priority Maintenance screen provides the user the ability to inspect
load priority lists that have been generated by the LPLMS and transmitted to the power
system. See Figures 15.4.3-1 and 15.4.3-2 for the LPLMS and its associated Help
Screen. No updating or modification operations are permitted.

The Priority Data Base displays when a priority list was created, when that list
is effective, the ordered priority list, and for each component in the priority list the subtasks
of the activities that are utilizing that component during the effective time period. The user
may display any priority list that has been created by the LPLMS.

The Weightings is an informational display that shows what weighting criteria
was used in the development of the priority list. These ratings are non-modifiable and

represent 10-highest to 0-lowest.
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5SS Module Toad Priority Maintenance

T TcowtwoL
HALIED

MISSION TIML T OPHIQRITY UIST PREFARED ~ 7 77 7T HERT PRIDHITY LIST T T
[00:00:071] 00:00:00 ¥3 minutes
PRIORITY DATA BASE 1{ WEIGHTINGS
Actlve LPLMS Welightings
IPrlovl(y List “‘m;nm ;l
Creatpd: 00:00:00 Effective: 00:00:00 - 00:00:1 mum‘"‘-‘!l[ H
mrmxf: :
1 GO0 (RPC LC6-00 Skw) CREW 1
IECTACEMNTARY REBURCE 3
POWER UP & VERWNY 00:00:08 Q0100:13 PERCENT COMPLETE 2
PURGY 4 BTAAT AECOROCRS 00:00:12 DD:00:19 CONGTRAINED 3

2808 (APC LC1-08 Thkw)>
ECTADEMTARY
POWER UP & VERIFY 00:00:08 DODO:13
PURQE & BTARY AECORDIAS  0D:00:13  00:00:19

3002 <{APC LCS-02 tkw)
QECTAOEMTARY
POWER UP & VIAIFY  DD:GD:08  DO:90: 13
PURQGE & ITAAT RECORDERI  00:00:13  0O:00:19

4004 (RPC LC3-04 Thkwd
HLECTROINTAKY

POWER UP & VIAFY DO:00:00 0O:00:12

PURTE & JTAAY ATCORDELAS 0O0:0D: 13  OO:DD: 1B

X FIK /AP, | MR 1K S

*Refresh #Screens Alter Weightings Priority Dstabase

Figure 15.4.3-1 LPLMS Screen
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Lplms Help

conmann OESCRIPTION
1Syston Operations>
SFEFFESH
¢SCFEENS

«Batabare Cperstionsy
FLTEP LEICHTINGS
FRICFITY DATAERCE

HOY IHMFLEMENTED, alter the ueightirég for pricrity Tist generation.
Cisplay a pricrity 1ist from the databate, =elect one fron a nemu.

Tyce a sp3:e to refresh the screen: |}

SIAPTIAD Symroiics Interface 1pims Maip

Figure 15.4.3-2 LPLMS Help Screen
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The Scheduler is used for displaying the current schedule as well as fo
resetting the ;chedufer: “retrieving a schedule from the schedule library and getting
information about the scheduled activities. The help screen for the scheduler provides more
detail on the available operations on the Scheduler Screen. The following two figures,

15.4.4-1 and 15.4.4-2 reflect the Scheduler and Sch'eduler'HerI]’J screens respectively.

MAESTRO the SS Module Scheduler

MISSION TIME™ - TTTScHEDULE
o _..[90:90:09) B No Neme

i
i
}
T 1 1 1 T T 1 1§ T T Y T T 1 1 T I T T. X T 1 1 )
IR wware 088,00 [IXTET] N $oi18:00 mien AT s wired 80.14:88 02108 [IETR)

oRefresh oScreens  Remove Rcvigve Save Extend Query  Requests Reset  Schedule Stop ’

€ Guery Scheduler
C Scheoule
<l

<10:06:323 CALCIROEATAXY scheduicd D0:17:23 thry QUiZ0:57.

<10:05:36)> sucmnmmmtlu Aequests Satisfied: O Ourstanding §

Figure 15.4.4-1 Scheduler Screen
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Scheduler Help

CONNAND
<Syzten Cperations>
<REFRESH
+SCREENS

<L ibrary Operations?

REMQVE

FETRIEVE

SRUE

<Scheduler Operations>
[

QUERY
FPECUESTS
FESET?
SCHEDULE
STOP

<Semsitive Objects>

ACTIVITY NAME

Describe Retivity Group

Show R11 Perfornances Scheduled
Show Resource Pequirenents

Show Subtasks

SCHEDULE BRR

Descridbe Schedule Bar
Unschedule Perfornance
Describe Retivity

Shou Pesource Pequirenents
Shou Subtask Description

DESCRIPTION

envevmrsereserirrseenaenas rreresreres

Refresh the display, use if displav apprar onplete.
Display & neu screen, select fron 3 nehu,

Renove a tchedule Fron the litrary, select one from 3 nenu.
Retrieve a schedule from the 1ikbrary, selest one From 3 menu.
Save a schedule into the libracy.

e length of the scheduling e .
Duery the scheduler, select one GF more fron a nenu,
Rdd additional scheduling reguests, select one or rore from 3 nenu.
Reset the scheduler, reinitialize schedule,activities, and resources,
Kun the schedoler.
Stop a running scheduler.

S T TP LR LTI
L~ Describe Rctivity Group, eny

Show the activity group data Structure,

List start and end tine for all scheduled performances.

List by subtask the resource reguiren s for this actiivty.
List each subtask With it°s tenporal attributes, =

L- Describe Schedule Bar, M- Unschedule Performance, R- Meny
Shou subtask startsend times for this scheduled performance.
Remove this scheduled performance from the schedule.

Shou the activity data structure.

List by subtazk the resource recuirements for this actiiuty.
List each subtask uwith {t”s temporal atteibutes,

Type 3 =pace to refresh the screen: | |

SIMPMAD Symbolics Interface Scheduler Help

Figure 15.4.4-2 Scheduler Help Screen
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15.4.5  Activity Editor - o

The Activity Editor is used to create activities describing tasks to be scheduled.
Each activity has a priority and a number of subtasks to be executed sequentially. The main
window is used to enter information about the activities and the subtasks associated with
that activity. The inverted window is for display purposes only. Figures 15.4.5-1 and
15.4.5-2 show the Activity Editor and Activity Editor Help screens respectively.

MAESTRO Activily Editor

TTTMISSION TIME T
. .. foo00:00] G

.
T T 2 10 X3 L W Y2 T W KIS

Define ACTIVITY ACTIVITY (A4316)

Spacclad2

N e —

B5(SAVED-RCTIVITY-CROUP WO Spacetat?

Activity Name: Spaceiab2

Priorlty [(O-highest theu 3-lowest]: 3 v Sopen
Number of Performances Requested [1-100]): 1 ™ea
Number of Subtasks {1-50]: 1 MISSION-COIE MIIT6
@ED aborts, aWD uses these values e e

%K S-ELOUESTED §
Define fest SUBTASK (SA431601A) eI i ies L

of ACTIVITY COVTTAINYZ LOTLO™ MIL
SECONDRRY L O TERTNTS -CETLEEN ol

Spacelab2 RETRFS (SAIIQIR) .
TIVCRTUHITY-MINIOS (1D §9E0))

- T INGTRUCTIOMG

Subtask Name: Flrst Subtask R oo ™

Minimum Duration {d¢d:ph:mm]: 00:00:01 g#ﬂ?&:#?

Manximum Duration [dd:hh:mm]}: 00:00:01

Minlmum Oelay {dd:hh:mm): 00:00:00 bty

Maximun Delay {dd:hh:mm]: 00:00:00 DILFOLITION UNERTSTID

Rest of Subtash Can Be Skipped In Contingency?: Yes No
Minimum Duration Completed to Skip [dd:nh:mm]: 00:00:01% SETUSCE-LOOK M KIL
Subtask Can Be interrupted and Continued In Contingency?: Yes No ot o WL LAY

d

oRefresh oScreens Create

New Activity
New Activity

Figure 15.4.5-1 Activity Editor Screen
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Activity Editor Help

CONRAKD DESCRIPTIOR
Systen Dp:raucn:’
FRESH Refresh the d!sple
°5CFEEHS Display » necu streen,

«Database Operations) reveeerye
CREATE Cream -] neu a:uu
Editing of an activity is not supported. Vou way only create 8 neu one.
Hitting the [ABORT) key at any time during the creation of an activity,
i1l abort the creaticn of the sctivity; ft will ROT jJust back you ot
of the operaticn you are executing.

Type a space to refresh the screens §

SSMPMAD Symbolics Interface Activity Editor Help

15.4.5-2 Activity Editor Help Screen
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15.4.6  Equipment Editor

The Equlpment EdllOI' prov1des the mechamsms for addm g modes of operatlon

and locations to equipment. There are two main windows to the Equipment Editor, The
Description Window is used for adding modes and locations to equipment, as well as for
displaying information about equipment. The Powered  Equipment display is a scrollable
window of the available equipment. Each lme on Wy is mouseable. The following-

two figures, 15.4.6-1 and 15.4.6-2, show a sample dlsplay of the Equlpment Edltor and

the Equlpment EdltOI‘ Help screen respectlvely

RO g D dito _
o, 0 0 S
00:00:0 D
DESCRIPTION POWERED EQUIPMENT
T
Modes for Equipment Load Center 3 Test Device TTEELT
Load Center 3 Test Device Load Center 4 Test Device
Subsystem 1 Test Device
BAME  MAX POWFR MAX CURRENT AFDUNDANY  TEST Subeystem 2 Test Device
oft [} 0.000 YES NO RPC 00 Test Device
1000w Test 1000 4.808 YES YES RAPC 01 Test Device
RPC 02 Test Device
RPC 03 Test Device
RPC 04 Test Device
Locatlons for Equipment RPC 05 Test Device
Load Center 3 Test Device APC 06 Test Device
APC 07 Test Device
BEC LOCATION RPC 08 Test Device
000  Load Center 3 RPC 14 Test Device
001 Load Center 3 RPC 15 Test Device
D02 (oad Center 3 RPC 16 Test Device
003 Load Center 3 RPC 17 Test Oevice
D04 Load Center 3 RPC 18 Test Device
D05 Load Center 3 RPC 19 Test Device
D06 Load Center 3 RPC 20 Test Device
D07 Load Center 3 RPC 21 Test Device
D08 Load Center 3 RPC 22 Test Device
sRefresh +Screens Add Locatlon  Add Mode  Show Locatfon Show Modes

& Controi-Q Equipment Editor
€ Srow Equipment Mode And Location [oad Center 3 Test Device

€10:22:103 Pause Breaddosrd.

Figure 15.4.6-1 Egquipment Editor Screen
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Equipment Editor Help

CONRRND
«Systen Operationss
SFEFFESH
$SCFEERS

<Dstobase Operations?
RDD LOCRTIOH

RADD MOTE

SHOW LOCRTION

SHOW MODES

«Sensitive ObjJects)

POUERED ECUIPRENT

Describe Poucred Equipnent Data Structure
3 Lacatton for Equiprent

Rdd NMode for Equipaent

Show Location of Equipnent

Show Modea of Equipnent

Shou fode and Location of Equipnent

Type a space to refresh the screent B

DESCRIPIION

P
Display a new scrte » :elect fron a menu,

cerisisaraneansy rrreirestatestinreseny
€ of the operatd require a choice of equ!anent fron POKERED EOUIPHENT,
Rdd & rew Tocatdion for a plece of equiprent.

fAdd a ncu mode of operation fer a plece of cquipnent,

List 211 locationy for a piece of equiprent,

List 8)Y operating nodes For a plece of cquipnent,

vrrereverenrvrRrEIesoary esresenrEviveey
L- Describe Poucred Equ'nnent Data Structure, ﬂ- MHeny
Shou Internal dsts structure.

Hdd o ncw Tocation For thiz plece of eguiprent,

Add & meu node of operation for this plece of equipnent,
List 8)) Yocaticns For Lhis plece of equiprent.

List a)l cperating modes for this plece of equipnent.
List nodes and locations for TRIZ Equipnent

SSMFMAD Symbolics Interface Equipment £citor Melp

Figure 15.4.6-2 Equipment Editor Help Screen
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15.4.7 Resource Manager ,

The Resource Manager screen provides graphical and textual information related
to power resource utilization. The user may display power utilization graphs for the entire
system, by load center, or individual components. Another feature of the interface is the
specification of a change to the source power in order to effect the breadboard during
operations. See Figures 15.4.7-1, 15.4.7-2 and 15.4.7-3 for the Resource Manager,
Utilization Graph and Help Screen. -

The Interactive Display region of the screen provides two functions: 1) display
of power utilization graphs, and 2) input region for Source Power Changes. Graphs
displayed are always mouse sensitive providing the capability to display its parent
component utilization, a textual list of utilization, or a list of activities that are scheduled to

utilize the component.

Source power change specifications utilize this area for input of the change in

power and the duration of that change.
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SS Module Resource Manager

MISSION TIME T TCONTROL™
[00:00:01]} L Lo Wwm

Utlitzation Graphs for Subsystem Distributor 1 [3kw RPCs) 00:00:00 thru 00:08:00

. N
m- . .

_E_E_El_@_@_@f_@,ﬂ
B B & EEGEBE

oRefrech Future Power Change Graph Resources Power Utilization
#Screens Immediste Power Change!  Load Center Utilization

(Y0:22:10> Pause Dreadboard.

Figure 15.4.7-1 Resource Manager Screen
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85 Module Resource Manager R

" MISSION TIME ‘ ’ - ’ B T T contwol
[00:00:01] _ S e e L HALTID

Module Power Actual (solid) vs Projected (line) Litilization

16000

+Refresh Future Power Chenge Power Utilization

Graph Resources
#5¢reane Immediate Power Change!  Losd Center Utilizetion

€10.22:10> Pquse Breadhosrd,

Figure 15.4.7-2 Resource Manager Screen
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Resource Manager Help

COnPAND TESCRIPTION

tyotem Cperationsy . . v
FEFFESH Ihotr splav, wie if dizplay
SFEERD Tizplsy 3 ney screen, felect from a renu.

PFodule Foon . srrrrrrririrerver T Yy TET Ty
FUTLPE FIUER O du¥e power allocstion in the futere.
IFMEQIRTE FULEP CHANG

BOT IMFLEMENMTED, Draw otilizaticn o - n=pouered rescurces,
Jruu condernced schedoTeTOUITIZotion grophs for each FPL im 3 load center,
Traw scheduled utilization gragh for ncdule power.

<Syrsitve Chjectsy LUt rErraesereaseasetessareatsnrta st Etaat sy
BT LYRFH L= braph Lorpcnent Yriligstion, M- lexfual Lorpsnent Utilizaticn, K- Meny
HI1 grapks (except condanzed) chow schpduled otilization (Yime) us actual (black).
- mionert Utilization Cras e-parded greph of scheduled pouwr ytilization.
- E : er et Uity 8 irteryalsyales regrerentatica of seheduled piuer Utilizaticn,
- r3ph Fargnt Lomponert anded grach of scheduled power for the parent of this corgorent.
Wra Ures L1117 wmst e-perirentd ptilize this component of the pousr systen,

Tope 3 <fale tc refre:h b

= RTer yiir HiE

Figure 15.4.7-3 Resource Manager Help Screen
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15.4.8 ) Communications -

* The Communications screen displays raw transactions that are received by the
Receiver or transmitted by the Transmitter. When the monitors are on, as each transaction
is processed it is displayed; if the monitors are off, no display of the transactions will occur
until the monitor is turned on. See Figures 15.4.8-1 and 15.4.8-2 for the Communications
and its associated Help Screen. "

The Transmitter Monitor displays each transactions that is transmitted over the
network by the SI. The actual time and mission time are displayed along with each
transaction's "raw" contents. By mousing on a transaction the user may see the deblocked

version of the transaction.

_The Receiver Monitor displays each transaction that is received over the

network by the SI. The actual time and mission time are displayed along with each
transaction's "raw" contents. By mousing on a transaction the user may see the deblocked

version of the transaction.
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SS PMAD Gommmunications

[00:00:01]

MISSION TIME RECEIVER THANSMITTER
RE 10LE

RECEIVER MONITOR j ] TRANSMITTER MONITOR

3 1tems In the Transmit Log at §/28/88 10:28:07.
{90:00,UN]8/78/88 10:20:00 P31092488102005002868102108
{00:00:00)9/20/98 10:20:08 PS200000002000000K 1 7C001D0YNYDOODOO0000

15CO0100YNY 1SNOC S OONNY
08A YNY JOD00AA § SCO0200YNY ADS
COO04QYNY ADCH A0YNY A 0008
OYNY YOO Y
M YOD900
17C00940YNY 15CO0940YNY
N D2C001D0YNY
+5C Y 17HOS
COO0BOYNY 1 7HO2C: YNY 17A37CO0T0
DYNY 17A18C YNY 17AY YNY
174 YN 17A02C00 $20YNYDOOO0
14 1 Yooy
000001 70 Y 17€01 Y
17F02 TDONNY 1BAY YNY 19A%S
COJ180YNY 1 Yid tH17CO408
OYNY 141SCO1OBOYNYI tF{3CO10BONNYD
3 AS YNY A15C 'Y NYDQO000
Yt 17CO0YDOYNY
15C00 1 OONNY00 400000000

15C00 tOOYNY
[90:00:00]8/28/88 18:20:10 PBE300000006G0080BDO2004F 15C04

Screens Show Log Turm OFF Monitor Turn ON Monitor Show Log Tum OFF Monitor Turn ON Monitor

€ Turn On Transmittér Momitor
C  Srow Transmirver 109
15

€10:22:10> Pause Breddboard.

Figure 15.4.8-1 Communications Screen
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Communications Help

conmAnD DESCRIPTION
“System Uperations: . rraererr
4 SLREENS ay a new

<Reveiver Dperationg)
SHOUW LG
TUFIt ON MONTTOR Display transactions a3 they are received, al:o nake Tog displayable.
Tuklt OFF MOHITOR Do not display transactions as they are received.

<Transmitter Operatsons? (33 TrrwysrervrsrverzavEsve

SHOW LOG been transmitted.
TYFH ON MOGITCR Display transactions as they are transnitted, 3130 make log displayable.
YURH CFF MDHITOR Do not display transactions as they are transmitted.

«Sensitive Objects:
LC§ EIIRY
Show Deblocked Transaction Display the transaction, with basic message deblocking.
Show Expanded Deblocked Transaction Display the transaction, fully deblocked.

Type s space to refresh the screen:

SERPMAD Symooues Intgrfacg Commynications Hep

Figure 15.4.8-2 Communications Help Screen
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16.0 APPENDIX VII: ICD

The following are SIC (Switchgear Interface Card) to LLP (Lowest Level
Processor) commands, formats, and expected responses. The COMMANDS are messages
from the LLP to the SIC. The RESPONSE is the actual data returned from the SIC in
response to a command. The LLP will wait for a RESPONSE from the SIC after each
command is sent. If no RESPONSE is received within 2 seconds, the SIC card will be
considered nonfunctional. All COMMANDS sent to the SIC card will end with a CR
(Carriage Return ) which flags end of transmission to the firnware on the MVME331 card
(intelligent communications controller). All RESPONSES from the SIC will also end with
a CR for the same reason. The MVME331 card removes the CR before transmission from
the SIC to LLP and from the LLP to the SIC.

NOTES:
The dip switch configuration for SIC is as follows:

Switch 1 - switch open (off) - bit0 high
Switch 2 - switch open (off) - bitl high
Switch 3 - switch open (off) - bit2 high
Switch 4 - switch open (off) - bit3 high

The SIC port configuration is as follows:

Baud rate - 9600
Data bits - 8
Stop bits - 1
Parity - even
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Status Format:

******{k,**g!sit*jiﬁlg**********gﬁ_i{gﬁd{!‘?’l}i{l{’t*************************

*  bytel * byte2 * byte3 *  byte4 *
stttk ke ke s ko ks e e e ol ke e e ke s e ke ke e kol ok e ko s ek e e ek

where: bytel ->$30 -- status OK
-> $31 -- status NOT OK

byte2 -> cc -- copy of command received
with MSB bit always set to 1

byte3 -> $80 -- status OK

-> $FF -- unknown command

-> $81 -- first byte not a command byte

-> $82 -- did not receive first data byte

-> $83 -- first data byte msb not high

-> $84 -- did not receive second data byte

-> $85 -- second data byte msb not high

-> $86 -- switch already on

-> $87 -- switch already tripped when
tried to turn it on

-> $88 -- switch already off

-> $89 -- switch already tripped when
tried to turn it off

->$8A -- GC Data Valid error when
getting switch data

NOTE: If the following statuses are received, do not 'download’ switch
settings
-> $8B -- continous buffer overflow
(reset continous buffer)
-> $8C -- once buffer overflow
(redo once buffer)

APPENDIX VII: ICD
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NOTE: If the following statuses are received, the SIC card must be reset
or must use the redundant SIC
-> $A1 -- SIC character buffer overrun
-> $A2 -- character overwritten (OE)
-> $A4 -- parity error from UART (PE)
-> $A6 -- OE and PE
-> $AS8 -- framing error (FE)
->$AA -- FE and OE
-> $AC -- FE and PE
-> $AE -- FE and OE and PE
-> $F7 -- SIC internal memory parity error
byte4-> $0D -- end of status
Command Word Format:

s ok 2k 3k ok 3k sk ke 3k 3k sk ke fe 3k e sk ok sk 3k e e sk 3 3k e e o ok 3 sk o 3k sk sk ok e ke e ae sk S e b ke sk sk sk e ke ok e ke e ok sk ke ok ok

*

bytel  * byte2 * byte3 *  byted ¥

3 3k 2k 3 3 3l sk e s e sk sk e 3k sk sk ok sk ke e e o ok 3k e e o ok sk ok o o o s s ke s e e e s e ke e e ke Sk B ke ok sk ok ke ek ek ok ok

where:

Switchword Format:

bit14=

bit0
bitl
bit2
bit3

bytel ->cc -- command

byte2 ->ddl -- first byte of data word
byte3 ->dd2 -- second byte of data word
byte4 -> $0D -- end of command

switch not tripped bit14=1 (tripped)
current (1) trippedsurge current H
current (1) tripped fast trip H
current (1) spare
current (1) spare?2

APPENDIX VII: ICD
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bit4  current (1)

bitS  current (1)

bit6  current MSB (1)

bit7  always 1

bit8  current overrange H (1)
bit9  S2 solid state swtch on H
bitl0 S1 mech switch on H
bitll overtemperature H
bit12 off control input H (2)
bit13 on control input H (2)
bitlS always 1

(1) RMS current

tripped overcurrent (i2t) H
tripped undervoltage H

 tripped grnd fault H

always 1

tripped overtemp latched H
52 solid state swtch on H
S1 mech switch on H
overtemperature H

off control input H (2)

on control input H (2)
always 1

(2) bit13  bitl2  RPC comman

0 0 on (error in hardware)
0 1 on
1 0 off
1 1 no change
GC Data Valid word format:

bit0 -> GC Data Valid switch 7 H
bitl -> GC Data Valid switch 8 H
bit2 -> GC Data Valid switch 9 H
bit3 -> GC Data Valid switch 10 H
bit4 -> GC Data Valid switch 11 H
bit5 -> GC Data Valid switch 12 H
bit6 -> GC Data Valid switch 13 H
bit7 -> always 1

bit8 -> GC Data Valid switch O H
bit9 -> GC Data Valid switch 1 H
bit10 -> GC Data Valid switch 2 H

APPENDIX VII: ICD
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Sensorword Format:

bitl1 -> GC Data Valid switch 3 H
bit12 -> GC Data Valid switch 4 H
bit13 -> GC Data Valid switch 5 H
bit14 -> GC Data Valid switch 6 H

bitl5 -> always 1

NOTE: L - data valid

H - data not valid

bit(Q -> sensor data bit O
bitl -> sensor data bit 1
bit2 -> sensor data bit 2
bit3 -> sensor data bit 3
bit4 -> don't care

bit5 -> don't care

bit6 -> don't care

bit7 -> always 1

bit8 -> sensor data bit 4
bit9 -> sensor data bit 5
bit10 -> sensor data bit 6
bit11 -> sensor data bit 7
bit12 -> don't care

bit13 -> don't care

bit14 -> don't care

bitl5 -> always 1

A current/voltage sensorword_set consists of 9 sensorwords of the above

format for a given current/voltage sensor. The 9 sensorwords will be of the following

order:

APPENDIX VII: ICD
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V ms
Irms
V offset
I offset
V instantaneous

I instantaneous
P instantaneous
P real
frequency

In this document the notation sensorword_set_n will mean the 9
sensorwords of the described sensorword format in the described order for a given
voltage/current sensor "n" where n can be sensor/voltage sensor 0 to 15

1) COMMAND: execute SIC firmware reset (does not reset actual set

configuration)
FORMAT: cc -—>9$24

dd1 --> $80

dd2 --> $80
RESPONSE: - set up 2 sec timeout

- four bytes of data plus the status as described in
the NOTES where the first two bytes give the
following data:

bit 0 -> 0if GC7 connected, 1 if not
bit1 -> 0if GC8 connected, 1 if not
bit2 -> 0if GC9 connected, 1 if not
bit 3 -> 0if GC10 connected, 1 if not
bit4 -> 0if GC11 connected, 1 if not
bit 5 -> 0if GC12 connected, 1 if not
bit 6 -> 0if GC13 connected, 1 if not
bit 7 -> always 1

APPENDIX VII: ICD
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bit 8 -> 0 if GCO connected, 1 if not
bit 9 -> 0if GC1 connected, 1 if not
bit 10 -> 0 if GC2 connected, 1 if not
bit 11 -> 0 if GC3 connected, 1 if not
bit 12 -> 0 if GC4 connected, 1 if not
bit 13 -> 0 if GCS connected, 1 if not
bit 14 -> 0 if GC6 connected, 1 if not
bit 15 -> always 1

the third byte gives the following data:

bit 0 -> current SIC switchQ setting
bit 1 -> current SIC switchl setting
bit 2 -> current SIC switch2 setting
bit 3 -> current SIC switch3 setting
bit 4 -> 0 if A/D connected, 1 if not
bit 5 -> don't care

bit 6 -> don't care

bit 7 -> always 1

the fourth byte gives the following data:

bit 0 -> don't care
bit 1 -> don't care
bit 2 -> don't care
bit 3 -> don't care
bit 4 -> don't care
bit 5 -> don't care
bit 6 -> don't care
bit 7-> always 1

APPENDIX VII: ICD
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2) COMMAND: reset switch
FORMAT: cc -->9$22
dd1 --> $80 +j
j -- 7 bits corresponding to the

switches as follows:

bit 0 -> switch 0
bit 1 -> switch 1
bit 2 -> switch2

bit 3 -> switch 3
bit 4 -> switch 4
bit 5 -> switch §
bit 6 -> switch 6

dd2 -->$80 +k
k -- 7 bits corresponding to the

switches as follows:

bit 0 -> switch 7
bit 1 -> switch 8
bit 2 -> switch 9
bit 3 -> switch 10
bit 4 -> switch 11
bit 5 -> switch 12
bit 6 -> switch 13

RESPONSE: - set up 2 sec timeout
- status as described in the NOTES
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3) COMMAND: command switch on checking switch on or tripped status
first; if any of the above conditions exist, the switch
command for that particular switch or switches is not
executed

FORMAT: cc --> $2E
ddl --> $80 + j (j is defined in (2))
dd2 --> $80 + k (k is defined in (2))

RESPONSE: - set up 2 sec timeout
- status as described in the NOTES

4) COMMAND: command switch off checking switch off
or tripped status first; if any of the above
conditions exist, the switch command for that
particular switch or switches is not executed
FORMAT: cc --> $2F
ddl --> $80 + j (j is defined in (2))
dd2 --> $80 + k (k is defined in (2))

RESPONSE: - set up 2 sec timeout
- status as described in the NOTES

5) COMMAND: command switch on immediately even if already
on or tripped
FORMAT: cc --> $21
ddl --> $80 + j (j is defined in (2))
dd2 --> $80 + k (k is defined in (2))

RESPONSE: - set up 2 sec timeout
- status as described in the NOTES

APPENDIX VII: ICD
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6) COMMAND: command switch off immediately even if
already off or tripped
FORMAT: cc -->$20
dd1 -->$80 +j (jis defined in (2))
dd2 --> $80 + k (k is defined in (2))

RESPONSE:- set up 2 sec timeout
- status as described in the NOTES

7) COMMAND: get data for one specified switch a specified
number of times
FORMAT: cc -->$2C

ddl --> $80 +j (jis defined as 1 to $7F depending
on the number of times data
is specified to be taken -- input
buffer must be taken into account)

dd2 --> $80 + k (k is defined as O to $D depending
on the switch specified)

RESPONSE: -set up 2 sec timeout
- data defined as:
j number of 16-bit switchwords plus the status as
described in the notes

8) COMMAND: get data for one specified sensor a specified
number of times
FORMAT: c¢c -->$2D
~ ddl-->$80 + j (jis defined as 1 to $EF depending
on the number of times data
is specified to be taked)

APPENDIX VII: ICD
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RESPONSE:

9) COMMAND:

FORMAT:

RESPONSE:

10) COMMAND:
FORMAT:

dd2 --> $80 + k (k is defined as 0 to $F depending
on the sensor specified)

- set up 2 sec timeout

- data defined as:
j number of sensorword_set_n for the
specified sensor plus the status as described in the
NOTES

get data for all fourteen switches a specified number of

times.

cc -->$30

dd1 -->$80 +j (jis defined as 1 to $7F depending on
the number of times data is specified to
be taken, input buffer size must be
taken into account)

dd2 --> $80

- set up 2 sec timeout

- data defined as:
(j times ( fourteen switchwords plus
GC Data Validword set)) plus the
status as described in the NOTES

get data for all sixteen sensors one time
cc -->$31

dd1 --> $80

dd2 --> $80

APPENDIX VII: ICD
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11)

12)

13)

RESPONSE:

COMMAND:

FORMAT:

RESPONSE:

COMMAND:

FORMAT:

RESPONSE:

COMMAND:

FORMAT:

- set up 2 sec timeout
- data defined as:
sixteen sensorword_set_n plus status
as described in the NOTES

select GC (all GC select codes will be set to zero)
cc -->$23
dd1 --> $86
dd2 --> $85

- set up 2 sec timeout
- status as described in the NOTES

reset continuous buffer
cc -->$25
dd1 --> $80
dd2 --> $80

- set up 2 sec timeout
- status as described in the NOTES

fill continuous buffer (First use reset continous buffer
then use this command to download code that is to be
continuously executed. Code will start executing as
soon as the download is started. Up to 80 of these
commands may be concatenated before the buffer space
is overrun.) '

cc -->$26
eel -->3$80 +q (qis defined as higher 4 bits of
, 8-bit code(see sensorword))

APPENDIX VII: ICD
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RESPONSE:

14) COMMAND:

FORMAT:

RESPONSE:

15) COMMAND:
FORMAT:

ee2 -->$80 + 1 (ris defined as lower 4 bits of
8-bit code (see sensorword))

At the end of the command is appended a $26

until the last command, then a $0D is appended.

- set up 2 sec timeout
- status as described in the NOTES

fill once buffer (This command is used to download
code that is to be executed only once. Code execution is
started by the trigger once buffer command. Up to 80 of
these commands may be concatenated before the buffer
space is overrun.)

cc > $27

eel --> $80 + q (q is defined as (13))

ee2 --> $80 + r (r is defined in (13))

ee3 --> as defined in (13)

At the end of the of the command or commands is
appended a $0D.

- set up 2 sec timeout
- status as described in the NOTES

trigger once buffer

cc > $2A
dd1 --> $80
dd2 --> $80

APPENDIX VII: ICD
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RESPONSE: - set up 2 sec timeout
- status as described in the NOTES

16) COMMAND: get buffered data -
FORMAT: c¢c -->$29
dd1 --> $80 + v (v is defined as:

bitQ -> bufferQ
bitl -> bufferl
bit2 -> buffer2
bit3 -> buffer3
bit4 -> don't care
bit5 -> don't care
bit6 -> don't care)
dd2 --> $80

RESPONSE: - setup 2 sec timeout
- data of the following format and status as described in
NOTES
HEADER - $20
$ssssss - three bytes of status
$8F - dip switch setting for SIC card
(if not $8F, SIC card not
installed)
$nnnn - position in loop counter
$kk - times through loop counter
$mm - breakpoint
$22 - start of data
-=> 14 switchwords plus 1 GC Data Valid word
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NOTE: TM is temperature temperature sensorwords 0TM,
multiplexed, TC is 0TC, 1TM, ITC, 2TM,

temperature common 2TC, 3TM, 3TC

(TM is not useful) frequency sensorword O

17) COMMAND:

FORMAT:

RESPONSE:

sensor_word_set_0
frequency sensorword 1
sensor_word_set_1
frequency sensorword 2
sensor_word_set_2
frequency sensorword 3
sensor_word_set_3

-—-> $22 - end of buffer
repeat arrowed sections for sensors
4t07,8t011,and 12to 15

get power factor and sign (To calculate the power factor
use pfl=[Pavgl/[Vrmsl*Irmsl]. Use the same
calculation to determine pf2 using Pavg2, Vrms2, and
Irms2; if pf2 < pfl denotes capacitive loading; if
pf2>=pf1 denotes inductive loading; ie, voltage leading
current)

cc -->$2B

dd1 -->$80 +j (j is defined as O to $F depending
on sensor pair used)

dd2 --> $80

- set up 2 sec timeout

- data defined as six sensor words for the specified in the
following order plus status as described in the
NOTES.
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V msl
I rms1
P reall
V rms2
I rms2
P real2

18) COMMAND get all 16 temperature sensor readings one time

19)

FORMAT:

cc -->$%$32
ddl --> $80
dd2 --> $80

RESPONSE: - set up 2 sec timeout

- 16 * 2 sensorwords for the temperature sensors
and the status as described in the NOTES

COMMAND: 'get all 16 power factors and signs

FORMAT:

(To calculate the power factors see (17))

cc -->$33
dd1 --> $80
dd2 --> $80

RESPONSE: - set up 2 sec timeout

- data defined as 16 * (six sensor words for each sensor
in the following order) plus the status as described in
the NOTES.
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V rmsl
Irmsl
P reall
V rms2
I rms2
P real2
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This report was prepared by Martin Marietta Space Systems Division
for the National Aeronautics and Space Administration, George C.
Marshall Space Flight Center, in response to Contract NAS8-36433,
and is submitted as the Post-Installation Test and Usage Plan as
required in the contract data requirements list.
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INTRODUCTION

This document is in response to the derived Test Plan Development
requirement under Task 3 of the Statement of Work for the Automation
of the Common Module Power Management and Distribution (ACM/PMAD)
contract.
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I. Purpose

The purpose of this document is to make recommendations regarding
the appropriate purpose and use of the SSM/PMAD breadboard power
system at Marshall Space Flight Center. This document is produced
under NASA contract NAS 8-36433, and fulfills a contractual
requirement.

II. Scope

The recommendations contained in this document are limited in
application to the SSM/PMAD breadboard. They should not be construed
as being applicable to any other Space Station system breadboard or
to any other power system breadboard, nor should they be applied to
any other breadboard.

III. Proposed Uses of the SSM/PMAD Breadboard

A. Overview

The SSM/PMAD Breadboard is composed of many components, each of
which must be verified individually. In turn, each subassembly must
undergo testing to be sure it functiomns properly as a unit. Finally,
the entire breadboard must be tested as a system in order to verify
that it performs in accordance with the intent of its degsigners and
meets all of its requirements. These levels of testing are not
addressed in this document. What is addressed is the question of
what utility the SSM/PMAD has once it is verified as a system.

The SSM/PMAD is a dual channel 20kHz power system large enough to
operate a substantial number of realistically sized loads
simultaneously and autonomously. Its architecture and functionality
are based upon the requirements of a Space Station Core Module, but
implemented in a ground-based laboratory. Topology is as shown in
Figure 1, and is clearly reflective of that directed in JSC 30263
(January 15, 1987 issue), "Architectural Control Document for
Electrical Power System (for Space Station)." Vendor-supplied
components were chosen for their suitability to a research and
development environment and their ability to provide required
performance in the appropriate areas rather than their similarity to
flight hardware or nature as flight hardware. Components and
software items that were produced specifically for this breadboard
were specified to implement functions that are expected to be
. requirements on Space Station. The physical implementations of
hardware and the required platforms for the software are not of
flight quality but can be considered functional emulations of flight
hardware.

Therefore, simulation should remain on a functional basis. The
traditional hardware-level system performance tests can be performed
and should be performed, but the data may not be applicable to the
Space Station or any other power
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system. In the case of EMI characterization, the breadboard system
cables and their couplings to nearby metallic bodies are not typical
of the flight system, since the flight cables and installation
‘guidelines have not been specified. The power source used with the
‘breadboard and the impedance between it and the SSM/PMAD are not
intended to be representative of the flight system since the flight
equipment is not yet designed. Hence, requlation studies, transient
response measurements, and fault reaction and coordination studies
may be performed, but the results may not be valid if extrapolated
to Space Station. They will contribute to evaluation of the
switchgear concepts. Such studies should be done to characterize

the breadboard.
B. Concept Evaluation Facility

The SSM/PMAD functionality provides a basis of the broad functional
capability needed by Space Station. Power is delivered via a dual
ring bus controlled by remote bus isolators (RBIs). Remote
controlled circuit breakers (RCCBs) control the inputs to redundant
10kW buses, which: each supply three 3kW remote power controllers
(RPCs), housed in a power distribution and control unit (PDCU). Load
centers, each representing one rack or double rack, contain two 3kW
buses each, traceable to different PDCUs on different channels.
Each bus supplies nine 1kW RPCs. Loads requiring redundant power
supply are connected to two RPCs of different channels, and loads
requiring single supply are connected to one RPC. Two load centers
dut of six are designated subsystem distribution assemblies (SDAs), and
are equipped with 3kW RPCs instead of 1kW RPCs.

By applying loads of differing type, size, and profile to the load
centers and SDAs and coordinating their schedules the system
engineer may simulate a wide variety of situations and observe
interactions in real time, with real loads, and with real power. The
breadboard includes instrumentation, remote control, and fault
protection hardware that allow both monitoring of system behavior
and observation of the monitoring and control operations themselves.
Application concepts in many areas may be set up and evaluated.
Suitable applications include:

distribution system management and control
switchgear hardware usage concepts
protective device operation
protection system coordination

. automated fault management
automated redundancy management

. autonomous operation

person-machine interactions

. autonomous schedule implementation
inter-subsystem behavior

power interruption and reconnection
load converter evaluation.

e b T D AU D
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It is anticipatedvthat such studies will generate much useful
information, and that the best ways to accomplish critical on-orbit
tasks will be elucidated.

C. Expert System Test Bed

The availability of crew time is one of the most restrictive factors
in activity planning, both on-orbit and on the ground. This provides

- a strong motivation to reallocate functions from the crew to the

lowest subsystem levels possible, and to create expert systems to
implement as many functions as possible. Many ground-based and
orbital functions are manpower-intensive and amenable to performance
by expert systems. The SSM/PMAD provides a test bed equipped with
sensors and effectors that can be used to host expert systems
designed to perform these types of functions.

D. Function Simulator and Real-Time Software Test Bed

The SSM/PMAD is equipped with sensors, data acquisition equipment
and software, and command execution software to provide traditional
automation and remote control capabilities. These permit operation
and observation from a single computer terminal, which provides both
a manual-mode human interface and an interface to higher level
automation computers or autonomous . controllers. The switchgear and
sensors included are fully compatible with the data acquisition and
command execution software, providing a hardware test bed for any
real-time automation software that may be required for future
development. The switchgear control, protection, and status
reporting characteristics conform to current Space Station
requirements (JSC 30263) and enable the breadboard to provide a
functional simulation of a Space Station module power management and
distribution system to which appropriate software may be interfaced.

E. System Autonomy Demonstration Program Test Bed

It is currently planned to utilize the SSM/PMAD breadboard in the
System Autonomy Demonstration Program 1990 demonstration. It will
be utilized in the Power System Autonomy Demonstration to show
interaction between expert controllers at the overall Space Station
power subsystem level and at the module distribution and management
level. It may also be used in the Power-Thermal Autonomy
Demonstration to support interactions between the overall power and
thermal subsystem controllers. These activities will exercise all of
the functions included in the SSM/PMAD. '

F. Development Toward Hardware Test Bed Usage

The SSM/PMAD can be upgraded with flight or prototype flight
hardware as it becomes available. It can be developed into a ground
simulation that will be useful in flight system evaluation. Not
only can the hardware be updated, but the software can be refined
and modified due to the use of industry-standard languages,
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interfaces, and systems. Therefore, any changes in functional
requirements can be implemented within the constraints of available
compatible hardware. The SSM/PMAD will be a useful tool for Space
Station power system development for many years to come due to its

flexibility and standardization.
IV. Exercising the SSM/PMAD
A. Producing Fault Condipions;ip Hardware

The fault conditions and operatlons discussed below are chosen with
reference to the set of faults that FRAMES is designed to diagnose.
A selection of these and the symptom sets by which they will be
detected is displayed in Figure 2.

1.0 Load Operations and Faults in a 1kW Load Circuit
1.1 Load Simulation and Load Bank Concept

Test loads are based on a resistive component of load that
dissippates a percentage of the circuit capability. Table 1 details
the resistor values, performance to be expected with actual resistor
values, and maximum inductive components for several levels of load
simulation, including fault injection. Assumptions incorporated
include the following:

a. The distribution system will be monitored by measurement
channels with a 1.5% accuracy capability. Therefore, the
loads must be known to 1 part in 1000, with the error budget
divided between resistors and reactive elements. Power
resistors will have to be known to at least 0.1% at operating
temperature. This does not affect the way resistances are
specified, but does affect the way they are measured.

b. The inductive component of the load impedance must be less
than this allowed error. The corner frequency of the series
L-R network must therefore be greater than 200kHz. This
drives the requirement relating to purchase of non-inductive
resistors.

c. The voltage is always assumed to be 208 volts rms.

d. All currents are rms values, and all power values are average
rather than peak.

It is also necessary to vary the load power factor over a range
encompassing faulty leading power factor, the permissible
operational range, and faulty lagging power factor. It is
recommended that the ability to simulate power .factors up to and
including 0.7 leading and lagging be incorporated. Leading power
factors may be simulated by adding series inductance to the
resistors specified above, and lagging power factors may be
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TABLE 2 SERIES INDUCTIVE LOAD CIRCUIT
NOMINAL
LOAD 25% 50% 100% 125% 200%
LEVEL Ract = Ract = Ract= Ract= Ract=
POWER 175Q 90Q 45Q 35.8Q 22.5Q
FACTOR
= 0 = 0 |L= 0 (L= 0 |IL= 0
1Z/= 175Q |/2/= 90Q |/Z/ = 45Q |/Z/= 35.8Q |/Z/= 22.5Q
.00 = 1.19A |I= 231A |I= 4.62A |I = 5.81A |I= 9.24A
P= 247W |P= 480W |P= 960W |P= 1210W |P= 1920W
VA= 247VA |VA = 480VA |VA= 960VA |VA=1210VA |VA=1920VA
= 458uH (L= 235uH (L= 118uH |L= 94.2pH |L= 58.9uH
12l= 184Q |/1Z/= 94.7Q |/Z/= 47.4Q |/Z/= 37.7Q |/Z/= 23.7Q
.95 I= 1.13A |I= 4.39A |I= 4.39A |I= 5.52A |I= 8.78A
= 223W |P= 867W |P= 867W |P= 1090W |P= 1730W
VA= 235VA |[VA= 913VA |VA= 913VA |VA=1150VA |VA=1830VA
L= 673uH = 346pH |L= 173pH |L= 138uH |L= 86.5uH
1= 194Q |/Z/= 100Q |/Z/= 50.0Q |/Z/= 39.8Q |/Z/= 25.0Q
.9 = 1.07A |lI= 2.08A |I= 4.16A |I= 5.23A |I= 8.32A
= 200W |P= 389W |P= 779W |P= 979W |P= 1560W
VA= 223VA |VA= 433VA |VA= 865VA [VA=1090VA |VA=1730VA
L= 1.04uH |L= 536uH |L= 268uH |L= 213pH |L= 134uH
.8 12/= 219Q |/Z/= 113Q |/Z2/= 56.3Q |/Z/= 44.7Q |/Z/= 28B.1Q
I= 950A |I= 1.84A |I= 3.69A |I= 4.65A |i= 7.40A
= 158W |P= 305W |P= 613W |P= 774W |P= 1230W
VA= 198VA |VA= 383VA |VA= 769VA |VA= 967VA |[VA=1540VA
L= 1.42uH |L= 729uH |L= 364pH |L= 291uH |L= 182uH
12/= 250Q |/Z/= 129Q |/Z/= 64.3Q |/Z/= 51.2Q |/Z/= 32.1Q
.7 = .832A |lI= 1.61A |I= 3.23A |I= 4.06A |I= 6.48A
P= 121W |P= 233W |P= 469W |P= 590W |P= 945W
VA= 173VA |VA= 335VA |VA= 672VA |VA= 844VA |VA=1350VA
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TABLE 3 PARALLEL CAPACITIVE LOAD CIRCUIT
NOMINAL
LOAD 25% 50% 100% 125% 200%
LEVEL Ract= Ract= Ract= Ract= Ract=
POWER 175Q 90Q 45Q 35.80Q 22.5Q
FACTOR
C= 0 = 0 |C= 0 |C= 0 |[C= 0
12l= 175Q {/Z/= 900 |/2/= 45Q |/Z/= 35.8Q |/Z/= 22.5Q
.00 = 1.19A |I= 2.31A |I= 4.62A |I= 5.81A |l= 9.24A
= 247W |P= 481W |P= 961W |[P= 1210W |P= 1920W
VA= 247VA |VA= 481VA (VA= 961VA |[VA=1210VA |VA=1920VA
C= 14.9pF = 29.0pF |C= 29.0pF |C= 72.9uF |C= 116pF
1Z/= 166Q [(/Z/= 85.5Q [/Z/= 42.7Q |/Z/= 34.0Q |/Z/= 21.4Q
.95 I= 1.25A |I= 2.43A |I= 4.87A |l= 6.12A |I= 9.73A
P= 247W |P= 481W |P= 961W |P= 1210W |P= 1920W
VA= 247VA |VA= S505VA [VA=1010VA |[VA=1270VA |VA=2020VA
C= 22.0uF |C= 42.7:F |C= 85.4uF |C= 107uF |C= 171uF
1Zl= 157Q {/Z/= 81.0Q |/Z/= 40.5Q [/Z/= 32.2Q |/Z/i= 20.2Q
.9 = 1.32A |I= 2.57A |lI= 5.14A |ll= 6.46A |i=z 10.3A
P= 247W |P= 481W |P= 961W [P= 1210W |P= 1920W
VA= 275VA |VA= 535VA [(VA=1070VA [VA=1340VA |VA=2140VA
C= 34.0pF |C= 66.1uF |C= 132uF |C= 166uF |[C= 265uF
1Zl= 140Q |/Z/= 72.0Q |/Z/= 36.0Q |/Z/= 28.7Q |/Z/= 18.0Q
.8 = 1.49A |I= 2.86A |l= 5.78A |I= 7.25A |i= 11.6A
= 247W |P= 481W |P= 961W |P= 1210W |P= 1920W
VAz 310VA |[VA= 601VA |[VA=1200VA |[VA=1510VA |VA=2410VA
C= 46.3.F |C= 90.0uF |C=x 180uF |C= 226uF |C= 360uF
1Z]= 1220 l/1Z2/= 63.0Q {/Z/= 31.5Q [/Z/= 25.1Q |/Z/= 15.7Q
.7 = 1.70A |i= 3.30A |I= 6.60A |I= 8.29A |(lI= 13.2A
= 247W |P= 481W |P= 961W |P= 1210W |P= 1920W
VA= 354VA |VA= 686VA |VA=1370VA [VA=1720VA |[VA=2750VA
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JABLE 4 THEORY AN M
TJABLE 1.

2
(VOLTAGE)
® POWER = EaiSTANCE

(X % OF FULL LOAD) = LLN

FULL LOAD = 1000W

2
( LLN ) - (VOLTAGE)

.". POWER = (1000W) ( 275~/ = RESISTANCE
RESISTANCE = RNOM
2
| RNom = (VOLTAGE)
10 x LLN

ACTUAL LOAD RESISTANCES (RACT) ARE MADE UP OF 175Q
AND 90Q RESISTORS IN COMBINATION.

2
_ (VOLTAGE]
© rpacT= e

@ IACT= VOLTAGE
RACT

LLA= ACTUAL % OF FULL LOAD

2
(VOLTAGE)

o,
RACT 1000 WATT x 100%

LLA =

® LACT= MAXIMUM PERMITTED PARASITIC INDUCTANCE IN THE LOAD

RACT
21 x 200,000 HERTZ

LACT=
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TABLE 4, _(continued)
TABLE 2,

@ THE POWER FACTOR (PF) OF A LOAD IS DEFINED AS FOLLOWS:

— N (_YARS .. _ ____WATTS
PF= COS [ARCTAN (/285 - . -
[(WATTS)+ (VARS) ]

1/2

FOR A SERIES R-L LOAD.
VARS = | X2
WATTS =1 R2

SUBSTITUTING AND SOLVING FOR L,

RACT 1

(
2[] 1 pE2

L = /2

- 1)1

12/ = (21 12+ r2 /2

©)

| = YOLTAGE
1zl

PACT =12 x RACT

APPARENT POWER = VOLTAGE x|

® ® ©
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TABLE 4. (continued)
TABLE 3.

@ THE POWER FACTOR IS DEFINED AS IN TABLE 2. FOR A
PARALLEL R-C LOAD.

VARS - (VOLTAGE)?
Xc

BOWER - (VOLTAGE)®
RACT

USING THESE RELATIONS AND THE DEFINITION OF POWER

FACTOR,
1 1 1/2

C-= - 1

2T (RACT)  'ppz

® Z-= !
[ 212 112
(RacT)2 * (2ICT]

| - VOLTAGE

1Z/

, 2
®  pact - (VOLTAGE
RACT

@ APPARENT POWER = VOLTAGE x|
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simulated by adding shunt capacitance to them after removing the
inductors. Table 2 identifies the value of inductance required to
produce these power factors at each load level and the load circuit
performance to be expected. Table 3 provides values of capacitance
required and circuit performance to be expected. Theory and
formulae used in these calculations are_ documented in Table 4.
Operation with capacitive loads should only be attempted if each RPC
has a 5 microhenry inductor installed in series with its "hot" 20kHz
terminal.

Loads of varying time profile in either level or power factor may be
simulated using an electronic load simulator or the load bank
degcribed above. This requires that the load bank be controlled by
relays that may be switched hot at the expected stress levels. A
load profile of essentially arbitrary shape may be programmed with
either of these devices.

1.2 Load Circuit Faults

Load circuits below the 1kW RPC level are susceptible to several
simple hardware faults that can be modelled using relays and
impedances, as shown in Figures 3 and 4. A similar set of fault
injection relays installed below the 10kW RCCB and 3kW RPCs, as also
shown in Figure 4, will be useful as well. The relays shown may be
used to inject the following types of faults:

a. open circuit - open the series relay while operating a load.
b. supply line short to return - install a shorting bar in series
with the shunt relay, then close the relay while operating a

load.

C¢. supply short to structure - close the relay to ground while
operating a load.

d. series resistance in cable - transfer the series DPDT relay to
the resistive position while operating a load.

e. shunt resistance in cable - install a large resistor (large
enough to produce a measurable increase in current, but not so
large as to produce an overload) in series with the shunt
relay, then close the relay while operating a 25% or 50% load.

2.0 1 kW Remote Power Controller (RPC)

The Remote Power Controllers (RPC) are required to enable and
disable power to the load circuits, isolate failed loads from the
Load Center (LC) bus, control switchover to redundant supply,
measure load current, and interrupt the load current in the event of
one of several types of fault. When loads do not contain internal on
- off control the RPCs will be called upon to control them. RPCs are
therefore required to start, supply, and stop power to loads over a
range of power levels and power factors. In the course of starting
loads inrush currents may reach damaging levels, and the RPC must
protect the LC bus from voltage sag or possible damage. Topology and
functions are shown in Figures 5a and 5b.
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MCR-88-624
2.1 RPC Operation

Simulating load operations requires use of load impedance elements.
Load impedances may be provided by a load bank as specified in
Tables 1, 2, and 3, individual load impedances, or an electronic
load simulator. The load bank and the load simulator will afford
much more convenient operation over the full ranges of load level
and load power factor than will individual load impedances.

2.1a Starting loads

The load starting capability may be exercised by connecting the
desired load to the output of an open RPC, and closing the RPC. Once
a load is started, it may be run, shutdown, or faulted to further
exercise the system. With a load bank the load may be varied once it
is started to apply a load profile to the control system.

2.1b Supplying loads

If no excessive inrush current trips the RPC on startup, the load is
being supplied if the procedure of Paragraph 2.la above has been
completed. :

2.1c Stopping loads

If the load connected has been started and can be run, it can be
stopped by opening the RPC. If a load bank or an electronic load
simulator is used, the load level or power factor can be changed and
the start-supply-stop sequence repeated.

2.2 Forcing the RPC to trip

A 1KW RPC may be made to trip by injecting an actual fault condition
into the breadboard or by hardwiring certain control signals on the
Generic Controller Card (GC). This discussion only deals with
injected faults. The fault injection relays may be used with a load
bank, a special variable load, or amn electronic load simulator to
produce overstresses in a controlled fashion. The goal is to produce
overstress conditions to which an RPC is designed without reaching
destructive levels. '

The following connections and operations will inject the specified
hardware faults into the 1k¥ RPC load circuit:

a. trip on overload - increase the load level to greater than
120% at any power factor, or at a 100% level reduce the power
factor to 0.7 or less lagging. The load level changes could
be applied in a load bank or in the shunt fault injection
relay, after a properly low resistance (low enough to
represent an overload but not so low that a fast trip is
created) is installed in series with it.

VIII-19



L LTI N NI LN

Vs JdNOIA

TOYINOD AONVANNGIY TIATT-AIVMAAVH SLAOIdNS
SSOT %1 - NOLLVddISSId MO'1

SYOLOVA Y4IMOd INTIIAAA 04 dINNL 9 NVD JOLDALAA ONISSOUD-OVAZ

JOLOALAA DNISSOYD-0dAZ

JOSNIS TINLVIAJNIL
JATIOYLNOD OL dALIOdHA ANTVA LNTHAND - YJOSNAS INTHAND

JOSNAS dDVLIT0A
JLON SSHINA TYNIALNI - ONISNIS

A40 NTHM AVOT SALVIOSI AV1dd -
AYVSSADIAN SYOSNIAS T1IV SNIVINOD -
INJHAND OVFZ LV 440 SNINL -
JIOVLTOA O¥AZ LV NO SNiINL -
ONIHOLIMS ALVLS AI'10S -

ONIHDLIMS

HSNANI FAISSAIXA NO SAI4L -
SINTJIAND HSNINI SLINIT -

dIIL LINVA ANNOY¥D -

dIdL ADVLIOANAANN -

(NOILDALOYd-ATAS) dI4L AUNLVIAJANTLIFAAO -
dI4L (AVOTIIAQ) L7I -

dIYL (IDANS) LSV -~

NOILLDALOYd
L ]

SNOILONNA HHTTOYLNOD ¥HMOd ALONHA

VITI-20



A LTI NIL VN

4s JANOIA

uInjay
— | —\
AT TETN

yneyq
punouar

|
T'

I0SUAG 224N0Y
| _ _ _ ® o adejloA woJ g

peo]
oL
] L]
Ayddng ! fiddns
/. \
<4—0 1
+ . °_~° N
Aeppy ! Yoimg
\ uoueiosp . e
> - . 19JSOI
A D
»
AN >
) @ YOyNMS J030pu]
J0SUdg [013U0)) Sunuury
LI jua.LIny) jJua1In)
13JSOIN

OLLVINAHDS JISVA A TIOUILNOD YIMOd ALONWHY

VIII-21



will draw 400% or more of the rated load in series with t

MCR-88-624

trip on fast trip - install a shortlng bar or a resistor at

w=‘@uu: -

shunt fault injection relay With the shunt relay open and a
load being supplied, close the shunt relay. The RPC will trip
via its fast trip mechanism.

. trip on ground fault - install a large resistor (large enough

to draw 50 milliamps) in series with the short to ground
relay. With the RPC supplying a load, close the relay.

. trip on undervoltage - while the RPC is supplying a load,

either open the 3kW RPC supplying it or the series fault
injection relay above it (1nterrupt the current supply) or
short the 3kW circuit above it using a shorting bar and the

shunting fault injection relay.

trip on inrush - load an RPC with a 43.3 ohm resistor in
parallel with a2 microfarad capacitor, and turn on the RPC.

. masked overload failure - referring to the Generic Controller

schematic (849NWT12001, Rev. A, page 3), short U20A pin 2 to
U20A pin 12, reduce the load resistance to between 35.8 ohms
and 22.5 ohms for a 1 kW RPC (see Table 1), and close the RPC.
All manipulations of a Generic Controller card must be done
under strict observance of Electrostatic Discharge guidelines
and safequards, and by personnel who are fully trained and
certified in those procedures. Failure to observe this
caution may result in destruction of some or all of the
semiconductor devices installed on the GC.

. isolator failed open - referring to the Generic Controller

schematic (849NWT12001, Rev. A, page 4), ground the drain of
Q2l -

Then command the RPC to close. These manipulations of the
GC card must be performed with excellent workmanship by a
qualified engineer or technician to avoid damage to or
destruction of the printed wiring board assembly.

. main switch failed open - on the AC RPC modification card,

connect the banded end of diode D102 to the positive end of
capacitor C102, then command the RPC to close. The precautions
mentioned in paragraphs g and h immediately above are requ1red
in this operation, as well.

. input short to return - install a shorting bar in series with

the shunt fault injection relay located above the 1kW RPC.
After the system is operating normally, close the shunt fault
injection relay.

. output short to return - install a shorting bar in series with

the shunt fault injection relay located below the 1kW RPC.
After the system is operating normally, close this shunt fault
injection relay.
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3.0 Sensors

Sensor groups are placed at every input and output of a PDCU and at
every branching point, or bus, in the system. Each sensor group
consists of a voltage transformer, a current transformer and a
burden resistor. Voltage and current waveforms are transmitted to an
AD card. In addition to sampling and digitizing, the AD card
contains a voltage-to-frequency converter, RMS converters for
voltage and current, integrators and squaring circuits to calculate
dc offsets and average power, and a phase shifter used to determine
the direction of the power factor. Power factor magnitude is
calculated by software in the LLP. All of this data is digitized and
transmitted to the LLP via the SIC. Total failure of either a
current sensor or a voltage sensor may be simulated by discomnecting
the twisted pair wires to the sensor in question. Failures of
calibration may be inserted by use of voltage dividers designed to
produce any desired degree of error.

4.0 Cable

Cables serve to transport energy from one power system element to
the next. The SSM/PMAD uses conventional twisted pairs as an initial
configuration. If in the course of extended system operation this
type of cable is found to be unsuitable, other configurations should
be considered. Though cables are often thought to be not credible as
sources of system failure modes, that may not be the case on Space
Station or any other vehicle with a 30 year lifetime.

Cable failures may be injected into the breadboard as follows:

a. short circuit from power to structure - with the system
operating, close the cable short to structure fault injection
relay.

b. resistive path between cable conductors - connect a resistor
in series with the shunt fault injection relay, operate the
system. Close the shunt fault injection relay when it is
desired to inject the fault.

c. series resistive cable or contact degradation - with the
system operating, transfer the dual series relay from the
non-resistive position to the resistive position.

5.0 3kW Remote Power Controller (RPC) - similar to 2.0
6.0 Cable - similar to 4.0
7.0 10 kW Remote Controlled Circuit Breaker (RCCB)

RCCBs are required to protect the ring bus from short circuits and
heavy overloads that involve an entire radial distribution tree.
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They are required to stop the largest fault currents of any
protective devices and to isolate the fault from the ring bus until
it can be resolved. Hence, they are only provided with an overload

protection capability.
RCCB faults may be injected as follows:

a. failure of the overload trip capability - temporarily disable
the overcurrent detection circuit on the Generic Controller
card by the method described in paragraph 2.2g above. Observe
all cautions mentioned in that paragraph.

b. contacts resistive - same procedure as in paragraph 4c

above.
B. Breadboard Power Revision

The SSM/PMAD must manage its operation such that it does not consume
more power than it is allowed to. A higher level resource manager or
similar system will allocate a specific amount of power to the
SSM/PMAD. The Load Enable Scheduler (LES) will then schedule as many
tasks as it can within that constraint, among others. Many
situations in the Space Station, such as damage to solar arrays by
meteorites or reduction of solar dynamic capability due to scheduled
servicing may require revision of the power allocation to a specific
module. If a revised allocation is received by the LES, it will
reschedule if required and implement that new schedule. The new
schedule may require addition or removal of loads.

Power allocation changes are made at the Symbolics Interface (SI).
They may be entered while a schedule is being executed. The
breadboard response should be automatic.

C. Forcing a Redundant Load to Change to an Alternate RPC

Assume that a load requiring redundant power is installed, initially
operating from channel A. The load is connected to channel B, but
the channel B RPC is open, being inhibited by the fact that the
channel A RPC is closed.

The next step is to disable chamnel A while it is turned on, which
may be done in two ways: the "A" RPC may be forced to open on
undervoltage by causing its input voltage to go to zero, or it may
be shorted and forced to open on fast trip. In the first case the
channel A RPC will open on undervoltage, releasing the inhibition on
the corresponding channel B RPC. The channel B RPC will then turn
on, resuming the operation of the load.

In the second case the load circuit is shorted from supply to
return, and it should open on fast trip, recloge, open again, and
stay open. After the channel A RPC has opened for the second time,
the channel B RPC will enter a turn-on sequence. Since the applied
short circuit is still present, a high inrush current will be
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detected through the channel B RPC, and it will trip open and stay
open.
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18.0

APPENDIX IX: VISUAL CONTROL LOGIC REPRESENTATIONS

This appendix contains Visual Control Logic Representations (VCLRs) for

the Lowest Level Processor (LLP) functions.

SSM/PMAD CONVENTIONAL SOFTWARE

849CMP14000 LC MAIN

INITIALIZE COMMUNICATIONS

Wait for VME/10 Communications Synchronization

Initialize Switch Positions

nitialize Load Center Maximum Loading

Initialize Communications Buffers

Initialize Priority List Buffer

Get Initial Event List Priority List,Time List & Set Clock

Tnitalize Switch/Sensor Records

ninalize Fault Status Variables

Wait for Start of Mission

Perform Scheduled Switch

Qperations

Get Switch and Sensor Data

Perf lgorithms

or Fault List Zn
{R—SEMMF” QO Fault Event Data/Receive VME/10 Data Nl
Switches in New Scheduled State /n
Send VME/10 Switch Position Data/Receive VME/ 10 Data INull
YN Send Switch Performance /n
Send VME/10 Switch Performance Data/Receive VME/10 Data [Null
YN Time to Send Performance Data A

YN A New Fault Condition (Settled) e

Send VME/10 Fault Data/Receive VME/10 Data |Null

YN Time to Look for YME/10 Data Pai
Send VME/10 Null Message/Receive VME/10 Data | Null

% New VME/10 Data A
— Process VME/IU Dala I Null

Repeat until Recycle

Repeat Forever

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE

849CMP14000P PDCU MAIN

INITIALIZE COMMUNICATIONS

Wait for VME/10 Communications Synchronization

Initialize Switch Positions

Initialize Communications Buffers

et Initial Event List

nitial Time List an lock

Initialize Switch/Sensor Records

Ininalize Fault Status Varables

wait for Start of Mission

erform Scheduled Switch Operations
Get Switch and Sensor Data

Perform Algorithms
EFault I ist n
VME/10 Fault Event Data/Receive VME/10 Data [ Null
Switches in New Scheduled State 2
Send VME/10 Switch Pasition Data/Receive VMFE/10 Data {Null
Send Switch Performance - P
Send VME/10 Switch Performance Data/Receive VME/10 Data [ Null
ime to Send Performance Data P
Send YME/10 Sensor Performance Data/Receive VME/10 Data | Null
! iton (Settled) I
Send VME/10 Fault Data/Receive VME/10 Data |Null .
for YME/10 Data 2
Send VME/ 10 Null Message/Receive VME/10 Data | Null i}
M\___New VME/10 Data_ 1 _
Process VME/10 Data | Nutl

Repeat until Recycle

Repeat Forever

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE (LC)
849CMP14100 'ALGORITHMS

Range Check Sensor Voltage

Range Check Sensor Current

Range Check Sensor Temperature

Do For All Sensors

Check Switch Trip Conditions

Check for Switch Overtemp

Check for Switch Current Overrange
Check for Switch Position Inconsistencies
Check for Current Out of Profile Limits

Do For All Switches
Maximum Load Center Power Exceeded? A

Shed Appropriate Amount of Load |Nu11
Calculate Performance Data_
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SSM/PMAD CONVENTIONAL SOFTWARE (PDCU)
849CMP14100P

ALGORITHMS

Rangé Check Sensor Voltage
Range Check Sensor Current

Range Check Sensor Temperature

Do For All Sensors

Check Switch Trip Conditions

Check for Switch Overtemp

Check for Switch Current Overrange
Check for Switch Position Inconsistencies
Check for Current Out of Profile Limits

Do For All Switches

Calculate Performance Data

Detect Soft Faults With Kirchoff's Current Law
Based Upon RBI Configuration

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14150.1

CURRTIME

Get Present Time (Gettime)

Change Present Time to Julian Day & Seconds Expired in this Day

Change Start Time to Julian Day & Seconds Expired in that Day

Compute Change in Days Deltad -— Present Time (JDay) - Start Time (JDa

Present Time (Year) < Start Time (Year)
T (If So, New Century)

Present Time (Year) -e— Present Time (Year) + 100

Null

While (Start Time [Year] .NE. Present Time [Year]) Do

Present Time (Year) <#— Present Time (Year) - 1

(Present Time (Year) Mod 4.EQ.0 And
T

(Present Time (Year) Mod 400.HE.&)

/r

Deltad-e— Deltad + 366 Deltad-e— Deltad + 365

Compute Change in Seconds: Deltas-t— Present Time(sec) - Start Time (Sec)

Currtime -e— Deltas + Deltad *60*60*24

APPENDIX IX: VCLRs
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pOE+ Ao —— Ke(f]

gL+ Keq —— Ke(f]

£y7+ Keq —w Ke(qf

212+ Ao = K(](]

181+ A == Kr(]f

CVT DAY AND SEC

1S1+ Aeq — Ao

021+ Aeq == Ae(q]]

06+ A = AR(]]]

6S+ %.WQI' %NQ_.

1€+ Ae(] ==~ AR(]]]

AR ([ AR

Interim
Final
Report

CEE+ Ae(q = Kr([]

S0g+ Ao ——mmm AB(I]]

(If so, Leap Year)

YL+ Ae( e AB(]]]

VhT+ Ke(qmmppm AR

€17+ AC(f i KB(J[]

781+ Ae(qe—pm Ke(q]]

TS+ Ao g AB(T]

([Year Mod 4] .EQ.9) and ((Year Mod 400) .NE. @))

1271+ Aeq —m- Ar(f]

16+ AB(] =g ARCI[

09+ Ae(q = Ae(q[

1€+ Ao i KR(]f

SSM/PMAD CONVENTIONAL SOFTWARE

849CMP14150.2

Ae@ — Ke([
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14150.3 CVT TIME

Day -=— 10* (Ord (Date [4]) _0rd('@") + Ord (Date [5]) -Ord('D")

Month ~e— 10* (Ord (Date[1]) -Ord ('@")) + Ord (Date[2]) -0rd('9")

Year <a— 10* (Ord (Date[7]) -Ord('@)) + Ord (Date[8] -Ord('9")

Hour <e— 10* (Ord (Time[1]) -Ord (@") + Ord (Time[2] - Ord (B3)

Min —~e— 10* (Ord (Time[4]) -Ord (@") + Ord (Time[5]) -Ord('@")

Sec <e— 10* (Ord (Time[7]) -Ord ('@")) + Ord (Time[8]) -Ord (a)

APPENDIX IX: VCLRs
IX-7



Interim MCR-89-516
Final
APPENDIX IX: VCLRs Report February 1989

SSM/PMAD CONVENTIONAL VSOFTWARE
849CMP14150.4 GETTIME

Get Operating System Clock Time (XRTM)

Get Operating System Clock Date (XRDT)

Convert Time Format (Cvttime)

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14150.5 SETCLOCK

Convert Month of Time Now to Integer Form

Convert Day of Time Now to Integer Form

Convert Year of Time Now to Integer Form

Convert Hour of Time Now to Integer Form

Convert Minutes of Time Now to Integer Form

Convert Seconds of Time Now to Integer Form

Set The Operating System Date

Set the Operating System Time

Convert Month of Start of Mission Time

Convert Day of Start of Mission Time

Convert Year of Start of Mission Time

Convert Hour of Start of Mission Time

Convert Minutes of Start of Mission Time

Convert Seconds of Start of Mission Time

Store the Start Time

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTION SOFTWARE (LC/PDCU)

849CMP14400.1 CALCENERGY
X New Performance Interval A
Reset Interval Start/End Times Update Interval End Time/Compute
Reset I avg Relative Delta Time
Reset I max / Max Time Update I max / Max Time
Reset I min / Min Time Update T min / Min Time
' Update Time Rel A I
Do For All Switches pdate Time Related Average
Reset Vrms Statistics Do For All Switches
Reset Irms Statistics Update Vrms Statistics
Reset Real Power Statistics Update Irms Statistics
Reset Frequency Statistics Update Real Power Statistics
Reset Power Factor Statistics Update Frequency Statistics
Reset Energy Consumed Update Power Factor Statistics
Reset Energy Record Update Energy Consumed
Initialize Power Factor Data Update Power Factor Data

Do For All Sensors Do For All Sensors

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE (LC/PDCU)

849CMP14400.2 DOSCHEDULE
T New Priority List and Effective Time E
Implement New Priorities Null
k New Schedule and Effective Time E
Implement New Schedule Null
T Schedule Exists F

Compute Event Time and Number of Events

Determine if Event Part of Contingency State List

Execute Event NULL

Determine If State List

DO WHILE VALID EVENT AND VALID TIME

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14400.3 GET ALL DATA

Get Bus A Switch Information

Get Time Stamp

Move Currents To Frames Data Table & Time Stamp

Get Bus B Switch Information

Get Time Stamp

Move Currents To Frames Data Table & Time Stamp

Get Sensor Data_

Get Time Stamp

Move Sensor Info To Frames Data Table & Time Stamp

Get Temperature Data

Get Time Stamp

Move Temperatures To Frames Data Table & Time Stamp

Get Bus Power Data (For Use Later In Power Factor Computations)

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14400.4 MANUAL MODE

Write VME/10 CONFIRMATION MESSAGE OF MANUAL MODE
RECYCLE --— FALSE

WHILE NOT RECYCLE DO
GET VME/10 COMMAND

YN COMMAND < > EXIT A‘
SEND COMMAND TO PROPER SIC CARD

GET SIC RESPONSE RECYCLE ~#— TRUE
SEND SIC RESPONSE TO VME/10

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14400.5 UPDATE CONTINGENCY LIST

Contingency Flag-#— True
Processed Fault Flag -a— False

Update Schedule (849CMP14400.8)

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14400.6 UPDATE PRIORITIES

NEWPTR ~%— VME/10 INPUT BUFFER

For | t0 27

Priority [I] <*— @

For 1 -€— & to Number of New Priorities

Priority [New Priority . Switch] -e— New Priority . Priority

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14400.8 UPDATE SCHEDULE

NEWPTR -« VME/10 INPUT BUFEER
R(.NOT. (New Schedule Available)).or. (Maxschedules.EQ.2) A

Schedule 1 ¢— NEWPTR

New Schedule Available «— True

NULL
Current Next Effective Time-¢— NEWPTR .S.ET * 60

” Insert Schedule Into Last Location of Schedule Queue

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE

849CMP14500.1 CHANGE SCHEDULE
Curr_Sched -e—Next Schedule in Queue

L Num_Schedules -e— Num_Schedules - 1

R Num_Schedules = 1

Last_Schedule -e— 0

Null

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14500.2 INIT_BUF_QUEUE

CNTR +— 1

While (CNTR.LE. MAX BUFFERS) Do

Back Q [MaxBuffers-Cntr +1] +— MaxBuffers-Cntr;
Queue [Cntr] «— Cntr+l;
New (Buff() [Cntr]) { Allocate Space for BuffQ}

Cntr <— Cntr +1;
BackQ [1] «<— MaxBuffers;
Queue [MaxBuffers] «— 1;
Num_Sched «— @;
Curr_Sched «— @;
Last_Sched «— ¢,
Next_Free¢— 1;

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14500.3 INSERT SCHED
CURR_SCHED .EQ.@
T F
Curr_Sched <+— Num_Schedules .EQ. Max Schedules
Next_Free; | T F
Next_Free +— Queue Temp_New €— Num_Schedules €+—
[Next_Freel; Next_Free; Num_Schedules + 1;
Next_Free 4— Queue | Last_Sched ¢—
[Next_Free]; Next_Free;
Num_Schedules <+—
Num_Schedules + 1;| Remove_Buffer Next_Free 4— Queue
[Last_Sched]; [Next_Free];
Last_Sched «+— NULL
Temp_New;

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14500.4 REMOVE_BUFFER

BACKQ [QUEUE [WHICH]] -+—BACKQ [WHICH];

QUEUE [BACK Q[WHICH]]-e— QUEUE [WHICH];

QUEUE [WHICH] -«—— NEXT FREE,;

BACKQ [WHICH] --— BACKQ [NEXT-FREE];

BACKQ [NEXT-FREE] -s— WHICH;

QUEUE [BACK Q [WHICH]] ~—— WHICH;

NEXT-FREE -€—WHICH,;

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14700.1 CONFIGURE SIC PORTS

CALL CONFIGURE PORT WITH:

Timeout = 2 seconds ,
Read Line Terminator = 16# 3@@BBBOD
Writeline Terminator = 16# @@@GOBBD
Parity Even
Don't Flush Receive Queue
Don't Flush Transmit Queue

9600 BAUD
PORT NUMBER 1

Wait for Interrupt From 331 Board

Call Intr and Check The Error Flag

CALL CONFIGURE PORT WITH:

Timeout = 2 seconds

Read Line Terminator = 16# @@3G3GGBOD
Writeline Terminator = 16# 3@@BBBBD
Parity Even

Don't Flush Receive Queue

Don't Flush Transmit Queue

9600 BAUD
PORT NUMBER 2

Wait for Interrupt From 331 Board

Call Intr and Check The Error Flag

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE S 7
849CMP14700.2 | SEND AND RECEIVE DATA
TO/FROM SIC

SELECT GENERIC CARD PRIOR TO SENDING COMMAND

WAIT FOR INTERRUPT FROM 331 BOARD/CALL INTR

READ RESPONSE TO SELECT GENERIC CARD

WAIT FOR INTERRUPT FROM 331 BOARD/CALL INTR

CHECK FOR ERROR

SEND COMMAND TO SIC CARD

WAIT FOR INTERRUPT FROM 331 BOARD/CALL INTR

READ RESPONSE TO COMMAND

WAIT FOR INTERRUPT FROM 331 BOARD/CALL INTR

CHECK FOR ERROR

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE (LC & PDCU)
849CMP14800.1 CMNDSWITCH

SELECT SIC CARD FOR OPERATION

SELECT COMMAND (ON/OFF)

ESTABLISH BIT DEFINED COMMAND WORD

SEND OPERATION TO SIC CARD

SET LOCAL AND FRAMES SWITCHWORDS/BASED ON RESPONSE

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE

849CMP14800.2

LOAD SHED

DONE -w— FALSE

<

BUSA .EQ. TRUE

E

J=14 (Offset for Switches on BUSA) | J=@ (Offset for Switches on BUSR)

Count --— @

For N -.— (31013

S ~a— N&J (S is a Switch Number)

Priotst [N] -«— False

((Switch On) .And. (Lower Priority))

Priotst [N] -e«— True

Mark Switch 'S’ to be Shed

NULL

Count -e— Count + 1

For M -&—1 10 Count

Priomin -ea— Importance

For Ne%— @ to 13

#s\-— N&J
TN\ (Pony LT. Priomin) . And. (PriotstN] .EG.True))

Z

Locale --—N

Priomin -&— Priority of Switch S

Priotst [Locale] -e— False
Priotst [M] -e— I.ocale +J

NULL

Removable Power-e— @

M=-0

While ((Removable Power .LT. Amount) . AND. (NOT. Done)) DO

M--—M+1

DWEC [\NC
(Removable Power.LT

nt)

Done -e.—Trye

| NULL

Done . EQ

True

N\
Addon -e— False

Addon -e— True

For N - 1 to Count

For N« (M+1) to Count

[Unmark To Be Shed (Priotst[N])

|_ Unmark To Be Shed (Priotst]N])

NULL

M Down to 1
Removable Power-Max Power
T .GE. Amount

A

Removable pwr -a- Removable pwr
-Max Power(Priotst[Count]

Mark PrioTst[Count] Not to be She

Shed Loads Still Marked

Null

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTION SOFTWARE

(LC)
849CMP14800.3 REDSW
N REDUNDANT SWITCH AND PERMISSION E

DETERMINE REDUNDANT SWITCH
SET PRIORITY OF REDUNDANT SWITCH
RESET PRIORITY OF SWITCH NULL

ESTABLISH SINGLE EVENT SCHEDULE TO TURN ON
REDUNDANT

IF POWER AVAILABLE TURN ON REDUNDANT

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE Ch?nge' Stlate of
849CMP14800.4 Switch 'N

Determine Bus Containing Switch 'N'

If Bus B: Adjust Switch Number

Will action exceed max. power limits of bus
Y N N

Set A alous T
nomalous lrue Set Switch Limits

Mark Not E h P
ark Not Enough Power For Power and

Determine Switch Location
Current

Loadshed

'Y\ Enough Power Unloaded N
Set Switch Limits Mark Could Not Schedule

For Power and Unconditional Off Switch

Current Mark Switch Off

APPENDIX IX: VCLRs
IX-26

Ml



Interim MCR-89-516
Final
APPENDIX IX: VCLRs Report February 1989

SSM/PMAD CONVENTIONAL SOFTWARE

849CMP14800.6 SWITCH ON
Determine Bus Containing Switch
% Will action exceed max. power limits of bus N

Mark Anomalous True

Tum on Switch
Mark Not Enough Power

Determine Switch Location

Loadshed
v Enough Power Unloaded N
Mark Could Not Schedule
Turn on Switch
Mark Switch Off

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14800.7 UNCONDITIONAL OFF

Determine if Switch is On Bus A or Bus B

If Switch is On Bus B Adjust Switch Number

Determine Which Byte of Command Has Switch Indictors

Send Command to Turn Off Switch

APPENDIX IX: VCLRs
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SSM/PMAD CONVENTIONAL SOFTWARE
849CMP14900.1 DECODE

OUTCNT -+—1

COUNT —=— 1

While Count < CNTR

ORD (Buffer [Count]) /
/ .
16#7E 16#44 Anvthing Else
Buffer
Count == Count + 1 Count - Count + 1 [Outcnt] -
Buffer
ORD (Buffer [Count])=16#7E ORD (Buffer [Count])=16#41 [Count]
Y N|Y N
Buffer Buffer Buffer Buffer
[Outcnt] <4 | [Outcnt] -- [Outcnt] - [Outcnt]-=-
16#7E Buffer 16#7F Buffer
[Outent] - 32 [Count]
Count -¢—— Count + 1
QUTCNT <+—OUTCNT + 1

CNTR - OQUTCNT
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SSM/PMAD CONVENTIONAL SOFTWARE

- 849CMP14900.3 ENCODE
J- 1
] - 1 to Length
ORD (INBUF [I]) = ?
1 thru 31 164#7E 16#7F 16#44 ELSE
OUTBUF[1]<e— |OUTBUF[1]-% | OUTBUF[1}=e— |OUTBUF[1]~e—| OUTBUF[I] -
16#7E 16#7E 16#44 16#44
i INBUFI[I]
] -J+1 J=*7+1 ] -]+ J*y4+1
OUTBUF[J] =& | OUTBUF[J] -+ | OUTBUF[J] ~&—| OUTBUF[J] -«—| NULL
CHR(ORD(INBUF| 16#7E 16#41 16#44
[T]+ 16#20)
] -— J+1
OUTBUF [J] -=a—16#0D

OUTBUF [J+1] ~a— 16#0@

OUTBUF [J+2] <= 16#0Q

OUTBUF [J+3] -a— 16400

Length -]+

3
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CONVERT VME/10
SSM/PMAD CONVENTIONAL INPUT TO
SOFTWARE 849CMP14900.4 APPROPRIATE FORMAT

Assign a Pointer to Next Data Space in Buffer Queue

Assign Length of Pointer Type Pointed At

Call READVMEI1Q (Read a Buffer of Data)

Assign GETVDATA to Pointer to Buffer
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19.0 APPENDIX X: SSM/PMAD EXPOSITORY AND ACTIVITY PLAN

19.1 Preface

This document describes a large portion, if not all, of the tests required to
demonstrate the operational capabilities of SSM/PMAD. It is divided into a number of
parts for testing various aspects of the system. In the first part,the tests for dynamic
rescheduling are described. The second part describes testing for source power changes.
The third part describes tests for redundancy in the power system. And finally, the fourth
part describes the tests for FRAMES diagnoses.

In addition, where there are known bugs or conceptual flaws in the system,

these will be pointed out where appropriate.

19.2 Dynamic Rescheduling Testing

To test this, set up a fairly simple schedule should be set up on the scheduler.
Define a number of short, 15 minute activities that all use the same switch, e.g. c05. All
these activities will then have to be scheduled sequentially.

Each of these activities should require, for example, 800 watts.

Then impose a future source power change for, say, 20 minutes, of a maximum
available power of 500 watts. Some of the activities should be taken off of the schedule.
If the activities are interruptible or reschedulable, they should be rescheduled after the
source power change is no longer in effect.

If an immediate source power change is done, the same type of interaction
should occur. If activities are taken off of the schedule permanently it is probably a small
bug in FRAMES.
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19.3 Redundancy Testing

To test redundancy a number of problems must be overcome. FRAMES
redundancy handling mechanisms do not currently work correctly. If a load is switched to
redundant during a fault scenario, FRAMES will think that some symptoms were reported
when they should not have been or that not all were reported that should have been.
FRAMES will not try to turn on the switch that the load was on after it has been switched
to redundant ,though. 7

If a switch to redundant occurs as a result of a source power change, FRAMES
will handle it correctly. Unfortunately ,this is highly unlikely.

Therefore, redundant switching can only be tested at the LLP level at this point.
To do this, a schedule should be set up so that a load that can be switched to redundant is
currently operating on c05. Another load that cannot be switched to redundant should be
operating on c22. Assume that only these two loads, at 400 watts each, are operating.
Then after the schedule has begun executing, apply a short to c05. The load should then be
switched to ¢19 and finish its execution there. Ignore whatever happens at FRAMES. The
scheduler will not be notified of the load being switched to redundant either. Once the
short has been applied, FRAMES could then be taken out of service except that the CAC is
dependent upon FRAMES..

19.4 FRAMES Diagnosis Testing

This section describes the tests for generating FRAMES diagnoses. Each test
consists of the diagnosis, its name in the code and its English output, followed by some
notes about the diagnosis and how to test the diagnosis. Each diagnosis refers to the
following figure: '
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RCCB 1
3k 1 d)
3k2 3k3
D eee O
ik 1 ik 2 1k 9

There are two diagnoses that deal specifically with subsystem distributors in-
stead of load centers as depicted by the following figure, (we will refer to this figure as

Figure 2):
RCCB 1
1 O
3k2 3k3
SS s O
Ilc-3k 1 le-3k 2 lc-3k 9

Each of the diagnoses are accompanied by a short description of the test that
should produce the diagnosis. As most of the tests are actually quite complex and involve
applying shorts to the right locations at specific times, we do not depict them on the
figures. This would just make the figures that much more confusing. Instead the figures
are provided for the purpose of reference in the diagnoses and the test descriptions to get a

better idea of what the diagnosis is about.

A number of the diagnoses describe the symptoms that occurred and end with a
statement: "This is not a fault scenario that is currently addressed.” What this indicates is
that FRAMES has encountered a scenario where more than a single fault has occurred.
There are some cases where FRAMES can diagnose multiple dependent faults, but in most
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cases multiple faults are not diagnosed. These diagnoses are included so that FRAMES can
end a line of feasdning without halting the syétem. In general, in these cases a number of
switches will be taken out of service and autonomous operation will continue. FRAMES
will not have diagnosed the fault per se, however.

Items enclosed in '<’ and ">', (e.g. <this item>) are virtual slots that are filled
in by actual switches and faults, etc., when the diagnosis is actually determined by
FRAMES. We are using virtual slots because the same diagnosis can be used in multiple
cases. In cases where multiple values are given, e.g., <fast-trip, i2t, gfi>, any of the
values can be inserted. Where multiple values occur in different places in the diagnosis, a

respective ordering is kept.

19.4.1

Diagnosis:

<RCCB 1> tripped on <fast-trip, i2t, gfi>.
During testing the switches below <RCCB 1> the following symptoms
<symptoms>

This is not a fault scenario that is currently addressed.
Description:

In this scenario RCCB 1 trips on either a fast-trip, i2t, or ground fault. When
testing the 3k switches below RCCB 1 we get an under voltage without the corresponding
RCCB 1 retrip. This means we seem to be getting an entirely different fault than the first

time.

- To test this we need to initially insert one of the shorts below RCCB 1 (above
the 3ks). This fault is a temporary fault. Then when the 3k switches are being tested,
retrip RCCB 1 with a different fault.
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19.4.2 iagnose-format--found-and-double-mask -fault
Diagnosis:

<RCCB 1> tripped on <fast-trip, i2t, gfi>.
During testing of the load center switches below <RCCB 1>, <RCCB 1>
retripped with <fast-trip, i2t, gfi>.

POSSIBLE CAUSES:
A <low-impedance, high-impedance, supply-to-ground> short below
A faulty <fast-trip, i2t, gfi> sensor on both the <1k> and <3k>.

Description:

To test this disable the appropriate sensor on a 1k and the 3k above the 1k, e.g.,
1k 2 and 3k 1. Then inject the short below the 1k and let it be a permanent short. All loads

should have permission to test.

19.4.3 iagnose-format--RCCB-errors-during-closing- f-3k
Diagnosis:

<RCCB 1> tripped on <fast-trip, i2t, gfi>.

During testing of the switches below <RCCB 1>, the following symptoms
occurred:

<symptoms>

This is not a fault scenario that is currently addressed.
Description:

Originally, RCCB 1 trips on one of the mentioned trips. First RCCB 1 is tested
and tests ok. Then the 3ks are flipped one by one without a fault. Then the 3ks are
sequentially closed. At this point something trips again. During the testing, all of the 1k
switches have been previously opened. The point is that if a 3k will cause a trip again
during closings but not flips, something unusual is occuring.
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To test this, apply a short below RCCB 1 to cause it to trip. Remove the short
right away. Then during closing of the 3k switches apply another short to one of the 3ks
below RCCB 1. To do this after the 3ks have been flipped, quickly set a short on 3k 1. Of
course you must make sure that the 3k you use is one that was being used originally.

19.4.4 1 se-format--lower- nt-trip-during-cl
Diagnosis:

<3k 1> tripped on <fast-trip, i2t, gfi>.

<1k 2> tripped on a current trip during closing of the switches below <3k
This should not be possible, if it was possible, <1k 2> should have tripped
during the flipping of the switches below <3k 1>.

This is not a fault scenario that is currently addressed.
Description:

This is exactly analogous to diagnose-format--RCCB-errors-during-closing-of-
3ks.

To test this, apply a short below 3k 1 (above the 1ks). Let this be a temporary
short. Then, during the closing of the 1ks, put another short below one of them. To do
this, set the short after flipping of the 1ks.

19.4.5 diagnose-format--overload
Diagnosis:

<3k 1> tripped on <i2t, gfi>.
<1k 5> tripped on under voltage during closing of the switches below <3k
1>, o

POSSIBLE CAUSES: :
An overload situation where the lower switches are drawin £ too much
current for <3k 1>.
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Description:

To have this scenario, there must be at least four 1k switches operating. Each
of these switches should be allocated such that the sum total of their power is 3k watts. To
simulate this, apply an i2t trip below 3k 1 and above the lks. Remove the short and
reapply it when the fourth 1k switch is being turned on. This test requires that all the 1k
switches have permission to test.

19.4.6 diagnose-format--lower-uv-during-closes-upper-fast-tri
Diagnosis:
<3k 1> tripped on <fast-trip>.
<1k 5> tripped on under voltage during closing of the switches below <3k
1>,
POSSIBLE CAUSES:
A low impedance short below <1k 5> and
A faulty fast-trip sensor on <1k 5>.
Description:
To test this, disable the fast trip sensor on 1k 5 and apply a permanent fast-trip
below it.

19.4.7 jagnose-format--new-top-problem-and-

Diagnosis:
<3k 1> tripped on <fast-trip, i2t,gfi>.
When testing the lower switches, the following symptoms occurred:
<symptoms>

This is not a fault scenario that is currently addressed.
Description:

In this scenario a 3k trips. During testing of the 1ks, we get under voltages at
the 1ks as expected but a different 3k trips. ’
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To test this, apply a temporary short below 3k 1. Then, during testing of the 1k
switches apply a short below 3k 2 and an open circuit below 3k 1.

19.4.8 diagnose-format--found- 3k-race-uv
Diagnosis:

<3k 1> tripped on <fast-trip, i2t,gfi>. -~
During testing of the lower switches, <lc-3k 2>, a 3k rpc, tripped with
under voltage.

POSSIBLE CAUSES:
A <low-impedance, high-impedance, supply-to-ground> fault below <lc-
3k 2>,

Description:

This diagnosis refers to Figure 2.

To test this we first apply a temporary short below 3k 1. Then during testing
we apply the same short again exactly when the load center 3k is being flipped. This could
actually be done by disabling the appropriate current sensor below one of the load center
3ks and applying a permanent short below that switch.

19.4.9

Diagnosis:

<3k 1> tripped on <fast-trip, i2t,gfi>.
When opening <3k 1> the following symptoms occurred:
<symptoms>

This is not a fault scenario that is currently addressed.
Description:
First, this diagnosis is wrong. It should suggest the proBlefn as the following:

First 3k 1 trips. During flips of the lks, we get under voltages back from them. But the
3k does not report tripping again.
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To test this, apply a temporary short below 3k 1. Then after testing 3k 1 and
before testing the 1ks, open the circuit between 3k 1 and the 1ks.

19.4.10 iagnose-format--found-3k-r
Diagnosis:

<3k 1> tripped on <fast-trip, i2t,gfi>.
During testing of the lower switches, <lc-3k 2>, a 3k rpc, tripped with
<fast-trip, i2t, gfi>.

POSSIBLE CAUSES: ,
A <low-impedance, high-impedance, supply-to-ground> fault below <lc-
3k 2>

Description:

This diagnosis refers to Figure 2.

This is the same test as in 4.8. The difference here is that first 3k 1 trips, then
Ic-3k 2 trips with the same symptom. To do this, apply a temporary short below 3k 1.
Then, after opening all the switches and right before testing of the load center 3ks, apply
the same short below Ic-3k 2.

19.4.11 diagnose-format--new-top-not-under-v

Diagnosis:
<RCCB 1> tripped on <fast-trip, i2t,gfi>.
When opening <3k 1>, the following symptoms occurred:
<symptoms>
This is not a fault scenario that is currently addressed.

Description:

In this scenario, RCCB 1 trips on a current trip. During testing of the 3k

switches, RCCB 1 retrips on a different symptom. This indicates a different problem than
originally expected and could be multiple faults.
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To test this, first apply a short below RCCB 1. During testing of the 3ks, apply
a different short below RCCB 1.

Diagnosis:

<switch> tripped on <fast-trip, i2t,gfi>.
When opening <switch>, the following symptoms occurred:
<symptoms>
This is not a fault scenario that is currently addressed.
Description:
In this scenario, one of the switches trips on a current trip. When first opening
all the relevant switches, new, unexpected symptoms occur.

To test this, apply a short below 1k 1. After detecting the fault indication at
FRAMES, also apply a short at 1k 2.

19.4.13 iagnose-format--found-and-single-masked-faul
Diagnosis:
<3k 1, RCCB 1> tripped on <fast-trip, i2t,gfi>.
When we flipped <lower switch>, <3k 1, RCCB 1> retripped on <fast-trip,
i2t, gfi>.
POSSIBLE CAUSES:
A failure in the <fast-trip, i2t, gfi> sensor of <lower switch> and
A <low-impedance, high-impedance> fault below <lower switch>.
Description:
To test this, disable the fast trip sensor at 1k 1 or 3k 1. Then, apply a fast trip
below 1k 1 or 3k 1. Let this be a permanent short.
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19.4.14  diagnose-format--multiple-tops-during-lower-flips
Diagnosis:
<3k 1, RCCB 1> tripped on <fast-trip, i2¢,gfi>.
When reclosing <3k 1, RCCB 1> the following symptoms occurred:
<symptoms>
This is not a fault scenario that is currently addressed.

Description:

First, this diagnosis is wrong.

The RCCB or a 3k first trips on a current trip. Then, when flipping a lower
switch, multiple faults occur. This is an unexpected situation and is not diagnosable.

To test this, apply a temporary short below 3k 1. Then, when flipping of the
1ks is to occur, apply a short to both 1k 1 and 1k 2.

19.4.15 diagnose-format--failure-to-close-top
Diagnosis:
<3k 1, RCCB 1> tripped on <fast-trip, i2t,gfi>.
When reclosing <3k 1, RCCB 1> the following symptoms occurred:
<symptoms>
This is not a fault scenario that is currently addressed.
Description:
In this scenario the switch is first flipped without retripping it. Then, when it is
closed for subsequent testing of the lower switches, it trips again.

To test this, apply a temporary short below 3k 1. Then, after 3k 1 is flipped
reapply the short.
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19.4.16  diagnose-format--no-retrip-on-reclose-of-lc-switch
Diagnosis:

<1k 2> tripped on <fast-trip, i2t,gfi>.
It did not trip again when it was reclosed during testing.

POSSIBLE CAUSES:
Most Likely: o e
Short circuit in cable to lad that was burned clear or was otherwise
removed.
Similar temporary short in load on that circuit.

Less Likely:
Intermittent RPC control failure involving current sensor, current

discriminator, or EPLD.
Description:

To test this, apply a temporary short below 1k 2.

19.4.17 iagnose-format--with-back-rush
Diagnosis:

<3k 1, RCCB 1> tripped on <fast-trip>.
These lower switches tripped on fast trip: <switches>
These lower switches tripped on under voltage: <switches>

CAUSES of <3k 1, RCCB 1> trip:
Short circuit in the cable below <3k 1, RCCB 1>.
Short circuit in the switch output of <3k 1, RCCB 1>,
Short circuit in the input of one of the following switches: <switches

below <3k 1, RCCB 1>>.
CAUSE of <fast trip switches below> fast trip:
Energy storing load on each of these switches discharged into the short

circuit.
Description:
To test this, apply a short below 3k 1 and get 3k 1 and 1k 1 both to fast trip at

once.
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Note: This will probably not work properly in the case of back rush where the
short is below RCCB 1. In this case, some lks will fast trip and RCCB 1 will fast trip.
This diagnosis expects fast trip symptoms from the level immediately below.

19.4.18

Diagnosis:

<switch> tripped on <fast-trip, i2t, gfi>.
When <switch> was reclosed, the following symptoms occurred:
<symptoms>
This is not a fault scenario that is currently addressed.
Description:
In this scenario, any switch trips on a current trip. When the switch is closed,
multiple symptoms occur.

To test this, apply a short below 3k 1. Then, after FRAMES receives the data,
apply an additional short under 3k 2. Both of these should be permanent shorts.

Diagnosis:

<RCCB 1> tripped on <fast-trip, i2t, gfi>.
<RCCB 1> tripped on <i2t, gfi, fast-trip, u-v> when <3k 1> was reclosed.

This is not a fault scenario that is currently addressed.
Description:

In this scenario RCCB 1 first trips on a current trip. When the 3ks are being
tested, RCCB 1 retrips only with a different symptom.

To test this, first apply a temporary fast trip below RCCB 1. Then, during
testing of the 3ks, apply an i2t short below RCCB 1.
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19.4.20  diagnose-format--retrip-on-reclose-with-new-to
Diagnosis:
<switch> tripped on <fast-trip, i2t, gfi>.
When <switch> was reclosed <switch 2> tripped on <fast-trip, i2t, gfi, u-
V>,
This is not a fault scenario that is currently addressed.
Description:
In this scenario, any switch trips on a current trip. When the switch is reclosed,
an entirely new symptom is found.

To test this, apply a temporary fast trip to 1k 1. Then after FRAMES opens the
switch, before further testing, apply a fast trip to 1k 2.

19.4.21 iagnose-format--retrip-on-reclose-with-new-s tom
Diagnosis:

<switch> tripped on <fast-trip, i2t, gfi>.
When <switch> was reclosed it tripped on <i2t, fast-trip, gfi, u-v>

This is not a fault scenario that is currently addressed.
Description:

In this scenario, any switch trips on a current trip. When the switch is reclosed,
the switch trips on a different symptom.

To test this, apply a temporary fast trip to 1k 1. Then, after FRAMES opens
the switch, before further testing, apply an i2t trip to 1k 1.
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19.4.22  diagnose-format--lc-retrip-on-reclose

Diagnosis:

<1k 1>, an 1k rpc in a load center, tripped on <fast-trip, i2t, gfi>.
When it was reclosed during testing, it tripped again with the same
symptom.

POSSIBLE CAUSES:
Most Likely:
Short Circuit supply to return in the cable below <1k 1>.
Short Circuit in load equipment on this circuit.
Less Likely:
Short circuit in RPC output wiring.
RPC control failure involving current sensor, current discriminator, or
EPLD.

Description:

To test this, simply apply a permanent short below one of the 1k switches.

19.4.23 Qiagggsg-fgrma;--rguip_-gn—r;glgsg
Diagnosis:

<3k 1, RCCB 1> tripped on <fast-trip, i2t, gfi>.
When it was reclosed during testing, it tripped again on <fast-trip, i2t, gfi>.

POSSIBLE CAUSES:
Most Likely:
Short circuit in cable below <3k 1, RCCB 1>,
Short circuit in the output of <3k 1, RCCB 1>.
Short circuit in the input of one of the following switches: <switches
below tripped switch>.
Less Likely:
Failure of current sensor, current comparator, or EPLD of <3k 1, RCCB
1>,
" @if it was 3k 1 and it was an i2t trip and there were more than 3 1ks on,
en:
Overload resulting from improper current increase in a heavily loaded
load center.)
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Description:

To test this, simply apply a permanent short below one of the 3k switches or
below RCCB 1.

19.4.24 diagnose-format--single-top-with-under-v-no-multiple-possible-and-no-current-
above

Diagnosis:

<switch> tripped on under voltage.

The other <1k, 3k, rccb>s were not in a position to trip when <switch>
tripped.

<switch above> the <3k, rccb, rbi> above, registers no current flow.,

POSSIBLE CAUSES:
Most Likely:
An open circuit below <switch above>.
Less Likely:
Failure of the voltage sensor of <switch>,
Failure of the voltage comparator of <switch>.
Failure of the EPLD of <switch>.
(if the switch was an RCCB:
It is also possible that the power has not been turned on.)

Description:

To test this, apply an open circuit fault between 3k 1 and the 1ks below it.

19.4.25 diaznose-format--single-top-with—under—v-multiple-nossiblc-and-no—current-

above

Diagnosis:

<switch> tripped on under voltage.

<x> of the <1k, 3k, rccb>s were closed when <switch> tripped but did not
trip. ]

<switch above>, the <3k, rccb, rbi> above, registers no current.

This is not a fault scenario that is currently addressed.
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Description:

In this scenario, a switch trips on under voltage. Some of the siblings of the
switch were closed when the switch tripped but did not trip themselves. In addition, the
switch above has no current flow.

To test this, disconnect 1k 1 from the power bus and cause the current sensor of
3k 1 to always read 0. Also, have some other loads connected in the load center below 3k
1.

19.4.26 diagngse—format—-singlc-top-with-gnder-v—no-mulﬁple—nossible-and-current-
above

Diagnosis:

<switch> tripped on under voltage.
<siblings of switch> were not in a position to trip when <switch> tripped.
<switch above> the <3k, rccb, rbi> above, registers a positive current.

POSSIBLE CAUSES:
Most Likely:
The current sensor, current comparator, or EPLD of <switch above> may
be faulty AND
one of:
Supply to return fault in the cable above <switch>.
Supply to return fault in the switch output of <switch above>.
Supply to return fault in the switch input of one of the <1k, 3k, rccb>s.
(if the switch was a 1k:
Less Likely:
In addition to the above:
The current sensor, current comparator, or EPLD of <switch above>
may be faulty.

Description:
In this scenario, one of the switches trip on under voltage. None of its siblings

are in a position to trip. Also, the switch above has current flowing through it but does not
trip. Since RCCBs cannot trip on under voltage, this diagnosis should always be ok.
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To test this, set up one load on 1k 1. Then, disable the current comparator of
3k 1 and apply a short below 3k 1.

19.4.27 diagnose-format--single-top-with-under-v-multiple-possible-and-current-above

Diagnosis:

<switch> tripped on under voltage.
<x> of the <1k, 3k, rccb>s were closed when <switch>tripped but did not
trip.
<switch above> the <3k, rccb, rbi> above, registers a positive current.
POSSIBLE CAUSES:
Most Likely:
Failure in the voltage sensor of <switch>.

Failure in the voltage comparator of <switch>.
Failure in the EPLD of <switch>.

Description:

In this scenario, we can suppose 1k 1 trips on under voltage. 1k 2 also has a
load running but does not trip. Also 3k 1 has current flowing through it.

To test this, disconnect 1k 1 from the power bus during operation. Also, have
additional loads running in the load center.

19.4.28  diagnose-format--single-( 1k.3k)-top-with-under-v-no-multiple-possible-and-

Diagnosis:

<lk, 3k> tripped on under voltage.

<siblings of switch> were not in a position to trip when <1k, 3k> tripped.
<3k, rccb>, the <3k, rccb> above, registers a current over limit condition
but does not report tripping.

* POSSIBLE CAUSES:
Most Likely:

The current sensor, current comparator, or EPLD of <3k, rccb> may be
faulty AND
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One of:

Supply to return fault in the cable above <1k, 3k>.
Supply to return fault in the switch output of <3k, rccb>.
Supply to return fault in the switch input of one of the <1k, 3Kk)s.
Less Likely:
In addition to the above:
The current sensor, current comparator, or EPLD of <3k, rccb> may be

faulty.
Description:
In this scenario, we can suppose 1k 1 trips on under voltage. 3k 1 has a current

over limit condition and there were no other siblings of 1k 1 that could have ripped. Thus,
there should be a fault and a bad current sensing device on the switch above (3k 1).

To test this, have only one load in the load center active. Then, fake out the
sensor on 3k 1 to think the current is over limit so it trips. Keep the sensor faked out.

19.4.29 diagnose-format--single-( lkjk)-top-with-undcr—v—multiole-Dossible-and-

current-over-limit-above

Diagnosis:

<1k 1, 3k 1> tripped on under voltage.
<3k 1, RCCB 1>, the <3k, rccb> above, did not report tripping but does
register a current over limit condition.

POSSIBLE CAUSES:
Most Likely:
A fault in the switch input of <1k 1, 3k 1> with a failure of the trip
mechanism of <3k 1, RCCB 1>.
Less Likely:
A short somewhere below <1k 1, 3k 1> with a failure of <1k 1, 3k 1> to
recognize it and a failure of <3k 1, RCCB 1> to trip.
A failure in the voltage sensor of <1k 1, 3k 1>, a failure in the current
sensor of <3k 1, RCCB 1> and <3k 1, RCCB 1> not tripping.
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Description:

This is a complex scenario. Simply put, suppose 1k 1 trips on under voltage.
There are siblings of 1k 1 that are also operating loads but do not trip. Additionally, 3k 1
reports a current over limit condition but does not trip.

To test this, unhook 1k 1 from the power bus during operation. Also, at the
same time, fake the sensor of 3k 1 into thinking that the current is over limit and disable the
trip mechanism so it cannot trip or report tripping.

19.4.30 diagnos
op-not-under-v

Diagnosis:

The following symptoms occurred:
<symptoms>

This is a fault scenario that is not currently addressed.
Description:

In this scenario, both RCCBs in a load center trip either both on under voltage
or else on different symptoms.

To test this, simultaneously apply a fast trip below one RCCB and an i2t trip
below the other.

19.4.31 diagnosg—forma;—-multiple-differentfrccb—top—under~voltage
Diagnbsis:
The following symptoms occurred:
<symptoms>
It is possible that the power was not turned on.

This is a fault scenario that is not currently addressed.
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Description:

19.4.32

19.4.33

In this scenario, both RCCBs in a load center trip on under voltage.

Unfortunately, this is an impossible scenario.

diagngse-format--multiplg-3k-top—not-identigal
Diagnosis:

<3k 1> tripped on <fast-trip, i2t, gfi>.
<3k 2> tripped on <i2t, gfi, fast-trip>.

This is a fault scenario that is not currently addressed.
Description:

In this scenario, two 3k rpcs trip with different symptoms.
To test this, have 3k 1 and 3k 2 both trip with different symptoms.

iagnose-format--multiple-3k-top-Cross
Diagnosis:
The following 3k RPCs tripped on fast-trip:
3k 1, 3k 2.
The third 3k RPC was also closed but did not report tripping.

POSSIBLE CAUSE:
A short circuit between the output cables of the two 3k RPCs.

Description:

To test this, try crossing the output cables of two 3k RPCs.
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Diagnosis:

The following ;’ak RPCs tripped on under voltage:
':;"ll(lelih?xl'(dzék RPC was also closed and could have trippcd bud did not.
This is not a fault scenario that is currently addressed.
Description:
To test this, unhook both 3k 1 and 3k 2 both at the same time from the power
bus during system operation.

19.4.35 iagnose-format--multiple-different-3k-
Diagnosis:
The following symptoms occurred:
3k 1 tripped on <fault 1>
3k 2 tripped on <fault 2>
3k 3 tripped on <fault 3>
This is not a fault scenario that is currently addressed.
Description:
To test this, apply three faults to the 3k switches where not all the faults are the
same.

19.4.36  diagnose-format--multiple- 3k-top-not-under-v

Diagnosis:

The following symptoms occurred:
<symptoms>

This is not a fault scenario that is currently addressed.
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Description:

In this scenario, two or three 3k switches trip with identical faults (not under
voltage).

To test this, apply two or three faults to the 3k switches. If two faults are
applied, do not do fast-trip as this will look like crossed output cables.

19.4.37 diagnose-format--multiple- 3k-top-under-v
Diagnosis:
The following 3k RPCs tripped on under voltage:
3k 1,3k 2,3k 3
<RCCB 1>, the rceb above, did not report tripping.
POSSIBLE CAUSES: o
A resistive contact in the <RCCB 1>
An open or disconnected cable below <RCCB 1> and above the 3k RPCs.
A low impedance fault below <RCCB 1> and above the 3k RPCs with
<RCCB 1> failing to trip on i2t.

Description:

In this scenario, all the 3k switches trip on under voltage.

To test this, apply an open circuit below the rccb.

19.4.38

Diagnosis:

The following load center RPCs tripped:
<symptoms>

This is not a fault scenario that is currently addressed.
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Description:

In this scenario, multiple 1k switches tripped with different faults or not all fast
trip or under voltage.

To test this, apply multiple faults at the same time to more than one 1k switches.

19.4.39  diagnose-format--multiple- 1k-not-all-that-could-under-voltage

Diagnosis:

The following load center RPCs tripped on under voltage:
<switches>

The following load center RPCs did not trip on under voltage and were in a
position to do so:

<more switches>

This is not a fault scenario that is currently addressed.

Description:

In this scenario, multiple 1k switches tripped with under voltage. In addition,
more of the load center switches were also active when the trips occur.

To test this, apply multiple under voltages at the same time to more than one 1k
switches.

19.4.40 diagnose-format--multiple-1k-all-that-could-under-voltage

Diagnosis:

The following load center RPCs tripped on under voltage:
<switches>

<3k 1>, the 3k RPC above did not report tripping.
" POSSIBLE CAUSES: o '
Most Likely:
A resistive contact in <3k 1>

An open or disconnected cable below <3k 1> and above the load center
RPC.
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19.4.41

A resistive cable below <3k 1> and above the load center RPC.
Less Likely:
A low impedance fault below <3k 1> and a failed overload current sensor
of <3k 1>.

Description:

To test this, simply apply an open circuit below 3k 1 during operation.

Diagnosis:

The following load center RPCs tripped on fast trip:
<switches>

None of these switches have permission to test.

Further isolation of the fault is not possible.

POSSIBLE CAUSES:
A short circuit in or below any of these load center RPCs.

Description:

In this scenario, multiple 1k switches trip on fast trip. No testing can be done

as none of the loads have permission to test.

To test this, set up the loads so that they do not have permission to test. Then,

apply a fast trip to at least two of the 1ks at the same time.

Diagnosis:

The following load center RPCs tripped on fast trip:
<switches>

During testing the following symptoms occurred:
<symptoms>

This is not a fault scenario that is currently addressed:
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Description:

In this scenario, multiple 1k switches trip on fast trip. During testing, more
than two trips occur again and the number of retrips is not equal to the number of original

trips.

This is not straightforward to test. First, multiple 1ks need to trip on fast trip.
Then, during testing multiple 1ks (a different number) need to trip as well.

Diagnosis:

The following load center RPCs tripped on fast trip:
<switches>

During testing the following symptoms occurred:
<symptoms>

This is not a fault scenario that is currently addressed:
Description:

In this scenario, multiple 1k switches trip on fast trip. During testing, more
than two trips occur again and the number of retrips is equal to the number of original trips.
Additionally, the number of trips is greater than two.

This is not straightforward to test. First, multiple 1ks need to trip on fast trip.
Then, during testing the same 1ks should be tripped again, all at the same time.

19.4.44  diagnose-format--no-retrip-on-multiple-lc-top
Diagnosis:

The following load center RPCs tripped on fast trip:
<switches>

During testing, none of these switches re-tripped.

(if some of the switches did not have permission to test:

The following switches did not have permission to test:
<switches>
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POSSIBLE CAUSES:

A low impedance fault in the switch output, cable, or load below one of
these switches.
A short between the output cables of two or more of these.)

Description:

In this scenario, multiple 1k switches trip on fast trip. If some of the switches
have no permission to test we get one case, otherwise we get the other.

To test this, apply a temporary fast trip to multiple 1k switches at the same time.

19.4.45 diagnose-format--output-cables-short-in-I¢
Diagnosis:

The following load center RPCs tripped on fast trip:
<switches>
During testing, both <1k 1> and <1k 2> re-tripped on fast trip.

POSSIBLE CAUSES:
Most Likely:
A short between the output of <1k 1> and <1k 2>.
(if some switches did not have permission to test:
However, the following switches did not have permission to test:
<switches>)

Description:
In this scenario, multiple 1k switches trip on fast trip. When tested, only two

of them retripped (during closes).

To test this, apply a short between the output cables of two load center switches
during operation and keep it there.

APPENDIX X: SSM/PMAD EXPOSITORY AND ACTIVITY PLAN
X-27



APPENDIX X: Interim MCR-89-516
SSM/PMAD EXPOSITORY AND Final
ACTIVITY PLAN Report February 1989

19.4.46  diagnose-format--back-rush-in-lc
Diagnosis:

The following load center RPCs tripped on fast trip:
<switches>
During testing, <1k 2> re-tripped on fast trip.

POSSIBLE CAUSES:
Most Likely: 7
A low impedance short in the cable below <1k 2>.
A low impedance short in the switch output of <1k 2>.
A low impedance short in the load below <1k 2>.
Cause of other switches tripping:
Backrush due to energy storage in the loads.
(if some switches did not have permission to test:

Less Likely:
A short between the output cables of some of the switches--the following

switches did not have permission to test <switches>.)
Description:
In this scenario, multiple 1k switches trip on fast trip. When tested, only one

switch retrips. This indicates a possible back rush situation.

To test this apply a temporary fast trip to at least two load center switches at

once. Only leave one of the fast trips in place.

This diagnosis is not reachable in the code.

19.4.49  diagnose-format--single-lc-top-under-v-with-failure-to-open-non-top

This diagnosis is not reachable in the code.
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19.4.50 diagnose-format--no-permission-to-close-top
Diagnosis:

<1k 2> tripped on <fast-trip, i2t, gfi>.
<1k 2> does not have permission to close.

POSSIBLE CAUSE:
A <fast-trip, i2t, gfi> fault in some subcomponent of the power network
headed by <1k 2>.
Description:
In this scenario a 1k switch trips on a current trip. Additionally, it does not
have permission to test.

To test this, set up a load without permission to test on 1k 2. Then, apply a
short below 1k 2.

This diagnosis has a probable bug in it as well.

Diagnosis:

The initial critical symptom in this situation was <3k 1, RCCB 1> tripping
on <fast-trip, i2t, gfi>.

During routine precautionary switch opening, <1k, 3k> failed to respond to
an open command.

This indicates an Altera chip (PLD) failure in <1k, 3k>, which could have
caused it not to respond to a <fast-trip, i2t, gfi> condition in the circuit
beneath it.

The fault then propagated up to <3k 1, RCCB 1> above, with the <1k, 3k>
below tripping on under voltage.

It is not possible to test this further since the results of any relevant testing
could be attributed to the failed Altera chip in <1k, 3k>.
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Description:

To test this situation, fake out the current sensor in 1k 2 and apply a short
below 1k 2. Also, disable 1k 2s opening mechanism.

This diagnosis is probably incorrectly coded and may result in an error

conditionﬁ.r S

19.4.52

Diagnosis:

<switch> tripped on <fast-trip, i2t, gfi>.
When commanded to open <switch> did not respond.

POSSIBLE CAUSES:
A failure in the EPLD of <switch>.

Description:

To test this, apply a short below 1k 2. Then, disable 1k 2s opening

mechanism.

19.4.53  diagnose-format--no-permission-to-test-in-load-center

This diagnosis is not reachable in the code.

Diagnosis:

<3k 1> tripped on <fast-trip, gfi>. - -
Testing is not permitted in the switches below <3k 1>.

The fault is only isolated to a position in or below the switches below <3k
1>,

#
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