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INTRODUCTION

The space shuttle external tank and the space station
Freedom are fabricated by the variable polarity plasma arc
(VPPA) welding. Heat sink effects (taper) are observed when
there are irregqularities in the work-piece configuration
especially if these irregularities are close to the weld bead
(1). These heat sinks affect the geometry of the weld bead,
and in extreme cases they could cause defects such as
incomplete fusion. Also, different fixtures seem to have
varying heat sink effects.

The objective of the previous (1), present and
consecutive research studies is to investigate the effect of
irregularities in the work-piece configuration and fixture
differences on the weld bead geometry with the ultimate
objective to compensate automatically for the heat sink
effects and achieve a perfect weld.

TAPER DURING WELDING

By taper is meant the convergence or divergence of weld
diameter. In the present situation, both the crown and the
root diameters, are taken to diverge or converge
simultaneously.

When welding conditions are set constant, taper is
particularly observed when there are irregularities close to
the weld bead. Measurements of weld beads of plates with
ridges, protuberances and step close to the weld beads showed
decreases in weld diameters sometimes as much as 23.5% (1).

It had been thought that as welding progresses, the work
piece effective ambient temperature (measurable at the edge of
the plate on the same horizontal line as the power source)
would rise, thus raising the temperature with respect to
melting at the weld and pushing out the melting isotherm to
create taper (divergence in weld bead). But taper was not
observed (1) on weld beads on quarter inch flat plates,
insulated except for the edges and the torch path. Taper was
not detected even for the narrowest plate, where weld
diameters were measured with a microscope (1). Thus, to fully
understand the mechanisms of heat flow during welding, the
following experiments were performed.

EXPERIMENTS
One pass, bead on plate welds were performed on two
vertical plate configurations. The first configuration is

flat plate 61 x 20.3 x 0.64 cm (24 x 8 x 0.25 in). A matrix
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(4 rows x 6 columns) of K (k-20-TT AWG) type thermocouples
were imbedded on the right side of the panel. The first and
third rows were 8.928 cm (3.515 in) from the bottom and top
edges of the plate, respectively. While the second and fourth
rows were imbedded at the middle (30.5 cm,12 in) of the front
and back of the panel, respectively. The thermocouple columns
were 1.52, 2.54, 3.81, 5.08, 7.62, and 10.16 cm (0.6, 1.0,
1.5, 2.0, 3.0, 4.0 in) from the center of the weld (plate),
respectively. The last thermocouple in each row was imbedded
in the center of the plate's edge.

The second configuration was similar except that the
thickness of the plate was 2.54 cm (1.0 in). Also, through
the length of the center there was a groove 1.95 cm (0.768 in)
wide and 0.848 cm (0.334 in) deep.

The numbering of the thermocouples started as TC 1
closest to the weld at the bottom row and continued outward,
then followed by TC 7 at the middle in the vicinity of the
weld and the same pattern continued to TC 18 at the edge of
the top row. TC 19 was reserved to measure the laminar
boundary layer temperature at the far bottom end of the plate.
Finally, the back row started with TC 20 through TC 24 and it
shared the edge thermocouple TC 12 with the front middle row.

Imbedding of thermocouples was preferred to surface
attachment for several reasons: the high temperature cement
was brittle in contrast to imbedding which was very strong.
Also, imbedding provided better accuracy in positioning the
thermocouples. Finally, with imbedding there should be no
worries of misapplication of the cement, i.e. it will not seep
beneath the bead and act as an insulation between the
thermocouple and the work-piece.

The shielded thermocouples were attached to a Molydacq
data acquisition system.

During welding temperature fields were monitored by an
Inframetrics, model 600 infrared imaging radiometer.

The power produced by the source was 4.19 kW for the
first configuration, the torch speed was 0.466 cm/s
(11 in/min) and the VPPA welding started 3.15 cm (1.24 in)
from the bottom of the plate. While welding started at
3.32 cm (1.307 in) from the bottom of the second
configuration, with a torch velocity of 0.161 cm/s
(3.8 in/min) and the source power was 10.1 KW.



RESULTS AND DISCUSSION

The temperature profile in the vicinity of the torch,
i.e. from the start of melting through the width of the plate
is shown in Figure 1. The location of the liquidus point
(643 C) and the solidus point (543 C), were determined by
examining macroscopically treated specimens under the
microscope.

Figure 2 a, b, ¢, and d shows the raw data, for the first
configuration, for the bottom, middle front (facing the
torch), middle back, and the top rows of data, respectively.
Figure 2 represents the temperature rise from the start of
welding to the end for each thermocouple, i.e. it shows the
temperature rise for stationary locations as the torch moves.
Examining the locations aligned parallel, close to the bead,
it is observed that before the torch approaches any one of
these locations there is a very small temperature rise. But
as the torch becomes almost in the vicinity of that location
there is a sudden sharp temperature rise which drops less
abruptly as the torch moves away and levels up giving an
average temperature higher than the initial plate temperature.
The thermocouples were scanned once every 10 s, i.e. every
4.65 cm (1.83 in). This did not allow recording the
thermocouple reading when the distance between it and the
torch was the shortest. But, the bottom thermocouple (TC 1)
recorded a temperature reading when the torch passed it with
0.254 cm (0.1 in), and this was the highest reading recorded
for any thermocouple location as you can see comparing Figure
2 a, b, ¢, and d. Examining the locations parallel and
farther from the weld, a gradual increase in temperature is
noticed before it levels off.

As mentioned in the previous paragraph abrupt elevation
in temperatures are observed only in the close proximity of
the torch. This was also supported by thermography as seen in
Figure 3, where the temperature isotherms have an elliptic
shape.

The scatter in the power estimates made using the moving
line source were within the expected order of magnitude behind
and in the immediate vicinity of the torch. A power transfer
efficiency of 39 % was obtained in the vicinity of the torch.
Care should be exercised in estimating the power from the
temperature field in front of the power source (torch) as
these are very sensitive to uncertainties in physical
properties and temperature measurement errors. Some of these
locations ahead of the power source recorded a rise in
temperature of 2.5 C, while the measurement error limit is
2.2 C. To illustrate the sensitivity to physical properties a
decrease of 15 % in the thermal diffusivity at a location
1.5 cm beside the weld center and 1.4 cm. ahead of the power
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source shows an increase of 13 % in power, while for the same
conditions if the distance ahead of the center of the power
source was 2.8 cm. an increase of 95 % in the power
calculated. But estimating the temperature field using the
moving line source equation for a power absorption of 1.65 kW
gave similar temperature field to that determined
experimentally.

Rough estimates of natural convective losses, and thermal
radiation from the plate are not large, e.g. natural
convection at a constant plate temperature of 127 C is less
than 10 % of the power absorbed by the work piece.

CONCLUSIONS

The average temperature rise of the work-piece was
contained in the temperature hump behind the torch. The
temperature field of a VPPA weld on a one pass bead on flat
plate is similar to that for a moving point source on an
infinite plane.

There was negligible change in the effective ambient
temperature of a flat plate. Consequently, there is no
measurable taper in weld width.

Power estimates made using the moving point source
solution are reasonable in the vicinity of the power source,
although power estimates from the temperature field in front
of the power source are too sensitive to uncertainties in
physical properties and temperature error to yield useful
value.

Natural convection and thermal radiation losses from the

work-piece outside the puddle are not large (according to
rough estimates).
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The systems engineering (SE) process for space systems is a disciplined approach used by
both NASA/MSFC and its contractors to convert mission needs into a system specification, the key
technical input to NASA Phase C Detail Design activities. Although only 5% of the program effort
is expended during Phase A Preliminary Analysis and Phase B Definition, 85% of the program cost
is determined by the end of Phase B. The responsibility for SE work at the Center during Phases
A, B, and C rests primarily with two organizations: Program Development, which manages Phase
A&B; Systems Analysis and Integration Lab, whose involvement begins in Phase B and continues
throughout Phase C.

The purpose of this report is to briefly summarize the results of an eight week assessment
of NASA/MSFC Phase A and Phase B systems engineering processes, methodologies, and activities.
Specifically, fourteen inconsistencies or weaknesses were identified and recommendations for
corrective action were generated. A 1.5 hour briefing on these results was given in EL51 on 8-11-92;
that documentation is available from the author or either NASA Colleague.

The first group of inconsistencies or weaknesses deals with the existing approach and
organizational issues to provide SE support during Phase B:

1.1 Too many system development projects at MSFC, which result in:
* Low utilization of engineering manpower to do value-adding work, because they are
matrixed to too many projects (two is considered optimal);
* SE manpower focused on Phase C/D work, not Phase B.

12 Variable documentation at the end of Phase A and Phase B, which induces rework at the
start of the next phase.

13 System development times too long—in some cases 20 years from start of Phase A to
operations.

14 Phase B program risk analysis capability weak-to-non-existent.

15 Trade study management procedures, associated cost and effectiveness models, and decision-

structuring aids appear weak-to-non-existent.
Recommendations to resolve these problems were to:

* Control release of projects into new phases in order to reduce the number of programs "active”
at NASA/MSFC to better match resources available in S&E labs.

* Realign technology R&D at the Center to meet the needs of approved programs.

* Develop standards for technical documentation that Phase A and Phase B NASA/MSFC project
teams must produce, regardless of who is "customer organization.”

* Consider breaking Phase B Definition into two subphases, Bl System Definition and B2 Design
Definition, as does the Department of Defense (DOD). Also, appoint a Chief Systems Engineer
for Phase B.

* Make a concentrated, center-wide effort to reduce development times (for cost savings) and yet
meet project milestones as they were originally planned during Phase A.

* Obtain maximum benefit from development of in-house prototypes.

¢ Develop the capability in SE to identify and make visible to management the technical risks
inherent in a technology, a design solution, or an entire design concept.

» Consider developing the expertise to convert quantified technical and programmatic risks into
program risk assessments, for the purpose of early, preventive action by program managers and
the chief engineers.

* Commit to becoming a world-class practitioner of system engineering methodologies that permit
prediction of life-cycle cost and system effectiveness based on the technical parameters and
performance characteristics of a proposed product and its associated processes.

» Establish SE’s role as trade study coordinator for all Phase B projects.
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The second group of inconsistencies or weaknesses deals with the approach used to plan and
manage in-house SE activities:

21 NLS Definition Phase Implementation Plan, as an example, lacks necessary details on study
process flow, systems analysis and control procedures, and outlines of target documents.
22 A critical task during Phase B is the preparation of a Systems Engineering Management Plan

(SEMP) for Phase C, because this document is the description of the Phase C technical work
will be controlled. This task was omitted from the NLS planned work.

23 RIDs prior to release of system spec into Phase C are indicative of changes needed in Phase
B responsibilities, staffing, processes and documentation.

24 The MSFC SE Handbook leaves some critical SE concepts, such as traceability of a
requirement, baseline control, "how to" for technical risk analysis, and others unaddressed,
and must be improved.

25 In-house projects must be forced to conform to a standardized process (with project-specific
variations, of course) which included periodic screening for technical leadership,
documentation, and process flow.

The missing items from the NSL Implementation Plan were classified into general
descriptions, Phase B tasks, and Phase B outputs. The purposes of a SEMP were described, and a
comparison of SEMP outlines suggested in MIL-STD499A and MIL-STD-499B was prepared. The
need to adopt a MSFC standardized SEMP contents, and to require preparation of a SEMP by Phase
C contractors (or MSFC engineers, in the case of in-house Phase C) was emphasized. It was
recommended to use the record of RIDs and their source/disposition on numerous previous
programs in a type of "process diagnosis” in order to discern causes embedded in the way Phase B
and the preparation of the Phase C plans are conducted. Suggestions for revisions of the SE
Handbook were made.

The final set of inconsistencies and weaknesses deals with PD and S&E involvement and
phasing during Phases A&B. Problems identified were:

3.1 Phase A technical documentation not well-defined in terms of content, and there is no
concept of "customer needs” for the documentation.

3.2 PD has little guidance in their "Lead Engineer's Handbook" on how to conduct Phase B.

3.3 Phase A and Phase B project teams are apparently chronically understaffed.

34 Phase B responsibilities, staffing, study processes, and target documentation are vaguely
defined in both PD and SE guidance documents.

Recommendations were to adopt the System Requirements Document (SRD) as the target
technical document for Phase A Study Teams. Also, Phase A Study Teams must become much more
disciplined in the way they document their sources, analyses, requirements, and design concept.
Also, it was recommended that a Phase B CSE from S&E be appointed to lead systems requirements
work during Phase B, placing control on all Phase B technical matters within S&E. Phase B program
managers under this proposal would continue to reside in PD, and the control of all Phase B
programmatic matters and customer interfaces would continue under the control of PD. Finally, it
was recommended that NASA/MSFC formalize the study process flow for Phase B and that the
focus of each subphase be on producing the following documents:

* Phase Bl: Preliminary System Spec (System Functional Baseline)
e Phase B2: System Spec and Various Item Development Specs (System Allocated Baseline)

The figure on page I1-3 summarizes the reviews, key documents, baselines, and decision authority
recommended for a revised NASA/MSFC development life-cycle.
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INFORMATION SUMMARY

NASA Spacelink, a proven resource medium, may be accessed
over telephone lines or via the Internet by teachers or
anyone with a computer or modem. It is a collection of
historical and current information on NASA programs and
activities. Included in this library is information on a
variety of NASA programs, updates on Shuttle status, news
releases, aeronautics, space exploration, classroom
materials, NASA Educational Services, and computer programs
and graphics. The material stored in Spacelink has found
widespread use by teachers and others, and is being used to
stimulate students, particularly in the area of aerospace
science.

To refurbish the system I assisted in updating and
expanding the NASA Spacelink collection.

To accomplish this I used computer equipment in:
Editing documents for the system.
Modifying and testing menus for the system.
Updating and entering information in the system.

Rendering the available information more accessible
to the Spacelink user.

Converting Macintosh based documents to Standard
Text Form (ASCII) and uploading to system for

posting.

The accompanying four charts -- NASA Spacelink Source of
Callers, NASA Spacelink Registered Users, NASA Spacelink
Growth by User Type, and NASA Spacelink Usage Statistics --
give a partial summary of Spacelink's usage, and attest to
the fact that Spacelink is indeed a very worthwhile NASA
investment.

III-1



z6/t/ L peopdn

e1a ]
SN |

jowisyu)

%260

SI3[[B)) JO 2Inog juippdeds vV

(P20EY1)2661 10} POAIBOSI SIIOD IV

I11-2



NASA Spacelink Registered Users

20000

18000

2000

= 16/02/9
= 76/51/9
= 76/5/9
= 26/12/5
= 26/L/S

26/v2/r

= 6/51/y
= 6/1/v
= u/0e/t
§ 26/8/¢
= /st/t
= 6/tl/t

26/1Z/1

= 76/6/!

= 16/82/1
= 16/91/0)
= 16/v/
= 16/51/11
= |6/62/0!
£ 16/01/01
= 16/v2/6
= 16/9/6

= 16/61/8
= 16/18/L

16/S1/L

o 16/92/9
= 16/01/9
E 16/22/5
= 16/9/S
= 16/8L/%
= 16/2/+

16/G1/¢
16/L2/7
16/L/T

= 16/22/1

16/2/1

Updated 7/7/92



NASA Spacelink Growth by User Type
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introduction

Space Station Freedom is being developed for a service life of up to thirty years. As a consequence,
the design requirements for the seals to be used are unprecedented. Full scale testing to assure the selected
seals can satisfy the design requirements are not feasible. As an alternative, a sub-scale test program{4] has
been developed by MSFC to calibrate the analysis tools to be used to certify the proposed design. This
research has been conducted in support of the MSFC Integrated Seal Test Program. The ultimate objective of
this research is to correlate analysis and test results to qualify the analytical tools, which in tur, are to be
used to qualify the flight hardware.

Seals are simple devices that are in widespread use. The most common type of seal is the O-ring.
O-rings seals are typically rings of rubber with a circular cross section. The rings are placed between the
surfaces to be sealed usually in a grove of some design. The particular designs may differ based on a number
of different factors. This research is totally focused on O-rings that are compressed by perpendicular
clamping forces. In this type of seal the O-ring is clamped between the sealing surfaces by loads
perpendicular to the circular cross section.

In spite of the relative simplicity of the O-ring it does not lend itself to analysis. Which is why O-
rings have been so frequently designed based on handbook values, without extensive analysis. O-ring
analysis is complicated by the inherent nonlinearities in the problem. The O-ring problem involves nonlinear
geometric effects; due to the contact, or moving boundary, problem and the large deformations. It also
involves nonlinear material effects; due to the material nonlinearities at large deformations (hyperelasticity)
and the viscous behavior of the material (viscoelasticity). Current advancements in computational methods
have led to the development of the tools that are capable of handling the O-ring problem.

Specific Problem Addressed

There are four basic design parameters that are to be considered in the development of an O-ring
seal: O-ring cross sectional diameter, grove design, O-ring squeeze, and material. In this research a single
O-ring diameter was considered. Grove design is typically selected from one of four fundamental grove
shapes: rectangular — no side wall contact, rectangular — side wall contact, dove tail, and half-dove tail.
This research addresses both types of rectangular groves, and the half-dove tail design. The O-ring squeeze
levels range from 10% to as much as 50%. In this research three squeeze levels were considered: 15, 25, and
40%. The materials studied were selected from candidate materials for Space Station Freedom: Viton (Parker
V747) and Silicone (Parker S383).

Method of Approach

The designs considered in this research were analyzed using a commercial finite element analysis
code: ABAQUS by Hibbitt, Karlsson, and Sorensen, Incorporated. Preliminary model development was
accomplished using EMS and IFEM by Intergraph and translation to ABAQUS and post processing using
PATRAN by PDA. ABAQUS is a multipurpose finite element program developed without the classical
assumptions of small displacements and rotations. It was used in this research because of its ability to analyze
contact problems, nonlinear material behavior, and viscoelastic response.

Three finite element models were developed. Although O-rings present natural symmetries that may
be used advantageously to reduce model size, symmetry was not used in any of the models developed. This
was motivated by the desire to include axisymmetric behavior and pressure loads on internal surfaces. In the
model development care was exercised to limit the number of triangular elements in the models. Further care
was exercised to limit the skewness of the elements, maintain uniform element size, and maintain element
aspect ratios near one. The models developed are shown in Figure 1 and the significant model characteristics
listed in Table 1.



Coarse Model Intermediate Model Fine Model
Figure 1. O-Ring Finite Element Models.

The contact problem was analyzed through use of special purpose elements within ABAQUS. These
elements require definition of the rigid surfaces in the model. The side wall contact — rectangular grove and
the half dove-tail grove are shown in Figure 2. Note in the figure that the grove dimension change based on
the squeeze used. The rigid surfaces are defined through use of line and arc segments. The letters in the
figure designate ends of the segments and the numbers indicate the centers of the arcs. The coordinstes of
these points sre listed in Tables 2 and 3. ' T

c| 1 }h2 31 F

I
=
~4 ~ 7 T

E

D
Side Wall Contact- SR
Rectangular Grove Half Dove-Tail

Figure 2. Candidate Grove Designs as Investigated.

Results

PATRAN and a special purpose program were used to analyze the results generated by ABAQUS.
A separate translator was used to translate the results into PATRAN. This translator at this time does not
support the contact element or appareatly the axisymmetric elements in ABAQUS. PATRAN was used to
produce plots of the deformed geometries, as shown in Figure 3, and contour plots of the stresses in the O-
ring. Figure 3 shows three typical deformed geometries, 15% squeeze with no side wall contact, 15%
squeeze with side wall contact, and 25% squeeze with side wall contact. Note the smaller contact areas on

the horizontal surfaces for the higher squeeze. This is due to the different grove dimensions between the
models.
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The translator files were used to calculate a von Mises stress and the strain energy at each node.
These values were aiso plotted using PATRAN.

Table 2. Side Wall Contact - Rectangular Grove Coordinates Relative to O-Ring Center.
All units are in inches.

15% Squeeze 25% Squeeze 40% Squeeze
Position x y x y x y
A -0.1395 0.0965 -0.1600 0.0685 -0.1960 0.0275

g’ |

<0.1395 0.0915 -0.1600 0.0635 -0.1960 0.0225
-0.1345 0.0915 -0.1550 0.0635 -0.1910 0.0225
-0.1345 -0.1125 -0.1550 -0.1125 -0.1910 -0.1125
-0.1095 -0.1125 -0.1300 -0.1125 -0.1660 -0.1125
-0.1095 -0.1375 -0.1300 -0.1375 -0.1660 -0.1375
0.1095 -0.1375 0.1300 -0.1375 0.1660 -0.1375
0.1095 -0.1125 0.1300 -0.1125 0.1660 <0.1125
0.1345 -0.1125 0.1550 -0.1125 0.1910 -0.1125
0.1345 0.0915 0.1550 0.0635 0.1910 0.0225
0.1395 0.0915 0.1600 0.0635 0.1960 0.0225
0.1395 0.0965 0.1600 0.0685 0.1960 0.0275

g B
HEQMEWMOE Ow

B

Table 3. Half Dove-Tail Grove Coordinates Relative to O-Ring Center.
All units are in inches.

15% Squeeze 25% Squeeze 40% Squeeze
Position X y X y X y
A -0.1162 0.0965 -0.1402 0.0685 0.1810 0.0275
Center - 1 0.1162 0.0915 -0.1402 0.0635 -0.1810 0.0225
B -0.1116 0.0895 -0.1356 0.0615 0.1764 0.0205
C -0.1970 -0.1023 -0.2086 -0.1023 -0.2311 -0.1023
Center - 2 <0.1742 -0.1125 0.1857 0.1125 -0.2082 . -0.1125
D -0.1742 -0.1375 -0.1857 -0.1375 -0.2082 0.1375
E 0.0835 -0.1375 0.1075 -0.1375 0.1475 -0.1375
Center - 3 0.0835 0.1125 0.1075 -0.1125 0.1475 -0.1125
F 0.1085 0.1125 0.1325 -0.1125 0.1725 0.1125
G 0.1085 0.0915 0.1325 0.0635 0.1725 0.0225
Center - 4 0.1135 0.0915 0.1375 0.0635 0.1775 0.0225
H 0.1135 0.0965 0.1375 0.0685 0.1775 0.0275
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Figure 3. Typical Deformed Geometries.
Conclusions

ABAQUS is an excellent tool for addressing seal performance. However, at this time the program is
not capable of performing hyperelastic-viscoelastic analyses. For viscoelastic analyses the program is limited
to elastic-viscoelastic analyses. This addresses the nonlinear aspect of the contact problem and the associated
large deformations, but does not include the nonlinear material behavior associated with the large
deformations.

A second, potentially less troublesome, limitation of the code is the limitation to a single time
dependent material property. In the code the shear stress relaxation modulus and the bulk stress relaxstion
modulus differ only by a scale factor (which can be zero). This may not be an accurate description of the
material behavior.
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INTRODUCTION

In June 1991 work was initiated at MSFC on an end-effector for "Robotic Assembly
of Welded Truss Structures in Space”, (1 ). The case for welded joint assembly on orbit was
discussed in the 1991 SFFP Final Report "D", ( 2 ). Data drawn from Aerobrake studies
(supported by the ISAAC program) allowed the more detailed investigations that accompany
a design with reladvely concrete goals. This principle guides current efforts to develop
scenarios that further demonstrate the utility of welding for space construction and (or) repair.

FX MODULES

Local consensus guided the choice of representative weld joints, called FX (flight
experiment) modules, that would be of general utility for space construction. These are listed
in order of increasing difficulty of execution:

I Linear Seam Butt Weld

IL. Orbital Butt Weld

III. " Lap "

Iv. " Elliptical Butt Weld

V.  Saddle Patch Lap Welded on a Pipe

VI.  Patch on a Large Diameter Pressure Vessel

For each module a scenario is hypothesized anticipating a need for that weld in an
example application.

For each scenario simulations were then constructed ranging from the simple and
inexpensive to higher fidelity and most expensive. A simulation considered:
A. Location, Manipulation and Guidance of --

L. component parts to be assembled;
2. torch that performs the joining of them.
B. Welding parameters that would optimize the joint.

Generally, the crudest simulations were prelaunch assembled parts joined on orbit by a weld
torch constrained to move along a fixed path. Hard automation for on-orbit component
assembly is a step toward higher fidelity. A fully robotic process represents the ultimate
simulation.

INTEGRATION

Combination of the modules into a flight experiment package is the next task. Fidelity
vs. cost is again a major consideration. Reliability vs. cost becomes an added concern. In
the event of a critical path failure, damage to the results would be minimized if all modules
were totally independent having separate utilities, motion systems, and welding torch. Such
a degree of redundance, in effect six separate flight experiments, would be expensive. At the
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other end of this scale, a single universal robotic end-effector capable of manipulating all
component parts and performing all weld types would be ideal. It would also be expensive.
End-effector complexity and its associated high developmental cost would be incurred in
pursuit of reliability for the very interdependent subsystems. The best return on investment
lies somewhere between these two extremes.

COMBINATIONS
Modules 1. to III. are the easiest to implement.

Modules II. and III., Orbital Butt and Lap Welds respectively, represent fluid tight
piping joints ( the scenario ). These are simulated by assuming one end of the pipe joint has
been assembled previously into part of a pipe string. The other end is drawn from a supply
and maneuvered into position using an axial approach path. Location must be maintained
until welding is complete. Assuming robotic, telerobotic, or semirobotic methods would be
the most useful for large future projects, a special purpose end-effector is required to
accomplish the twin tasks of maintaining the relative position of the joint halves and guiding
a weld torch. Welded truss structural joint studies reported last year ( 2 ) form a basis for
the needed end-effector.

Module I, Linear Butt Weld, is not the simulation of a welding scenario but produces
standard specimens for weld quality control studies. These specimens can be mounted on the
surface of the same 4" diameter size of pipe selected for simulation of all cylindrical shaped
modules ( II. thru V. ), thus it can be welded using the same end-effector as that intended for
Modules II. and III.

Module IV., Orbital Elliptical Butt Weld, was inspired by the scenario: "Robotic
Assembly of Welded Truss Structures In Space”. In this case parts to be assembled approach
each other along a path perpendicular to the strut axes which must remain parallel. This
simulates placing a strut between two previously assembled nodes. The same end-effector
can accomplish this task also. Modules I. thru IV. are combined.

REDUNDANCY

Module V., Saddle Patch Lap Welded on a Pipe, represents a scenario for a leak fix,
mounting boss, or a tap site. Simulation involves pickup and placement of the patch for tack
welding, then removal of the placement arm to finish a fluid-tight weld. The previously
discussed end-effector could again be used with extensive modifications. These would be
difficult to reconcile with requirements for Module IV. Modules L. to III. could be
accommodated.
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Two end-effectors, one specialized for Module IV. and the other for Module V. are
proposed. Both could service Modules I. to IIl. giving a measure of redundancy while
expanding the scope of the experiment. Subsystems for these end-effectors would share many
design features to reduce developmental cost.

Module VI. cannot be simulated in combination with any of the other modules in such
a way that a realistic scenario would be represented. Since it stands alone, development of
it will be least cost effective. It will be developed later.

ASSEMBLY

Simulation of robotic maneuvering of the end-effector relative to module components
being assembled is limited to a two d.o.f. motion system configured like an "x,y plotter”. All
displacements take place parallel to a plane of symmetry that contains the axes of the
module's components. Modules are mounted on a rotating drum that presents them
sequentially to the end-effector in its plane of motion. It is there that simulated assembly and
welding take place.

DESCRIPTION

Figure 1 displays a central plan view with partial end views. Mounting tubes for
Modules 1. ( there are 3 of them ) and Module V. span the length of the rotating drum and
give it rigidity. On the left end of the drum are mounted fixed half-tubes representing
previously assembled components for Modules II. to IV. The right end simulates a "hex-
close-pack” supply bundle from which unassembled parts are drawn. At the bottom is the
end-effector specialized to assemble Module IV, the truss strut, shown on approach to its
assembly site carrying a conjugate tube drawn from supply. The top shows the end-effector
specialize for Module V., the saddle patch, with the patch positioned for tack welding.

CONCLUSIONS

Combinations of Flight Experiment Modules that share subsystems will increase
simulation fidelity at a reduced developmental cost. Additional reliability can be obtained
thru partially redundant end-effectors. This approach gives the most cost effective results.

REFERENCES
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Previous research has been conducted to investigate the effect of the low-level wind regime on
summertime convective storms in the east central Florida area (Holle et al., 1992). These effects were
described by analyzing the distribution of lightning flashes within classifications based on the low-level wind
regime for the months June through September of 1987 to 1990. The present research utilizes the same
classification strategy to study rainfall patterns for data gathered for the CaPE (Convection and
Precipitation/Electrification Experiment) field program. The CaPE field program was conducted in east
central Florida from July 8, 1991 to August 18, 1991.

Each day of the study period was classified by calculating the mean wind vector, as described by
Watson et al.(1987), from rawinsonde measurements from approximately 0.3 km to 3 km (1000 - 10,000 ft).
These data were obtained from the Cape Canaveral sounding nearest to 1000 Greenwich Mean Time(GMT).
Seven classes were defined as follows; Calm{wind speed <= 2.0 m/s); NE (23°-113°); SE(113° - 158°);
SO(158° - 203°); SW(203° - 293°); NW(293° - 338°%); NO(338° - 023°). Fourteen days were identified as SW
and will be referred to as disturbed sea brecze days. Twenty five days were classified in the remaining six
categories and will be referred to as undisturbed sea breeze days. Sounding data were not available for three
days during the study period.

Of the many data sets available from the CaPE field program, three precipitation data sets were
utilized for this study. These surface data sets include 20 rain gages from the Kennedy Space Center(KSC)
Tropical Rainfall Measuring Mission(TRMM) network, a network of 47 Portable Automated Mesonet (PAM
II) sites, and 19 stations operated within the Upper St. John's River Water Management District(USJRWMD).
These networks were chosen based on the availability of data collected at one minute intervals. Extensive
effort was expended to convert and produce clean data sets in a common format. Some of the data sets have
missing values. The problem of missing data must be considered in each step of the analysis. To allow
analysis of area mean rainfall, a grid was selected which would allow a maximum number of equally spaced
stations. Of the eighty six available stations, thirty six were chosen that are relatively equally spaced on a 15
km grid.

One method to study rainfall patterns is to compare the diurnal cycle on disturbed and undisturbed
days. To prepare for this comparison, rainfall measurements were summed for each hour. An area mean
rainfall was calculated for each hour of each day by dividing the hour sum by the number of reporting stations.
The data were then segregated by day as disturbed or undisturbed. To normalize the results, the hourly means
were summed and divided by the number of days in each group.

Diurnal Distribution of Rainfall
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Figure 1

The results are illustrated in figure 1. The distributions are similar and show peak rainfail during the
hours 18 thru 23 (GMT). The histogram indicates the area mean rainfall for disturbed days is nearly double
that of the undisturbed days during these peak times. For the remainder of this paper, a day will be defined as
1300 - 0500 (GMT) corresponding to 0900 - 0100 local daylight time. This definition correspond to hours
with heavier rainfall and eliminates hours with negligible rainfall.
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The next approach attempts to answer the question - "Is rainfall greater on disturbed days?" In this
method, rain rates (mm/hr) were categorized into twelve intervals; [0], (0,5], (5,10}, (10, 15], (15, 20},
(20,25, (25,30}, (30,35], (35, 40], (40, 45], (45, 50], (50, +0). (Note: In this notation a parenthesis is used
to indicate an open interval; a bracket is used to indicate a closed interval.) The daily frequency of occurrence
was calculated for each interval. The data were segregated by day as disturbed or undisturbed. Area means
were calculated within each interval by summing the daily frequencies and dividing by the difference of the
total possible reports and the number of missing values reported. The outcomes were normalized by dividing
by the number of days in each group. The results are illustrated in figures 2 and 3. As one might expect, the
highest percentages are found in the category with zero rainfall. The histograms show percentages for
disturbed days in all remaining intervals greater than or equal to undisturbed days.
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The final strategy attempts to compare the time frame of rain events on disturbed and undisturbed
days. That is - are rain events of longer duration on disturbed days? For this analysis, six stations were
eliminated from the grid. Data received from five of these sites had been adjusted using a cubic spline
algorithm. It was decided that such data might effect the analysis of continuous precipitation. The sixth
station was eliminated to maintain an equally spaced grid. Once the grid was finalized, a histogram was
created to display the frequency of occurrence of continuous rain events during the following time intervals; 1
to 5 minutes, 6 to 10 minutes, ..., 45 to 50 minutes, and greater than 50 minutes. The histogram will vary
based on the definition of a rain event. (How many consecutive minutes of zero rainfall will be allowed within
arain event?) When this definition is set to one minute, the frequency is high for rain events between 1 and 5
minutes. This may be misleading because rain may be continuous for a longer period of time but not at a rate
which would be reported every minute. Figures 4-6 display the histograms for rain events defined by 1, 10,

.and 20 minute separations. Figures 5 and 6 show that on disturbed days the occurrence of rain events longer
than forty minutes are nearly double the occurrence of similar events on undisturbed days.
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Figure 6

To determine the percent which rainfall from disturbed days contributes to the total water budget,
daily totals were calculated by summing the mean area rainfall for each hour over a twenty four hour period
(0-2400 GMT). From these daily totals, forty five percent of the mean area rainfall occurred on disturbed
days, which comprise only thirty six percent of the study period. Due to 2 high variance of the daily totals of
each data set, statistical T-test and F-test calculations based on a 95% confidence level indicate no significant
difference between the two groups. Further study of the 7 individual classes may highlight the differences.
Based upon the results of this and previous research, the effect of SW flow on rainfall and lightning could be
relevant to the TRMM mission, whose objective is to measure rainfall with multiple instruments.
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INTRODUCTION

The following list of requirements specifies the proposed
revisions to the Experiment Scheduling Program (ESP2) which
deal with schedule repair. These requirements are divided
into those which are general in nature, those which relate to
measurement and analysis functions of the software, those
which relate specifically to conflict resolution, and those
relating directly to the user interface. (This list is not a
complete list of requirements for the user interface, but only
a list of those schedule repair requirements which relate to
the interface).

Some of the requirements relate only to uses of the
software in real-time operations. Others are clearly for
future versions of the software, beyond the upcoming revision.
In either case, the fact will be clearly stated.

GENERAL REQUIREMENTS

* The user should be able to control the level of fault
tolerance by placing limits on the number of repair
iterations and/or the amount of time spent searching for
a repair, and by specifying the particular types of
repairs to be attempted, the class of conflicts to be
repaired, or the repair algorithms to be used.

* A feasible schedule must be kept at all times, in case
the schedule repair process is aborted.

* The user should be able to define the horizon for which
schedule repairs will be made.

* The user should be able to define the horizon for which
activities will be affected by a change in the schedule
for a specified activity.

* When supporting real-time operations, schedule repairs
must be timely, in the sense that any changes must be
implementable at the time the new schedule goes into
effect, not at the time the repair process started.

MEASUREMENT AND ANATYSIS REQUIREMENTS

* For a specified resource, the system should be able to
determine the time, duration, and severity (e.g., number
of activities involved, magnitude of overbooking) of all
periods of overbooking.

* For a specified target opportunity, the system should be
able to determine the time, duration, and severity of all
periods of unavailability of the target.
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* For a specified potential schedule change, the system
should be able to quantify the effects of the change on
the goodness of the schedule (e.g., change in number and
severity of resource conflicts, change in schedule grade,
change in crew utilization).

* For a specified activity, the system should be able to
provide both a composite measure of scheduling difficulty
based upon resource usage and observation opportunities,
and measures of the usage of individual resources.

* For a specified activity, the system should be able to
compute a composite measure of the importance of the
activity, relative to other activities, based on a
number of different user-input importance measures.

* For a specified activity, the system should be able to
provide a measure of the magnitude of the activity's
relationships (e.g., concurrency, sequencing, resource
generation) to other activities.

* For a specified activity, the system should be able to
present other opportunities for the placement of the
activity which fall within a user-defined time horizon,
and which have no conflicts or fewer conflicts than the
specified activity.

* For a specified activity, the system should keep track of
the number of performances scheduled relative to the
number of performances requested.

* TFor a specified activity, when supporting real-time oper-
ations, the system should be able to report on whether
the activity is in progress, and if so, the system should
be able to respond to requests to handle stopping, and
possibly restarting, the activity using any one of
several available preemption modes (e.g., resume from the
point where stopped, restart the act1v1ty at the
beginning, abort the activity and lose the work which was
already completed, stop the partially-completed activity,
etc.). (This requirement is particularly applicable to
possible future on-board scheduling systems).

CONFLICT RESQLUTION REQUIREMENTS

When an activity is moved, that activity (the "transient
activity"), along with several others ("conflicting
activities"), may combine to form a conflict. Usually, the
resolution of such conflicts will consist of attempts to
adjust the transient activity first, followed by attempts to
adjust one or more of the confllctlng act1v1t1es, if needed.
The requirements listed in this section exist in this context.

VII-2



The user-specified time horizons (see "General Require-
ments" above) which limit the search space may be
different for the transient activity than for the set of
conflicting activities.

For a specified activity (or class of activities), the
system should be able to automatically assign, recommend,
or assign in response to a user request, a substitute
resource(s), and to update all affected resource profiles
accordingly.

For a specified activity, the system should be able to
automatically choose, recommend, or choose in response to
a user request, an alternate scenario, and to update all
affected resource profiles and timelines accordingly.

For a specified activity (or class of activities), the

system should be able to automatically adjust, recommend
adjustment, or adjust in response to a user request, the
duration of steps and/or delays between steps, and update
all affected resource profiles and timelines accordingly.

The system should be able to automatically schedule,
recommend, or schedule in response to a user request, the
performance of an activity which generates a resource
which is overbooked, if such resource generation is
possible, and to update all affected resource profiles
and timelines accordingly.

The system should be able to automatically delete (only
for an autonomous on-board scheduler), recommend dele-
tion, or delete in response to a user request, an acti-
vity, and to update all affected resource profiles and
timelines accordingly.

For a specified resource, the system should be able to
reduce or increase the capacity of the resource, based
upon input from the user. The system should be able to
present the effects of such resource changes, and should
ask for user confirmation of the changes prior to
accepting them as "permanent" changes.

In the case of an on-board scheduler, for activities
which can be preempted while in progress, the system
should be able to automatically preempt, recommend
preemption, or preempt in response to a user request, and
schedule the restart of the activity (in one of several
possible modes, to be selected by the model subject to
user definition, or defined by the user), and to update
all affected resource profiles and timelines accordingly.
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USER_INTERFACE REQUIREMENTS

%

The system should be able, at user request, to shift
between a resource-based perspective and an activity-
based perspective, in terms of the displays which are
presented. The choice of perspective will normally
depend on whether the user is attempting to resolve a
resource overbooking or to place a specific activity on
the timeline.

The system should report to the user all changes which
were actually accomplished in resolving a certain
conflict, or group of conflicts.

For a specified user-requested schedule change, the
system should be able to present the effects of making
such a change, possibly through a group of graphical
"before/after" illustrations. The system should then ask
for confirmation before accepting the requested change.
(The system could, in future versions, use "filtering
heuristics" to recommend acceptance or rejection of any
change request, based on the effects of the change).

The simpler and more-frequently-used interactive schedule
repair suggestion capabilities of the system should be
made more readily available for the user than more
difficult features.

The system should be able to display specific user-
requested timelines, total resource usage profiles,
resource requirements for a particular activity, and
periods of resource overbooking.

In a future revision of the system (featuring more
intelligent schedule repair capabilities), for a speci-
fied user-requested schedule change, the system should
query the user regarding the reason for the change (e.g.
need to reduce workload on Payload Specialist #1 during
the time period in question), and should be able to use
this information to make intelligent schedule repairs.

CONCIUSION

A detailed review of literature relating to schedule

repair and rescheduling has been performed. Based on this
review, the above requirements relating to schedule repair for
ESP2 have been identified. A preliminary requirements review
has been held with NASA personnel, and the resulting schedule
repair requirements will become part of an overall
requirements document for a revised scheduling program.
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Introduction.

AXAF - Advanced X-ray Astrophysics Facility - is a third
NASA’s great space observatory (HST launched in 1990 and GRO in
1991). Each of these observatories 1is intended to cover
different part of the electromagnetic spectrum (X-rays for AXAF)
and to provide high resolution (undistorted by the earth’s
atmosphere) images of celestial sources in our universe. AXAF is
expected to be launched on an unmanned mission in second part of
1997. It will assume a high altitude, elliptical earth orbit,
where it is expected to stay for at least 5 years.

Operation of AXAF is projected to require just below 1800W
of peak power. To support this requirement AXAF’s electric power
system (EPS) will consists of a two wing six panel solar array
containing 28,080 solar cells to generate power, three NiH, 30 Ah
batteries each with 22 cells to store energy, a 22-35V bus to
distribute power, and associated control electronics. The solar
array will supply the spacecraft power and charge the batteries
during sunlight period of the orbit. During the eclipse periods,
the spacecraft will draw its power from the batteries.

While the spacecraft is in orbit, the EPS performance is
monitored via sensors measuring voltages, currents, pressures,
and temperatures. The sensor data, are sent from the spacecraft
to the ground station as telemetry and analyzed on arrival. When
telemetry indicates possible EPS malfunctions, their causes must
be dealt with immediately.

Monitoring, diagnosis and maintenance of such EPS is an
arduous task which requires expertise and constant attention of
the ground personnel. To help the ground crew in this task, much
of it should be automated and delegated to an expert (knowledge-
based) systems, which draws engineer’s attention to possible
malfunctions and allows him to review the telemetry to determine
the source of the trouble, diagnose the suspected fault and to
propose a corrective action [Bykat 1990; Bykat 1991].

Design of ESCAPADE.

First generation expert systems are based on the production
systems approach. These systems are built on assumptions such
as: a) domain knowledge is available and can be represented as
a set of rules, b) domain knowledge is circumscribed, static,
and monotonic, c) expert decision making can be emulated by a
logical inference mechanism. For applications which support such
assumptions, these systems perform well, but when some of the
assumptions are violated they will fail, sooner or later.
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AXAF’s power system is still in design stage. As soon as it
is firmed up, EPS test bed will be built and used to acquire the
knowledge and expertise needed for managing AXAF’s EPS. This
scenario violates a number of the above mentioned assumptions.
In particular, expertise is almost not available, knowledge is
not static, and possibly non-monotonic. To cope with these
problems, ESCAPADE’ architecture (Figure 1) is based on that of
a multi-level (2nd generation) expert system which in addition
to the implicit (heuristic) model incorporates an explicit
causal model of EPS paired with model-based reasoning.

" Physical system

o
/\ ————————{I sensors

|
Monitor ——>—1 Data archive
>— Identify
interface Diagnose
[—<—— Explain Explicit and
Repair —>—1 implicit models

ESCAPADE deals with the monitor/diagnose/repair cycle. The
purpose of monitoring is to detect and describe divergence of
incoming observations from expected observations. The expected
observations will be elicited from a model of the correct
behavior of the device components. The purpose of diagnostic
module is to identify components which are responsible for that
divergence. Thus, given malfunction symptoms, it uses device’s
structure, to identify, describe, and 1localize all of the
manifested faults. The diagnosis is then confirmed by generating
explanations which verify that the proposed diagnosis is
consistent with the observed symptoms. To achieve its goals, the
diagnostic module requires access to the device model which in
addition to components behavior, should describe the causal and
structural relationships governing the device’s performance.
Finally, the repair module, given the set of faults and faulty
components, produces a description of procedures for repairing
the device so as to assure that the symptoms identified by the
monitor module, no longer manifest themselves in the subsequent
data. Here again an access to the device’s model is necessary.
However, this time, repair knowledge such as structural
descriptions and relationships is required.

In first generation expert systems the device model is
present in the heuristic rules in a highly compiled ("expert
digested") form. This implicit model is static and incomplete
making such systems brittle. That is, while coping well with
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anticipated events, they Dbreakdown when unanticipated
events/faults occur. To counter, the heuristic rules of ESCAPADE
will be complemented with an explicit model of the device. The
model will present structural and causal relationships governing
the design and behavior principles of the physical device.

The explicit domain model will be supported by model-based
reasoning and will be used to a) reduce the brittleness of the
system by performing explicit model-based diagnosis when faced
with unanticipated events, b) improve explanation capability by
offering explanations based on causal model’s description
(structure, behavior...) of the device, c) provide a rule
learning capability through compiling model-based inferences
into new heuristic rules. The components’ correct behavior model
supports constraint suspension method [Davis & Hamscher 1988]
for model-based diagnosis. The rule compiler can be used to
offer a methodical coverage of model’s search space with
heuristic rules (systematic enumeration of the knowledge).

ESCAPADE: reasoning strategy

The ESCAPADE’s integrated knowledge base consisting of
heuristic rules and an explicit model of the device support a
two-level diagnostic reasoning strategy. The adopted strategy is
based on the cognitive process of a human (maintenance) expert
in which past experience is used first to identify (or to focus
upon) possible reasons for observed data divergence, followed by
discrimination of hypotheses based on the knowledge of device’s
operational principles, structural relationships, etc.

Using this cognitive process as a paradigm, ESCAPADE’s
diagnostic strategy starts with heuristic reasoning on empirical
associations of observed data about the system to generate
initial hypotheses. If the heuristic reasoning results with no
hypothesis, the explicit model is used for qualitative reasoning
to explain the divergence. Multiple hypotheses may be dealt with
using quantitative analysis to provide the final hypothesis.
This strategy is further explained in Figure 2.

This strategy requires construction of an integrated model
composed of structural information, functional information, and
empirical associations. This knowledge will be represented via
rules and frames. Rule compiler uses model-based inference chain
of accepted hypotheses to formulate new rules, and to add new
rules to the heuristic rule base.

VIII-3



===>| monitor === ===>
divergence
> E
S
rule dlagn051s | rules | rule compiler" c
A
——no I P
diagnosis . model fp===">: A
-—>—J ——-dlagn051s D i
—multiple _:l E
diagnosis :
—i|causal <
—single —> explanationf{===>
diagnosis
Summary.

ESCAPADE is a knowledge-based system capable of supervising
and managlng operation of the AXAF’s EPS in (semi)autonomous
mode. Its main functions are to monitor AXAF’s EPS telemetry and
identify malfunction manifestations, diagnose suspected
malfunctions and explain/verify its causes, and specify a repair
procedure. The knowledge base of ESCAPADE w111 consist of causal
models of the electric power system, human expert’s empirical
operational knowledge, and rules derived from the system’s
inference chains. (It should be possible and interesting to use
ESCAPADE’s explicit model to "verify" expert’s rules through the
model, and to generate rules from the model only.)

ESCAPADE is expected to offer a number of advantages
including a) efficient diagnosis due to multi-level reasoning,
b) effective explanation due to ability provide judgmental
explanations (via heuristic ru