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PREFACE

The National Aeronautics and Space Administration (NASA) and the Department of
Defense (DoD) are actively involved in the development of a validated technology
data base in the area of controls-structures interaction (CSI) for flexible spacecraft.
The development of this technology is essential to the efficient and confident
development of future spacecraft to meet stringent goals in performance and cost.
Both NASA and Do D have programs in CSI, structural dynamics, and controls. The
activities of these programs provide a systematic approach to address technology
voids through development and validation of analytical tools, extensive ground testing
of representative structures, and future in-space experiments for verification of
analysis and ground test methods.

In order to promote timely dissemination of technical information acquired in these
programs, the NASA Langley Research Center and the Wright Laboratory alternately
sponsor a conference to report to industry, academia, and government agencies on
the current status of controls-structures interaction technology. This publication is a
compilation of the papers presented at the fifth NASA/DoD CSI Technology
Conference.

The use of trade names or manufacturers in this publication does not constitute an
official endorsement of such products or manufacturers, either expressed or implied,
by the National Aeronautics and Space Administration.

Jerry R. Newsom
Technical Program -Chairman
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The Mini-Mast CSI Testbed:

N93-18819
Lessons Learned

S.E. Tanner, W.K. Belvin, L.G. Horta and R.S. Pappa

NASA Langley Research Center

Abstract

The Mini-Mast testbed was one of the first large scale Controls-Structure-Interaction
(CSI) systems used to evaluate state-of-the-art methodology in flexible structure
control.[1] Now that all the testing at Langley Research Center has been completed,
a look back is warranted to evaluate the program. This paper describes some of the
experiences and technology development studies by NASA, university, and industry
investigators. Lessons learned are presented from three categories: the testbed
deveJopment, control methods, and the operation of a guest investigator program.
It is shown how structural safety margins provided a realistic environment to simulate
on-orbit CSI research, even though they also reduced the research flexibility afforded
to investigators. The limited dynamic coupling between the bending and torsion
modes of the cantilevered test article resulted in highly successful SISO and MIMO
controllers. However, until accurate models were obtained for the torque wheel
actuators, sensors, filters, and the structure itself, most controllers were unstable.
Controls research from this testbed should be applicable to cantilevered appendages
of future large space structures.



Lessons Learned: Controls Methods

Just as modeling played _akey role in readying the teethed for .quest investigators'
use, it also was the first consideration for controls designers. The finite element
model developed by NASA to represent the structural dynamics of the truss
structure was foundto be adequate for accurately predicting the 10w- frequency
dynamics of the flexible test article. However, the best dynamic representation
of the full system was obtained from experimentally identified models. Models
based on system identification could include the dynamics Of actuators and
sensors and the computational delays within the system, in addition to the
structural dynamics of the truss. Whether the application was controls
implementation or failure detection, identified models were found to be
preferable over FEM-based models for capturing system level dynamics.

With its decoupled dynamics, the Mini-Mast testbed could be controlled with
classical single-input single-output (SiSO) techniques. This success
emphasized the potential of controlling some appenda_les on future space
platforms via simple classical techniques. The simplic=ty of parameterization
with the classical methods has the distinct advantage of providing physical
insight into the system being controlled. _

Modern controls techniques Were also successful in providin 9 substantial
amounts of damping to the system's response. These multi-input multi-output
(MIMO) designs share a common difficulty, however. The parameterization via
weighting matrices lacks the physical insightprovided by' classica|SiS0
techniques, making a priori performance predictions difficult. In fact, While in
theory the parameters for modern MIMO controllers w0u|d encompass the
control-space of any SISO controller, no modern controller was developed that
could match the performance of an SISO constant gain feedback controller which
was most effective in controlling the Mini-Mast tirst torsion mode.
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• FEM based models proved to be adequate for structural
dynamics representation

• System ID models provide best dynamic representation of
system (actuators/structure/sensors/computational delay)

4

Classical

Modern

• SiSO design viable for systems with decoupled dynamics

• Simplicity of parameterization provides physical insight

MIMO designs were successful in providing damping

Difficult to prescribe performance a priori with weighting
matrices (parameterization)

Torsion mode controlled "best" by SISO constant gain
feedback



Guest Investigator Studies

Universityandindustryresearchersapplieda widevarietyof techniquesto the
Mini-Masttestbed,asshownin thisfigurewhichhighlightsthe methodology
applied by each guest investigator who used the facility. A synopsis of the
guest investigators' work with Mini-Mast, as well as their work at a second CSI
facility, can be found in Ref. 1. In addition, numerous publications have been
completed by individual investigators, providing more detailed reporting of their
work. A listing of their publications on research with Mini-Mast is provided in
the references.J4-19]

Five teams who used the Mini-Mast facility conducted controls experiments
and one worked with failure detection andisolation applied to both sensors
and actuators. Four groups designed controllers based on the NASTRAN
finite element model developed by NASA. Two groups developed their own
modal models of the testbed, but only one group used its experimentally
derived model for controls design. Both classical and modern control theories
were employed in creating SISO and MIMO controllers.

Institution
(PrinciDal Investioator_

MIT
(Wally Vander Velde)

Arizona State University
(Bong Wie)

Harris Corporation
(Dave Hyland)

CalTech
(John Doyle)
(Gary Balas)

University of Cincinnati
(Randy Allemang)
(Gary Slater)

Purdue University
(Bob Skelton)

Failure Detection and Isolation Methods

Classical Theory with Disturbance Reiection,
using collocated and noncollocated Sensors

Maximum Entropy Optimal Projection; and
Decentralized Hieramhical Control

Ho_ and F-Synthesis, with Additive and
Multiplicative Uncertainties

System Identification; and
Multivarlable Positivity Control Design

System identification using Q-Markov, Modal
Cost Analysis, and Multivadable Control Design



Generic Controls Software

To minimize phase distortion, fast controller update commands are needed to
digitally implement controllers designed using continuous time synthesis :
procedures. The "real-time" computer chosen for the Mini-Mast testbed was an
existing CYBER-175 used at LaRC for aircraft flight simulation. However,
software for this computer was not configured for typical linear state space
controllers, so new software was developed for this application. The software
was written to accommodate real-time implementation of any linear time
invariant controller design; hence the term generic software is used.

The generic software is one of the key benefits derived from the Mini-Mast
program. The FORTRAN program permits both system identification and
vibration suppression experiments. Various excitation, filtering, controls, bias
removal and data file generation software were developed, with the capability of
using each function in either an open- or closed-loop mode of testing. A crucial
part of the code was the limit-checking software required to prevent excessive
response of the structure. This was necessary for the Mini-Mast testbed since
relatively small displacements or twist angles could have resulted in buckling of
the truss members.

The CYBER-175 could execute the control code at an update rate which was
adequate for the research objectives of Mini-Mast. For example, it had an
update rate of 80 Hz for a 40-state controller with 6 inputs and 3 outputs.

• Implemented on existing CYBER-175

• Generic software developed to accommodate:

- Any linear time-invariant controller design
_ System ID and vibration suppression

Open- or closed-loop mode of testing
Excitation, filtering, bias removal, and

- data file generation
Limit checking software included

Adequate update rate

(80 Hz update rate for a 40-state controller
with 6 Inputs and 3 outputs)
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CSI Pathfinder Testbed

Even as the CSI program was just beginning, it was clear that application of
controls theory to realistic hardware would play an essential role m advancing CSl
technology. A need was identified for a pathfinder CSl research program for early
investigation of flexible space structure control. The rapid development and
implementation of the Mini-Mast testbed fulfilled this need during the time period
when other more complex testbeds were being developed. Three constraints were
imposed by the overall objective: (1) that, wherever possible, the testbed emulate
physical characteristics of future space structures or space structure components;
(2) that the testbed operation be sufficiently flexible to accommodate multiple
researchers with varied experiment objectives; (3) and that the testbed be brought
on-line quickly. The last constraint resulted in the use of existing equipment that
could be brought together to form the testbed. Existing sensors and actuators
were incorporated, and software was developed so that the flight simulation
computer at NASA Langley Research Center (LaRC) could be used as a real-time
controls computer. Even the test article was an existing space-quality truss, called
Mini-Mast, which had been used in a previous program.

Objective

Develop and Implement a pathfinder CSI
research test program for early Investigation
of flexible space structure control

Constraints

• Emulate space component physical
characteristics where possible

• Provide for multiple experiment objectives
and multiple researchers

• Bring the CSI testbed on-line quickly

?



DeployableCompositeTruss

The truss structure, made of graphite epoxy tubes and titanium joints, extends
from approximately 3 feet in a stowed configuration to approximately 65 feet when
fully deployed. Both Iongeron members (parallel to the truss longitudinal axis) and
diagonal members (in the face plane) have pinned connections to allow their
rotation during deployment. Batten members, forming the triangular cross section,
were fixed rigidly to the corner-body joints.

Diagonal members were also hinged to allow their folding during retraction and
storage. These heavy hinges create clusters of localized bending modes, with 108
local modes between the system's pair of second bending modes at approximately
6.5 Hz and the second torsion mode at approximately 22 Hz. It is important to
note that the diagonal modes do not involve the bending of only a single diagonal,
but rather show localized displacements along the entire length of the structure
and thus contribute to the testbed's complexity. The problem of clustered local
modes is anticipated for future large space structures, such as clusters of solar
array modes with Space Station Freedom. i
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Mini-Mast Structure

Mini-Mast was an existing 65 foot long deployable/retractable truss which was
available for research purposes at the time of the testbed development. This
prototype structure was one of the first flight-quality deployable space structures
ever tested on the ground. In its cantilevered configuration in the tower of Building
1293B at NASA LaRC, the dynamic response of the truss was dominated by low
frequency vibrational modes.[2] The pair of first bending modes of the structure
was at approximately 0.86 Hz. Five target modes identified for control purposes
were all below 10 Hz. They were the pair of first bending modes, the first torsional
mode, and the pair of second bending modes. A full discussion of the dynamic
characteristics of the structure and the validated finite element model can be found
in Reference 3.

The truss was already instrumented with noncontacting displacement sensors
mounted to the tower alongthe truss length. While the truss was used as the
flexible-body structure for the pathfinder CSl testbed, external locks were in place
on the diagonal truss member hinges to ensure they could not open during
testbed operation.

9



Torque Wheel Actuators

The torque wheels, shown mounted on the tip plate prior to its installation on
Mini-Mast, are angular momentum actuators used to impart control (or excitation)
moments to the tip of the cantilevered truss. Oriented along three orthogonal
axes and weighing approximately 80 pounds each, the actuators provided ample
control authority in the frequency range of interest. The actuators are comprised
of two sections, the center hub where the motor resides and a 24 in. diameter
annular ring connected to the hub. The motor is a permanent magnet motor with
a rated 50 ft-lbs peak torque at 50 volts and 9.6 amps. The whee/motor is driven
by a high power, high frequency switching amplifier.

BLACK AND _,H_Tc-, ..... PHOTOGRAPH
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Introduction

Future space missions will most likely include large, flexible structures with high
precision performance requirements. Control engineers and structural
dynamicists will need to work together in an integrated effort to meet these
requirements. Toward this purpose, NASA developed the multidisciplinary
Controls-Structures-Interaction (CSl) Program to aid in the development and
validation of CSI technology. Industry and university researchers are included
through the Guest Investigator (GI) Program, providing participants the opportunity
to validate experimentally CSl methodology on ground-test hardware andthereby
improve the understanding of the practical performance characteristics of
promising active-vibration-control techniques which may be applied to future
space structures.

The Mini-Mast testbed at NASA Langley Research Center (LaRC) was one of two
testbeds used in the first phase of the GI Program. Objectives of the testbed and
testbed constraints will be discussed. A brief description of the testbed is
presented, highlighting its major components and their modeling. Development of
generic controls software, a significant benefit of this program, is discussed.

The structural safety margins and operational procedures created a realistic
environment for space flight applications, but one that necessarily limited the
research flexibility of guest investigators. Thoseguest investigators will be
identified, together with the major topics they studied. Finally, recommendations
will be presented in the form of lessons learned in three categories: the testbed
development (including hardware, modeling and simulation) and software
development; the control methods, covering design models as well as both
classical and modern techniques; and the operat=on of a guest investigator
program.

Outline

• Objective

• Testbed Hardware/Modeling

• Generic Controls Software

• Operational Procedures

• Guest Investigator Studies

• Recommendations/Summary

ll



Mini-Mast Testbed Schematic

A schematic of theMim-'_VI-ast-testbed shows the integrated cantileyered truss with
instrumentation linked via fiber optic cables to a real-time computer for excitation
and control. The second computer connected to the system (GenRa :1)was used
for post- processing data. Three torque wheel actuators, mounted on the tip
p!atform, were the only control effectors available through the GI program.
Measurement sensors for wheel speed and actuator motor currents were also
included. Excitation of the truss structure could be performed with the torque
wheels or with shakers that were available at Bay 9 of the 18-bay truss. Shaker
excitation could be initiated by either the controls computer or the laboratory
computer.

Accelerometers and rate gyros were mounted on two platforms, one at the tip and
the other near the mid-span of the truss, at Bay 10. Early in the program, five rate
gyros were available--three at the tip-plate andtwo at the mid-plate. However,
equipment failures reduced that number to one before the two year program was
completed. At the end of the program, only one rate gyro was available. The
surv_vino rate gyro was located on the tip plate measuring torsion about the
longitudinal ax=s.

Noncontacting displacement sensors were distributed along the length of the
truss, at each vertex of the triangular cross-section. These sensors were
mounted to the tower along side the truss, thus providing absolute displacement
measurements of the truss with respect to the tower. Displacement
measurements from Bays 6, 10, 14, and 18 were linked to the computers and
thus could be used for controls feedback if selected by guest investigators.

lab
Control
Room

GenRad

Mini-Mast Testbed

 co_fExcitation

t [ 4 Accelerometers I

I |3Torque Tip Plate 3 Angular Rate Sensors (Bay 18)
-- _ Wheel _ ,_-,,_,-_3 Displacements

Actuators t---_ 3 TWA speeds

3 TWA motor current._.___s

r ='3 Displacements (Bay 14)

• . I--)12 Accelerometsrs (Bay t0).._
Mid Plate _1_.=,. 2 Angular Rate Sensors v

--= ---=,-3 Shaker,='_-_'_/_ 3 Displacements
(Bay9) _ -

(Used for excitation only) I--_ (Bay 6)

_ Displacements -_

\',_ _\\\\\

I

Controls

Computer
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Mini-Mast Testbed Development

The flight quality truss added realism to the Mini-Mast CSI testbed, in line with the
constraint that physical characteristics of future space structure components be
emulated whenever possible. To ready the structure for use as a CSI testbed,
equipment mounting platforms were added together with acceleration and rate
sensors. Two equipment mounting platforms were designed, built and installed,
one at the tip (Bay 18) and one near the midspan of the truss length (Bay 10).
Existing servo accelerometers and rate gyro sensors were installed on the
platforms, linked via fiber optic cables to an existing real-time computer. Torque
wheel actuators, designed and built under a previous research program, were
also included in the new testbed.

Mini-Mast Testbed Overview

• Used available flight-quality truss

• Added equipment mounting platforms

• Installed existing actuators and sensors

• Linked signals to existing real-time

computer
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Torque Wheel Actuators Characteristics

Initially the actuators operated in a current mode, i.e., voltage commands
proportional to the current flowing to the motor. In this mode, modeling of the
torque wheel dynamics should have reduced to a determination of a torque
constant while the wheel was operating without feedback compensation:
However, nonlinearities in the actuators made such simple models inaccurate.
Proper characterization of the torque wheel dynamics wag critical because the
actuators were capable of buckling truss members. Ultimately, the nonlinearities
led to modifications of the actuators that reduced their nonlinear response.

To minimize nonlinearities and facgitate modeling, feedbackwa_ int_'oduced from
a friction driven tachometer attached to the wheel. Using rate feedback,
nonlinear effects were reduced significantly. In particular, the amplitude
dependence of the transfer function was minimized, allowing the same model to
be used at different excitation levels. With the local feedback loop in place, a
second-order torque wheel model provided good agreement between the
analytic predictions and experimentally derived measurements. This model,
which was now a representation of the closed-loop torque wheel dynamics, was
accurate for most of the test operating conditions.

Torque Wheel Actuators

Characteristics:

- Weigh 80 Ibs. each
- Provide 50 ft-lbs peak load
- Nonlinear response

Local feedback loop added

- Linearized actuators
- Facilitated modeling

=

=

• 2nd-order model provided good agreement
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ImportantConsiderations of the Truss Structure

Somejoint nonlinearitiesarepresentin thestructure,causingbothmodal
dampingandmodalfrequency to increase with decreasing displacement
amplitudes. Such nonlinearities add realism to the controls problem.

Dynamic coupling between torsion and bendin9 modes is anticipated with CSI
problems and future large space structures. M=ni-Mast has limited coupling
between the bending and torsion modes, and thus, research from this testbed
is most applicable to beam-like structures such as cantilevered appendages on
space platforms. In fact, the significant decoupling of the vibration modes
allowed good closed-loop controls performance with single-input, single-output
(SISO) controllers.

A safety concern resulted from the high compressive stresses at the base of
the structure due to the vertical cantilevered configuration. These stresses
could break the brittle graphite-epoxy truss members, and no replacement
parts were available. Consequently, strict operational limitations were
necessary to protect the structure; specifically, tip displacements were limited
to 0.3 inches and tip rotations were limited to 0.15 degrees.

• Realistic joints and nonlinearities

• Limited bending/torsion coupling

• Stress constraints resulted in
strict operational limits on controls
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Torque Wheel Actuator Nonlinearities

Modeling the actuators was very difficult due to nonlinearities such as
static/dynamic friction and impedance variations due to temperature changes.
In addition, speed and current saturation limits were both frequency
dependent. This figure shows the torque wheel actuator input commands in
volts and actuator response in rpm during a typical test before any
modifications were made to the actuators. The commanded sine wave was not
reproduce(:idue-bot_ {o saturation and to the ffoffffnearities presen[i_tlie
devices. The amplitude dependence of the frequency response functions is
not demonstrated in this figure. Attempts to experimentally determine some of
the nonlinear parameters failed to produce an analytical model which would be
accurate throughout the operating range of interest.

Torque Wheel Actuator
Nonlinear Characteristics
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Analytical Models of the Torque Wheel Actuators

Once the local feedback loop was created for each of the torque wheel actuators,
parameters were experimentally obtained to create a second- order torque wheel
model for use in subsequent analyses. This model, now a representation of the
closed-loop torque wheel dynamics, was accurate for most of the test operating
conditions. This figure compares the experimentally determined transfer function
for one of the torque wheels, shown in the solid line, and its second order
analytical model developed from experimental parameters, shown in the dashed
line. The agreement between the transfer functions is sufficient for control
purposes on the Mini-Mast testbed.

Torque Wheel Actuator Dynamics
with Local Feedback Loop
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Pre-TestApprovalProcess

Throughanalysis,memberloadswerefoundto besensitivenotonlyto the
amplitudeof excitationandcontrolcommandsbutalsoto the relativephase
betweentheshakerexcitationsandtheactuatorcontrolmoments.Therefore,in
theabsenceof a reliableloadmeasurement,a pretestapprovalprocesswas
instigated,asshownin this figure,to estimatetheworstcaseloadingoncritical
Iongeronand diagonalmembers.

Actuatorandshakertimehistorieswerecreatedduringclosed-loopsimulations,
usinga 28-modeevaluationmodelto representthestructurald namics Loads
verificationwas accomplished by applying these load time hist_Yries in an
open-loop transient analysis to a high fidelity finite element structural model
comprised of 147 modes between 0 and 100 HZ_[3] The calculation of transient
member loads was performed using a modal acceleration technique for
improved accuracy. A conservative approach was again used in determining
the worst-case single load: the maximum bending moment of any member in
the truss was combined with the maximum axial load of any member, and these
loads were assumed to act at the same time on a single member.

The time required for the loads calculation meant that each controller had to be
submitted to the loads analysis group well before the controller could be
implemented in the laboratory. The operational constraints imposed by the high
stresses prevented changes to the controller by the researcher during testing,
which is realistic for flight applications. Researchers were not able to
immediately test the numerous "What if?" questions that arose; the investigation
of unpredicted events that occurred while testing had to be delayed until
additional loads analysis could be completed for the desired control law
changes. However, on occasions during the GI program, small variations in
control laws were permitted without additional simulation.

i
i
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m
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[.:....................] I Extended

I[C1 _fDI/ !"1 Modal
" _" "J I I Model
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Lessons Learned: TestbedDevelopment

A significant strength of the CSI program lies in the application of theory to actual, realistic
hardware, thus eliminating the simplifying assumptions that can be made with purely analytical
studies and requiring a certain degree of robustness in any control design. This may be the
program's main contribution in advancing the respective control theories.

Operational constraints and requirements for thorough simulation of all control laws prior to
implementation on the testbed added realism to the program but also limited the research
flexibility afforded to the guest investigators. In addition, such constraints placed a strong
emphasis on scheduling work to meet required deadlines.

Other hardware observations include the need for ample spares for key equipment. Specifically
with respect to rate gyro sensors, the program experienced high rates of failure. Four of the five
rate gyros failed within the two year program. Initially, the rate gyros were considered essential
for low frequency control feedback sensors. However, the servo accelerometers proved to be
viable feedback sensors in the 0.5-10 Hz frequency range. The high reliability and the inertial
measurement available with accelerometers make them suitable for primary flexible-body control
sensors.

The analysis and simulation efforts provided additional lessons during the testbed development.
First, developing good mathematical models early in any test program is essential. In addition,
extensive testing and model verification is an integral part of model development. For example,
early torque wheel models were inadequate to cover the full range of actuator operation;
ultimately, a local feedback loop was added to the actuators to make the devices more linear. As
another example, while early analytical models of Mini-Mast structural dynamics were in good
agreement with the preliminary experimental models, a more thorough analysis of the
experimental data resulted in frequency shifts of up to 30 percent in higher modes. More
extensive early studies might have allowed less stringent safety or operational constraints for
protecting the test article.

Adopting a single tool for transferring control laws, dynamics models, or experimental data
among program participants proved to be a strong benefit to the program, decreasing the
potential for miscommunication. In addition, development of the generic software package for
controls implementation has already been noted as a significant accomplishment of the program.

Hardware

Analysis &

• Application to realistic hardware provides crucial
key to full development of CSI technology

• Real spacecraft operational constraints

- Affect scheduling
Limit research flexibility

- Require prioritizing

• Ample spares necessary for key equipment

• Accelerometers proved to be viable low
frequency control sensors

• Develop good mathematical models early

• All participants should use a common
modeling tool

* Generic software format proved valuable
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Lessons Learned: Guest Investigator Program

Some general observations can be made for the GI program as a whole. While
miscommunications are likely to be a part of any human endeavor, they could be
decreased by use of a well-controlled interface document. Rigorously abiding by
established naming conventions for sensors, actuators, filters, and analytical
models would prevent confusion, includin 9 the date in the names of analytical
models would ensure that all program participants were using the latest version
of a given model. (This was parttcularly a problem early in the GI program when
the torque wheel actuator models were changing frequently.) A standardized
formatfor test plans could also be defined in such an interface docurnenL_
Changes to test plans should only be accepted in written format; verbal changes
are most likely to cause errors. Finally, the document should identify a single
contact person for each outside researcher, a function established in the GI
program through NASA technical monitors.

Con_si_eral0]e freedom was giVen to guest investigators using the Mini-Mast
testbed. They determined their own research objectives, selected the method(s)
they wished to apply, and determined which sensors and actuators to use.
These freedoms, however, formed the basis for several concerns which could be
addressed in future programs. First, by not focusing the group on a single
objective, the ability was lost to compare the inherent value of various control
methodologies. In addition, investigators were more likely to concentrate on
controller performance while sacrificing a more generic application of the
methodology.

• Well-contrOlled inierface documentation
is critical but it limits experiment freedom

• Tendency to demonstrate successful
controllers without exploring boundaries of
the methodology

• Target performance objectives would allow
comparison of methodologies
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Summary

The many lessons learned through the Mini-Mast testbed development
and the associated guest investigator program have since been applied
to new CSI testbeds, such as the CSl Evolutionary Model shown m this
photograph. The necessity of applying theory to realistic hardware will
continue to be emphasized throughout the CSI programs, advancing the
technology to meet future challenges in large space structures.

O_i(3 i_'_l?,L FA_E

BLACK AND WHITE PHOTOGRAPH
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MODEL REDUCTION FOR THE DYNAMICS AND CONTROL OF LARGE

STRUCTURAL SYSTEMS VIA NEURAL NETWORK PROCESSING

DIRECT NUMERICAL OPTIMIZATION 1

Georges A. Brcus and Alistair K. Chan

Aerospace Engineering and Engineering Mechanics

University of Cincinnati

Cincinnati, OH

ABSTRACT

Three neural network processing approaches in a direct numerical optimization model reduction

scheme are proposed and investigated.

INTRODUCTION

Large structural systems, such as large space structures, offer new challenges to both structural

dynamicists and control engineers. One such challenge is that of dimensionality. Indeed these distributed

parameter systems can be modeled either by infinite dimensional mathematical models (typically partial

differential equations) or by high dimensional discrete models (typically finite element models) often

exhibiting thousands of vibrational modes usually closely spaced and with little, if any, damping. Clearly, some

form of model reduction is in order, especially for the control engineer wlao can actively control but a few of the

modes using system identification based on a limited number of sensors. Inasmuch as the amount of"control

spillover" (in which the control inputs excite the neglected dynamics) and/or "observation spillover" (where

neglected dynamics affect system identification) is to a large extent determined by the choice of a particular

reduced model (RM), the way in which this model reduction is carded out is often critical.

Different techniques to obtain RM's have been proposed by various authors. While they are based on

the same philosophy of retaining only those modes which play a significant role, they differ in the way the

roles of the modes are quantified. Among these techniques we mention: (i) Modal Truncation; (ii) Balanced

Controller Reduction; (iii) Component Cost Analysis; (iv) Optimal Projection Conditions; (v) Energy Based

Model Reduction (also referred to as Modal Performance Tracking); (vi) Subsystem Balancing. (See [1] for

references on methods (ii-iv), [2] and the references therein for method (v) and [3] for (vi).)

Model reduction can also be viewed as providing an answer to the question: What are the m < n

linear combinations of the n < ** states of the full model which best describe the behavior of the system?

The various techniques only differ in the way "best" is defined. As such, model reduction is an optimization

l The work of both authors was supported in part by NASA-Lewis Research Center under Grant NAG3-1174.
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problem. In fact, most model reduction schemes first attempt to find an analytical solution to the optimization

problem, using necessary optimality conditions to obtain one or several equations to be satisfied by the
solution and which can then be solved in an iterative numerical scheme. Viewed in this light, most currently

available model reduction schemes suffer fi'om three shortcomings: (i) they are restricted to optimality criteria

for which a (partial) analytical solution to the optimization problem can be found, (ii) being based on

necessary conditions, they cannot guarantee that the solution so obtained is the actual optimum sought, and

(iii) the iterative numerical construction of the solution can be a formidable task. Recently, to alleviate the

above shortcomings, we proposed to carry model reduction by direct numerical solution of the optimization

problem [4]. In this paper we propose and investigate the use of neural network processing methods to carry

out this direct optimization. First we review the direct numerical optimization approach proposed in [4].

DIRECT NUMERICAL OPTIMIZATION METHOD

Consider the n-th order linear time-invariant state space model of a large structural system

x = Ax +Bu (la)

y = C x . (lb)

Here x, u and y are the n, r and p-dimensi0nal state, input and output vectors respectively, A, B, and C are

constant matrices of appropriate dimensions and the system is assumed to be completely controllable. Model

reduction consists of finding a model of order m<n

Xm

Ynl

= A m x m q" B m u (2a)

= Cm x= . (2b)

m
h

Here x m and y,_ are m and p-dimensional state and output vectors, while A., B,, and C m are constant

matrices of appropriate dimensions, which "best approximates" the full order model (1 a,b).

In this paper, as in [4], we restrict ourselves to model reduction schemes based on an integral-square-

error performance index (in particular to the optimal projection method of Hyland and Bernstein), [1,5], but the

methodology is applicable to other schemes as well. We are thus interested in determining matrices A m, B m

and C m which minimize

J(Am,Bm,C m ) = 1 1 m E[(y-y,.)T R(y-y,)]
|-._m

when u is white noise with intensity V.

definite weighting matrix.

In (3) E[ ] denotes expected value and R is a positive

Introducing the augmented system of order n+m

(3)
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x, ffi A, x. + B, u (4a)

y, = C, x,, (4b)

where

[A,] [.]Xa = Y" =Y'Ym, A a = B. =
Xm Am B m

the optimality criterion (3) is written as

c.=[c-c.,], (s)

J(Am,Bm,C.,, ) = ! i m E[y, TRy..] = tr[QaR,]

where Qa is the positive semidefinite solution of the Lyapunov equation

0 =A.Q. +QaA_ + B. VB_

and

(6)

(7)

R,=C. RC T (8)

The model reduction problem has been recast as the optimization problem:

min tr[Q,R,]

subject to 0 -- A, Q, + Q, A_ + B, VB r

Similar results hold for other integral-square-error performance indices (see [6] for example).

Introducing the partition

(9)

(7)

(1o)

compatible with partitions (5), the constraint (7) is decomposed as

0 = AQI + Q1 A'r +BVB r (lla)

0 = AQ, + O:Arm +BVB_ (llb)

0 = A... Q... + Q..A r + B... VB r . (llc)

Note, from (1 la), that Qt is completely determined from knowledge of the full model. Thus expanding the
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objectivefunctionin (9) andneglectingtheconstantterminvolvingQI, theoptimizationproblem(9,7) is
rewrittenas

min {tr[Q, Cr_ R C_]- 2 tr[Q_ r C r R C,,]} (12)

subject to 0 z A Q_ + Q2 AT + B VB r_ (llb)

0 = A. O. + Q.A . + B. VB_ (llc)

Note that all of the above manipulations were aimed at transforming the statement of the optimization

problem and not at obtaining a (partial) solution. Thus, this approach does indeed alleviate the first two of the

Shortcomings mentioned earlier since it is not restricted to particular optimality criteria (although it was

illustrated here for a particular one), and it is guaranteed to yield at least a local minimum. In addition, we can

choose the numerical optimization scheme wh-ich iS best adapted to theparticular Optimization problem which

the RM must satisfy: In [4] some promising preliminary results for a classic and somewhat pathological
example [5,7] and the use of a generalized reduced gradientalgorithm [8] were presented. Here we investigate

the feasibility of using nepal network processing methods to solve the optimization problem (9,7) or

(12,1 l b,c). Improving the computational efficiency for large problems through massive parallelization is the

motivation for using these methods, thus alleviating the third shortcoming.

NEURAL NETWORK PROCESSING METHOD "

The neural network processing method is an extension of the Hopfield neural network model [9] which

has been successfully used to solve combinatorial Optimization problems such as the Travelling Salesman

problem. Developed by W..leffrey and R. Rosner to solve a class of ill posed inverse problems, the neural

network processing method [10] is a reformulation of the Hopfield model. Our aim is to apply this

methodology to the model reduction problem. We begin with some details of the method.

Consider a network, possibly modeled by analog electronic components, the energy E of which at any

time can be expressed as a quadratic function of its state x as

E(x) =-xWx + 2T r x . (13)

E(x) can be regarded as the objective function in an optimization problem for which x is the design variable.

Matrix W and vector T are constant valued and arise from the mapping of the optimization problem into the
above format.

r,

i
|

m

F

The change in the energy function resulting from a discrete step, i.e. a change Ax k in a single element

x k of x, can be shown to be given as

AE k = (-2w kx + 2Tit - Wkk Ax k)Ax k (14)
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where Ax k = L k ( -2 w k x + 2 Tk), w k being the k-th row of W, w_ the k,k-th element of W, Tk the k-

th element of T and _k the step size for Ax k. The parallel processing capabilities come into play here since

all the elements of x can be changed simultaneously, increasing the computational speed.

We now continue changing x in this manner until AE k = 0 for all k. The state so obtained represents a

minimum energy state. By adjusting the size of kk we can show that AE k <_.0 for all Ax k. Since we can

reduce equation (14) to

AEk = ( _k" w_ ) (Axk) 2 , (15)

1
then AE k = 0 when Z--- < Wkk for _'k < O.

hi,

Hopfield and Tank [9] showed that the stable state reached is a minimum for the optimization problem.

Jeffrey and Rosner [10] extended this formulation by allowing for higher order (i.e. non quadratic) terms to be

included in the energy function when necessary. The details of their formulation, being similar to the analysis

just presented, are not given here.

Note that the neural network processing method of Jeffrey and Rosner is restricted to unconstrained

optimization problems. Before applying it to the model reduction application at hand, the constrained

optimization problem (9,7) or (12,1 lb,c) must first be recast as an unconstrained one. We now present three

ways in which this can be accomplished: first a penalty function approach, then by solving the problem as a

sequence of unconstrained problems in a multi-stage approach, and finally a substitution approach in which the

constraint equation is solved and substituted into the objective function.

PENALTY FUNCTION APPROACH

terms.

steps:

The penalty function approach incorporates all of the constraints into the energy function via penalty

The problem becomes an unconstrained problem for the penalty function. This is accomplished in two

1. The equality Constraints (7) or (1 lb,c) are incorporated into the energy function to create a modified

Lagrangian or penalty function [11], that is:

E(x) ffi F(x) + __._[_h_i (x) + Tly h,l(x) ] (16)
l,j

where F(x) is the objective function of the constrained problem ( tr[Q.R,] or {tr[Q., C T R C.,] -

2tr[Q r C T R C,.]} for the problem at hand), _ and )' are penalty parameters, lil are Lagrange multipliers and
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h0 is the ij-th element of the equality constraint.

2. The underlying inequality constraint Q, >0 is enforced by factoring Q, as the product of an upper

triangular matrix M,, partitioned as

and its transpose. In (17) M 1 and M= are upper triangular matrices such that Q2 = M2 M_ and Qm =

M,, Mv_. These are substituted into the energy function so that the vector of design variables x is made up of

(i) elements of A m, (ii) elements of B=, (iii) elements of M2, (iv) non zero (i.e. upper triangular)

elements of Mm, and (iv)lil the Lag'range multipliers.

The Modified Differential Multiplier Method (MDMM), proposed by Platt [12] for use in neural

network processing, is then used to solve the problem. This ess_tial]y amounts to applying gradient ascent on

the Lagrange multipliers while applying gradient descent on all of the other design variables.

MULTI-STAGE APPROACH

The multi stage approach is loosely based on a model reduction algorithm proposed by Wilson [13]. It

is simply the following algorithm:

1. Pick initial guesses for matrices A,. and B,..

m

|

_=

2. Calculate Q2 and Q,..

3. Minimize the objective function using the neural network processing method with elements of B m as

the only design variables.

4. Update the A m matrix using A m - Q_ Q_ A Q2 -TQ,.. (This is analagous to the necessary

condition for an optimum used by Wilson [13].)

5. Go to step 2 until the objective function stops changing from iteration to iteration

Note that in this approach, the minimization problem of step 3 is an unconstrained problem. Thus the model

reduction problem is solved as a sequence of unconstrained optimization problems.
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SUBSTITUTION APPROACH

In the substitution approach the Q2 and Q,,, matrices, as solutions of(1 lb,c), are functions of A m and

B m which are substituted in the objective function of (12) to yield an unconstrained problem where the

elements of A m and B= are the only design variables. Neural network processing is then used with the energy

function E-- tr[Qm(A.,B=) C "r R C_]- 2 tr[Q_(A.,B,.) C r R C_].

RESULTS

In all examples considered we assumed that actuators and sensors were collocated so that B = C x and

B m = C,, T, and, without loss of generality, that R and V are identity matrices of appropriate dimensions.

All three methods presented solved only problems of a very limited scope: all methods were able to

solve very small real eigenvalue problems, but all showed an inability to solve problems of a practical size and

nature. For example all three methods yielded an optimal solution for the following very simple problem

considered in [4] (and given here with its solution)

A Ell, B = 100 ' Am = [-4998.1], B m = [100.0], obj = -10004.0.

The point of interest of this example is that some model reduction techniques yield a solution corresponding to

a maximum rather than the minimum [5,7].

a. Pen.a.lty Function Approach

The penalty function approach exhibited poor performance in solving model reduction problems. It was

able to solve problems in which the original A matrix was 4x4 and the reduced matrix A,, was 2x2; however,

this was the largest problem that we were able to solve using this method. The encouraging fact is that the

method did yield good, possibly optimal, solutions to a few small problems with complex eigenvalues. For

example the following problem (given here with its solution) was solved successfully

I!l:r..124.10.07 1F_2.867110 -.1 0 B = Am l_9.924 -.0794 J Bm =A = 0 -.S ' ' ' L-1.392J

0 15

, obj = -253.4.
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Difficulties with this approach were due to a lack of good guiding principles in setting step size and penalty

parameters, a slow convergence, and an apparent large number of local minima.

b. Multi Stage Approach

The multi stage approach exhibited a slightly different behavior. Since the traditional optimization

portion of the algorithm which was carried out using neural network processing involved a much smaller

problem, the method was able to solve overall larger problems. However, the approach would not solve

problems with complex eigenvalues but would successfully solve problems with strictly real eigenvalues. The

maximum size of these models were 6 inputs, 6 outputs with 16x16 A matrices. As problems with strictly real

eigenvalues have little practical application, this approach was abandoned.

c. Substitution Approach

The substitution approach presented basically the same difficulties as the penalty approach. Although

it successfully solved the example given in the penalty function approach subsection above, yielding the same

solution, it showed limitations in that it was unable to solve problems with A matrices bigger than 4x4.

CONCLUDING REMARKS

The results obtained so far have not lived up to our expectations when we embarked on this

investigation. In all fairness it must be pointed out that the difficulties encountered do not appear to be a result

of the neural network processing approach. Parallel investigations using a standard optimization software

package [8] were also disappointing. The difficulty appears to stem from the fact that the objective function

has apparently a large number of local minima. In particular, it appears that any reasonable starting point is a

local minimum!

A positive result in our lack of success in solving practical sized problems is the development of a type

of modal cost analysis based on the objective function developed for the optimization methods. In this method

we transform the system matrices such that the A matrix has 2x2 blocks on the main diagonal, each block

corresponding to a mode of the structural system, and the B matrix is consistent with these new coordinates.

Next we calculate the objective function for each 2x2 system individually. The objective values for all of the

individual (I mode) reduced models are sorted and the lowest ones are retained. At this time we have not put

enough time into this approach to make any firm statement about the quality and cost of these solutions.

lowever preliminary results are encouraging. We have reduced models with A matrices up to 168x 168 (the

J PL/AFAL experiment structure) down to A m matrices of 108x108 yielding excellent results when looking at

the time response characteristics. We are now looking into this method in more detail to see if this approach

can be used to obtain directly or aid us in finding optimal reduced models. Results will be reported elsewhere

as they become available.

IE
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Abstract

l_ecent trends in spacecraft design which yield larger structures with more stringent perfor-

mance requirements place many flexible modes of the structure within the bandwidth of active
controllers. The resulting complications to the spacecraft design make it highly desirable to

understand the impact of structural changes on an optimally controlled structure. This work
uses low order structural models with optimal _2 and _¢¢ controllers to develop some basic
insight into this problem. This insight concentrates on several basic approaches to improving

controlled performance and how these approaches interact in determining the optimal designs.
A numerical example is presented to demonstrate how this insight can be generalized to more

complex problems.

1 Introduction

Traditionally, control and structure subsystems in spacecraft have been designed separately. This

was an efficient approach when the required bandwidth of rigid body controllers was well below

the frequencies of the flexible modes of the structure. Recently however, increasing size in spacecraft

st;ructural design= has resulted in ever decreasing frequencies for flexible modes, while more stringent

pointing and alignment requirements have resulted in control designs of increasing bandwidth. The

net result is that several to many flexible modes of a spacecraft structure can lie within the bandwidth

of onboard controllers. The strong interaction of structure and control that arises from this makes

simultaneous design of these two subsystems highly desirable.

One approach to this problem can be called numerical control/structure optimization [1]. In

this method, one first selects a basic structural and control design (e.g. a ten bay truss with full

state feedback). Several structural parameters (e.g. truss member thicknesses) and control gains

are designated as design variables and a dynamic performance metric is formulated. A numerical

algorithm is then employed to search over the space of allowable designs for a particular one which

optimizes a dynamic performance metric with a suitable constraint on the overall mass or size of the
structure.

The Achilles Heel of this approach lies in the lack of physical insight yielded by the numerical solu-

tion. This insight is crucial in designing any controlled structure, including one which will ultimately

be designed numerically. A good understanding of how changes in the structure influence controlled

performance is essential in formulating the optimization problem to be solved numerically. Physical

insight will hopefully lead to a wise, rather than arbitrary, selection of the design variables. Other-

wise selection of design variables can place design objectives at odds and thereby yield a needlessly

compromised solution.

One can envision four basic ways that a change to the structure of a spacecraft can alter its

controlled performance. First, it can alter the way that disturbances influence the dynamics of the

structure (disturbability). Second, it can affect the influence of control actuators (controllability).

Third, it can change the way in which the dynamics of the structure appear in the performance

metric (observability). And finally, it can change the frequencies and damping ratios of the structure.
These different qualities of the structure; controllability, disturbability, observability, frequency and

damping; are defined here as the structure's modal properties.
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It should be noted that there is also a fifth way that one can alter the performance of a controlled

structure, and that concerns changes which affect the robustness of the controllers. However, this

is beyond the scope of this work. The next section describes the basic mathematical controlled

structure problem and formulates a low order problem (typical section) useful in studying how a

controlled structure's modal properties interact to produce dynamic performance.

2 Problem Description and Typical Section

A general linear structure can be described by the equation of motion:

M(a)_ + D(a)i- + K(a)r = F(a)u + G(a)v

y = N(a)r (1) i

where r is a vector of physical displacements on the structure, y is a vector of displacements (either
physical or modal) to be controlled, u is a vector of control forces, and v is a vector of disturbance

forces. The Vector a is an array of real values which represent quantities in the structure which can

be varied by the engineer in the design process. For example, the elements of a could represent the i

diameters of members in a truss structure. The goal of control/structure optimization is to find a

suitable combination of structural parameters and control force which minimizes the performance i
metric.

(a*,u_'(t)) = arg rain J(M(_),D(_),K(_),F(_), G(a),N(a),_(t)) (2)
u(t),c*E9

The set of allowable designs, _D, is usually constrained to contain only designs that are below some

maximum value of size or mass either directly, or by including a component in the cost which penalizes
these values. Furthermore, 7) is usually restricted to include only those designs which have physical i

meaning. For example, one might constrain design variables representing member thicknesses to lie --
above zeroi: =: =-

Equation i can be transformed into a modal state space representation where the state vector is

modal displacement, q, and frequency normalized modal velocity, q_:

w 0 0

r

The matrices w and _ are diagonal matrices containing the natural frequency and damping ratio of
each mode and _ is the modal transformation matrix:

r = _q q' ----o)-1(t d2TM_ = I e2TK_ =- w 2 _2TD_ _ 2(w (4)

Altering certain matrices in Equation 3 corresponds exactly to altering the individual modal properties

mentioned above. It is useful to make the following definitions.

Frequency Matrix

Damping Matrix

Controllability Matrix

Disturbability Matrix

Observability Matrix

O2

F = W-_TF

_ --- w-1 oT G

Af= N_

or _]d = w-_ff2TG

(5)

Note the appearance of inverse frequency in the expression for controllability. It reflects the inherent

resistance of higher frequency modes to impulsive control forces. Similarly, there are frequency terms

6 : :



m
Figure 1: Typical section

in the disturbability expressions, except that there are two forms. The first corresponds to impulsive

(velocity) disturbance forces, the second corresponds to static (displacement) disturbance forces. The

choice of exponents in these expressions is clarified below.

Any alteration to the structure can be perceived as having two stages of effects. First, a change to

the structure alters its modal properties. Second, the changes in these quantities alter the controlled

performance of the system. This view of the problem is useful because it is relatively easy to under-

stand how a change to the structure will influence its modal properties. If one could then understand

the relative importance of these quantities in determining controlled performance, then one would

have a good understanding of the entire problem. To develop this understanding, it is useful to study

the system shown in Figure 1. This system is typical of a single mode of a flexible structure. For this

reason this model and its associated controller are called a controlled structure typical section. The

frequency, damping, controllability, disturbability, and observability matrices for the typical section

are simply scalars:

and the equation of motion in state space form is:

:_ = Az + Bu + Lv

y=Cx C=[H 0]

-w -2(w [o] io]B= _ L= G (7)

The next sections show how the above parameters influence the controlled performance for the opti-

mally controlled system when two different performance metrics are used.

3 7/5 Problem

One of the most common dynamic performance metrics is the infinite horizon, 7/2 performance
metric:

where El.] is the expectation operator and R is a symmetric, positive-definite control weighting

matrix. The disturbance is specified as an expected value of the outer product of the initial state. In

this case, it is assumed that the initial state comes about due to either static or impulsive forces, v,

applied to the disturbance inputs of the system:
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S = E [x(0)xT(0)] displacement disturbance= [<q(0)qT(0)]00°]

[0 0 ]= 0 E[q'(O)q'T(o)]
velocity disturbance

where V is the expected value of the outer product of the disturbance force v. The expectation
operator appears in these expressions in order to allow for a statistical instead of a deterministic
description of these forces. It should be noted that there is also a stochastic formulation of this

performance metric. However, if V is taken to be the intensity of a Gaussian White Noise disturbance,

then the resulting analysis would be identical to that for the velocity disturbance.

Notice that frequency does not appear in the above disturbance expressions. This was because

any dependence of the disturbance properties of the sys{em on frequency were absorbed into the

definitions of the variables _7. and Ca. This was the chief reason for including frequency in these

definitions for the disturbance matrices, as it reflects the differing resistance of stiffer modes to static
and impuIsive forces:

A well known result of optimal control theory, is that for an optimally controlled system described

by Equations 7 and 9 the 7-/a cost is [2]:

Jopt ---tr {Po e} (10)

where P is the symmetric, positive-definite solution of:

PA + ATp + cmu - PBR -1BTp = 0 (11)

For the typical section problem, these equations can be solved in closed form with the control

penalty defined as R = p2 [3]:

- 0a /sa 4_2 + 2_/'/52 + 1 - 2 - 2¢

-#,. ¢2+2v//52+ 1- 2-

for a displacement disturbance

for a velocity disturbance

(12)

Notice that the optimal costs for both types of disturbances have two parts. The first part (containing
V, aC, H, and w) represents the transmissibility of the disturbance to the performance outputs.

The second part, containing only non-dimensional terms for damping, _, and control influence, /5,

represents the improvement in performance gained through the application of passive damping and

control. These parts of Equation 12 are too complicated to make any easy inferences about the

relationship between modal properties and performance. However, the two non-dimensional values,

(damping) and/5 (control influence) completely determine the character of the equations, and it is -

illustrative to consider the asymptotic behavior of t_e performance with respect to these values.

Table 1 shows how Equation 12 behaves for limiting values of control influence,/5 and damping
_. The top row of this table shows the behavior of the cost as the control forces become ineffective

compared to the internal forces of the damping. In that case, the control terms (.T" and p) drop out,
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Table 1:7-(2 PerformanceCosts

Control
Type

Open Loop or
Heavy Damping

Expensive Control,

Light Damping
Cheap Control, ""

Light Damping

Disturbance Type

Velocity

O/opt _--- V__._2'V_ 41_

Jop_ = va2____f1-1 _ v_L__I

.so,><=
=

Displacement

Jopt = __ - =_

Jopt = va_W_v_fl-_12 = Va_v_Hl_"

leaving an expression that represents the performance of the open loop system. The expressions for

both disturbance cases are very similar with the exception of how damping influences performance.

For damping levels less than 50%, increased damping improves performance for both disturbance

types; however, for larger damping levels, increased damping actually inhibits performance for the

displacement disturbance. This reflects the tendency of heavily damped systems to recover slowly

from initial displacements.

The second and third rows of the table show the behavior of the performance when the damping

becomes small relative to the control influence. In these cases, terms related to passive damping

become insignificant and drop out of the cost. Physically, this means that the available control forces

are greater than the internal damping forces and are therefore dominant in reducing cost. This

will always be true in a system where it is necessary to use control to achieve a significant gain

in performance. The implication is that damping should not be used to improve the performance

of controlled modes directly. Instead, the damping design should concentrate on improving the

performance of uncontrolled modes (modes which are either uncontrollable or outside the bandwidth

of the controller) and adding robustness to the controlled modes.

The system shows two different types of behavior for low damping depending on the level of

control effort. For low (or expensive) control effort, the costs for both disturbance cases are identical.

This is because the low control is providing a small amount of active damping and the response of

the system takes several cycles to attenuate (Figure 2). The cost is determined almost entirely by the

response envelope and the phase difference in the responses imposed by the disturbance type has little

effect. For higher control levels (expensive control), the response of the system attenuates in only one

or two cycles and the phase difference becomes more important. Figure 3 depicts the response of a

heavily controlled system for both types of disturbances. It is plain in the figure that the height of

the peak response is a major factor in determining performance. However, the peak response for the

system with the displacement disturbance is unaffected by control, while the peak response for the

system with the velocity disturbance can be dramatically affected by control. This gives the costs

fundamentally different behaviors at higher control levels for the different disturbance types. This

effect appears in the last row of Table 1. In particular, the control influence parameter plays a large

rote in the cost for the velocity disturbance than it does in that of the displacement disturbance.

Using the information contained in this Table 1, and information about the sensitivity of fre-

quency, damping, controllability, observability, and disturbability to the design parameters, a, one

can infer which of these quantities should be adjusted and which should be ignored in designing a

good controlled structure.

As an example, consider a case worked out by Milman et.al. [1] (Figure 4) This system consists of

a three element, cantilevered, Bernoulli-Euler beam with a tip actuator and an impulsive disturbance

also at the tip. The control in this case is optimal full state feedback and the design variables are the
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Figure 4: Beam example of Milman et.al.

Table 2: Results
Optimal Design

A a 1 a 2 CE3

0.0000 .i0 .I0 .I0

0.0001 .I0 .I0 1.59

0.0010 .I0 .31 5.00

0.0100 0.38 1.18 15.72
0.1000 2.50 5.48 53.04
0.2000 4.57 8°93 81.48

0.3000 6.58 12.02 108.66

0.4000 8.65 15.10 137.97

0.5000 10.95 18.56 171.79
0.6000 13.77 22,66 213.96

0.7000 17.59 28.22 271.95

0.8000 24.06 37.32 364.60
0,9000 40.21 60.07 565.21

0.9200 47.49 70.68 644.24

0,9400 58.71 87.88 756.79

0.9600 79.40 122.91 937.62
0.9800 136.80 233.95 1307.86

0.9900 230.35 402.91 1779.25
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thicknesses of the three elements. The metric optimized was a combination of a dynamic performance

metric penalizing strain and kinetic energy and a metric penalizing total mass.

J= AW(a) + (1- A)_0 °° (rTKr +÷TM÷ + pu2) dt (13)

The parameter, )_, is adjusted to obtain different levels of tradeoff between weight and performance.
It can be shown that for any optimal design obtained for a given value of )_, the same design can be

obtained by constraining W(a) and removing it from the performance metric. Hence Equation 13 is

equivalent to Equation 2 with J set to the dynamic term and the set 7) constrained to include only

designs which satisfy a maximum mass constraint.
An important feature of this problem is that the actuator and the disturbance are collocated.

Examining the first column of Table 1 reveals that reducing the disturbability and increasing the

controllability will both have favorable effects on the performance. However, the table also shows

that when the sensitivity of the disturbability, _, and controllability, _, to the design variables is

equal (as in this case), then greater gains can be attained by reducing disturbability at the expense

of controllability for all levels of control. Table 2 confirms this suspicion. For almost all values of _,

the design obtained through optimization placed the bulk of the mass at the tip of the beam, where

its inertia could help resist any forces applied to the tip.

This multimode problem was fairly easy to analyze due to its structure (disturbance and control

collocated). However, it is important to understand the implications of the interaction of several

modes. The next section explores this problem.

4 _2 Problem for a multi-mode system

In a system consisting of a single mode, the expressions in Table 1 will be exact; however, it should

be expected that the interaction of several modes with a controller will produce somewhat different

results. To facilitate this discussion, it is useful to look at the form of the gradient for an optimally

controlled system. This gradient can be computed by first combining the cost in Equation 10 and

the constraint in Equation 11 into a Lagrangian.

L = tr {PS} + tr {g (PA -t- ATp -t- cTc -- PBR-1BTp)} (14)

Setting derivatives of this expression with respect to the matrices P and H to zero recovers the

constraint equation and an additional equation:

-_-_-HOL (A - BR-1BTp) T + (A - BR-1BTp)H + S = 0 (15)

It can be seen that the Lagrange Multiplier Matrix, H, is the covariance of the state of the closed

loop system.
The derivative of the cost with respect to a particular parameter, al, is the derivative of the

Lagrangian with respect to that parameter;

OJ OL {pOS (pOA OATp 0 (cTc)_p O_..O__(BR_aBT) p)} (16)Oai -- Oc_i -tr Oai + H \ -_i +'-_i +-_i Oeq

when P and H are given by Equations 11 and 15.

When A, B, C, and S are defined for a modal system description (Equation 3) then the different

terms of the above equation describe changes in cost due to changes in individual modal properties.

It is therefore useful to make the following definitions:
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Figure 5: Cantilevered aluminum beam model. E = 73GPa, p = 2700kg/m 3

OA OAr

_Jai, tr {P_d a } Disturbability Subgradient

_J_, tr_H ° (CTC)} Observability Subgradient (17)

aJ,_ -tr {HPo_-g (BR-1B T) P} Controllability Subgradient

It is illustrative to consider the application of these definitions to a simple problem. Figure 5
depicts a cantilevered beam model consisting of eight finite elements with lumped masses included

at the nodes. The performance output is the tip displacement of the beam, the actuator is a torque

applied near the root, and the disturbance is a transverse force applied at the midspan of the beam.

The structural design variables in this problem are the thicknesses of the beam elements and the size

of the lumped masses. These variables have been scaled so that an equal change in element thickness

or lumped mass represents an equal change in mass.

. ti
Beam element design variables ti = 1_,,, (18)

_ rn_Lumped mass design variables m i (x:m)_,bhp

where wb and h are the element width and length and p is the material density. The total mass of

the beam and lumped masses is constrained to be less than or equal to that of a 1 cm uniform beam
with no lumped masses.

Figures 6-9 depict the magnitudes of the subgradients, normalized by the cost magnitude and
projected onto the constant mass constraint, for a 1 cm uniform beam with no lumped mass.

Figures 6 and 7 show these values for a displacement disturbance and model orders of one and four

modes, respectively. Figures 8 and 9 show these same values for a velocity disturbance.

The horizontal axis in these figures represents the level of control penalty used in the LQR per-

formance metric. The left side of each figure corresponds to cheap control or high control effort. The

right side corresponds to expensive control or low control effort. The vertical lines are the different

levels of control penalty at which the control influence parameter:

(19)

is equal to unity for different modes. (Recall from Equation 4 that 'I, is the modal transformation

matrix and wi is the modal frequency.)

For the single mode models, these figures agree exactly with the results predicted in Table 1. The

sensitivity of the cost to disturbability is unaffected by control effort, frequency rises from zero to

m
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finite importancewith decreasingcontrol cost,and for the displacementdisturbance,increasedcontrol
effort increasesthe importanceof observability and decreasesthe significanceof controllability while
for the velocity disturbance, the oppositeis true.

In the four mode model, there are severaldifferencesin the behavior of the cost. In the cheap
control cases,there is a marked increasein the sensitivity of the cost to observability and a decrease
in the sensitivity to controllability. Also, for the velocity disturbance, there is a slight increasein
the sensitivity to disturbances. Yet, for expensivecontrol, the sensitivities are almost identical to
those for the single mode model. The reasonfor this discrepancy can be traced to the useof a
singleactuator to control severalmodes. At low levelsof control, the actuator will needto provide
only active damping for eachmode. Velocity feedbackwill provide this activedamping to all modes.
At higher levelsof control, however,eachmodewill requiremore shapecontrol. Unfortunately the
inputs required by eachmode for shapecontrol can be very different and the optimal control must
representa compromise. In other words, a shortage of actuators makes the control less effective at

high levels. The effect this has on the cost is to reduce the role of the control influence term/5 in the

expressions in the third row of Table 1. Terms which can reduce transmissibility of the disturbance to

the performance output directly (i.e. disturbability and observability) will be enhanced in significance

while controllability will be diminished. This is exactly the behavior in the results noted above.

5 H_ Problem

Another performance metric in common use is the T/_ metric:

J = snp + TRu(- o)) (20)

where the disturbance in Equation 7, v, is Gaussian White Noise of unit intensity. It can be shown
that when there is a minimum positive value, 7, such that there exists a symmetric, positive-definite

solution to the equation

PA+ATp+cTc-P(BR-1BT-_LL T) =0
(21)

then for optimal full state feedback control, the value of the performance metric is the square of this

limiting value of "7 [4].

For the typical section, it is possible to solve for this 7 in closed form:

./opt = 7 + _4( (1 - _=) ( _<

= 7mln = _2 (.T "a w' _-1 1

(22)

The same proportionality to _72 that was present in the _2 case is also present in the 7-/= case.

However, the dependence on the remaining terms has an interesting form. For very expensive control

(p _ oo), the term containing the controllability drops out and the cost reverts to the open loop
cost. This solution implies that for problems in which the disturbability is relatively insensitive to

parameter changes (o°-_ = 0), then a structure which was optimized for open loop response will also

have optimal closed loop response. In other words, sequential design of the structure and control will
achieve the same result as simultaneous design. The insensitivity of a system to disturbability can

occur frequently in controlled structure design. This is most likely to happen when the disturbance

is not well known, or widely distributed and uncorrelated. Hence, there is a possibility that it may

actually be easier to design many _oo controlled structures than their 7-/_. counterparts. However,

the complexity of the _oo problem makes it infeasible to show here that it applies to higher order

systems.
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6 Conclusions

The typical sectionis a usefultool for understandingthe implications of structural changesunder
different types of control. The ability to formulate closedform solutions makes it very easy to i

understand the functionality of the performance on modal properties. As long as the coupling between

modes in a structure remains light, the typical section results, which exactly capture the behavior i

of a single controlled mode, should be reliable in higher order systems. However at high control i
levels, the modal coupling becomes more severe and the typical section insights become less reliable.

In particular, the importance of controllability is reduced when fewer actuators than modes are l
available.

There exists the possibility that for systems in which the disturbability is insensitive to design --

parameters, sequential design (open loop structural optimization followed by control opt'imization)
can actually yield an optimal design. However, it remains to be shown that this conclusion, which is

valid for the typical section, generalizes to more complicated systems.
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Abstract

The Phillips Laboratory is undertaking the challenge of finding new and innovative ways to

integrate sensing, actuation, and the supporting control and power electronics into a compact self-

contained unit to provide vibration suppression for a host structure. This self-contained unit is

commonly referred to as a smart patch. The interfaces to the smart patch will be limited to standard

spacecraft power and possibly a communications line. The effort to develop a smart patch involves

both contractual and inhouse programs which are currently focused on miniaturization of the

electronics associated with vibrational control using piezoceramic sensors and actuators. This paper

is comprised of two distinct parts. The first part examines issues associated with bonding

piezoceramic actuators to a host structure. Experimental data from several specimens with varying

flexural stiffness are compared to predictions from two piezoelectric/substructure coupling models,

the Blocked Force Model and the Uniform Strain Model with Perfect Bonding. The second part of

the paper highlights a demonstration article smart patch created using the insights gained from

inhouse efforts at the Phillips Laboratory. This demonstration article has self contained electronics

on the same order of size as the actuator powered by a voltage differential of approximately 32

volts. This voltage is provided by four rechargeable 8 volt batteries.

Introduction

The Phillips Laboratory has had a great deal of success in actively controlling vibration of

structures with piezoceramic sensors and actuators, primarily through contractual efforts with

TRW in Redondo Beach, CA. The manufacturing of composite structures with embedded or

attached piezoceramic sensors and actuators, or smart structures, has advanced to the degree of at

least a 99% success rate in the Advanced Composites with Embedded Sensors and Actuators
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programwith TRW. TRW hasbuilt smartspecimensrangingin sizefrom lessthanonefoot long
by two inchesto seventeenfoot longby five inchdiametertubesfor theASTREXtestbedlocated

at thePhillipsLaboratory.Criticaldampingandbeyondhasbeenintroducedinto lightly damped

structuresusingthis technology.

Thepartof this technologythatstill needsfurtheradvancementis in theareaof thesupport

electronics.Sinceourgoalis to eventuallymakethis technologyaviablesolutionto vibration

problemsin spacecraft,it is importantto optimizethesizeandweightof thesupportelectronicsand

to considerspaceenvironmentaleffects. Forthisreason,approacheswhichuselow voltageper

forceoutputarebeingconsideredto minimizestepup requirementsonspacecraftvoltageand
therebyreducethesizeandnumberof componentsin thenecessarypowerelectronics.Theend

resultof satisfyingtheseminiaturizationgoalswill bethedevelopmentof a small,lightweight

smartpatchwhichwill havetheability to senseandcontrolunwantedvibrationsin ahoststructure.

Thesmartpatchwill be-veryusefulin providingsolutionsto unanticipatedvibrationproblemsin

spacecraftprogramswithouttheneedfor majorredesign.Also,surfacemountedvibration

suppressiontechnologymaybenecessaryfor structureswhosemanufacturingprocessis too harsh
to allowembedmentof sensors,actuators,orelectronics.With a surfacemountedsmartpatch,

issuessuchasbondingandactuator-structureinteractionbecomeevenmoreimportantthanthecase
whereembeddedsensorsandactuatorsaredesignedinto thestructure.

|

i
At the Phillips Laboratory, our inhouse smart structures program is addressing some of the

questions concerning smart patch technology. This paper describes two parts of this effort. The

first part is a description of recent experimental efforts to better understand piezoceramic actuator

and structure interaction. The second part of the paper concentrates on integration of sensor,

actuator, and electronics into a smart patch. It describes a demonstration article constructed using

insights gained from earlier inhouse efforts. This article consists of a graphite/epoxy substructure

with an attached smart patch. The patch meets the basic goals of inherent sensing, actuation, and

control. It runs on a voltage differential of approximately 32 volts.

Surface-Bonded Piezoceramic Actuator Models

There are several models in the literature that predict how a structure behaves with a surface

bonded piezoceramic actuator when a voltage is applied to the piezoceramic. In this research, we

were primarily interested in the bending behavior of a structure with surface bonded piezoceramics.

For this reason, we will only review models as they relate to bending (in the models reviewed,
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thereis asimplepathto go from bendingbehaviorto extensionandcompression).The

actuator/structureinteractionhasbeenmodeledbothanalyticallyandthroughtheuseof finite
elementcodes.Theanalyticalmodelsweexaminedrangein complexityfroma simpleblocked

forcemodelwhichneglectstheeffectsof thesubstructureandbendingof theactuatorandtreatsthe

piezoceramicasbeing"blocked"in extensionandcompressionall theway to Uniform Strain
Modelswhich includetheeffectsof theactuator,bondinglayer,andsubstructure[3]* andtwo-

dimensionalmodelsbasedonlaminatedplatetheory. Thefinite elementapproachmodelsthe

piezoceramicasathermoelasticelementandtreats the applied actuator voltage as a temperature

differential .t The models considered in this work are the blocked force piezoelectric model and

the Uniform Strain models consisting of one model which assumes there is a finite bonding layer

between the piezoelectric and the substructure and a second which assumes that the piezoelectric

actuator is perfectly bonded. Both of the Uniform Strain Models assume that there is uniform

strain in the piezoelectric and a linear Euler-Bernoulli strain distribution in the substructure. It will

be shown that all three of these models are related and, in fact, converge on each other depending

on material properties and geometry of the structure, piezoelectric actuator, and the bonding layer.

Uniform Strain Model with Finite Thickness Bonding Layer

The Uniform Strain Model with Finite Thickness Bonding Layer assumes a finite thickness

bonding layer between the piezoceramic actuator and the substructure. Force is transferred in shear

from the piezoceramic to the substructure through the bonding layer, leading to the classic shear lag

problem. The amount of shear lag depends on the shear lag parameter F where

+_..IX_

G is the shear modulus of the bonding layer, ts is the thickness of the bonding layer, E c is the

modulus of the piezoceramic, tc is the thickness of the piezoceramic, E b is the modulus of the

substructure, tb is the thickness of the substructure, and 0_ is 6 for bending. When the shear lag

parameter 1-"is greater than 30, the assumption that the piezoelectric is perfectly bonded to

the substructure "will provide results sufficiently accurate for engineering models" [1 ]. In light of

this, we decided to establish the necessity of using this model for our experimental specimens.

Using equation (1), we calculated the values of F for each of our experimental specimens. Since

the lowest value of F was over 200, we elected to make our experimental comparisons using the

Uniform Strain Model with Perfect Bonding and the Blocked Force Model which are described

below. It has been shown that in the limit as F approaches infinity, the finite bonding layer

*References 1-3 are cited in the text.

_Bronowicki, A. J., Betros, R.. S., cout'_e notes from "Active Damping Workshop."
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solutionconvergesto thatof perfectbonding[1].

Uniform Strain Model with Perfect Bonding

In the Uniform Strain Model with Perfect Bonding, it is assumed that the piezoceramic actuator is

perfectly bonded to the substructure. Since the shear stress applied to the substructure by the

piezoelectric is concentrated at the ends of the piezoelectric in this case, the piezoceramic can be

thought of as delivering a line force at its ends to the substructure. Briefly, the derivation of the

forcing term involves a strain at the outer surface of the substructure due to bending given by

E =_M_if_ (2)
Ebl

where I is the moment of inertia, y is the distance from the neutral axis and M is the applied

moment. This strain is assumed to be the same as the uniform strain in the piezoelectric actuator

which is given by

E = ._ct_+ d31V (3)
Ec tc

where _ is the in-plane longitudinal stress in the piezoceramic, d31 is a piezoelectric charge constant

of the piezoceramic, and V is the applied Voltage. Combining these equations and using the fact that

the applied moment M in (2) is due to the line force generated by the piezoelectric, the expression

for force applied to the substructure is given by

i

r

F- Ebtbb(_"_V)

E--_b-+ 6
Ectc

where b is the width of the piezoceramic.

(4)

Blocked Force Model

The Blocked Force Model makes the assumption that the force applied to the piezoelectric is exactly

the same as the force that would be produced if the voltage were applied to the piezoelectric with its

ends fixed in place. This results in the following force expression

5O

r
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F = - Ecbd 31V (5)

It is easy to see that this expression is the limit of (4) as the ratio of Ebt_ the effective stiffness
Eetc '

ratio, approaches infinity. It is interesting to note that since this expression exhibits no dependence

on piezoceramic thickness in a voltage limited, but not necessarily power limited application, it

would make sense to operate many thin piezoceramics in parallel rather than one thick one to

increase force output. For example, if there were .010" of space allocated for piezoceramics and

one .010" thick piezoceramic provided one unit of force per volt, two .005" thick piezoceramics

would provide two units of force per volt. If this same exercise is undertaken by substituting

typical piezoceramic values into the Uniform Strain Model with Perfect Bonding, a value of even

higher than twice the original value is obtained. This neglects losses in actuation due to the

additional bonding surfaces and no allowance is made for the thickness of the bonding layer. Also,

there is a saturation limit that defines a maximum amount of voltage per thickness of the

piezoceramic that has to be considered. However, even with these factors which will tend to

decrease the force values from a multi-piezoelectric approach, it still may be more efficient from a

size and power efficiency standpoint when compared to stepping up the voltage on a single thicker

piezoelectric. Obviously this will be an optimization problem that will have to be solved for a

given application.

Model Verification Experiment

To compare different actuator models and vary parameters of interest on several different test

specimens, it was important to come up with a simple, reproducible test configuration. The

configuration decided on was a cantilevered beam with surface bonded actuators near the base as

shown in Figure 1. The poling directions of each of the piezoelectric wafers face the top of the

page. The predicted and measured parameter was the deflection of the tip of the beam given a

voltage applied to the piezoelectric actuators. A voltage could then be applied in the poling direction

of one piezoceramic and in the opposite direction of another with the substructure providing a

common ground. This configuration makes the entire structure a bender element with voltage

applied in parallel and a large moment arm.
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Figure 1

Voltage-Tip Deflection Relationships

To get the predicted voltage-tip deflection relationships, equations from elementary mechanics were

used to calculate a tip deflection due to the force couples resulting from the actuator forces

predicted by the piezoelectric/substructure coupling models. The evolution of these forces to

applied moments is shown in Figure 2.
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Development of Voltage - Tip Deflection Relationship

Figure 2

From elementary mechanics, the cantilever tip deflection is found to be

A -_ (2LX- 2La- L2) (6)
-2Ebl

where I is the moment of inertia of the substructure, E b is the flexural modulus of the substructure,

M is the applied moment, L is the length of the piezoceramic and X is the length of the

substructure. For each model, the appropriate M must be substituted into (6) to get the voltage-tip

deflection relationship for that model.

Experimental Specimens

Experimental specimens were fabricated as described with piezoceramic actuators located

symmetrically near the base. The piezoelectric actuators used were PZT-5A, each wafer measuring

1.5" x 2.5" x .010". Specimens included aluminum and steel specimens and five composite

specimens of varying flexural stiffness. The specimens had a clamped length of approximately 14

in., were 1.5 in. wide, and had thicknesses of about 0.05 in. The composite specimens were all

fabricated from unidirectional graphite/epoxy prepreg. The fibers were relatively stiff (IM7) and the

resin was a toughened resin suitable for spacecraft applications, 977-2. The composite specimens

were 10 plies each with the most flexible lay-up to least flexible lay-up as follows:
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[0,90,90,90,90]s, [0,0,90,90,90]s, [0,0,0,90,90]s, [0,0,0,0,90]s, [0,0,0,0,0]s, where s denotes

a symmetric lay-up. Composite specimens were given the letter names A,B,C,D and E with A

corresponding to the least flexible specimen and E corresponding to the most flexible specimen.

Flexural modulus of the specimens was found by measuring the first resonant frequency of a

cantilevered specimen and backing out the equivalent Euler beam flexural modulus from the Euler-

Bernoulli frequency equation for a cantilever beam after measuring all other relevant beam

parameters [2]. This method gave us a slightly lower, and we felt more realistic, flexural modulus

than that predicted from manufacturer's properties and laminated plate theory which tend to give

optimistic values for the modulus.

Experimental Setup

The experimental setup for measuring tip deflection given a voltage is shown in Figure 3.

VIDEO MONITOR POSITION DISPLAY VOLTMETER DC POWER SUPPLy

W/C trmu_rr L horn-

* One pairof PZT-5A pi.ez_lectr.ic actuators mounted at the base of
eacn canmever to prowae oenomg.

* Voltage applied through a standard DC voltage supply.

* Static.tip deflections measured to within 1/1000 inch using Questaropnca/measurement system.

Experimental Setup

Figure 3
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Voltage was applied with a standard DC voltage current limited power supply. A precision

voltmeter was placed in parallel with the voltmeter. Beam tip defection was measured through a

telescope with a magnification of approximately 100 to 1. The telescope was attached to a CCD

camera which had an accompanying reference monitor with cross hairs. The camera and telescope

were mounted on a high precision three axis positioning table. The position of a focused object
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could be tracked to at least .001". Actual repeatable accuracy was closer to .0001", but only the

one mil, or .001", digit was treated as accurate for the experimental data.

Figures 4 through 10 show measured tip deflection and predicted tip deflection versus applied

voltage for each of the aluminum, steel, and composite specimens.
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0.5 Applied Voltage vs. Tip Deflection for Aluminum Cantilever
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3 Applied Voltage vs. Tip Deflection for Composite Cantilever B
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The f'trst item to note from these plots is that the experimental data is consistent relative to the

model predictions for all of the specimens showing the models give similar results for isotropic

materials as well as the composite specimens. By examining the data for the composite specimens,

several other trends become apparent.

* The predictions of the Blocked Force Model become worse as the substructure

becomes softer. This is to be expected since a soft, flexible substructure is less like

the blocked end condition assumed by this model.

* The predictions of the Uniform Strain Model with Perfect Bonding become better

as the substructure becomes softer. This is also to be expected since the shear lag

parameter (1) becomes larger for the softer structure and the bonding condition

becomes more like that of a perfect bond.

* The predictions of the Uniform Strain Model with Perfect Bonding correlate better

with the experimental data than the predictions of the Blocked Force Model but the

two predictions converge as the structure gets stiffer. This is makes sense since the

effective stiffness ratio (4) becomes higher and the Uniform Strain Model with

Perfect Bonding begins to converge to the Blocked Force Model. Figure 11 shows

how the two models would converge for a very stiff structure and diverge for a

very soft structure.
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Construction of Smart Patch Demonstration Article

In this demonstration article, multilayer piezoelectric actuators are bonded to the base with a

piezoelectric sensor and the necessary control and power electronics bonded to the substructure

above the actuators. The size of the electronics is at least the same order of magnitude as the

combined size of the sensor and actuators. The voltage differential provided to the electronics is

approximately 32 volts. This is provided by four small rechargeable batteries housed in the base of

the structure. The schematic of the demonstration article is shown in Figure 12.

f

f

ELECTRONICS

Demo Schematics

S_soR

ACTUATOR ACTUATOR

ACTUATOR [.

Figure 12

The control of the structure is provided by a two pole low pass filter which shifts the phase of the

piezoelectric sensor output at the structures first resonance in relation to the output by 90 degrees of

phase.* This provides active damping to the system which is illustrated by the open and closed

*Bronowicki, A. J., Betros, 1L S., course notes from "Active Damping Workshop."
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loop responses of the strain seen by the piezoelectric sensor which are shown in Figure 13.
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Figure 13

Conclusions

We hope that the work presented in this paper will be useful to those interested in understanding

some of the basic issues involved in the development of a piezoelectric based smart patch. The

following are some of the important conclusions that can be made from this research.

* Given a surface bonded piezoceramic actuator of fixed size and shape, even the

simplest Blocked Force Model may be adequate for a relatively flexurally stiff

substructure and a very good bond. It is not necessary to always use a more

complex model to achieve good practical results.

* The Uniform Strain Model with Perfect Bonding is necessary for relatively soft

substructures. Given a fixed size and type of bonding layer, perfect bonding is a

better approximation if the substructure is relatively flexurally soft. However, in
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cases where bonding produces significant shear lag, it may be necessary to go to

the more complex Uniform Strain Model with Finite Thickness Bond to adequately

predict the actuator forces. Depending on the degree of accuracy needed, this may

be necessary even for values of F greater than 30. Also, for substructure

geometries other than an Euler-Bernoulli beam, it may be necessary to use other

models such as those based on plate theory to get desirable results.

* Smart patch technology does not have to be costly and complex to be effective.

This has been illustrated by the demonstration article which uses very simple strain

rate feedback and a small compact smart patch design. The entire demonstration

article material cost was less than $100.00.
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INTRODUCTION

In recent years the employment of active control techniques for improving the

performance of systems involving highly flexible structures has become a topic of

considerable research interest. Most of these systems are quite complicated, using multiple

actuators and sensors, and possessing high order models. The majority of analytical

controller synthesis procedures capable of handling multivariable systems in a systematic way

require considerable insight into the underlying mathematical theory to achieve a successful

design. This insight is needed in selecting the proper weighting matrices or weighting

functions to cast what is naturally a multiple constraint satisfaction problem into an

unconstrained optimization problem. Although designers possessing considerable experience

with these techniques have a feel for the proper choice of weights, others may spend a

significant amount of time attempting to find an acceptable solution. Another disadvantage

of such procedures is that the resulting controller has an order greater than or equal to that of

the model used for the design. Of course, the order of these controllers can often be

reduced, but again this requires a good understanding of the theory involved.

As an alternative to these synthesis procedures, some numerical techniques have been

proposed for achieving design constraints. One technique that appears to be effective is that

of Boyd and Barratt (ref. 1). Their approach is to cast the constraints for the design problem

into a form such that the optimization is convex over the set of controllers that stabilize a

given model of the system. Therefore, the solution is the global optimum and is obtained by

standard mathematical programming techniques. Unfortunately, some constraints cannot be

cast into a form that is closed loop convex; important ones being open loop controller

stability, controller order, and controller structure (e.g., diagonal). A mathematical model of

the plant is also required.

A method close in spirit to the technique presented here is that proposed by Newsom

and Mukhopadhyay (ref. 2). In their approach the singular value gradients of a return

difference operator are used to iteratively change the parameters of a nominal controller in
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order to improve the stability robustness properties of a system. The parameter correction

vector at each iteration is chosen to decrease a cumulative measure (sum of squares) of all

constraint violations. The disadvantage of this correction vector is that while the cumulative

measure may improve, the worst violation is not guaranteed to improve. Recently,

Mukhopadhyay (ref. 3) has extended the approach to incorporate other constraints, although

a cumulative measure is still employed to monitor each constraint's improvement.

The algorithm employed here for synthesizing a controller for the Active Control

Technique Evaluation for Spacecraft (ACES) facility simultaneously includes performance

constraints and stability robustness constraints. It also has the advantage that the worst

constraint violations are improved at each iteration as long as the constraints are locally

feasible in the parameter space. The algorithm can use data generated from a system model

or, more importantly, data derived directly from the open loop plant.

SYMBOLS AND ABBREVIATIONS

1 = identity matrix

C = set of complex numbers

R = set of real numbers

Re[. ] = real part of a complex quantity

[. ]n = complex-conjugate matrix transpose

[.]r = matrix transpose

U' xm = set of complex-valued n × m matrices

R "×" = set of real-valued n x m matrices

ok[- ] = k'h largest singular value of a matrix

aria[. ] = a matrix with (id) entry equal to 0370[.] o
I1" II = Euclidean norm of a vector

ALGORITHM DESCRIPTION

Let

l] = {o_j: j= 1,2,...,N} (1)

be a set of frequencies at which the frequency response data of the plant is available. Let

19 = I P2 " " " (2)

denote a vector of controller parameters upon which the frequency dependent functions
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(3)i =1,2,...,Nc,

depend. Define the design constraints by

f(¢oj;p) _> c,(_oj), ¥ oaj E _, i = 1,2,...,N c, (4)

where each q: fl--,R is defined according to the desired shape off k. Now define the set of

violations at the k 'h iteration by

S t = {(i,j)" f(o0j;p,) _< ci(6oj), i= 1,2,...,N o j = 1,2,... ,N}. (5)

and let ho.(p k) = f(oaj;p k) if (i,j) E S k. Let N, be the total number of elements in S k. It

follows that if the partial derivative of f with respect to p exists that

FOh,. ahoy ahu ] r

g0(p,, = [__p__ll(p x) _b.____2(p,) . . . O__u,(p,, ] (6)

A fundamental result from optimization theory states that to improve a single violation

r d
hu(pk) a parameter correction vector d k must be chosen with the property g0(Pk) , > 0.

Since, in general, there are many violations to be improved at any one iteration, d k should

be chosen to satisfy gU(pk)rdk > 0,

direction to exist is that the system

V (i,j) E S k. A sufficient condition for such a

r (7)Jkdk = wk

be consistent, where Jk is a matrix whose columns are the vectors go(p_ for all (i,j) E S k,

and w k is a vector such that each entry %, > 0, n = 1,2,...,N,. This is an N, by Np

system of linear equations. In practice equation 7 is almost always underdetermined because

there are usually more free parameters than violations. Hence, there may be many solutions.

To obtain the solution having a minimum 2-norm, suppose that Jk has rank r. Then J, has the

singular value expansion (ref. 4),

Jk = o, (8)

where an. > 0, i = 1,2,...,r are the nonzero singular values of Jk, and

u_, vu, i = 1,2,...,r are the associated left and right singular vectors. If w k is in the range

of .IT, then

dk = _ii=, cr-_t(urwk) v_" (9)

Although the above development indicates a general procedure for choosing an

acceptable correction vector, it does not indicate how to choose the precise entries of w k for

good algorithm performance. Since it is desired to improve all the violations simultaneously,
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it seemsreasonableto choosew k such that each of the violations is considered to be equally

important. Following the development of Mitchell (ref. 5), if the elements of w k are chosen
such that

w --IIJ ll,

where J_ is the n _ column of Jk which is actually go(pk) for some (i,j) E S_.
equation 7

(10)

Then from

Using the fact that

= II J=1,2,...,N,. (11)

g Cp )d = IIg0tp )llIld llcos% = Ilg0  )[I, (12)

where 0 U is the angle between g_(Pk) and dk, it is clear that

cos% = IId ll-' v (i,j) E s k. (13)

Therefore, this choice results in a correction vector that forms an equal angle between itself

and each go.(pk). The choice of other values for w k continues to be an area of research
interest.

m
!

|

7.
n

Due to the nonlinearity of the parameter space, it is necessary to determine a
satisfactory step length for the correction vector at each iteration. In most iterative

algorithms the determination of the step length at each iteration is treated as an optimization

problem. Unfortunately, this optimization can require many constraint function evaluations

and would be computationally prohibitive in this algorithm. Therefore, the choice of an

appropriate step length parameter at each iteration is based upon several other criteria: (1)

maintaining closed loop stability, (2) maintaining open loop controller stability properties,

and (3) improvement of the violated constraints. In order to maintain closed loop stability

using discrete frequency data (as opposed to a mathematical model) the multivariable Nyquist

criterion (ref. 6) is employed. Although it is not a reliable indicator of relative stability

margins, it has proven effective in this algorithm for maintaining closed loop stability.

Controller stability is achieved by simply monitoring the controller's poles. Although

controller stability is not an absolute requirement, it is desirable in most applications, e.g.,

when loop failure is possible. As for the third criterion, the violated constraints are simply

checked for improvements at each iteration. If they have improved, the parameter vector is

updated and the step length is increased by a user defined factor for use at the next iteration.

If not, the step length is reduced and the constraints are checked again. This process is

repeated until improvements are registered or until the minimum step length allowed is

reached. If the minimum step length is reached, then either a violated constraint has reached

a local minimum or two gradients are in local opposition. In the case of a local minimum,
the design can either be accepted or the constraint relaxed. The action to be taken if two

gradients are opposed is now discussed.

In the case of two gradients in local opposition, the matrix Jk will be nearly rank
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deficientand the correctionvector dk, although defined, will almost be orthogonal to all the

gradient vectors. Hence, improving the constraints with an acceptable step length is highly

unlikely. If one of the opposing gradients is not associated with the worst violation for that

particular constraint, the problem can be circumvented by dropping that gradient from J_ at

the current iteration. If, however, both gradients are associated with the worst violations of

different constraints, then the constraints are not locally feasible and this technique will fail

to improve the constraints. Hence, the algorithm is not guaranteed to satisfy all the design

constraints, but it will improve the violated constraints until no further local improvement is

possible. It is also important to note that even if the constraints are satisfied, they are only

satisfied at the frequencies for which the design was performed. A flowchart of the complete

algorithm is given in figure 1.

BEGIN

Input: frequency response data. eonstraiJats, initial eo, ntroller [

Ilnpu¢: starting step a,,, m.ini.nauna step axn/n

lso.p.- p.. I
2_

No

No

Set k-- k÷ I

l

Figure 1: Algorithm Flowchart.

69



SELECTION OF A CONTROLLER REPRESENTATION

Two choicesfor a controller representationhavebeeninvestigated. The most obvious
choice is a state-spacerepresentation,i. e.,

l_e j_7) = C'(eY_rl - A)-IB + D, (14)

where K E C q×p,A E R _x_, B E R _xp, C E R qxn,and D E R qxe for an n_-order

discrete-time control law with p inputs and q outputs. It can be shown that :if f(Q) E R,

Q = (A,B,C,D,oQ (% indicates a fixed frequency) is a function for which all the partials

with respect to the entries of A, B, C, and D exist, then i

-_D(Q) = Re (Q) , (15)

Of (16)
_c(Q) = Re ,_B -_-_(Q) , i

af "C¢ ,_fB(Q) = Re -_-K(Q) (17)

and

Of "C'I' ,
fA(Q) = Re ,_B (18)

where ,I, -- (eJ'_'rl - A) -_ . An interesting property of this representation is that it is only

unique up to a similarity transformation on (A,B, C,D). Hence, the possibility exists that

by judicious selection of state coordinates the characteristics of the parameter space may be

chosen to impact algorithm performance. This issue is a subject of current research.

As an alternative to a state-space representation, the so-called Gilbert realization,

T

K(#'_r) = _io, x,y__
eJ,_r _ h i

+ D (19)

where ),_ E C, x_ E C q, and Yi _ CP, has also been employed. An advantage of this

representation is that for a given control law the number of parameters is considerably less

than for a state-space representation. It has the disadvantage that the number of real poles

and complex-conjugate pairs must remain the same throughout the iteration process.
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ALGORITHM IMPLEMENTATION

At the present time the algorithm has been implemented in the FORTRAN

programming language on a personal computer. Standard subroutine libraries in the public

domain have been used extensively for singular value decompositions and eigen

decompositions. The algorithm has also been implemented in the language of a popular

matrix oriented software package.

CONTROLLER DESIGN FOR THE ACES STRUCTURE

A schematic of the NASA Marshall Space Flight Center ACES structure is shown in

figure 2. The ACES structure is suitable for the study of line-of-sight (LOS) and vibration

suppression control issues as pertaining to flexible aerospace structures. The primary

element of the ACES structure, a spare Voyager magnetometer boom, is a lightly damped

beam measuring approximately 45 feet in length and weighing about 5 pounds.

1. Base Excitation Table
2. 3 Axis Base Accelerometets
3. 3 Axis Gimbal System
4. 3 Ax_s Base Rate Gyros and

Counterweight
5. 3 Axis Tip Accelerometers
6. 3 Axis Tip Rate Gyros
7. Optical Detector
8. Mirrors
9. Laser

to. 2 Axis Po|nting Glmbal System
11. LMED System

®

Single Structure
Control

Laboratory

Light

0

Asttomast

J

3 Meter Antenna

Figure 2: Schematic of the ACES Structure.
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The goal of the control system design is to maintain the reflected laser beam in the

center of the antenna (location of the detector) in the presence of disturbances at the base

excitation table (BET). This is to be accomplished by use of the following actuators: Image

Motion Compensation (IMC) gimbals (2-axes), Advanced Gimbal System (AGS) (3-axes),

Linear Momentum Exchange Devices (LMED)'s (2 2-axes devices); and the sensors: base

rate gyros (3-axes), tip acceler0meters (3-axes), tip rate gyros (3-axes), LMED positions and

accelerations (2-axes each) and the optical position detector (2-axes). As explained

subsequently, our design only employed a subset of these sensors and actuators. The digital

controller is to be implemented on the HP9000 computer located at the facility using the

fixed sampling rate of 50 Hertz and a fixed, one sample period computational delay. The

results of other controller designs for the ACES structure have been reported in the literature
(ref. 7).

The experimental open loop frequency response from the y-axis IMC gimbal to the x-

axis LOS error is shown in figure 3. The effect of the c0mputational delay is quite apparent

from analysis of the phase characteristic. The frequency responses of the other axes of the

IMC-to-LOS are similar, although the cross-axis terms have Iess gain. The open loop

frequency response from the y-axis AGS gimbal to the y-axis base gyro is shown in figure 4.

This response reveals the numerous lightly damped modes of the structure. The frequency

responses of other elements of the AGS-to-base gyros transfer matrix are similar, it is noted

that the cross axis elements have considerable gains at some modal frequencies.

2C

_¢
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io-I lo-, too io, lO=

200

150
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Figure 3: Experimental Frequency

Response from y-axis IMC Gimbal to x-axis
LOS Error.
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Figure 4: Experimental Frequency

Response from y-axis AGS Gimbal to y-axis

Base Gyro.

The basic design philosophy was to dampen the pendulum modes and the bending

modes of the beam by using feedback from the base gyros to the AGS while using the IMC
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gimbalswith feedbackfrom the detectorto maintainthe laserbeamat thecenter of the

detector. Due to sufficient decoupling, each two-input, two-output subsystem (AGS and

IMC) was designed separately. One concern was the impact of disturbances that reach the

IMC gimbals through the connecting arm that is attached to the base (as opposed to

disturbances impacting the detector). Due to the inherently high optical gain from the IMC

to the detector these disturbances can have a significant impact on the LOS error. To

compensate for the effects of these disturbances it is not only necessary to maintain high loop

gain over the frequency band of interest, but to also maintain high IMC controller gain as

well. Analysis of figure 3 reveals that achieving high controller gain while also maintaining

acceptable stability margins is difficult because of the combination of the high optical gain

and the additional phase lag introduced by the computational delay. Fortunately, the impact

of these disturbances can also be reduced by increasing the damping of the modes of the

beam using the AGS; thereby reducing the motion of the base and the arm supporting the

IMC gimbals.

The first step of the design procedure was the determination of a set of precise closed

loop constraints such as those given in the first column of table 1. These constraints are

primarily stability robustness constraints.

Table 1. Summary of Multivariable Design Constraint Values.

Constraint _ Final

am_,[l + GK(z)],M c > 0.5, fE (0,25) 0.2289 0.5090

amm[l ÷ KG(z)]tu c > 0.5, fE (0,25) 0.2276 0.5056

am._[l +(GK(z))-'Lu c > 0.6, fC (0,25) 0.2827 0.6072

F 1

ami.[l +(KG(z))-I],Mc > 0.6, fE (0,25) 0.2805 0.61 12

amin[l+GK(z)]tM c > 18, f = 0.15 10.002 14.100

a_[l + GK(z)]Ac s > 0.6, fE (0,25) 0.3649 0.5996

amin[l+ KG(z)]Aa s > 0.6, fE (0,25) 0.3585 0.5988

']A s> 0.7,yc (0,25) 0.3600 0.6719

I" "1

ami,[l +(KG(z))-'La s > 0.7, fE (0,25) 0.3589 0.6712

IMC represents IMC subsystem

AGS represents AGS subsystem

G represents plant

K represents controller

z = e jT'_sr, T--- 0.02 sec
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The fifth constraint,a performanceconstraint,is includedin particular to suppressthe effect
of a very lightly dampedpendulummode. Performanceconstraintswere not includedin the
algorithm for the AGS subsystem,becauseafter thedesignof the initial controllers, the
primary concernfor this subsystemwas to guardagainstuncertainty. Analytical expressions
for the gradientsof theseconstraintfunctionswerecalculatedusing resultsfrom ref. 8 and
equations15-18.

Next, initial controllerswere designedfor the IMC-to-LOS andAGS-to-basegyro
subsystemsusinggraphicalone-loop-at-a-timetechniqueswith experimentalfrequency
responsedata. Although the attemptwasmadeto satisfythe constraintsin designingthe
initial controllers, theywere not satisfiedascanbe observedby comparingthe first and
secondcolumnsin table 1. The controller for eachsubsystemwas 10tborder. It shouldbe
notedthat recentlydevelopedhigh fidelity modelsare60_ Orderfor the AGS-to-basegyro
loopsalone(ref. 9) Design techniquessuchasLQG andH_ would yield controllersof at
leastthis order (not includingweighting).

The multivariabledesign(i.e., takingcross-axiscouplingwithin eachsubsysteminto
account)for eachsubsystemwas thenperformedusingonly experimentaldataandthe
presentedalgorithm. The algorithm wasstartedwith the initial 10thorder controllers (using
state-spacerepresentations)describedabove,with no restrictionsother thanstability placed
on the structureof thecontrollers. To illustrate typical resultsfrom the algorithm, figure 5

andfigure 6 showtheexperimentalsingularvalue frequencyresponsesof [I + GK]tuc for the

initial and final controllers, respectively. The final values of all the constraint functions are

provided in the third column of table 1. The constraints for the AGS subsystem were not

satisfied because the algorithm reached a point such that these constraint functions were in

the condition of local opposition described previously.
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Figure 5: Initial Singular Value Frequency

Response of (1 + GK)luo

Figure 6: Final Singular Value Frequency

Response of (I + GK)luo
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The resultingcontrollerwas implementedat the ACES facility. The open loop x-axis

LOS error due to an x-axis BET disturbance (figure 7) intended to simulate the effect of

spacecraft crew motion is shown in figure 8. The dominant behavior in the response is the

lightly damped 0.15 Hz pendulum mode. After closing only the IMC-to-LOS loops the

steady-state error and the impact of the pendulum mode were reduced as shown in figure 9.

However, the first bending mode was still present. As shown in figure 10, closing the IMC-

to-LOS and the AGS-to-base gyro loops further reduced the impact of the pendulum mode

and almost eliminated the first bending mode. The y-axis LOS error was negligible.
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To further indicatethe effectivenessof the controller, x-y scatter plots of the LOS error are

provided in figure 11 and figure 12, respectively.
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The same disturbance (figure 7) was applied to the y-axis of the BET. The open loop

response of the x-y LOS error is shown in figure 13. The closed loop x-y LOS error is

shown in figure 14.
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CONCLUSIONS

The applicationof an iterativenumericaltechniqueto controller designfor a large
spacestructureground test facility hasbeenpresented,andthe resultsappearto bevery
promising. The resultingcontrollerwas20thorder which was low comparedto controllers
resulting from proceduressuchasH_ or linear-quadratic-Gaussian.The presentedtechnique
hasbeenshownto havetheadvantagesthat multiple closedloop designconstraintscanbe
simultaneouslyconsideredwithout the needfor weightingschemes;thedesignengineercan
havecompletecontrol overcontroller order andstructure;the designcanbeperformedwith
or without the useof a parametricplant model; andlocally feasible,violated constraintscan
be improvedat eachiteration. Although thepresenteddesignexampleonly involves
constraintson matrix singularvaluefrequencyresponses,there is no reasonthat the
techniquecould not be appliedto otherconstraintssuchasthe shapesof individual elements
of frequencyresponsematricesandroot-mean-squaremeasureswhen suchconstraintsare of
interest.
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Abstract

This paper describes the novel subsystem bolancing technique for obtaining reduced-order models of

flexible structures, and investigates its properties fully. This method can be regarded as a combination of

the best features of modal truncation (efficiency) and internal balancing (accuracy); it is particularly well

suited to the typical practical case of structures which possess clusters of close modes. Numerical results

are then presented demonstrating the results obtained by applying subsystem balancing to the Air Force

Phillips Laboratory ASTREX testbed, the Jet Propulsion Laboratory antenna facility, and the NASA

Marshall Space Flight Center ACES structure.

Introduction

Model reduction is a very important practical problem related to the control of flexible space structures

(FSS), and a considerable amount of work has been carried out on this topic. Well-known methods include

modal truncation [1], based either on the natural frequencies of the structure or its modal costs, and

balancing [2] of the entire structure and then truncation to retain a dominant model for it. An advantage of

the balancing approach is that it typically yields a more accurate reduced-order model than does simple modal

truncation. This is particularly true when the structure possesses clustered natural frequencies, as is often

the case for realistic flexible space structures. However, the disadvantages of balancing are its high

computational cost, possible numerical sensitivity problems resulting from the large matrices being operated

on, and the difficulty involved in providing a physical interpretation for the resulting balanced "modes".

The purpose of this paper is to investigate the practical performance of the alternative subsystem balancing

technique when tested on realistic flexible space structures. This method, introduced in [3], retains the

desirable properties of standard balancing while overcoming the three difficulties listed above. This is

achieved by first decomposing the structural model into subsystems of highly correlated modes, based on
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the modal correlation coefficients derived in [4] from the Grammians of the structure. Each subsystem is

approximately uncorrelated from all others, so balancing each separately and concatenating the dominant

reduced-order models obtained yields roughly the same result as balancing the entire structure directly. The

computational cost reduction produced by this block-by-block technique is considerable: an operation count

reduction by a factor of roughly _2 if the system decomposes into r equal subsystems. The numerical

accuracy of the resulting reduced-order model is also improved considerably, as the matrices being operated

on are of reduced dimension, and its modes do now permit a clear physical interpretation. This is a

consequence of the fact that each correlated subsystem must necessarily only include modes with close

natural frequencies. The balanced modes of each subsystem are, therefore, to first order linear combinations

of repeated-frequency modes, and so can themselves be taken as an equally valid set of physical modes.

Balancing the entire structure, on the other hand, combines modes of widely differing frequencies, making

interpretation difficult.

The numerical results to be presented in this paper are for the Air Force Phillips Laboratory ASTREX

structure, the Jet Propulsion Laboratory antenna testbed, and the NASA Marshall Space Flight Center ACES

facility. The ACES data to be presented include results both for the a priori finite-element model and for a

model identified from vibration tests of the structure. Details will also be given of the implementation of the

algorithm, in particular, of the method used for determining the dimensions of each subsystem and the

number of balanced modes that should be retained from each in the final reduced-order model. Confirmation

will also be given of the efficiency advantages of the new method over standard balancing, in terms of

floating-point operation counts, and comparisons given of the accuracy properties of the three model

reduction procedures.

Problem Formulation

Consider an n-mode model for the structural dynamics of a modally damped, non-gyroscopic, non-

circulatory FSS with m actuators and p sensors, not necessarily collocated. This model can be written in

modal form [1] as

fl + diag(2_/o,)il + diag(o)Z_ )ll = Bu,
(1)

where 11 is the vector of modal coordinates, u that of applied actuator inputs and y that of sensor outputs,

and o9, and _'g are the natural frequency and damping ratio of the ith mode, respectively. For the typical FSS

[5], the {_',} are quite low (e.g. 0.5 %), and the {cog} occur in clusters of repeated, or nearly repeated,

frequencies as a result of structural symmetry. In order to ensure asymptotic stability, as needed in the next
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section, we shall assume that all natural frequencies and damping ratios are non-zero. (This rigid-body

mode restriction can actually be relaxed fairly easily if required.)

Defining the state vector x = (i/1, c01_]1,'" ", On' (-/)._n)T for this structure yields the state space representation

Ax + Bu, y = Cx, where A blkdiag(A),, B 7- r r= = = (B_ ,-..,B,_ ) and C = (C_,..-,C,), with

(-2_',.to_ -Oi ) B, =(_]andC_ =(% c,_/to_);4= k o:,

b_ is the i th row of B, and er_ and e,,, are the ith columns of Cr and C,_, respectively.

(2)

The problem we shall study is that of obtaining a reduced-order model

x r = A_x, + B_u, (3)

y = C,x 

for this structure for which the normalized output error

a== .lily(0-Yr(t)ll2zdt
fly(Oll dt (4)

is acceptably small. Of course, the size of 6 will depend on the order, nr, chosen for the reduced model. A

good model reduction procedure should ideally provide information allowing an intelligent choice for nr to

be made so as to achieve a specified upper bound on d;.

Two techniques for model reduction that have been extensively studied are those of modal truncation and

internal balancing [2]. The purpose of the present paper is to compare the results they produce with those

obtained by means of a new method, subsystem balancing, which can be regarded as an intermediate case

between the two established techniques. In order to develop this algorithm, it is fn'st necessary to study the

Grammian matrices which form the basis of balancing. This is the subject of the next section.

Closed-Form Grammians

The controllability and observability Grammians, denoted by Wc and Wo, respectively, of the system

described by (2) are the solutions of the algebraic Lyapunov equations

AW c + W_A r + BB r = 0

and

ATWo + WoA + CrC = O.

The block diagonal form of A can be exploited [6][7] to give closed-form solutions for these equations.

Taking Wc first and writing it in terms of its (2 x 2) blocks {W ij}, we have

(5)

(6)
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4% +w,Af +B,sf =o.
Applying (2) then yields, after some algebra, the expression

(7)

(.02 2

<=<(
(8)

i

where/3 o = brbi and d0. = 4o%coj(<(o , + (iwj)(_'_o), + _',coi) +(o)_ - w,2) 2. The quantity d_' is essentially a -

measure of how closely correlated modes i and j are; it will be returned to below. Evaluating Wc by this

method involves about 7n 2 floating-point operations (exploiting the symmetry of Wc, i.e. Wj_ = W_f); by |

contrast, the Barrels-Stewart algorithm [8] for general matrices A and B requires order(n 3) operations.

i

The general expression (8) for Wij simplifies considerably for exactly repeated frequencies, where we obtain i
I

/3,j •12; (9)

w":2(< i
_ii _-

in particular, the diagonal blocks are just W, = _. lz. Simplifications also occur for widely separated,
m

lightly-damped modes: in this case,

(0 o,)W0 ---) • as _'i, _'j --e 0. (10)
(co co )

It is important to note that (9) is inversely proportional to the damping ratios of the structure, while (10) is

independent of damping. Thus, the only blocks of Wc which will be of significant magnitude for a structure

with light damping are those on the diagonal, and those off-diagonal blocks that correspond to close

frequencies. This reflects the well-known result [9]-[1 l] that the modal model of a flexible structure with

widely separated natural frequencies is already approximately balanced. However, balancing a flexible

structure with near-repeated frequencies is a much more challenging problem [6], as indeed is determining

the controllability properties of its close modes [ 12].

The observability Grammian Wo for a system with rate measurements only (Cd = 0) can be obtained in a

similar fashion to the controllability Grarnmian, or more simply by noting that A r = PAP for flexible

structures, where P = diag{1,-1,...I,-I}. Therefore, pre- and post-multiplying (6) by P gives

A[PWoP] + [PWoP]A r + CrC = 0. (11)

Note that this equation makes use of the fact that CP = P for such systems. Thus, 14/o is essentially as given

in (8), the only alterations being that the signs of the off-diagonal entries are changed and flo is replaced by

T

_rij = Crier]"
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If displacement measurements are also allowed, the situation is much less simple; in fact, the analytical

expressions that then result for Wo are really too complicated to be useful. The only exception to this is the

expression for the i th diagonal block of Wo for a lightly-damped structure (_, << 1), where we have the

approximation

Wo,, (o,J_,,+,+ _'<,,,)
= 4(Jo_ "Iz (12)

r . Although no general analytical expressions for Wo are now tractable, it is still possible towith 7,,,j= c,_cai

derive a semi-closed-form method to evaluate the observability Grammian that exploits the special form of

the matrix A in (2). This method is nearly as efficient as the true closed-form controllability Grammian

results derived previously, and is based on writing the (i,j) block of Wo as

r C_ Cj O, which can be expanded andThe equation which defines this block (from (6)) is A_ Woo + WooAj + r =

rewritten as the following system of four simultaneous linear equations.

lf/ Tc
-<.o, -2c,<,.,, o <.o,q :-I c,%o/<-,,,I-o' 0 /+,,/<o,/

-co, -co, 0 )ks)

Solving this system by means of Gaussian elimination requires approximately 29 floating-point operations,

where the special structure of the matrix on the left-hand side has been exploited. It therefore requires a total

of about 15n 2 flops to evaluate the entire symmetric Wo using this approach. It is interesting to note that the

determinant of the matrix in (14) is just do. This quantity therefore plays a similar r6ie in the denominators

of both the controllability and observability Grammians. It can also be shown that, just as for Wc, the only

blocks of Wo which are large for a lightly-damped structure are those corresponding to two closely-spaced

modes.

Finally, ifp _>m, as is typical of FSS applications, and there exists a matrix U with orthonormal columns

which satisfies C = UBrP, then (2) is said to be orthogonally symmetric [I3]. A particular class of

orthogonally symmetric systems is that of flexible structures with compatible (physically collocated and

coaxial) actuators and rate sensors: we then have C = B r, i.e. U = I. Associated with any orthogonally

symmetric system is its cross-Grammian Wco, which is defined as the solution of the Lyapunov equation

AWco + W_oA + BUrC = 0. (15)
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Theusefulnessof Wco in balancing applications lies in the fact that it satisfies the relation W_ = WcWo. In

fact, as CrC = PBUrUBrP = BB T and BUrC = BUTUBTP = BB T, (1 I) and (15) can be seen to reduce to

the expressions [13]

W_o = WcP = PWo. (16)

Thus, all three Grammians of an orthogonally symmetric system are given directly from (8) with suitable

changes of sign, noting, of course, that/30 = Yrij for such systems. This property will be shown to lead to

significant simplifications when balancing models of collocated flexible structures.

Subsystem Balancing

It is always possible [2] to find a state transformation T that takes the model {A, B, C} to an internally

balanced state space representation {T-_AT,T-1B, CT}, i.e. one with equal and diagonal controllability and

observability Grammians

W_ = Wo = 2 - diag(a_),

where o-1 > a z 2...>_ O. These Hankel singular values lead to a simple procedure for obtaining a reduced-

order approximation to the original system: delete those balanced states corresponding to all singular values

below some specified threshold. The resulting dominant reduced-order model will match the full system

with an accuracy related to the sizes of those Hankel singular values which were discarded, so giving a

guideline for selecting an acceptable reduced model order nr; see [2] for further details. It should be noted

that this model reduction procedure is very straightforward once the balancing transformation T has been

found: it merely amounts to discarding trailing rows of the balanced A and B and trailing columns of A and

C.

(I7) [

Computation of T can be shown to amount to the solution of a standard eigenproblem. This can be =

formulated in various different ways. rhe one which follows is not the best numerically (see [141 for a

superior alternative), but it makes the significance of the transformation T clearest. Inspection of (5) and (6)

reveals that the Grammians of the balanced system are related to those of the original system model as

= T-'WeT -r and Woo= rrwor; (18) -

multiplying these matrices then gives

Z _ WoW ° = [T-'_T-T][TTWoT ] = -,= T [WcWolT. (19)

Thus, T is just the matrix of eigenvectors (suitably scaled) of WoW o, and the Hankel singular values of the

system are the corresponding eigenvalues. The usefulness of the cross-Grammian for balancing

orthogonally symmetric systems can now also be seen: as T is the eigenvector matrix of W_W o = WcZoit is also

the eigenvector matrix of Wco, and we have T-_W_oT = A with Z z = A2, so A = diag(+cr,). It can be shown
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[6] that the appropriate scaling for the eigenvectors making up T for a collocated flexible structure is such

that the relation TTpT = P is satisfied, while the signs of the eigenvalues of W_o must alternate in the same

way as the diagonal elements of P. This can certainly be seen to be true for the special case of light damping

and widely spaced natural frequencies, as (17) and (9) then imply that the {2.,} occur in approximate pairs

{+/3_4_;o9;}; similarly, the Hankel singular values {o'i} of a lightly-damped flexible structure always occur in

approximate pairs. The important point about evaluating T in terms of the cross-Grammian directly, rather

than using the product WoW o, is that it is a square root method. It therefore possesses the improved accuracy

properties typical of these techniques, as exhibited by such applications as least squares estimation by QR

decomposition rather than the normal equations [15], Kalman filtering [16], and the FSS problems of on-

orbit structural identification [ 17] and transmission zeros computation [18].

It has already been noted that the Grammians of a lightly-damped flexible structure with widely separated

natural frequencies are diagonally dominant, i.e. a modal model of such a structure is already approximately

balanced [10][11]. However, consider now the more realistic case of a lightly-damped structure with

clusters of close modes, as is typical of flexible spacecraft. The Grammians of such a system will now be

block diagonally dominant, with a diagonal block corresponding to each cluster of modes. The Grammian

eigenvector matrix T obtained from WcW o or W_o will consequently also be block diagonally dominant. It

can therefore be replaced, to first order, by the block diagonal matrix whose (i,i) block is just the eigenvector

matrix of the ith dominant diagonal Grammian block. In other words, an approximation to the internally

balanced representation of the given FSS can be obtained by balancing each subsystem of close modes

independently and then concatenating the results.

This subsystem balancing approach, introduced in [3], has several significant advantages over standard

balancing. The first is that it is clearly much more efficient to compute the eigenvectors of several small

subsystems than it is to evaluate the eigenvector matrix of the entire system. In fact, as eigenstructure

evaluation is an order(n 3) operation, this efficiency gain can be quite substantial. Consider for illustrative

purposes the case where the structure being studied breaks down into r subsystems of equal dimension. It

can then be shown that the standard balancing technique will require on the order of r2 as many floating-

point operations as will subsystem balancing. A second advantage is also a consequence of the fact that we

are now operating on matrices of smaller dimension than if the entire system were balanced directly. This

tends to reduce the condition number [15] of the state transformations being applied, and so limits the effects

of rounding errors on the final computed state space model. This therefore helps overcome the numerical

problems that have been noted [19][20] when applying classical balancing to systems of high dimension.

The final advantage of subsystem balancing relates to the physical interpretation of the resulting balanced

state variables _ = T-ix. In the new method, the fact that Tis taken to be block diagonal implies that each
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balancedstatewill bemadeupof a linearcombinationof thestatescorrespondingto asingleclusterof close

modes.This is,to first order,just therepeatedeigenvaluecase,whereanylinearcombinationof [
i

eigenvectors (mode shapes) is itself a valid eigenvector. The transformed states produced by subsystem

balancing are therefore basically perturbed repeated modes, and so can be visualized quite easily. Standard i

balancing, by contrast, yields states which are made up of linear combinations of all the modes of the "_

structure, making physical interpretation very difficult.

Model reduction by subsystem balancing therefore proceeds by first dividing the given structure into -:---
i

subsystems of Close modes. Each subsystem is then balanced independently, and a reduced-order model for i

it generated by deleting all balanced states corresponding to Hankel singular values below some specified --
|

threshold. (Note that the modified truncation criterion of [21] could be used instead of the Hankel singular i
values, if desired, without changing the argument in any way.) The resulting reduced-order subsystem

models so obtained are then combined to yield a dominant, approximately balanced, reduced-order model for i

the full system. This method can be applied to any flexible structure, collocated or non-collocated; however, ---

it can be refined somewhat when analyzing collocated structures. In this case, it is possible to define a |

modal correlation coefficient [3] [4] between modes i and j, so allowing the interaction between the two

modes to be quantified more precisely than in the non-collocated case. This correlation coefficient, defined

as

can be shown to have magnitude lying between 0 and 1. It can also be shown to be small for modes with

widely separated natural frequencies, and it may approach unity for close modes. However, it will also be

small for modes which are close but have mode shapes which are nearly orthogonal. These correlation

coefficients therefore provide a somewhat more precise means of defining the subsystems of structural

modes which must be balanced together than does frequency separation by itself. Of course, it must be

noted that the cross-Grammian is not defined for non-collocated systems, so (20) cannot be used for such

systems. The question of whether a similar correlation coefficient can be defined for such systems is a topic

of current research.

In summary, the two algorithms used to compute the state transformations needed for subsystem balancing

of flexible structures can be summarized as follows. In both cases, approximate operation counts are given

for each step for the illustrative case of a system of order n which breaks down into r equal subsystems.

m
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Non-Collocated."

Define subsystems (by modal frequency separation)

For each subsystem:

Construct closed-form Wc and Wo:

Find Cholesky factorization W o = LLT :

Construct X = LT [W_Wo]L -T = LTWcL :

Find eigenstructure of symmetric X:

Transform by L to give eigenvectors of W_W o:

Total (all subsystems):

22(n/r) 2 flops

±. (n/r) 3 flops6

(n/r) 3 flops

5(n/r) 3 flops

½. (n/r) 3 flops

-_-(n3/r 2) + 22(n2/r) flops

Collocated."

Define subsystems (by modal correlation coefficients)

For each subsystem:

Construct closed-form Wco:

Find eigenstructure of unsymmetric Wco:

Total (all subsystems):

7(n/r) 2 flops

15(n]r) 3 flops

15(n3/r 2) + 7(n2/r) flops

These operation counts compare very favorably with the total of about 21n 3 needed for standard balancing;

they exhibit a reduction by a factor of approximately _2. It is also interesting to note that the collocated

method has a higher count than the non-collocated algorithm, which uses the method described by Laub

[14]. It may therefore be supposed that there is no advantage to treating collocated structures as a special

case, as we have done. However, this ignores two factors. Firstly, use of the modal correlations (20) may

permit smaller subsystems to be defined, without any loss of accuracy, than if frequency differences are

used as the separation criterion. Secondly, the collocated method is a matrix square root method, and so

should be expected to have superior numerical conditioning properties.

Results

Numerical results will now be provided which illustrate the behavior of the subsystem balancing technique

when applied to realistic structures. The three structural models studied are the Air Force Phillips

Laboratory ASTREX article, the Jet Propulsion Laboratory flexible antenna testbed, and the NASA Marshall

Space Flight Center ACES facility. These three structures all possess light damping and a large number of
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closely-spacedvibration modes. Furthermore, they allow the algorithm to be tested in both the collocated

and non-collocated cases. Results will also be given for an identified model for ACES obtained from

experimental vibration test data. (The interested reader is referred to [22] for further details.)

1. ASTREX

This graphite-epoxy truss structure [23] provides a good illustration of the application of subsystem

balancing to a non-collocated flexible structure. The structural model considered has 22 modes with i

frequencies below 50 Hz: these are given in Table I. It can be noted that this system does indeed possess -_.

modes with close frequencies; for instance, modes 5 and 6 and 14 and 15 differ by only about 0.1 Hz. Each -
[]

mode has an assumed damping ratio of 0.1%.

Model reduction for this structure is actually quite challenging, as it is fitted with 8 actuators and 39 sensors.

Any reduced-order model will therefore have to be able to approximately match the response of all 39

outputs of the true system to any of the 8 control inputs. Despite this difficulty, the subsystem balancing

method was found to give good results when applied to ASTREX. The first step in the procedure is to

break the complete model down into subsystems of close modes, based on their relative frequency

separation. A separation threshold of 7 % was found to lead to a good balance between having excessively

large subsystems (threshold too high) and obtaining inaccurate results as a result of separating modes which

actually interact significantly (threshold too low). The subsystem modal groupings found for the chosen

threshold are given in Table II. Note that modes 14 and 22, for instance, are included in the same
L

subsystem even though they are separated by over 10 Hz and therefore do not interact directly. The reason

for this is that they actually interact indirectly through the other modes in the subsystem: mode 14 is within

7% of modes 15 to 18; mode 18 interacts with mode 19, which in turn interacts with modes 20 and 21, which

in tum interacts with 22. This is a common occurrence when defining subsystems of closely coupled modes.

The next step in the procedure is to balance each subsystem independently, making use of the closed-form

expressions (8) and (14) to compute the relevant Grammians, and then truncate to give a dominant reduced-

order subsystem model. These are then concatenated to obtain a dominant reduced-order model for the

entire system. The last column of Table II shows the number of balanced "modes" that were retained from

each subsystem when a Hankel singular value threshold of 0.2 was used. It can be seen that several groups

of modes at both low and high frequencies do not contribute at all to the final reduced-order model, others

are retained in their entirety, and still others are approximated to by a truncated balanced model. The

composite reduced-order model so obtained has 11 modes, as opposed to 22 in the original model. Despite

this substantial reduction in model order, the difference between the outputs of the full and reduced models,

as measured by the normalized impulse response output error 8 in (4), is a quite acceptable 6.65 %. As a
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final point, note that the subsystem balancing technique does actually produce the claimed efficiency gains

when applied to this practical system. In fact, the operation count required to balance the subsystems

obtained above for ASTREX is only about 7.4 % as large as that required to balance the entire system

directly.

2. JPL Antenna

This structure, designed to be representative of a flexible dish antenna, possesses 12 ribs symmetrically

distributed about a central pivoted hub. The model provided by JPL for this structure has 84 modes, with

the lowest natural frequency at 0.09 Hz; as a result of the symmetry of the system, many of these

frequencies are essentially repeated. In the work presented here, a uniform damping ratio of 0.5 % has been

assumed for all modes.

The extensive sensor/actuator distribution provided for this structure allows it to be studied in both a

collocated and non-collocated configuration. Taking the non-collocated case first, 4 outer levitator sensors

(LO1, LO4, LO7 and LO10, in the notation of the JPL model) and 4 actuators (rib root actuators RA1 and

RA10; hub actuators HA1 and HA10) were considered to be in use, and all other sensors and actuators

disabled. Applying the subsystem balancing technique to this system with a relative frequency separation

threshold of 25 %, the 9 subsystems listed in Table III are obtained. (Note that the mode numbers of this

system do not increase monotonically with frequency.) If each subsystem is then balanced independently

and truncated with a Hankel singular value threshold of 0.0009, the number of balanced modes retained

from each is given in the last row of Table III. It can be seen that subsystems 4 and 5 and the large, high-

frequency subsystem 9 do not contribute at all to the final reduced model for the structure, whereas

subsystems 1 and 3 are retained in their entirety. This 20-mode reduced model matches the output response

of the 84-mode full system quite accurately, giving a normalized impulse response error of _ = 11.1%. By

contrast, a reduced model of the same order obtained by modal truncation gave a fi value of 18 %,

considerably degraded as a result of ignoring significant interactions (spillover) between close modes. The

results obtained by balancing the entire system and then truncating were also significantly worse than those

obtained by subsystem balancing; in this case, a 20-mode model gave fi -- 53.8 %. The reason for this is

appears to be numerical conditioning problems that arise when balancing the large (168 states) full system

model. Such difficulties are limited in the subsystem balancing approach, as no more than 40 states need

ever be balanced at any one time. It should also be noted that the operations count required for subsystem

balancing of this structure is only about 2.7 % of that used for standard balancing, a very considerable

savings.
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To illustrate the application of the collocated version of subsystem balancing, based on the modal correlation

coefficients {Pij} defined by (20) from the cross-Grammian Wco, we shall now restrict the sensors and

actuators used to the 6 collocated pairs which exist in the JPL model. These consist of the 4 rib root sensors

and actuators RA 1/RS 1, RA4/RS4, RA7/RS7 and RA 10/RS 10, as well as the two hub pairs HA1/HS 1 and

HA 10/HS 10. Applying the subsystem definition procedure described previously, based on a correlation

threshold of P,h = 0.03, yielded the 13 subsystems given in Table IV. It should be noted that there is a

degree of correspondence between these subsystems of modes and those obtained by means of the

frequency separation criterion (l'able III). The main difference is that certain of the subsystems given in

Table III have now been broken down into two non-interacting collections of modes. This agrees with the

fact that all highly-interacting modes must have close natural frequencies, but all close modes do not

necessarily interact strongly. Taking a Hankel singular value threshold of 0.039, a 32-mode reduced model

was then obtained for the overall system; the number of balanced modes retained from each subsystem are

given in the last row of Table IV. The resulting normalized impulse response error between the full and

reduced-order models is _ = 4.5 %; by contrast, a 32-mode model obtained by modal truncation gave an

error of 11.2 %, and standard balancing led to S = 15 %. The new method can thus be seen to give very

acceptable results, avoiding the spillover and/or numerical conditioning accuracy problems that affect the

other two techniques.

3. ACES

The final system considered is the Astromast-based ACES structure. A 50-mode model for this system has

natural frequencies as listed in Table V; as in the previous two examples, the presence of close modes can

clearly be observed. ACES is outfitted with a total of 22 sensors and 9 actuators. However, the present

model reduction work was carried out in conjunction with the positivity-based controller design discussed in

[24], which requires the use of collocated actuators and rate sensors. The model considered here will

therefore make use only of the 3 x-, y- and z-axis Advanced Gimbal System (AGS) torquers and their

collocated Apollo Telescope Mount (ATM) rate gyros.

Applying the collocated version of subsystem balancing with a modal correlation coefficient threshold of

0.034 leads to the subsystem modal groupings given in Table VI. It is interesting to note that the modes in

subsystems 11 and 12 are intermingled; for instance, modes 46 and 47 are extremely close in frequency, yet

they are placed in different subsystems. This is another illustration of the fact that two modes can be close

and yet nearly orthogonal, and so not highly interacting; the modal correlation coefficients reflect this. Each

subsystem was now truncated, based on a singular value threshold of 0.0025, and a 15-mode reduced-order

model obtained; the number of modes taken from each subsystem is given as the last column of Table VI. It

can be seen that the high-frequency groups 9 through 12 do not contribute at all to the reduced model. For
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thisbeam-likestructure,it wasfoundthattheresultsobtainedby standardbalancingandmodaltruncation

werenotactuallysignificantlydifferentfrom thoseobtainedby subsystembalancing,in contrastwhatwas
foundfor ASTREX andtheJPLstructure.

As afinal point, subsystembalancingwasalsoappliedto a 15-modemodelof thex-axisdynamicsof ACES
whichwasidentifiedfrom vibrationaltestdata.Thismodelwasreducedin this wayto a7-modedominant

approximationwhichmatchedtheobservedresponsewell. Thefactthattheidentifiedmodeshadquite

considerabledampingvariationsdid not leadto anydifficultieswhencomputingthemodalcorrelation

coefficients.Subsystembalancingis thereforecertainlynot limitedto structuralmodelswhich possess

uniform dampingratios.

Conclusions

This paper has described the novel subsystem balancing technique for obtaining reduced-order models of

flexible structures, and investigated its properties fully. It was shown that this method can be regarded as a

combination of the best features of modal truncation (efficiency) and internal balancing (accuracy); it is

particularly well suited to the typical practical case of structures which possess clusters of close modes.

Numerical results were then presented demonstrating the results obtained by applying subsystem balancing

to the Air Force Phillips Laboratory ASTREX facility, the Jet Propulsion Laboratory antenna testbed, and

the NASA Marshall Space Flight Center ACES structure.
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TableI. NaturalFrequencies(Hz) of theASTREXStructure

Mode
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

Frequency
3.7I
5.45
14.94
15.09
19.79
19.91
21.73
25.41
29.31
30.68
33.07
33.76
35.19
38.40
38.50
38.74
38.99
40.37
42.36
43.66
45.28
48.57

TableII. SubsystemsDefinedfor theASTREX Structure

Subslcstem
1
2
3
4
5
6
7
8
9

Modes Numberin ROM
1
2

3,4
5,6
7
8

9, 10
11, 12, 13
14, ..., 22

0
0
2
1
1
1
0
0
6

r
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Table III. Subsystems Defined for the Non-Collocated JPL Antenna

Subs_,stem
Modes

included

Number kept

1 2 3 4 5 6 7 8

8 1 9 2 11 3 4 5
15 22 16 10 18 12 13 14

29 17 19 20 21
36 23 24 25 26
43 30 31 32 33
50 37 38 39 40
57 44 45 46 47
64 51 52 53 54
71 58 59 60 61
78 65 66 67 68

72 73 74 75
79 80 81 82

2 7 2 0 0 4 3 2

9

6

7
27
28

34
35
41
42
48
49

55
56
62

63
69
7O
76
77
83
84

0

Table IV. Subsystems Defined for the Collocated JPL Antenna

, Subs_,stem
Modes

included

1 2 3 4 5 6 7 8 9 10 11 12 13

1 2 3 4 5 6 8 9 11 15 16 18 22
10 12 13 14 7 29
17 19 20 21 27 36
23 24 25 26 28 43
30 31 32 33 34 50
37 38 39 40 35 57
44 45 46 47 41 64
51 52 53 54 42 71
58 59 60 61 48 78
65 66 67 68 49
72 73 74 75 55
79 80 81 82 56

62
63
69
7O
76
77
83
84

Number kept 0 0 2 6 6 12 1 1 1 1 1 1 0
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TableV. NaturalFrequencies(Hz)of theACESSmacture

Mode
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Frequency
0.0102
0.0268
0.1569
0.5051
0.9118
0.9292
3.4540
3.7229
3.7323
3.7855
4.4967
5.3601
5.5579
5.9523
5.9523
7.1019
7.3312

Mode Frequency
18 7.4870
19 7.59O7
20 7.6027
21 7.8395
22 8.4980
23 9.6258
24 10.5690
25 11.4674
26 12.0870
27 12.0958
28 13.7005
29 13.9286
30 15.6527
31 16.8346
32 20.6836
33 20.7823
34 20.7917

Mode
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Frequency
28.5100
29.5787
29.5806
29.5806
33.6301
36.4142
43.3590
55.0998
55.3988
64.4592
68.0280
86.0042
86.8839
104.5961
109.t766
112.2931
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Table VI. Subsystems Defined for the ACES Structure

Subsystem
1
2
3
4

5
6
7
8
9
10
11
12

Modes

1
2

3
4
5
6

7 ..... 15
16 ..... 34
35 ..... 38
39, 40, 41

42,43,44,46,49,50
45,47,48

Number in ROM

0
1

0
l
1
0
4
8
0
0
0
0

z

m
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The objective of the current research is to identify vibration

parameters, including frequencies, damping ratio and uncertainty

characteristics, of the Hubble Space Telescope from flight data

using an advanced system identification technique. The

Observer/Kalman Filter Identification (OKID) technique is used to

identify the vibration parameters. The OKID was recently

developed by the researchers in the Spacecraft Dynamics Branch
at NASA Langley Research Center.

OUTLINE

• Description of the Observer/Kalman Filter
Identification (OKID)

• Brief Description of the Hubble Flight Data

• Identification Results
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System identification is to develop or improve a mathematical
model of a physical system using experimental data. The
development of a model can be performed by processing the data
in the frequency domain or time domain. The conventional
identification methods in the structures field use the

frequency-based transfer function matrix or the time-based
free-decay responses for model representation. The knowledge of
either the transfer function matrix or the free decay responses
makes it possible to construct a data matrix as the basis for the
identification of modal parameters including frequencies, damping
ratio and mode shapes at the sensor points. The Eigensystem
Realization Algorithm (ERA) or Eigensystem Realization Algorithm
using Data Correlation (ERA/DC) developed in the Spacecraft
Dynamics Branch was based on the data matrix from pulse
response to compute a state space discrete-time model or the
modal parameters. Recently, a time-based technique was

developed for computation of pulse response samples directly
from Input and output data without using the frequency-based
transfer function. Because it is a time domain technique, data
periodicity Is not needed as in most frequency-based procedures.
The pulse responses thus computed include information of not
only the system but also the characteristics of the system

uncertainties, which lead to separate identification of the system
model and its corresponding observer using ERA. This newly
developed technique is now called the Observer/Kalman Filter
Identification (OKID).

=

|

[]

m

OBSERVER/KALMAN FILTER IDENTIFICATION
(OKID)

IApplied
Excitation

TIME (m¢.]

Sensor
Signal

Signal _ State Observer _._'..* _

id_L (State Estimator) JResidual

• identify a state space model and its corresponding
observer/Kalman filter directly from Input and
output data for modal parameter identification or
controller designs.
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There are basically two ways to stochastically
characterize system uncertainties including plant and
measurement noises. One way is to describe the Input
and output uncertainties directly in terms of their
covariances. Another way is to specify the Kalman filter
equation with its steady state Kalman gain which is a
function of the Input and output uncertainty covariances.
In the OKID, an observer is identified to characterize the

input and output uncertainties. If the data length is
sufficiently long, and the number of identified observer
Markov parameters (pulse response time histories) is
sufficiently large, then the Identified observer of the
system order approaches the Kalman filter.

CHARACTERIZATION OF UNCERTAINTIES

Process Noise Statistics
I Measurement Nolse Statistics}

Kalman Filter Gain 1
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The OKID has two ways of processing the input and output data for
system identification. One is the forward-in-time and the other is
the backward-in-time. The forward-in-time means that the current

output measurement can be fully estimated by the previous inputs
and outputs, and is commonly used for the system identification.
If one reverses time in the model to be identified, then what

were damped true system modes become undamped true system
modes, growing as the reversed time increases. Physically, It
implies that the current output measurement can be fully estimated
by the future inputs and outputs. On the other hand, the noise
modes in the forward and backward identification still maintain the

property that they are stable. This is intuitively reasonable. If the
data set is sufficiently long, an unstable noise mode would predict
noise contributions to the pulse response data that grow
unbounded as the time step in the data set increases. This is
inconsistent with the expected contribution of noise in data.

Therefore, the backward identification has the advantage of
shifting from positive damping to negative damping of the true
system modes to distinguish these modes from noise modes. Real

experiences have shown that the backward identification may fail
to indicate certain system modes in experimental data, perhaps
due to the unmatched uncertainty levels in forward and backward
identification.

OBSERVER/KALMAN FILTER IDENTIFICATION
(OKID)

R,_ - OKID Forward-in-time

O.l Output Heasurement

-0.1 ,
0 50 100

Time (sec)

IIB_ OKID Backward-in-time
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Given a set of experimental input and output data, the
identification algorithm proceeds as follows.

Step 1: Choose a value of p which determines the number of
observer Markov parameters to be identified from the given
set of input and output data. The product of the number p
and the number of sensors is required to be larger than the
effective order of the system for identification of a state
space model.

Step 2: Recover the combined system and observer gain
pulse response samples from the identified observer Markov
parameters.

Step 3: Realize a state space model of the system and the
corresponding Kalman filter gain from the recovered pulse
response samples using ERA or ERA/DC.

OKID ROAD MAP

Input and Output Time Histories 1

f

Step 1 II t mP= I

I

I

Step 2m;_ll I

I

I.

Step 3 IW_tIP,_

Observer Markov [Parameters

J J
System Pulse Response 1Res[ _onse 11 Observer Gain Pulse]

System Matrices A, B,C, DObserver Gain Matrix G
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There are six gyros located on the Optical Telescope Assembly
(OTA) and four torque wheels located on the Spacecraft Subsystem

Module (SSM). The OTA is fixed inside the SSM. The gyros are used
mainly to measure the motion of the primary mirror. Data from four
out of the six gyros are recorded at a time. The measurement

resolution is 0.005 arcsec/sec which implies that the gyro data are

not adequate because the requirement is 0.007 arcsec pointing. The
angular rates, which are measured along the four gyro directions, are

combined and transformed using least-squares to recover the three
rates in vehicle coordinates. Least-squares is used to smooth the

poor resolution of the data. The input commands are given in terms
of angular acceleration in the three rotational vehicle coordinates

and then projected on the four torque wheel axes to excite the

telescope mirror and the spacecraft. The data are sampled at 40 Hz.
Pulses combined with sine-sweeping In the middle of an excitation

period (50.975 sec) were used as input commands to the torque
wheels. The excitation period was repeated six times for a total of

approximately 12,000 samples taken for each experiment. The
experiment was repeated three times for the other two vehicle

coordinates. As a result, there were three inputs and four outputs
for a total of three sets of 12,000 input samples and twelve sets of
12,000 output samples to be used for identification of vibration

parameters.

HUBBLE SPACE TELESCOPE

V3
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The usual practice of modal parameter identification uses the
Fast Fourier Transforms (FFT) of the inputs and measured
outputs to compute the sampled pulse response histories. A
somewhat rich input is required to prevent numerical
ill-conditioning in the computation. Another approach is to
solve directly in the time domain for the pulse response
histories from the input and output data. The drawbacks of
this method include the need to invert an input matrix which
necessarily becomes particularly large for lightly damped
systems. Rather than identifying the pulse response
histories directly which may exhibit very slow decay, the
OKID uses an asymptotically stable observer to form a stable
state space discrete model for the system to be identified.
The primary purpose of introducing an observer is to
compress the data and improve system identification results
in practice. As shown in the figure, the input and output time
histories are several order longer than the observer pulse
response histories (observer Markov parameters). The
modal parameters which are excitable by the inputs and
measurable by the output sensors are embedded in the
Identified observer Markov parameters.

COMPUTATION OF OBSERVER MARKOV PARAMETERS
(OKID - Step 1)

2 IO.5 Input Excitation

-2 I0 °s
0 50 100

Time (sec)

o.1,0utPU t He,asurement '

-01
0 50 100

Time (see)

Observer Harkov Parameters
4

[i!1 ,. t

I l
/ I II /

/

0 t.5
Time (sec)
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From the identified observer Markov parameters, the system
pulse responses and the observer grin pulse responses can
be easily computed using the formulations derived for the
OKID. Although the number of identified observer Markov i
parameters is finite and generally very small, the number of
system pulse response samples-can be =as large as desired.
Note that the maximum number of independe-nt system pulse
response samples is equal to the number Of identified
observer MarkOv-l_ai,§meters. To solve for more system pulse
response samples than the number of identified observer
MarkOv parameters, simply set the extra Observer Markov
parameters to zero. i

i
m

l
i

E

COMPUTATION OF PULSE RESPONSES
(OKID - Step 2)

Observer Harkov Parameters
4

| l| O

rig. l
_4_'t l

0 1,5
Time (sec)

System Pulse Response

O. 15_ . ,

0 5 10
Time (sec)

Observer 6aln Pulse Response

0 5 I0
Time (sec)
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Knowledge of the actual system response samples allows
one to use the ERA or ERA/DC to obtain a state-space
realization of the system of Interest. Modal parameters
Including natural frequencies, damping ratios, and mode
shapes can then be found. In addition, the OKID can go
further to identify an observer gain using the identified
observer gain pulse response samples. The identified
observer gain is related to the steady state Kalman filter
gain which may be used to characterize the system
uncertainties and measurement noises.

COMPUTATION OF SYSTEM MODEL BY ERA
(OKID - Step 3)

System Pulse Response

o 5 lo
Time (see)

Observer 6aln Pulse Response
5 . ,

0 5 I0
Time (see)

ERA

m

SYSTEM MODEL:

State matrix (A)

Input matrix (B)

output matrix (C)

Direct transmission
matrix (D)

OBSERVER GAIN (G)
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A linear model and observ#r were identified for the Hubble
Space Telescope. The system order was chosen to be 30
for realization of the system matrices, using the identified

observer Mar=kov parametMers _ Seven dominant mode_sWere
identified. The Mode SV in the table describes the singular

value contr=_[on of each indrvidu_rno_e to the pulse
responses. It has been normafized relative to the maximum
singular value. The O.65_Hz _mgde Is believedto be an
in-plane bending mode of the solar array; the 1.29 Hz mode is
a coupled solar and membrane mode; and the 2.45 Hz mode
is the first mode of the primary deployment mechanism with
the solar array housing attached. T_e identified dampings
are higher than expected because there is an attitude control
for maneuvering during testing and mechanical friction of

the solar array mechanism.

|

FORWARD AND BACKWARD IDENTIFICATION

Forward Identification Backward Identification

Freq. Damping Mode SV Freq. Damping Mode SV

(Hz) (%) (Hz) (%)

0.147 55,6 0.76 0.161 46.3 0.84

0.155 58.4 0.98 0.151 47.6 0.88

0.169 67.4 1.00 0.166 29.6 1.00

0.633 1 5.73 0.68

1.273 2 4.06 0.37

2,433 3 5.23 0.02

2.822 6.33 0.01

1
In-plane bending mode of the solar panel

2 Coupled solar and membrane mode

3 First mode of the primary deployment mechanism with the solar
array housing attached
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The left figure shows the excitation input signal including
pulse combined with a sine-sweeping signal in the
middle of an excitation period (50.975 sec). The figures
on the right-hand side show a 50-second overlap of the
reconstruction from the identified forward and backward

system models, and the test data for the first vehicle axis.
There are some visible differences in the backward
identification between test and reconstruction, but overall

the map from the input to the output is reasonably wel!.
The forward identification is somewhat better than the

backward identification in damping estimation. The

damping ratio estimated from the backward approach
appears to be a little low. It is important that the system
model be accurate because it is this part that is used as a

model for control design.

COMPARISON OF REAL AND RECONSTRUCTED DATA
(Vehicle Axis #1)

2 I0 -s . Inpu, t =1 ,

Acc. CMD
(rad/s_) 0

-210 -st ' = I
o 25 50

Time (sec)

0.1

V 1 Rates 0
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-0.1
o

Forward I D

25 50
Time (sec)

Backward ID

O. I _rez! """reconstruction ,J

-0 1_ _ • J
0 25 50

Time (see)
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The left figure shows the excitation input signal including

pulse combined with a sine-sweeping signa!in the middle
of an excitation_period (50.975 sec). Theexcitation signal
starting from approximately 60 seconds for the second
vehicle axis is identical to that for tile first vehicle axis.

The figures onthe right-handside show a 50-second

overlap of the reconstruction fro m the identified forward
and backward system models, and the test data for the
second vehicle axis. There are relatively more visible
differences in the backward identification between test

and reconstruction i_ncomparison with the results shown
in the last chart for the first vehicle-axis. The forward

identification is obviously better than the backward
identification in this case.

i

i

i

COMPARISON OF REAL AND RECONSTRUCTED DATA
(Vehicle Axis #2)
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The left figure shows 50 seconds of an excitation input
signal including pulse combined with a sine-sweeping
signal in the middle of an excitation period (50.975 sec).
The excitation signal starting from approximately 150
seconds for the third vehicle axis is identical to that for
the first vehicle axis. The two figures on the right-hand
side show a 50-second overlap of the reconstruction
from the identified forward and backward system models,
and the test data for the third vehicle axis. There are only

very little visible differences between test and
reconstruction, implying that the input/output map is
excellent.

COMPARISON OF REAL AND RECONSTRUCTED DATA

- (Vehicle Axis #3)
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The left figure shows the excitation input signal including

pulse combined with a sine-sweeping signal in themiddle

of an excitation period.. ThefiguresOn the right-hand side
show a 50-second overlap Of the reconstruction from

the identified forward system models, and the test data

for the first-vehicle axis. :The flgure]n the right-hand

upper corner shows the pred|cted output in comparison
with the real output data. Th-e-figuf_in the right-hand

lower corner Shows the estimated oUtput in comparison

wlth the real output data. The predicted output is the

output reconstructed from the identified model only

whereas the estimated output is the output reconstructed
from the identified observer. There are visible_ffe-rences

in the predicted and estimated outputs, comparison of

the observer output with the measured response shows

extremely good agreement, indicating that the observer is

correcting for the system uncertainties including
nonlinearities. The covariance of the estimated output

residuals is about three order less than the predicted

output residuals. Similar results of the predicted and
estimated outputs were obtained for the second and third

vehicle axes, and thus are not shown in this presentation.
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The identified system model obtained by this method
incorporates Information about unmodeled dynamics and
measurement noises into a system observer model. A system
observer identified from measured response data is available
for direct use in observer-based control law designs. Also the
identified observer can be used to characterize system

uncertainties and measurement noises which often require

considerable engineering Insight and judgement.

CONCLUDING REMARKS

"¢¢The Identified dampings are high due to an attitude
control for maneuvering during testing and mechanical
friction of the solar array mechanism.

-A, The response of the identified model has good
correlation with the measured response.

-A, Comparison of the observer output with the measured
response shows extremely good agreement, indicating
that the observer is correcting for the system
uncertainties.

-¢¢ The Identified observer model is available for direct
use in observer-based control law designs.

,k Further analysis of the existing Hubble flight data is
undertaken to simultaneously identify the attitude
controller and the open-loop system.
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INTRODUCTION

The CSI program at JPL is chartered to develop the structures and control technology needed
for sub-micron level stabilization of future optical space systems. The extreme dimensional stabil-
ity required for such systems derives from the need to maintain the alignment and figure of critical

optical elements to a small fraction (typically 1/20 th to 1/50 _h) of the wavelength of detected ra-

diation. The wavelength is about 0.5 micron for visible light and 0.1 micron for ultra-violet light.
This _/50 requirement is common to a broad class of optical systems including filled aperture

telescopes (with monolithic or segmented primary mirrors), sparse aperture telescopes, and opti-
cal interferometers. The challenge for CSI arises when such systems become large, with spatially
distributed optical elements mounted on a lightweight, flexible structure.

In order to better understand the requirements for micro-precision CSI technology, a rep-
resentative future optical system was identified and developed as an analytical testbed for CSI
concepts and approaches. An optical interferometer was selected as a stressing example of the
relevant mission class. The system that emerged was termed the Focus Mission Interferometer
(FMI).

This paper will describe the multi-layer control architecture used to address the FMI's
nanometer level stabilization requirements. In addition the paper will discuss on-going and
planned experimental work aimed at demonstrating that multi-layer CSI can work in practice
in the relevant performance regime.

PRECEDING PAGF. BL/._NK NO-I- FILED
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THE VIBRATIONAL STABILITY CHALLENGE

High performance spaceoptical systemstypically have total light pathlength stability goals
on the order of _/50 (_ 12nrn visible, .._ 2nrn ultraviolet). Because the total pathlength sta-
bility budget must be allocated among several contributors, a reasonable stability goal for any

one of the system's optical elements is in the neighborhood of 1/200 (_ 3nrn visible, _ 0.5nrn

ultraviolet). Structural vibrations, even on very quiet spacecraft, are typically larger than the

desired "nanometers" goal. (Consider that only four millionths of a "g" vibration level at lOIIz

is 4-100 nanometers of motion.) Analysis of large optical structures indicates that between a
few-hundred and a few-thousand nanometers of dynamic motion are caused by noise from even

the extremely quiet Hubble Space Telescope reaction control wheels (RCW's) operated at less
than 50% of their design spin rate (higher rate gives greater disturbance). Beyond RCW's, other
disturbance sources, such as tape recorders, pointing drive mechanisms, control moment gyros,
ere, have not yet been evaluated but they are likely to induce vibration levels at least as severe
as the HST RCW's.
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CSI FOCUS MISSION INTERFEROMETER

Future spacebased large optical systems can be divided into two broad categories: interfer-
ometers, where spatially distributed "small" collecting apertures are combined to synthesize the
performance of a single large aperture; and filled aperture systems, which are essentially large
conventional telescopes that typically incorporate segmented primary mirrors due to the difficulty
(and inherent weight) of fabricating very large monolithic mirrors. JPL has selected a repre-
sentative optical interferometer as the target application on which to focus its CSI technology

development efforts - hence the name Focus Mission Interferometer (FMI). An optical interferom-

eter can be used for high resolution imaging as well as extremely precise astrometry (astrometry is

the mapping of stellar positions in the sky). When used for imaging, the FMI's effective baseline
of 24 meters would give it roughly 10 times the resolving power of the Hubble Space Telescope.
This translates into a resolution of 5 miliarcseconds.

The optical performance of the FMI relative to its 2.5 nanometer differential pathlength sta-
bilization requirement has been analyzed in some detail and it has been determined that vibration
attenuation factors of between 1,000 and 10,000 are necessary to meet the requirement with mar-
gin. In order to meet this challenge, CSI has adopted an approach that entails a multi-layer control
architecture, with each layer responsible for providing between one and two orders of magnitude
attenuation. The three layers are: structural control, disturbance isolation, and active optical
control.
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MULTI-LAYER CSI ARCHITECTURE

Rather than use only a single (centralized) control system, we have broken up the problem
into autonomous subsystems, each of which has its own task. This autonomy makes the overall
system more robust. In addition the first two systems help accomplish other objectives besides
optical pathlength control, for example the siderostats need to be coaligned and the metrology
tower should be kept quiet.

o THREE LAYERS OF CONTROL:

!

I. STRUCTURAL CONTROL - ADD DAMPING TO THE MODES. THIS REDUCES

THE GENERAL VIBRATION LEVEL AND MAKES THE OPTICAL CONTROLS

MORE ROBUST.

2. ISOLATION OF DISTURBANCE SOURCES - ATTACKS THE KNOWN SOURCES

OF DISTURBANCES. IN OUR CASE WE SOFTMOUNT THE REACTION

WHEELS .........

3. OPTICAL CONTROL - CONTROL OF THE OPTICAL ELEMENTS DIRECTLY.

THIS ACTUALLY ENCOMPASSES 3 SEPARATE CONTROL SYSTEMS FOR PATH-

LENGTH CONTROL (TIMING BELT, VOICE COIL, AND PZT) ON EACH TROL-

LEY, AND A POINTING SYSTEM FOR EACH SIDEROSTAT.
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STRUCTURAL MODEL

The FMI design [1]* incorporates 25 active struts of the truss to provide for structural vibra-
tion suppression. The struts are located symmetrically in the two "arms" of the interferometer as
well as in the "tower." Strut locations were chosen via heuristic modal kinetic and strain energy

arguments. Each active strut spanning two nodes of the interferometer truss is composed of a pas-
sive truss element and an active piezoelectric element in series. The specific stiffness of the active
element was designed to be the same as that of the truss elements for complete interchangeability
with other elements. Each active element incorporates its own force and precision displacement
measurement system.

A NASTRAN finite element model of the FMI structure was built incorporating 527 modes.

In former analyses [1,2], reduced order models were built, but in the present work the full model

was used. Rather than combining the models for the plant and controllers in state space, which
would produce state space models of order around 1300, (double the number of modes plus 25

active element controllers plus pathlength control and isolation) models were combined in the
frequency domain. This requires inversions of the order of the number of loops, independent of
the state order. Since each block of the model is brought into the frequency domain separately,

special knowledge of each block can be used [3].

STRUCTURAL MODEL

o NASTRAN FINITE ELEMENT MODEL

- 297 GRIDS, 465 RODS, 17 BARS, 37 RBE2 ELEMENTS

- 527 MODE DIAGONAL Pro-Matlab MODEL, DAMPING RATIO 0.1%.

- 25 ACTIVE MEMBERS

- REACTION WHEEL FORCE DISTURBANCE (FOUR WHEELS, SPIN UP FROM 0

TO 3000RPM)

*References 1-8 are cited in text.
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OPTICAL MODEL

Each interferometer (a pair of siderostats) takes light from the +Y and -Y arms, compressing
the beam, adjusting the pathlength and tilt to compensate for structural vibration, and combines
the beams at a focal plane. The optical train consisted of 19 elements, 9 on the +Y half, 9 on
the -Y half, and the focal plane. One of the three interferometers of the FMI has been modeled

using the Controlled Optics Modeling Package (COMP, based on [4]). One purpose Of this tool
is to determine the partial derivatives of the optical pathlength to the motion of the individual
optical elements. This gives a matrix that transforms structural vibration (six degrees of freedom

at each element) into optical pathlength, a component of the C matrix.

OPTICAL MODEL

o OPTICAL MODEL BUILT WITH THE CONTROLLED OPTICS MODELING PACKAGE

(COMP)

o COMPLETE INTERFEROMETER, 19 OPTICAL ELEMENTS

o LINEAR CHIEF RAY MODEL OUTPUT TO Pro-Matlab
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OPTICAL PATHLENGTH CONTROL

For the vibration analysis, the disturbance source used was the imbalance force from 4 Hubble

Space Telescope reaction wheels spinning from 0 to 1200 RPM [1,2]. This spin up takes place
slowly, for example at the orbital period to counter gravity gradient torques, and hence the
disturbance may be applied quasi-statically in the frequency domain. At each wheel speed, the
reaction wheel imbalance harmonics are multiplied by the appropriate values from the transfer
function and combined using the rms.

To control the optical pathlength directly, a controller similar to that used in [1] is imple-

mented. The primary difference is that while in [1] the bandwidth was limited to 10 Hz due to

light levels, current studies [8] indicate that this is overly conservative, and hence a bandwidth of
250Hz was used.

OPTICAL PATHLENGTH CONTROL
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VIBRATION ISOLATION

Vibration isolation can be carried out at the source of the disturbance - suspending the
reaction wheels in the same manner as is done on the Hubble Space Telescope. This is implemented
as a simple second order filter with lOHz poles damped by ¢ = 0.3 on the disturbance source.
Isolation has a large effect on high frequency disturbances, and is therefore very desirable. Of
course in practice it is not possible to isolate all disturbances, leaving some (hopefully smaller)
disturbances to be handled solely by the other layers.

VIBRATION ISOLATION
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DIAL-A-STRUT CONTROLLER

A robust way of implementing a softening controller is with bridge feedback [5-7, 8] using
both force and displacement measurements. At JPL a DiM-a-Strut controller has been developed
that has a simple form, can easily be adjusted to work with a wide variety of structures, and is
insensitive to plant and control parameter variations.

The DiM-a-Strut is designed to control the strut so its impedance (using the force-current

analogy so we get Z = velocity�force) is determined by the impedance of selected electricM
components:

1
Z ---+ --

7Zd'

( c.Za(s) = Cls + 1 + RC2sJ

DIAL-A-STRUT CONTROLLER

o OPTICAL PATHLENGTH

PERFORMANCE

o OPEN VERSUS CLOSED LOOP
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MULTI-LAYERED CONTROL SYSTEM

Combining the various control strategies yields the pathlength control results shown. The
plot shows the results with (in order of descendingpathlength error) no control, with Dial-a-
Strut control (all 25 struts), with Dial-a-Strut and the disturbance isolator, and with all the
controllers. The table showsthat all the various layersarenecessaryto get down to the nanometer
level. Implementing the high bandwidth pathlength control has not been examined carefully for
the FMI, though similar bandwidths have been usedon much simpler ground-based structures.
The NASTRAN model is not accurate much above 100Hz. The highest bandwidth loop of the
pathlength control movesonly a small mirror, and is almostuncoupled from the structural modes.
The voice coil loop that movesa trolley is coupled much more closely to the structure and it is
likely that structural damping will be essentialfor that loop to be robust and high performance.

MULTI-LAYERED CONTROL SYSTEM
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CSI PHASE B MULTI-LAYER TESTBED

The Phase B Multi-Layer Testbed incorporates three layers of control which either attenuate

or reject the effects of disturbances. They consist of the optical compensation layer, the structural
quieting layer, and the disturbance isolation layer. The CSI Phase B Testbed Facility has been
built to resemble a portion of an interferometer telescope, including a laser star simulator, a

metering truss structure, an optical pathlength delay line, and the associated instrumentation
and real time control computers. Preliminary experiments using the optical compensation layer
have demonstrated the ability to reduce jitter in the optical pathlength by a factor of 4,000.

Preliminary experiments using the structural quieting layer have demonstrated the ability to
increase the amount of damping in the metering truss by a factor of 25, reducing the level of jitter

in the optical pathlength by a similar factor. A prototype disturbance isolation layer has been
tested separately from the Phase B Testbed, and preliminary experiments have demonstrated the
potential to reduce the level of disturbance forces transmitted to the structure by at least a factor
of 10. Future experiments will operate these three layers in combination, where the attenuation
effects are expected to cascade, thereby multiplying together the benefits of each layer to achieve

levels of disturbance rejection approaching 10,000.
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CSI OPTICAL COMPENSATION EXPERIMENT

The optical delay line experiment was designed to capture the interaction between struc-
tural flexibility and optical pathlength as it would occur in a space-based optical interferometer
such as the Orbiting Stellar Interferometer (OSI). Varying levels of control/structure interaction

can be emulated by reconfiguring the testbed optical train. The approach is to conduct exper-
iments with optical trains of increasing complexity, ultimately replicating the characteristics Of
an interferometer flight instrument system. The current optical delay line control is implemented

by translating coarse and fine mirror stages based upon detected variations in the laser (star
simulator) pathlength.

Experimental results obtained by closing control loops around the initial optical configuration
pictured have demonstrated approximately 12 nanometers RMS laser pathlength stabilization,
which represents a factor of 4,000 attenuation from open loop response to the laboratory environ-
ment. The challenge is to provide the same level of control when the optical train is reconfigured
to couple more structural motion into the laser pathlength which is a situation more representa-
tive of a flight system. Meeting this challenge (planned for FY '92) will be a major step toward

validating the CSI technology necessary to enable the next generation of precision space optical
systems.
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CSI STRUCTURAL QUIETING EXPERIMENTS

The CSI Structural Quieting Layer is specifically designed to reduce the level of vibration
in the structure. This is accomplished through a combination of passive damping and active
control using active structural members. Passive dampers have the advantages of simplicity of
design and of requiring no power for operation. Preliminary experiments with passive dampers
have demonstrated the ability to increase the level of damping in the structure by a factor of 25,
reducing the degree of vibration in the structure by a similar amount.

Active structural members, which utilize an embedded piezoelectric actuator, have the ad-
vantage of being tunable for optimal performance even after the structure has been assembled

and/or deployed. The active dial-a-strut control circuit cannot only be tuned to emulate passive
dampers, but can also be designed to achieve a more exact impedance match to the structure, pro-
viding specific damping performance. For example, the active member can be tuned to specifically
damp just the lowest structural mode, as is shown in the figure. Preliminary experiments using
the dial-a-strut to emulate a passive damper have achieved results similar to a passive damper
and have verified the control circuit design. Future experiments will explore the tunable nature
of the active approach to provide the highest levels of performance.

CSI PHASE B STRUCTURAL QUIETING LAYER
TEST RESULTS
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JPL ACTIVE MEMBER TECHNOLOGY

2'_d Generation Active Members: JPL testing has established that even the best commer-
cially available piezoelectric actuators exhibit hundreds of nanometers of stiction and nonlinear

offset. The JPL 2 nd generation Active Member actuator vastly reduces these nonlinear behaviors,
and insures the feasibility of precision structural control at the nanometer level. The "Inelastic
Behavior" scatter plot showsvirtuaJ elimination of nonlinear offsets with the JPL Active Member.

Impedance Based "Dial-A-Strut" Local Control: Structural control performance and
robustness are both difficult to achieve on highly resonant structures. JPL has developed robust,
impedance-based local controllers which " "

de-reverberate the structure, greatly reducing resonant
behavior. After the structure is de-reverberated, it becomes possible to design high performance

robust global controllers to further stabilize the structure. The "Local Control (Active Damping)"
frequency response plot shows successful de-reverberation of the JPL Phase 0 Precision Truss
using impedance-based local controllers on two active members. These "Dial-A-Strut" controllers

permit independent setting of active member stiffness and damping with the simple adjustmentof a dial.

2ND GENERATION ACTIVE MEMBER

m

!

=
z

Z

i

F ..... CRO_S BLADE FLEXURE .... !

MOTION SENSORS -- BOTH ENDS ........ PARALLEL MOTION FLEXURE _

: . J I II]lllI

___ ..................... __,
_ I

#

........ _== ................... SENSOR TARGET :. MOTION REFERENCE ROE)

[... SENSOR CAGE -- ACTUATOR MOTOR -- PRELOAD

PZT Member _*--

Inelastic Behavior

128



3PL MICRO-PRECISION INTERFEROMETER (MPI) TESTBED

As a follow-on to the Phase B Multi-Layer Testbed, JPL is in the process of constructing a

more ambitious test facility with the goal of conducting system level ground validation tests of

micro-precision CSI technology. The new facility, named the Micro-Precision Interferometer (MPI)

Testbed, will incorporate the multi-layer architecture but will embody several additional features:

" attitude control (over small angles), a soft suspension system to simulate free-free boundary

conditions, an external metrology system for precise sensing of structure geometry, and high

precision pointing control of optical lines-of-sight. The physical scale of the structure will be

approximately 7 meters by 7 meters by 7 meters resulting in roughly a one half scale "one-

armed" version of the FMI. Perhaps most importantly, the MPI is expected to operate at a level
of precision comparable to that of an ultimate interferometer flight system. From a scientific

standpoint, the MPI will clearly demonstrate end-to-end operation of a multi-baseline optical
interferometer. From an engineering standpoint the MPI represents the ultimate ground-based

demonstration that micro-precision CSI technology is ready for application to a broad class of

future precision optical space systems.
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CONCLUSIONS "

A large class of future astronomy and astrophysics space missions will entail the development
of large optical systems that will be distributed over lightweight, flexible structures. Maintaining
the required nanometer level alignment and stability of optical surfaces for such systems will be a
challenge of the first order. JPL's CSI Program is developing structures and control technologies
to address this challenge, and is conducting both analytic and experimental research toward this
end.

This paper has presented an analytical study that demonstrates the feasibility of applying a
multi-layer control architecture to a representative large optical space system. The three to four
orders of magnitude vibration attenuation predicted in this analysis is currently being buttressed
by the results of laboratory tests on the CSI Phase B Multi-Layer Testbed. Future CSI experiments
on the Micro-Precision Interferometer Testbed (pictured below undergoing structural assembly)
will demonstrate similar levels of vibration attenuation while performing at the relevant nanometer
level in an end-to-end fashion on a large scale structure. The MPI Testbed should be completed
by the summer of 1993 and ready to begin coarse testing shortly thereafter.
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ABSTRACT

The experimental study of a piezoceramic active truss strut is presented. This active

strut is unique in that the piezoceramic configurations allow the stroke length of the strut

not to be dependent on the piezoceramic material's expansion range but on the deflection

range of the piezoceramic bender segment. A finite element model of a piezoceramic strut

segment was constructed. Piezoceramic actuation was simulated using thermally induced

strains. This model yielded information on the stiffness and force range of a bender

element. The static and dynamic properties of the strut were identified experimentally.

Feedback control was used to vary the stiffness of the strut. The experimentally verified

model was used to explore implementation possibilities of the strut.

INTRODUCTION

This paper presents the static and dynamic characteristics of a new active

piezoceramic strut. The actuation mechanism is based on strain induced bending. A

prototype strut has been constructed, modelled and tested. The results of this experimental
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investigation will lead to the development of parameters for a strut to improve vibration

suppression in the NASA Langley Research Center evolutionary model.

The primary motivation for the investigation of this actuator is that the strut's stroke
.=

length is independent of the expansion range of the piezoceramic and the strut performs the

same whether a tensile or compressive load is applied to it.

STRUT DESCRIPTION

The device consists of a series of bender elements connected by a rigid shaft.

These bender elements consist of a thin metal plate (Figure 1) with piezoceramics laminated

to opposite sides. The poled direction of the piezoceramics is aligned so that a voltage

applied across the bender element contracts one side and expands on the other. Straining

the piezoceramics results in a bending motion of the element. A shaft joins the bender

elements in a parallel configuration. This results in an additive effect of the individual

bender elements. The total applicable force, stiffness and structural load bearing ability of

the strut increases as the number of bender elements increases.

A prototype bender element strut was constructed. The limitation of material availability

was the primary factor in the selection 0fthe bender element size. The prototype used two

bender elements for actuation. The piezoceramic disks where made of Piezo Electric

Products Inc. lead zirconate titanate G-1195 material. A two part epoxy was used to

laminate the .01" thick piezoceramic material to a .01 inch thick 6061-T6 aluminum disk.

Figure 2 details the dimensions of the strut.
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Figure 1. Single bender element
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FINITE ELEMENT ANALYSIS

- LI i

A finite element model of the prototype strut was constructed. A cross section of

one bender element was modelled. Axisymmetric trapezoidal rings were used to model the

bender element. The motion induced on the bender elements from the expansion and

contraction of the piezoceramic disks was simulated by applying a temperature load to the

nodes of the bender element modelled. The results of this model were extrapolated to

model the prototype strut (Table I). The finite element modelling process is essential to the

refinement of the strut's geometry. An increase in the force to stiffness ratio through a

more efficient geometry is necessary and possible using the finite element modelling

technique.

Table I. Finite element results

Stiffness (lbf/in)

Finite element prototype 10052
model

Max force range (lbf)
.604

EXPERIMENTAL RESULTS

i

The pr0totype bender elementstrut was evaluated experimentally. This evaluation

investigated the static and dynamic properties of the strut. Two experiments were

conducted. The first experiment involved placing the prototype strut between two rigid

plates and a force transducer (Figure 3). A voltage signal was applied across the bender

elements to strain the piezoceramic material. Time histories and transfer functions between

the input voltage and force transducer output were recorded. The second experiment

consisted of clamping the base of the strut to a rigid mass and forcing the active end of the

strut with a regulated and measured force. A voltage proportional to the forcing signal was

input into the strut. Displacement measurements during the experiment were acquired

using optical displacement sensors.
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force transducer

Strut _

ground

Figure 3. Experimental configuration

The result of forcing the strut at 5 Hertz between 2 rigid masses is shown in Figure

4. Figure 4 displays the force applied to the transducer verses the voltage applied to the

bender elements of the prototype strut. Hysteresis appears due to the energy that is stored

as elastic strain energy. The hysteresis is primarily due to the piezoceramics natural

hysteresis and the bonding layer between the piezoceramic and the thin plate of the bender

element. The maximum hysteresis value is 13.5%. This value falls near the expected

range for G-1195 piezoceramic of .1% to 10%. 1 This indicates that the bender element

configuration is an efficient means of force conveyance. The linearity of the strut can also

be inferred from Figure 4. 2
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A bode plot was constructed using a transfer function between the input voltage and

the force output of the strut (Figure 5). The frequency of interest for the strut is

approximately 0 to 100 Hertz; within this range the dynamic response of the strut is flat.

The evolutionary model's first 85 modes are below 50 Hertz. 3
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Figure 5. Dynamic response
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In the second experiment a signal proportional to the regulated and measured force

acting on the strut was input to the prototype strut. A 10 percent change in the stiffness

was consistently recorded for forcing frequencies from 1 to 50 Hertz using the feedback

scheme. The maximum displacement for this experiment was .0034". The results of a 5

Hertz signal is displayed in table II.

Table IL Experimental feedback results

Max total force (lbf)
[Short circuit6182stiffness (lbf/in)] Feedback7011.18stiffness(lbf/in) [.55

FUTURE STRUT PARAMETERS

Using the strut in the evolutionary model would require a stiffness of approximately

100,000 Ibf/in. By using this value, parameters can be established for a larger bender

element strut. The results of this are listed in table IlL The strut applies significantly less

force than a more common piezoceramic stack type struc 4 The reduced force ability may

be offset by the greater stroke length of the bender element strut in some applications. It

should be noted that the prototype geometrical dimensions are not optimal. Restraint on

material availability prevented the construction of the optimal strut. Improvements in

performance and efficiency may be achieved in a full scale strut.

Table III. Extrapolated strut results

Number bender elements132 Stiffness (lbf/in)98912 I Max. total force (Ibf)17.6 I
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SUMMARY

The stati c and dynamic characteristics of a new active replacement strut have been

examined. The new strut type uses the bender elements ira a series configuration to affect

vibration suppression. This strut can be modelled using finite element methods. This strut

has acceptable levels of hysteresis and linear characteristics. The dynamic response of the

strut is flat for_low frequencies, which is the range of operation and offers a viable

altemative to the piezo stack struts commercially available.
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Introduction

The primary objective of NASA's CSI program at JPL is to develop and demonstrate the

CSI technology required to achieve high precision structural stability on large complex optical

class spacecraft. The focus mission for this work is an orbiting interferometer telescope [1].

Toward the realization of such a mission, a series of evolutionary testbed structures are being

constructed. The JPL's CSI Phase B testbed is the second structure constructed in this series

which is designed to study the pathlength control problem of the optical train of a stellar

interferometer telescope mounted on a large flexible structure. A detailed description of this

testbed can be found in [2].

This paper describes our efforts in the first phase of active structural control experiments of

Phase B testbed using the active control approach where a single piezoelectric active member

is used as an actuation device and the measurements include both colocated and noncolocated

sensors. Our goal for this experiment is to demonstrate the feasibility of active structural

control using both colocated and noncolocated measurements by means of successive control

design and lbop closing. More specifically, the colocated control loop was designed and

closed first to provide good damping improvement over the frequency range of interest. The

noncolocated controller was then designed with respect to a partially controlled structure to

further improve the performance. Based on our approach, experimental closed-loop results

have demonstrated significant performance improvement with excellent stability margins.

OPTICAL SF._ICH

I

COMPENSATION SYSTEM

JPL's CSI Phase B Testbed

Y
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Motivation

Structural vibration control is necessary to satisfy the stringent pointing and shape require-

ments for future large precision flexible structures where the vibrations are introduced into

the structure by both internal and external disturbances. There are various ways for struc-

tural control; for example, by isolation, by a passive damping method, or by active control. In

a physical structure, it may be necessary to use a combination of isolators, passive dampers,

actuators, and sensors to accomplish the desirable performance requirements. The effective-

ness of all these methods will be decided by

1. the number of passive/active devices required or available,

2. the locations of these devices placed, and

3. the "optimal" strategy (control law) of these devices to be utilized.

In this study, only the appr9ach of active control will=be considered. The active control

method typically involves designing a robust closed-loop feedback control law using a number

of colocated and noncolocated sensors/actuators such that the resulting closed-loop system

satisfies performance requirements while preserving stability.

Robust structural quieting control is critical to the success of future high

precision large flexible structures.

r
r

Z

Ways for structural quieting include:

• Passive Damping

• lActive Damping]

• [Active Control]

• Isolation,

(viscous dampers, viscoelastic dampers, etc.),

(sensor/actuator colocation),

(feedback control with colocated and/or noncolocated

sensors and actuators),

• Combination of the above.

Effectiveness of these methods will depend on:

• location(s) to be applied (placement problem), and

• the optimal strategy to be utilized (control problem).
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Optimal Active Member Placement

For this experiment, only the piezoelectric active members will be considered as the actuation

device. Since only one active member will be involved, an exhaustive search was conducted

for the placement of the active member. This is feasible since there are only 186 candidate

locations on the truss structure. Therefore, an 7-/2 optimization problem was performed for

each of the candidate locations. It is found that the element location # 133 (between grid 111

and 211) is the optimal location.

Note that the weighting function Wp is used to emphasize the frequency range where the

performance will be optimized. W_ is the weighting function for the actuator signals which

not only penalizes the control energy but also indicates the desired spectral content in actuator

signals. This is due to the fact that any physical actuation device can only provide finite

control energy, which is usually described in terms of saturation level (magnitude) and finite
bandwidth.

The general optimal active member placement problem can be posed as an _-/2

optimization problem"

min rain I] t(P(s; Ba),K)II2
B.EB.a KEIC

where

GmdWd Wn

WpapU(S; Ba)

am.(s;Ba)

.7}(P(s; B.),K) = Pll + P12K(I- P22K)-1p21

l,Vp (Wu): weighting function for performance (actuator signals),

Hrd (Wn): coloring filter for disturbances (sensor noises),

Gpd (Grad): transfer matrix from disturbances to performance (measurements),

Gpu (Gmu)" transfer matrix from actuators to performance (measurements),

]C _ { t( • any stabilizing feedback controller }
ql"

]_A _ {(bil,bi2,...,bi._)'i_,i2,...,i,. E Aft, ij # ik, V j,k = 1,2,...,n, (j ¢ k) }

AF_ ___a{1,2, ... ,N,} (Na is the total number of candidate locations).

143



Colocated and Noncolocated Structural Control Loops

The single active member placement study resulted in one active member placed at location

133 (between grid 111 and 211) to serve as the actuation device. There are two colocated

measurements on the active member (internal displacement and force measurement) which

are available for the design of colocated control. To simplify the design while preserving the

interest of optical compensation control, the noncolocated measurement is chosen to be the

/_g. accelerometers. A #g accelerometer mounted at the tip of trolley in the Y direction

was used to derive the model to facilitate the noncolocated feedback control system design. In

addition, a suspended proof-mass shaker is used as an external disturbance input. The shaker

injects an excitation force into grid point 412 via a stinger along the diagonal direction on
the X-Y plane.

Our specific approach for the successive loop closing is to design the colocated control first.

The noncolocated controller is then designed with respect to a partially controlled structure

to further improve performance. Note that our colocated controller is implemented using the

analog circuits. However, the noncolocated controller will be implemented digitally in a HUGH

9000 real-time controller [3].

It is our objective to demonstrate that using this approach, significant performance im-

provement can be achieved while providing excellent stability margins. Specifically for this

experiment, the noncolocated measurement will also be used as the performance variable and

the level of disturbance rejection from 3 to 13 Hertz will be used as the performance measure.
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Colocated Control Design Using Impedance Matching

The impedance, defined as the ratio of velocity over force, of an active member is essentially

reactive (like a spring). To introduce damping into a host structure in which the active

member is embedded, two criteria must be met. First, the phase angle of the active member's

impedance should be decreased from 90 ° (spring) to approximately 0 ° (viscous damper).

Secondly, the magnitude of the active member's impedance should be increased (softening

the strut) as to approximately match that of the rest of the host structure [4]. However, the

static stiffness of the active member should be preserved so that it may still function as a

stiff supporting strut.

For this experiment, only the colocated force measurement was used in designing the colocated

controller. It is known that introducing constant colocated force feedback around an active

member reduces its effective stiffness [5]. It does not, however, affect the phase angle of

the active member's impedance. To reduce the phase angle, a Foster-form filter with a -4

rib/octave roll-off was introduced in the force feedback loop which results in a phase lag of

60 °. This phase lag dropped the phase angle of the active member's impedance. As a result,

the two criteria for impedance matching are both met. Note that the force sensor used in

this experiment is a piezo-type load cell which can measure dynamic loads only. Thus, the

force feedback did not diminish the high static stiffness of the active member.

Experimental results show that approximately a factor of 10 in performance improvement

(disturbance rejection) was achieved, and significant damping was introduced in the first 3
structural modes.

Comparison of Open-Loop and Closed-Loop Frequency Response

(from disturbance shaker load cell to #g accelerometer at 752Y)

lOZ
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System Identification

With the colocated force feedback loop closed, system identification experiments were con-

ducted where the high resolution, input-output frequency response data corresponding to the

2 inputs (active member voltage input and disturbance shaker load cell) and 1 output (yg

accelerometer at grid 752Y) were measured.

To identify a linear state-space model corresponding to the measured data, two key steps are

involved in our approach. The technique of Chebyshev polynomial curve fitting [6] is used first

to derive a stable state-space model which qualitatively fits well to the measured frequency

response data. This model is then refined using a linear least-squares curve fitting technique

[7] to update the state-space matrices iteratively. As a result, a 2-input, 1-output, 26-state

state-space model was identified for the measured data below 30 Hertz. This model includes

12 complex modes (see table below) and 2 real poles (14.3225 & 71.9783 radian/second).

Comparison between the measured data (solid line) and frequency responses of the identified

mode] (dashed line) shows an excellent match in both magnitude and phase. This model will

serve as the nominal model in designing the noncolocated control system using the 7-/_o

synthesis technique.

II I

Identified Modal Frequency and Damping

Mode No. I Frequency (Hz) Damping (%) Mode No. Frequency (Hz) Damping (%)

1 4.3490 0.4311 7 19.4532 0.1429

2 5.0974 3.7001 8 20.0208 0.4657

3 7.0189 3.8321 9 21.6467 0.5338

4 11.6512 1.4961 10 25.1737 0.4463

5 17.0516 1.1378 11 27.3367 0.0355

6 .... 19.0184 1.8772 12 27.3569 0.0271
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Robust Control System Design- Synthesis

The noncolocated controller has been designed using the 7-/oo-synthesis approach [8,9]. Two

types of uncertainty are used, multiplicative and additive. Wm,,u and W_dd are frequency de-

pendent uncertainty weights. The larger additive weighting, W_dd, at frequencies greater than

15 Hz reflects the fact that the system is more uncertain at higher frequencies. A constant

Wm_rt is used to capture the effects of mode shape errors [10]. Waylay is a Pade approxima-

tion of one sample delay-- in this case _ seconds. Wp_,/weights the acceleration output

which has larger magnitude from 3 to 13 Hertz to emphasize the frequency range of primary

control interest. W_c, is used to penalize the active member voltage input signal at both higher

and lower frequencies to avoid the amplification of high frequency noise and to prevent the

controller from responding to accelerometer drift which may cause the saturation problem.

W_ois_ reflected the sensor noise problem which also penalizes the lower frequencies more to

account for the the same accelerometer drift problem. The disturbance weight, Wdist, rolls

off sharply after 15 Hz as the disturbance is expected to be band limited to this range.

The associated control design problem can easily be rearranged to form the standard _

synthesis block diagram as shown below. All of the weighting functions, and the nominal

model G derived from system identification, have been absorbed into the interconnection

structure P. The 7/o_ synthesis problem now becomes to find I(such that the closed-loop

transfer function from the inputs (shaker disturbance & sensor noise) to the outputs (ac-

celeration & actuator) is internally stable and has a minimum 7-/_ norm for all possible A,

II_ll _<1.

Block Diagram for

Control System Design

ac ==_ or

ponalty

Weighting Functions

°I
,o-,_"' -...... -_\ "................ .

10 _ "" w_ol=e .--

Generic Interconnectlon Structure

for Robust Control System Design

"_ Synthesis

Subject to II,_.ll -_ 1
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Design- Results

A stabilizing controller using the noncolocated measurement was obtained using the 7-{_

synthesis methodology. The bode plots of the loop gain show that the higher frequencies (>

15 Hertz) are gain-stabilized and the lower frequencies (< 15 Hertz) are phase-stabilized. A

further examination of the corresponding Nyquist plot indicates that approximately 6.5 db

of gain margin and 72 ° of phase margin were achieved by the closed-loop system. Therefore,

this closed-loop system with both colocated and noncolocated control is robustly stable.

A comparison of the actual, predicted, and nominal disturbance rejection frequency response

is also plotted which shows the predicted and the nominal performance are reasonably close

to the experimental performance. This observation reassures us that the system identification

and the digital implementation in our design process were carried out properly.
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Performance (Disturbance Rejection) Comparison

The effect of feedback control on performance is shown below. Frequency responses from

disturbance shaker load cell to #g accelerometer at 752Y are plotted for

1. the open-loop,

2. closed-loop with colocated control only, and

3. closed-loop with both colocated and noncolocated control.

Experimental results show that on the average, the colocated control alone achieves a factor

of 10 improvement in performance (disturbance rejection) over the uncontrolled structure

(open-loop). However, by means of closing the colocated and noncolocated control loop

successively, a factor of 20 improvement has been achieved.

Open-[.oop vs. Closed-Loop Colocated vs. Colocated-I-Noncolocated

103

10_

4 101

100

10-1
3

-- 0pen-100p

......... c0]0catedcontrol

..............¢olocalcd+no_oIocated_ol

4 5 6 10 12

45

4O

35

30

15

:S,
3 4 5

coloca_conb'o]

....... colocated+noncoloc_dcon_ol

,!i
I

f
i

i

l

I
l
i

!
l
!

l
r

f

% 1 : ; " '

v...2:...,e'-" ; \

I i i i i i i _'l

6 7 8 9 10 II 12 13

r_luency_z)

149



Conclusions and Future Work

In this study, the feasibility of the successive colocated and noncolocated control design and

loop closing has been successfully demonstrated. It is shown that more than an order of

magnitude performance improvement can be achieved easily with only one properly placed

active member, it is our immediate plan to extend the noncolocated control bandwidth to

the higher frequency region. This certainly will pose a much greater challenge to system

identification and control design since more structural dynamics will be involved.

A parallel study is currently underway on the simultaneous design and closing of both colo-

cated and noncolocated feedback control loops. It will be very interesting to compare the

stability and performance aspect of these two (successive and simultaneous) approaches.

Our study of the passive damper placement and tuning problem [11] has shown that the

dampers can be used very effectively to damp out modes in the frequency region which might

be troublesome for the active control design. It is our goal that all these studies will eventually

lead to a feasible solution to the multilayer structural control problem where multiple active
and passive devices will be involved.
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ABSTRACT

The USAF Rome Laboratory and NASA Marshall Space Flight Center, through contract

to Grumman Corporation, have developed a space-qualifiable test article for the Strategic

Defense Initiative Organization to demonstrate the critical structural and mechanical elements

of single-axis roll-out membrane deployment for Space Based Radar (SBR) application. The

Lens Antenna Deployment Demonstration (LADD) test article, originally designed as a

shuttle-attached flight experiment, is a large precision space structure which is representative

of operational designs for space-fed lens antennas. Although the flight experiment was

cancelled due to funding constraints and major revisions in the Strategic Defense System

(SDS) architecture, development of this test article was completed in June 1989. To take full

advantage of the existence of this unique structure, a series of ground tests are proposed

which include static, dynamic, and thermal measurements in a simulated space environment.

An equally important objective of these tests is the verification of the analytical tools used to

design and develop large precision space structures.

INTRODUCTION

The development of affordable multi-mission Space-Based Radar (SBR) concepts is

strongly dependent upon large space-deployable antenna technologies. For this application

two types of antenna concepts are being considered, the corporate-fed array and the space-fed

array. Due to satellite prime power limitations and the significant ranges that are involved,

large antennas are needed to provide detection and tracking of small targets in the presence

of clutter and jamming. These large antennas, however, must satisfy strict mass and stowed-

volume constraints imposed by the launch vehicle. The vacuum of space and the zero

gravity environment in which these systems will operate enables the deployment of very

large, low-mass antennas. The ability of these large low-mass space structures to properly

deploy and maintain antenna shape on-orbit is critical to radar performance. Even small

deformations in the shape of the antenna can cause path length errors which can result in the

loss of antenna gain, increased sidelobe levels, and beam pointing error.

PRECEDING PAGE BLANK NOT FILMED
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According to J. Ruze _, distortion by an amount A in the surface of a corporate-fed

array scanned to an angle 0 creates a path length error e defined by the equation

e=Acos0

In contrast, a similar distortion in the surface of a space-fed array creates a path
length error

where f is the focal-length:to-diameter ratiO (F/D); and r is the radial coordinate from the

center of the aperture normalized to unity at the rim. It can be seen in this equation that the

second term reduces the path length error. This error compensation significantly decreases
the effect of out-of-plane distortions on radar performance for space-fed arrays. The result is

that for small scan angles the space-fed array is about one order of magnitude less sensitive

to out-of-plane distortion than the corporate-fed array. This result is significant for large

antennas, especially considering that performance specifications for typical corporate-fed
planar arrays require that flatness be maintained to within 1/10 wavelength (30 mm at L-

band, 3 mm at X-band) across the entire array. Figure 1 provides a graphical interpretation

of these equations with varying scan angle.

0

Z

FOR SMALL SCAN ANGLES _ii

SPACE FED IS ABOUT I110 AS /_VSE.STVETO0STO.TO.

/z

DEG SCAN

45 DEG SCAN

45 DEG SCAN

0 DEG SCAN

DISTORTION

Figure 1. Path length error sensitivity to aperture distortion
r
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The tolerance of the space-fed array to out-of-plane distortion may allow the design of
SBR concepts that do not require electrical or mechanical compensation for path length errors

to meet performance specifications. Reduced sensitivity to out-of-plane distortion also
suggests that less rigid and correspondingly less massive support structures can be utilized.

Additionally, the elimination of a constrained feed structure enables concepts to be developed

which require fewer connections, allow for simpler deployment schemes, and axe more
manufacturable.

Figure 2 illustrates a space-fed phased array lens SBR concept deployed on-orbit.
The concept depicted employs a single-axis roll-out, or "window shade", deployment scheme

developed by Grumman Space Systems Division, Bethpage, NY. Primary components of the

system are the RF feed at the end of a continuous-longeron deployable mast and the aperture

which is deployed in a plane from the storage drum. Pretension forces in the long direction

provide out-of-plane stiffness to the membrane as it is suspended within its space frame. The

lightweight membrane supports transceiver modules that are powered by regulated dc through

a power distribution system which is an integral part of the membrane structure. Antenna

elements are attached to these modules. They receive both beam steering commands and

radar signals from the remote feed. The module introduces the necessary phase shifting to

steer the beam to the commanded direction and amplifies the radar signal. These in turn are

passed to the target side antenna elements for radiation toward the target. The reflected

signal is transmitted to the feed in an analogous manner.

Figure 2. Space-fed phased array lens SBR concept
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BACKGROUND

The potential benefits of space-fed arrays for SBR application prompted DOD

development and testing of phased array membrane segments to validate concepts and support

configuration development. Membrane test articles have been developed and tested in a fixed

deployed condition for structural and RF evaluations. Since structures/mechanism validation

of membrane deployment and retraction is critical to future system designs, recent efforts

have focused on design and analysis of a deployment test article for ground and flight test
demonstrations.

In Oct 1985 Rome Laboratory and NASA Marshall Space Flight Center, through contract

to Grumman Corporation, initiated the design and fabricati-on of the LADD test article to

perform SlxucturallmechanicaI tests on-0rbit as a shuttle-attached experiment for the Strategic

Defense Initiative Organization (SDIO). Planned tests included functional, static flatness,

dynamic, and thermodynamic measurements. Following the successful completion of these

tests, an active X-band array could be installed in the article for a second flight to

demonstrate imaging/discrimination for SDIO mission needs. Although major revisions to

the Strategic Defense System (SDS) architecture eliminated space,based radar from the near-

term system and therein caused the LADD experiment's shuttle manifest to be canceled, the

test article was completed in Jun 89, essentially with a full flight pedigree.

The objective of this effort was to produce a space-fed lens antenna test article that could

be used for ground, and shuttle testing in a subsequent phase, in order to demonstrate the

structural feasibility and reliability of the single-axis roll-out deployable SBR approach. Now

that the construction of the LADD test article is completed, analytical tools for predicting

behavior can be verified and an initial indication of structural damping can be determined.

Thus, it is now possible to obtain information on various aspects of the mechanical distortion

of the membrane. From this measured data the RF performance of the single-axis roll-out

deployable SBR can be predicted.

LADD DESCRIPTION

The LADD test article, shown in its stowed configuration in Figure 3 and its deployed

configuration in Figure 4, consists of a 2.44 m x 6.10 m (8 ft x 20 ft) X-band phased array

membrane, populated with approximately 5000 thermal representations of transceiver

modules, that is automatically deployed utilizing a lightweight frame. This configuration is

similar to that envisioned for large space-fed phased array SBR concepts which employ the

single-axis roll-out aperture deployment technique. The frame is comprised of an end beam,

two continuous-longeron canister-deployed side masts, and a storage drum which is supported

on trunnions extending from the drum support beam that would also serve as the main

spacecraft of a free-flying satellite. In this particular X-b_d an(enna, the transceiver module

is a four element subarrayed design: thus an active radar of this size would have about

20,000 radiating patch elements.
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The membrane is fabricated as four .61 m (2 ft) wide panels that extend from the

storage drum to the end beam. The two central panels are connected during deployment by

an automatic seaming device that would be required in a large satellite which is folded to fit

within the shroud of a launch vehicle. The outer strips are connected to the adjacent

membrane through permanent, but very compliant interpanel splices. These connections

provide RF isolation from one side of the membrane to the other.

It should be noted that as a shuttle-attached payload, the LADD test article was

designed with considerably high margins of safety than would be required in a free-flying

satellite. Therefore, as a structural frame the LADD test article is somewhat stiffer than a

typical satellite.

I 148 ta,k.-"_ _ tN.-""'_ St_
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Figure 3. Stowed LADD test article Figure 4. Deployed LADD test article

TEST PROGRAM

The LADD test article belongs to a class commonly referred to as large precision

space structures. These structures typically have low spatial density, modes of vibration well

under 1 Hz, many closely spaced modes, and interaction between the structure's dynamic

behavior and the performance of the operational system. Since the LADD test article was

originally designed as a shuttle-attached space experiment and is representative of operational

designs for SBR, it provides a unique test opportunity to address issues of concern relating to
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this classof structure. Specificareasof interest include testing of large flexible space

structures in a gravity environment, modeling and analysis of low-mass pretensioned

membranes, and system identification. To address these issues, a series of ground tests are

proposed which includes static, dynamic, and thermal measurements in a simulated space
environment.

Static tests will include multiple deployments of the LADD test article with

corresponding membrane flatness and tension measurements taken after each deployment.

These tests will establish the repeatabil]ty of the membrane static shape. To date, the LADD

test article has been cycled through more than 100 deployments and retractions.

Thermal tests will include differential heating and deployment/retraction at

temperature extremes. Membrane flatness, membrane tension, and membrane structure

temperature measurements will be taken in each test case. The differential heating tests will

establish the ability of the LADD test article to maintain required membrane flatness in and

out of periods of solar illumination and eclipse while on-orbit. The thermal tests at the

expected temperature extremes will establish the performance of the deployment mechanisms

as a whole at those operating points.

Dynamic testing will be performed to determine the structural modal properties. Test

results will be used to validate the analytical model, which will in turn be used to perform

transient response analyses to predict the behavior of the structure in the presence of on-orbit
disturbances.

All tests will be performed in a vacuum chamber with radiative heating and cooling

capability. A non-contact displacement measurement system will be used to quantify the

flatness of the LADD test article membrane during static tests. Photogrammetry techniques

are being considered for this purpose. Both photogrammetry and multiplexed laser

vibrometer system techniques are being considered for measuring vibration at numerous

points on the membrane during modal tests. Conventional accelerometers will be used to

measure vibration at points on the structure other than the membrane. The tension in the

membrane will be measured using load cells. Thermocouples and calorimeters will be used

to measure the temperature and heat flux during thermal tests.

An equally important objective of this test program is the verification of the analytical

tools used to design and develop large precision space structures, such as the LADD test

article. Testing of the LADD test article provides an opportunity to compare predicted

behavior with actual test data to verify those analytical tools. A successful test program

coupled with a detailed, comprehensive modeling effort will evaluate the ability of existing

analytical methods to predict behavior of new designs.

A modeling effort was carded out by Grumman Space Systems Division under terms

of the original LADD contract. This analysis considered the LADD test article attached to

the shuttle in a microgravity environment. Although details of that modeling effort are

considered proprietary, it can be said that the procedures and tools used are considered

standard by the industry. Good correlation was obtained between the finite element
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formulation and numerical solution of the characteristic equation derived from thin plate
vibration theory for the membrane. The first five natural frequencies predicted by the finite
element model are listed in Table 1. Figure 5a illustrates the finite element model and the
corresponding mode shapes for the first five natural frequencies are illustrated in Figures
5b-f.

Table 1. Predicted natural frequencies of shuttle-attached LADD test article

Mode Frequency (Hz)

1 0.205

2 0.270

3 0.307

4 0.312

5 0.325

Figure 5a. LADD finite element model

(772 elements)

Figure 5b. Mode 1
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Figure 5c. Mode 2 Figure 5d. Mode 3

Figure 5e. Mode 4 Figure 5f. Mode 5
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OBJECTIVE

• To dev('h_l_ al.I validate integr;ttcd coutt'ols-structure,q design

m_'lhodoh)gy fro' a class of Ilexil)le spacecraft which require fine

pointing aml vibrati_m SUl)pressiou with no payload articulation

- h_tegrated ,lcsign mettu)do[ogies using v_.rious optimization

;qH)r(J:tch_,s have 1)ecn developed (CSI-DESIGN CODE)

Validaticm lhrough fabtication am[ (esting of an integrated

design structure is warranted

One of the main objectives of the Controls-Structures Interaction

(CSI) program is to develop and evaluate integrated controls-structures

design methodology for flexible space structures. Thus far, integrated

design methodologies for a class of flexible spacecraft, which require

fine attitude pointing and vibration suppression with no payload artic-

ulation, have been extensively investigated. Various integrated design

optimization approaches, such as single-objective optimization, and

multi-objective optimization, have been impIemented with an ar-

my of different objectives and constraints involving performance and

cost measures such as total mass, actuator mass, steady-state pointing

performance, transient performance, control power, and many more

[1-3].* These studies have been performed using an integrated design

software tool (CSI-DESIGN CODE) which is under development by

the CSI-ADM team at the NASA Langley Research Center. To date,

all of these studies, irrespective of the type of integrated optimization

posed or objectives and constraints used, have indicated that integrated

controls-structures design results in an overall spacecraft design which

is considerably superior to designs obtained through a conventional se-

quential approach [1-3]. Consequently, it is believed that validation

of some of these results through fabrication and testing of a structure

which is designed through an integrated design approach is warranted.

The objective of this paper is to present and discuss the efforts that

have been taken thus far for the validation of the integrated design

methodology.

* Rcferenc_ 1-6 are cited in text.
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APPROACH

Pose an integrated design optimization problem for the current

CSI Evolutionary Structure (phase-O structure)

Design optimal controllers for the phase-0 structure

Obtain an optimal integrated design structure (phase-1 struc-

ture)

Fabricate the closest structure to the phase-1 design

Validate the integrated design methodology by comparing phase-

0 and phase-1 designs

The approach taken here is to use the CSI Evolutionary Structure

for the validation of the integrated controls-structures design method-

ology. First, an integrated design optimization problem for the current

CSI structure, referred to as the Phase-0 structure, is considered. Next,

an optimal integrated design structure is obtained (which is optimal

with respect to both the structure and control design variables). This

structure is referred to as the CSI Phase-1 structure. Since it may not

be practical or possible to build a structure to the exact specifications

that come out of the integrated design process, the closest buildable

structure to the Phase-1 design is fabricated. Meanwhile, optimal con-

trollers for the Phase-0 structure are obtained in order to have a fair

comparison with the Phase-1 design. Finally, the integrated controls-

structures design methodology is validated through comparison of the

overall performance of the Phase-0 and Phase-1 designs.
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CSI Evolutionary Model is a laboratory testbed designed and

constructed at the NASA Langley Research Center for experimental

validation of the control design methods and the integrated design

methodology [6]. The Phase-0 Evolutionary Model, shown in the

figure, basically consists of a 62-bay central truss, with each bay 10

inches long_ two vertical towers; and two horizontal booms. The

structure is suspended using two cables as shown. A laser source is

mounted at the top of one of the towers, and a reflector with a mirrored

surface is mounted on the other tower. The laser beam is reflected

by the mirrored surface onto a detector surface 660 inches above the

reflector. Eight proportional, bi-directional, gas thrusters provide the

input actuation, while collocated servo accelerometers provide output

measurements.

THE CSI EVOLUTIONARY STRUCTURE

Z

7

8 4

2

I Thrusters (1 - 8)Accelerometers (1-8)
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The basic problems in control systems design for flexible spacecraft

arise because i) the order of a practically implementable controller is

generally much lower than the number of elastic modes, and ii) the

parameters, i.e., frequencies, mode-shapes and damping ratios, are not

known accurately. The type of controller used in the integrated de-

sign should be robust (i.e., should maintain stability, and possibly

performance) to unmodelled dynamics and parametric uncertainties

mentioned above. In addition, it should be practically implementable,

as well as be amenable for inclusion in an optimization process. One

class of controllers which has these desired properties is the dissipa-

tive controllers [5], and includes "static" and "dynamic" dissipative

controllers. The static (or constant-gain) dissipative controller em-

ploys collocated and compatible actuators and sensors, and consists of

feedbacks of the measured attitude vector yp and the attitude rate vec-

tor yr using constant, positive-definite gain matrices Gp and Gr. This

controller is robust in the presence of parametric uncertainties, unmod-

elled dynamics and certain types of actuator and sensor nonlinearities

[4]. However, the performance of such controllers is inherently lim-

ited because of their structure.

CANDIDATE CONTROLLERS

Static Dissipative Controllers

u = -G,.yr - Gpyp

Collocated sensors and actuators

• Positive definite gain matrices

• Robust in presence of model uncertainties

Limited performance
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In order to improve the performance of static dissipative con-

trollers, an additional dynamic outer loop can be introduced as shown

below, where z is the compensator state vector. The matrices

Ac, Bc, and G denote the compensator system, input, and output

matrices, respectively. These matrices satisfy certain additional con-

ditions to establish dissipativity (Ac has to be strictly Hurwitz and

Kalman-Yacubovich relations must hold) as described in [5]. The re-

sulting controller is called a"dynamic dissipative controller", and is

guaranteed to be robustly stable in the presence of unmodelled dy-

namics as well as parametric uncertainties. It should be noted that

standard high-performance model-based controllers (e.g., H2(LQG)

or Hoe designs) are generally not robust to real parametric uncer-

tainties [5], which makes dynamic dissipative controllers distinctly

advantageous.

CANDIDATE CONTROLLERS

Dynamic Dissipative Controllers

i_ = Acz + Bcyr ;

• Collocated sensors and actuators

U = --Gz

• Ac is strictly Hurwitz, and the following Kalman-Yacubovich re-

lations hold:

ATp+PAc¼-Q ; G=BTp

• Robust in presence of model uncertainties

• Enhanced performance
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Here, two of the eight available actuators were used to generate

persistent white-noise disturbances, while the remaining six actuators

were used for feedback control. The static dissipative controller uses

a 6 x 6 diagonal rate-gain matrix with no position feedback (since

this system has no zero-frequency eigenvalues, position feedback

is not necessary for asymptotic stability). Thus, in the integrated

design with the static dissipative controller, the total number of design

variables was 27 (21 structural plus 6 control design variables)• The

dynamic dissipative controller used in the design was a 12th-order

controller consisting of six 2nd-order compensators (one for each

control channel). Each of the 2rid-order compensators were defined in

a controllable canonical form as shown below. There are four control

design variables associated with each control channel, resulting in a

total of 24 control design variables and 45 combined (structural and

control) design variables.

CONTROL DESIGN VARIABLES

Static dissipative controller: elements of the Cholesky factor ma-

trix of the rate gain matrix

Gr = LrL T

• Dynamic dissipative controller" elements of the compensator

state and gain matrices (in a controllable canonical form)

AC ----

0 1 0 ... 0

0 0 1 ... 0

0 0 0 ... 0

0 0 0 ... 1

--_n --_n--1 --_n--2 .•. --_1

; Bc :

-0

0

0

0

.1.

ATp+PAc=-Q ; G=BTp

=_
=
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To perform the integrated design, the structure was divided into

seven sections, three sections in the main bus, and one section each

for the two horizontal booms and two vertical towers. The main

bus structure is divided into three sections. Three structural design

variables were used in each section; namely, the effective cross-sectional

area of the longerons, the battens, and the diagonals, making a total

of 21 structural design variables.

STRUCTURAL DESIGN VARIABLES

• Structure is divided into seven sectiens

• The effective cross-sectional areas of longerons, battens and

diagonals are chosen as design variables

• Total of 21 structural design variables

Z
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An integrated controls-structures design was obtained by minimiz-

ing the steady-state average control power in the presence of white

noise input disturbances with unit intensity (i.e., standard deviation

intensity -- 1 lbf.) at actuators No. 1 and 2 (located at the end of the

main bus nearest to the laser tower), with a constraint on the steady-

state rms position error at the laser detector (above the structure) for

reasonable steady-state pointing performance, and a constraint on the

total mass to have a fair comparison with Phase-0 design. Both static

and dynamic dissipative controllers were used in the integrated design

of the CSI Evolutionary Model. The six remaining actuators were

used in the control design, along with velocity signals (required for

feedback by the dissipative controllers) obtained by processing the

accelerometer outputs. Additional side constraints were also placed

on the structural design variables for safety and practicality concerns.

Lower bound values were placed on these variables to satisfy struc-

tural integrity requirements against buckling and stress failures. On

the other hand, upper bound values were placed on these variables to

accommodate design and fabrication limitations.

DESIGN PROBLEM

• Pose the integrated controls-structures design as a simultaneous

optimization problem

• Minimize the average control power

subject to

j =_Trace{E{uur}}

Trace{E{ytosyT,}} < e

Mtot <_Mb,_dget

• side constraints on the structural design variables to accommo-

date safety, reliability, and fabrication issues

w
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A typical strut of the Phase-1 design is shown in the figure below.

The strut is composed of three sections, namely, ball, joint and tube. In

an ideal design, the effective density of the strut (which is the density

for an equivalent uniform and homogeneous strut) remains roughly
constant. Here, however, the effective density varies considerably

with the effective cross-sectional area of the strut (which is the cross-

sectional area for an equivalent uniform and homogeneous strut) .

The main reason for this variation is that due to the short bay size and

strut length, this strut design is rather joint-dominated with respect to

mass, i.e., a large portion of the total strut mass is concentrated at

the joints. As for the stiffness of the strut, its upper bound value is

limited due to the ball and joint stiffnesses, whereas its lower bound

value is governed by tube size limitations in fabrication.

STRUT DESIGN

Ball

r Screw

Standoff

\,
\\

"\\

Slrut

• Ideal Design: the effective density remains roughly constant

• Actual Design: the effective density varies considerably with the

effective area

• The design is rather joint-dominated with respect to mass
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In order to ensure that the design that comes out of the integrated

clesign process is realizable, i.e., it is close to a structure that can

be fabricated, strut design guides have been developed based on the

strut shown in the preceding figure. The strut design guides for

longerons, battens and diagonal are shown in the figures below. The

curve on the design guide represents the lightest strut which can be

manufactured for a given strut stiffness. These strut design curves

have been developed assuming that the mass and stiffness properties

of the ball and joint sections of the strut remain unchanged; and only

the cross-sectional area of the tube portion of the strut changes. The

beginning of the curve, corresponding to the lowest effective area, is

governed by the load capacity of the tube portion, while the upper end

of the curve is govemed by the stiffness of the ball and joint sections.

STRUT DESIGN CURVES
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Using a constraint on the maximum rms pointing error of 2.4 inches

and a constraint on the total mass of 1.92 lb-s^2/in (nominal mass

of the CSI Phase-0 Evolutionary Structure), a conventional "control-

optimized" design was performed first (with the structural design fixed

at the initial values) using both the static and dynamic dissipative

controllers, where the average control power was minimized with

respect to the control design variables only. The static dissipative

controller gave an average control power of 7.11 lb^2, while the

dynamic dissipative controller gave a better average control power

of 6.41 lb^2. The open-loop rms pointing error for the Phase-0

structure was 22.54 inches. Next, an integrated design with the static

dissipative controller was performed, wherein the average control

power was minimized with respect to both control and structural design

variables. The integrated design reduced the average control power

by about 40 percent to 4.21 lb"2. This integrated design (Phase-

1 design) gave an open-loop rms pointing error of 18.34 inches,

which, although better than the open-loop performance of the Phase-

0 design, indicates that the task of achieving satisfactory pointing

performance cannot be achieved through structural redesign alone.

Using the same initial design, another integrated design using the

dynamic dissipative controller was also performed. This design gave

an almost 43-percent reduction in the average control power compared

to its corresponding control-optimized design. These results clearly

demonstrate the advantage of integrated design over the traditional

sequential design.

CONVENTIONAL VS. INTEGRATED

RMS

Displacement

Control

Power

Open Loop 22.54 0.00

{Phase-0)

Open Loop 18.34 0.00

{Phaze-l)

Control-Optimized (S) .'2.4 7,11 --

Design

Control-Optimized (D) 2.4 6.41

Design

Integrated DYs[gn (S) 2,.t 4.21

Integrated Design (D) 2.4 3.64
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The effective cross-sectional areas of the longerons, battens and

diagonal are presented in the table for both the Phase-0 structure and

the Phase-1 structure that was designed using the static dissipative

controller. Keeping in mind that the tube cross-sectional areas of the

nominal CSI Evolutionary structure are 0.134 in2 for the longerons

and battens and 0.124 in2 inches for the diagonal, it is observed that

the longer0ns of all three sections of the main bus, particularly the

section closest to the disturbance sources, and the laser tower are con-

siderably stiffenedi while the horizontal booms and the reflector tower

became more flexible, partly to satisfy the mass constraint. Generally,

all the diagonals and the battens decreased in size, mainly because the

design optimization has to satisfy a constraint on the total mass, i.e.,

the mass of Phase-1 design must be less than or equal to the mass

of Phase-0 design. Consequently, mass was taken from the battens

and diagonals and was redistributed to the longerons of some sec-

tions because they are quite more effective in increasing the stiffness

of a section. This behavioral trend may be attributed to a trade-off

between structural controllability, observability, and excitability. The

areas near the disturbance sources (actuator locations) were stiffened

in order to reduce the sensitivity of the structure to external distur-

bances at those locations, while ensuring that no appreciable loss of

controllability and/or observability occurred.

i

i

|

I

z
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STRUCTURAL DESIGN VARIABLES

(Static Dissipative Controller)

Longerons

Battens

Diagonals

Design

Var.

Phase-0

Areas

1 0.134

4 ] 0.134

7 0.134

10 0.134

13 0.134

16 0.134

19 0.134

Phase-I

Areas

0.330

0.085

0.173

0.260

0.257

0.095

0.096

2 0.134 0.082

5 0.134 0.083

8 0.134 0.082

Ii 0.134 0.082

14 0.134 0.081

17 0.134 0.081

20 0.134 0.081

3

6

9

12

15

18

21

0.124

0.124

0.124

0.124

0.124

0.124

0.124

0.082

0.085

0.082

0.081

0.079

0.079

0.082
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The optimal values of the structural design variables for the in-

tegrated design structure with _he dynamic dissipative controllers are

presented below. Generally, quite similar trends to those for the static

dissipative controller design are observed. In fact, the effective cross-

sectional areas of this integrated design are roughly within 20 percent

of the design obtained using the static dissipative controller, thus indi-

cating that the optimal structures for both the static and dynamic dis-

sipative designs are essentially the same. Consequently, the integrated

design with static dissipative controller was chosen for fabrication.

STRUCTURAL DESIGN VARIABLES

(Dynamic Dissipative Controller)

I
Longeron_

1
[

I
I
I

Battens I

I
I

I

Diagonals

l Design

I Var.i

I 4
7

10

13

16

5

8

11

14

17

6

9

12

15

18

21

Phase-0 ] Phase-1

Areas I Areas0.134 0.330

0.134 t 0.080

0.134 I 0.142

0.134 I 0.295

0.134 I 0.258

0.134 I 0.100

0.134 0.117

0.134 0.077

0.134 l 0.087

0.134 I 0.086

0.134 t 0.080

0.134 I 0.078

0.134 I 0.077

0.134 0.083

0.124 0.098

0.124 I 0.087

0.124 l 0.082

0.124 t 0.066

0.124 [ 0.066

0.124 t 0.066

0.124 I 0.083
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It is not practical to expect that the optimal design that comes out of

the integrated design process can be fabricated to exact specifications,

mainly due to manufacturing and cost limitations. Consequently, any

feasible design should allow for perturbations in the structural design

variables (effective cross-sectional areas and effective mass densities

of the struts). In order to evaluate the sensitivity of the optimal

design with respect to perturbations in the structural design variables,

the line-of-sight (Los) function and the control power function are

approximated by a first-order Taylor's Series expansion. Then, upper

bound values for Los pointing error and the control power are obtained

for a maximum perturbation limit following a worst-case-scenario

approach based on steepest ascent.

PERTURBATION ANALYSIS

• The integrated t)hase-1 design cannot be fabricated to exact

specifications due to manufacturing and (:()st limitations

• Any viable integrated design shouhl allow for possible perturba-

tions in the structural (lesign variables

• Carry out a post-design sensitivity analysis:

,,os(a + 5) ---r,os(a) + [o,,os/op]_'6 +...

Powot + 5) = pow(,o + [al'ow/apl_a + ...

• Ul)i)er 1)ound values for the rms pointing error and control power

LOSu = LOS(d)+ I[OLOS/ap]rI_,,,o,

POWr_= VOW(d) + I[aPOiWa,,]rla,,,=..
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The table below compares the rms pointing error and control power

values of the nominal integrated design (with static dissipative con-

troller) with a perturbed design and the final fabricated Phase-1 design.

The perturbed design which allows for a 10-percent perturbation in

the structural design variables gave a worst-case value of 4.42 for the

control power (5-percent more than the nominal) and a worst-case

value of 2.56 for the rms pointing error (7-percent more than the

nominal), thus implying that the nominal integrated design is rather

insensitive to structural parameters perturbations and, therefore, is a

feasible design. The fabricated design which refers to the design that

was chosen for fabrication gave a control power of 4.34 (3-percent

off from the nominal) and an rms pointing error of 2.38 (1-percent off

from the nominal) which are quite close to the nominal design values.

PERTUBATION ANALYSIS (CONT'D)

Control Power RMS Pointing Error

Nominal Design 4.21 2.40

Perturbed Design 4.42 (5%) 2.56 (7%)

Fabricated Design 4.34 (3%) 2.38 (1%)

F
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The effective cross-sectional areas chosen for the fabrication of

each of the 21 struts (corresponding to the 21 structural design vari-

ables) are presented in the table below. Out of the 21 possible

struts, six unique struts were chosen for fabrication, with four for

the longerons, one for the battens, and one for the diagonals. The

reasons behind choosing only six unique struts are essentially cost lim-

itations and/or closeness of the optimal design values. Most of the
effective cross-sectional areas of the struts in the fabricated design are

within 10-percent of the chosen integrated design (with static dissipa-

tive controller) and all are within 20-percent of the nominal values.

STRUCTURAL DESIGN VARIABLES

(Fabricated Structure)

t
I

Longerons I

t
1

I
I

Battens I

I
I

Diagonals

I Design

I Var.

I I

4

7

i0

13

16

'3
5

8

11

14

17

2O
6

9

12

15

18

21

Phase-0

Areas

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.134

0.124

0.124

0.124

0.124

0.124

0.124

0.124

Phase-1

Areas
r

0.347

0.106

0.182

0.274

0.274

0.106

0.106

0.094

0.094

0.094

0.094

0.094

0.094

0.094

0.087

0.087

0.087

0.087

0.087

0.087

0.087

177



An integrated design of the CSI Evolutionary Structure (Phase-0

structure) has been performed as a step in the validation of the inte-

grated controls-structures design methodology. The integrated design

structure (Phase-1 structure) provides the same Los pointing perfor-

mance as the Phase-0 structure with around 60 percent of the control

power requirement. Because of the dissipative nature of the controllers

used in the integrated design, it is expected to have good stability ro-

business characteristics. Moreover, linear perturbation analysis indi-

cates that the Phase-1 structure should also have good performance ro-

bustness characteristics. The Phase-1 structure is currently being fab-

ricated, and is scheduled for testing and comparison with the Phase-0

structure in mid FY 92, at which time the process of validating the

integrated design methodology will commence.

CONCLUDING REMARKS

• Phase-1 integrated design provides the same LOS l)erforman(,c

as the 1)hase-0 design wil,h 60 percent of the control l)OW_r re-
quireinent

• The integrated 1)hase-1 design demonstrates good performance

and stability robustness characteristics

• Phase-1 design is scheduled for testing and comparison with
phase-0 in mid FY 92
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INTRODUCTION

The berthing maneuver is essential for the construction and assembly of Space Station Freedom

(SSF) and has a direct effect on the SSF assembly build up and SSF/Orbiter operations. The

effects of flexible body dynamics coupled with the available control system may impose new

requirements on the maneuver. The problem is further complicated by the effect of the SSF

control system on the Shuttle Remote Manipulator System (SRMS) (Figure A-l). These effects

will play a major role in the development of operational requirements which need to be

identified and validated in order to assure total safety and maneuver execution during SSF

construction. This paper presents the results of ongoing studies to investigate the

Control/Structure Interaction (CSI) during the berthing operations. The problem is formulated

in terms of multi-flex body equations of motion for SSF and the SRMS and on-orbit flight

control systems for the SRMS and the SSF, which includes the Control Moment Gyro (CMG)

and Reaction Control System (RCS) Attitude Control Systems (ACS). The SSF control system

designs are based on the Preliminary Design Review (PDR) version of the Honeywell design

(Reference 1). The simulation tool used for the analysis is briefly described and the CSI results

are presented for given berthing scenarios.

This paper also presents preliminary results of the verification of a new software analysis

tool. This tool, referred to as the Station/Orbiter Multi-flex-body Berthing Analysis Tool

(SOMBAT), is designed to analyze berthing operations for the Space Station Manned Base

PRECEDING PAGE BLANK NOT FILMED
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(SSMB). Specifically, the results presented in this paper focus on the dynamic interaction of the

Orbiter and the Shuttle Remote Manipulator System (SRMS) (Reference 2) with the control

systems of the SSMB during the berthing process.

For this paper, operations consist of the berthing of the completed Stage-5 Space Station

to the Orbiter at the beginning of the flight MB-6. The SRMS is used to perform the berthing

operation. The SSMB assumes control of the combined system of the space station, Orbiter,

and SRMS for this flight. The berthing operation is of interest because of the large change in

mass properties of the combined system and the dynamic interaction with the station Attitude

Control System.

ACRONYMS

ACS

CDR

CMG -

DRM

DRS

GG

LVLH -

MB-6 -

MM

PDR

RCS

SES

SOMBAT -

SRMS -

SSEIC -

SSF

SSMB -

TEA -

Attitude Control System

Critical Design Review

Control Moment Gyro

Design Reference Mission

Draper RMS Simulation

Gravity Gradient

Local Vertical, Local Horizontal

Mission Build 6

Momentum Management

Preliminary Design Review

Reaction Control System

System Engineering Simulator

Station/Orbiter Multi-body Berthing Analysis Tool

Shuttle Remote Manipulator System

Space Station Engineering Integration Contractor

Space Station Freedom

Space Station Manned Base

Torque Equilibrium Attitude

CRITICAL ISSUES

The following issues are of concern during the berthing operations :
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• Limitations on SRMS

a. Flexibility of arms -

The Space Station active attitude control may induce excessive loads on the

SRMS flexure during berthing.

b. Payload capability -

The SRMS has been certified to handle payloads below 65,000 pounds. However,

berthing the Orbiter to the Station assembly stages will involve payloads varying

from 37,000 to over 250,000 pounds.

c. Joint velocity limit -

SRMS joint speeds are also affected by the weight of the payloads. The larger the

payload, the slower the arms have to move.

• ACS attitude control authority

a. CMG and RCS -

CMG's capability to hold the desired attitude of the combined vehicles and RCS

fuel consumption during the whole berthing operation needs to be investigated.

b. Jet firing constraints -

Jet pulsing frequency limit has to be imposed on RCS to avoid exciting the

Station structures.

c. Mass property update -

The knowledge of Orbiter/SRMS position and orientation is required to update

mass properties and controller gains.

• Power and thermal constraints -

Lack of power generation from the locked solar arrays may cause excessive discharge of

the batteries. Without proper attitude control, the ammonia in the large articulating

thermal radiator may freeze within 30 minutes.

SIMULATION TOOL - SOMBAT

The Space Station is envisioned as a complex, multi-flexible body configuration in an

open-tree topology. The equations of motion for such systems are non-linear and become very

complicated. The solution approach must be developed carefully to provide the required fidelity

and accuracy and at the same time minimize computational cost associated with the time

history simulation. Analysis for simulating the control and multi-flexible structure interaction
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was performed using the SOMBAT software package because the traditional finite element

method is not capable to analyze large translational and rotational motion. This tool is used for

the studies of various berthing scenarios between the SSMB and the Orbiter.

Theoretical Developments

Because it is very difficult to derive a closed form solution for a given structure, finite

element analysis is used to obtain the stiffness and mass matrices of the structure. Let q be the

total vector of independent coordinates or the degrees of freedom of the structure that includes

three translational and three rotational rigid body motions. The motion of the flexible structure

is governed by a set of second-order differential equations of motion that can be written in the

following compact matrix form (References 3, 4):

M_+Kq = u+v+w

where M is assumed to be a positive definite mass matrix associated with the independent

coordinates which can be represented as

M

where

mrr mr0 mrf

m0r m0e m0f

mfr mfo mff

(1)

tort

m00

mr0

mrf

mel

mff

- the rigid mass matrix

- the rigid body inertia matrix

- the mass center

- the linear momentum

- the angular momentum

- the modal mass matrix

and K is the system stiffness matrix. Both M and K may be time varying. The input u is the

vector of generalized external forces associated with the independent coordinates, v is the

quadratic velocity vector that includes the gyroscopic and Coriolis force components, and w is

the closed loop control vector. The derivation is based on a nodal body formulation and
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provides a convenient approach to use finite element output data. The derivation of equations of

motion is discussed in detail in References 3 and 4.

The flexible body modelling techniques in SOMBAT are:

• A system made up of multiple components where relative motion of the components is

modelled through joint kinematics and dynamics

• Components are modelled separately via NASTRAN

• An "order-N" algorithm is used to solve the equations of motion

• Integration of station control system with multi-body dynamics

SOMBAT Functional Overview

SOMBAT consists of several modules used in modelling the system under study,

optimizing the software for the specific problem, simulating the problem and viewing the time

history of the simulation. The organization of these modules is illustrated in Figure 1. These

modules are:

• Model Definition (Setup) Module

• Symbolic Code Generator

• User Defined Code

• Simulation Shell

• Post Processing

• Optional Capabilities

• Flexible Body Data Preprocessor

• Inverse Kinematics Preprocessor (Appendix A)

SOMBAT Features

SOMBAT incorporates numerous features that make it ideal for rapid studies of berthing

scenarios. Features currently provided by SOMBAT include:

• A complete orbital envrionment

• Automated, symbolic code generation for efficient, problem-specific simulation

• Rigid and flexible nonlinear multi-body dynamics (open and closed chain)

• A kinematic model of the SRMS

• A dynamics model of the SRMS (rigid and flexible)

• Honeywell PDR and CDR versions of the station ACS
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• A high fidelity SRMS joint controller

ANALYSIS RESULTS

This section evaluates the SSMB PDR control systems during the berthing of the

complete Stage-5 Space Station to the Orbiter, Figure 2. The scenarios examined for the

berthing operations are modelled after the timeline (Appendix B) in the Design Reference

Mission (DRM) (Reference 5). This study focuses only on the SSMB control system and no

evaluations of the Orbiter and SRMS control systems were performed. Motion between the

Orbiter and SSMB is via the prescribed motion of the SRMS joints.

The system under study consisted of the Orbiter, the SRMS, and the SSMB. The mass

properties for flight MB-5 were obtained from SSEIC's Model Management System (Reference

6). These models are

• Orbiter - a single rigid body

• SRMS - seven rigid links

• SSMB - five rigid (scenarios 1 and 2) or flexible bodies (scenario 3)

Scenario 1

The scenario for case 1, illustrated in Figure B-l, considers the effects on the CMG/MM

control system in maneuvering the combined structure to the TEA for the capture configuration

from a gravity gradient attitude. The CMG retains control authority as the SRMS berths the

SSMB to the Orbiter and then maintains the TEA for the berthed configuration. As shown by

Figure 3, the scenario provides 10000 seconds for the CMG/MM system to maneuver to the

capture TEA. After this period, the SRMS retracts the SSMB into the Orbiter payload bay for

3600 seconds followed by a period of 25000 seconds to achieve the berthed TEA.

Figure 3-a shows the composite vehicle attitude. From this figure, two sets of transients

are observed. The first transient response is produced by the maneuver to the capture TEA.

The second set is associated with the SRMS motion. The difference in the capture TEA and the

berthed TEA can also be observed by comparing the attitude at 12000 seconds (capture) and at

30000 seconds (berthed). This change in TEA results from the change in mass properties.

Figure 3-b illustrates the CMG momentum. These figures show the CMG momentum

capacity of 14000 ft-lb-seconds to be exceeded by the maneuver from gravity gradient to TEA
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and the SRMS retraction. As demonstrated by these results, the CMG/MM control system

alone is unsuitable for the entire berthing operation.

Scenario 2

Based on the previous results, another scenario, Figure B-2, is developed to examine the

operation of the RCS and CMG control systems for the entire berthing operation. The RCS

i control system is used to move the composite system near the estimated capture TEA in 2000

seconds. This is followed by a handover to the CMG/MM system to achieve TEA. At 12000

seconds, SRMS retraction proceeds until the SSMB is mated to the Orbiter 3600 seconds later.

After berthing, the CMG/MM seeks the new TEA for the berthed configuration.

Figure 4-a illustrates the combined system attitude. From this figure, the capture TEA is

achieved at 12000 seconds and the berthed TEA at 25000 seconds. Figure 4-b shows the CMG

momentum. As in the previous case, two transients occur for the RCS/CMG handover and for

SRMS operations. Figure 4-b indicates the CMG momentum is not exceeded at the RCS/CMG

handover, but is exceeded for the SRMS operations. Saturation is produced by the variation in

mass properties during retraction by the the SRMS without a corresponding update in the

feedback gains.

Scenario 3

For this ease, Figure B-3, a multi-flexible body station is examined. Usually, positioning

a flexible structure, such as a space telescope or space station, will generally excite unwanted

flexible modes in the structure. This case studies the oscillation in the elastic modes due to the

jet firing. The scenario begins with the system in the capture configuration and is then

commanded to the estimated TEA by the RCS control system. The estimated TEA for the

capture configuration is 1.057 degrees (Roll), -22.889 degrees (pitch) and 14.137 (Yaw) with

respect to LVLH.

Figure 5-a shows the attitude of the combined system. The commanded attitude is

achieved after 1500 seconds. In Figure 5-b, the phase plane for the RCS indicates that the

combined system is stable and controllable. Figure 5-c illustrates modal displacements of the

first three modes of the core body. The natural frequencies of these modes axe 0.483 Hz, 0.717

Hz, and 1.268 Hz. Figure 5-c indicates that the rigid body motion dominates the flexible body
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response because the coupling terms between the rigid and deformable body are strong. This

figure also shows that the energy in the elastic modes is not zero due to the berthing operation.

SRMS

SUMMARY

The previous analysis studied 3 cases using multi-rigid/flexible bodies, a kinematic

model, and the PDR ACS. From these scenarios the following observations were made:

A CMG only mode may not be sufficient for controlling the combined system of the

Orbiter, SRMS, and the SSMB during berthing operations. Results indicate that moving

from a gravity gradient attitude to a TEA could result in saturation of the CMG

controller.

• An RCS only mode may produce undesirable interaction with the SRMS and needs to be

investigated in detail.

• The RCS/CMG mode proves to be the most promising in maintaining control of the

combined system of the Orbiter, SRMS, and the SSMB during berthing operations. This

control mode also prevents saturation of the CMG/MM system in maneuvering from the

gravity gradient attitude to the TEA.

• The use of fixed gains computed at the capture position results in saturation of the

CMG/MM control system during berthing operations. This arises from the large

variation of the mass properties as the SRMS pulls the SSMB to the Orbiter for berthing.

• The interaction between the rigid and elastic body during the berthing operation needs

to be evaluated.

• The CDR control system designed by Honeywell may be able to prevent the problems

such as CMG saturation, structure vibration and fuel consumption.
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APPENDIX A

Instantaneous Inverse Kinematics

The kinematics equations of a robotic manipulator relate the joint displacements to the

end-effector position and orientation. For instance, a given set of joint displacements can be

used to calculate the resultant end-effector position and orientation. This is referred to as the

direct kinematics problem. In this report, the inverse kinematics problem is discussed. For this

problem, we find the associated joint displacements when given the desired end-effector position

mad orientation. Once the joint displacements are calculated, the desired end-effector trajectory

can be achieved by moving each joint to the determined value. Since the kinematic equations

are nonlinear, numerical methods are used to calculate the desired joint displacements.

To formulate the instantaneous kinematic equations for a general n degree-of-freedom

manipulator arm, we begin with the definition of the vector Xe, Xe E R m, representing the

end-effector motion and p, p E R", representing the joint displacements in global coordinates.

The degrees of freedom of the manipulator are not necessarily six, but at least six. Letting

dXe = [dx, dy, dz, dOx, dO_, dOz] be the m × 1 vector, which represents the infinitesimal

displacements of the end-effector, then the instantaneous kinematic equation for a general n

degree-of-freedom manipulator arm is given by

JAp = AXe (A1)

where the dimension of the manipulator Jacobian J is m x n, and the change in the joint

coordinates, Ap -- lap1, Ap2,"', AP,] T, is the n x 1 vector required to achieve the final

position for the end-effector.

The Jacobian represents the infinitesimal relationship between the joint displacements

and the end-effector location at the present position and arm configuration. When J is of full

rank and n is larger than m, there are (n-m) arbitrary variables in the general solution of (A1).

The manipulator is said to have (n-m) redundant degrees of freedom for the given task.

Otherwise, there exists at least one direction where the end-effector cannot be moved.

An optimal solution to equation (A1) can be found if we fix the Jacobian at an

appropriate arm configuration, and find the optimal solution assuming the Jacobian is of full

row rank. We evaluate the solutions to equation (A1) by the quadratic cost function of the joint

displacement vector given by
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1
G

-= _ApTWAp, (A2)

where W is an n × n symmetric positive definite weighting matrix. The problem is to find the

Ap that satisfies (A1) for a given AXe and J while minimizing the cost function G. This

problem can be solved by using Lagrange multipliers.

Consider the modified performance index

g : _ApTW/kp + AT(jz_p -- AXe) (A3)

where A is an (mx 1) vector of Lagrange multipliers. The necessary conditions that the

optimal solution must satisfy axe
!

O__gg= WAp + JTA = 0
Op

which gives us :

Ap = _W-lj'rA.

Substituting (A4) in (A1) and solving for Ap by eliminating A, we have

(A4)

Ap = W-1jT(jw-1jT)-lz_Xe. (A5) :

=

This approach is referred to as a minimum norm solution. Since equation (A5) is nonlinear,
Z

iteration of (A5) is often necessary to solve it.
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Figure A-l: $RMS Links
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INTEGRATED MODELING OF
ADVANCED OPTICAL SYSTEMS

Jet Propulsion Laboratory

California Institute of Technology
Pasadena, California

Hugh C. Briggs
Laura Needels

B. Martin Levlne

This poster session paper describes an integrated modeling ana

analysis capability being developed at JPL under funding provided by the
JPL Director's Discretionary Fund and the JPL Control/Structure
Interaction Program (CSI). The posters briefly summarize the program
capabilities and illustrate them with an example problem.

The computer programs developed under this effort will provide an
unprecedented capability for integrated modeling and design of high
performance optical spacecraft. The engineering disciplines supported
include structural dynamics, controls, optics and thermodynamics. Such

tools are needed in order to evaluate the end-to-end system performance
of spacecraft such as OSI, POINTS, and SMMM.

This paper illustrates the proof-of-concept tools that have been

developed to establish the technology requirements and demonstrate the
new features of integrated modeling and design. The current program also
includes implementation of a prototype tool based upon the CAESY

environment being developed under the NASA Guidance and Control
Research and .Technology Computational Controls Program. This prototype
will be available late in FY'92. The development plan proposes a major
software production effort to fabricate, deliver, support and maintain a

national-class tool from FY'93 through FY'95.
The proof-of-concept tools shown in the posters consist of the

Controlled Optics Modeling Package (COMP) and the Integrated Modeling of

Optical Systems (IMOS) Integration Workbench.
COMP is a stand-alone FORTRAN program for the analysis of optical

systems. In COMP, a collection of optical elements are modeled as conical

surfaces, fragments of conical surfaces, and surfaces tiled with hexagonal
segments or refractive lenses. A mesh of rays, described by the user in

the system input plane, is then propagated through the train of optical
elements. Both geometric propagation and diffraction propagation are
supported. Since COMP is intended to be used with structural dynamics
modeling systems, methods are provided to compute the sensitivities of

the optical system to perturbations in the element positions and
orientations.

The IMOS Integration Workbench is a collection of Pro-Matlab
functions to model structural dynamics by the finite element method and

to integrate these models with COMP optical models. The discipline
models are assembled in Pro-Matlab where the spacecraft end-to-end

performance can be analyzed and trade studies conducted to design the
system.
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Application Examples

The capabilities of the proof-of-concept tools will be illustrated

through two examples. A space telescope with a segmented primary
reflector is the basis for the system model. The first case will show the

impact of a typical vibration mode on the end-to-end performance of the

telescope, and the second will consider a typical on-orbit temperature
distribution. The point spread function and the spot diagram will, in both

cases, be the measure of system performance. Other perturbations, not

reported here, have included enforced base acceleration as might be

expected in a-laboratory test environment for the telescope.

The point spread function is considered the telescope optical

impulse response function and is the image in the detector of a point
source at infinity. The light from such a distant source enters the

telescope as a plane wave and, in an unperturbed system, results in the

delta-like function shown in the chart. Any perturbations to the telescope

result in a reduction of the amplitude of the central spike and the
introduction of significant off-axis or secondary lobes.

The spot diagrams represent the locations where rays pierce the

plane of the detector. In an unperturbed focused systeml all rays go

through the focal point. When the system is perturbed, the rays no longer
focus and hit the detector at other points. A system performance metric

might be any function that measures the distance of these points from the
focus.

The system model has structural dynamics elements to represent a

primary-backup truss, a secondary with metering tower, and primary

segments with three linear actuators for each panel. In the examples, the
actuators are not commanded, as they might be to remove the distortion in

the optical system, and maintain their nominal length. The optical system

was modeled with COMP and included the primary segments and the
secondary mirror. Surface-to-surface diffraction was utilized in

computing the point spread functions while geometric optics was used to
compute the spot diagrams.
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Impact of Modal Vibration

The integrated tools can be used to evaluate the performance impact
of any system perturbation, where it is static or dynamic. This chart

shows the 8th system mode of vibration, and the spot diagram and point
spread function corresponding to this perturbation. The 8th mode is one of

the lower frequency truss bending modes that, if uncorrected, alters the

radius of curvature of the primary. The upper figure shows the deformed

shape, greatly amplified for clarity, superimposed on the nominal
structural model.

The middle figure shows the location of the rays in the plane of the
detector and the lower figure shows the point spread function when the

system is deformed into this shape. These figures were created in COMP

by applying the 8th mode shape as a perturbation to the optical elements.

Notice the reduction in the height of the central peak and the presence of
side lobes.

similar figures have been obtained to show the results of time

domain simulations of response to base accelerations. Other measures of

the performance might be time series of motions of the rays in the

detector or animations of the point spread function. See, for example,

"Integrated Control/ Structures/Optics Dynamic Performance Modeling of

a Segmented Reflector Telescope" by H. C. Briggs, D. C. Redding, and C. C. Ih

in the Proceedings of the Twenty-First Annual Pittsburgh Conference on
Modeling and Simulation, 3-4 May, 1990.

m
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8th Structural Mode of Vibration
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Impact of Temperature Variations

The second example illustrates the optical performance impact of a

non-uniform temperature variation across the telescope. The upper figure

shows the temperature distribution imposed upon the primary mirror

support truss. The structural deformations resulting from thermal

expansion were computed and applied to the optical model to compute the

performance metrics below. The temperatures were taken from a study of

an IR telescope in earth orbit and represent a single case that contained

significant thermal variation. See "The Precision Segmented Reflector

Program: On-Orbit Thermal Behavior of the Submillimeter Imager and Line

Survey Telescope" by G. Tsuyuki and M. Mahoney, AiAA Paper 91-1304, for
information concerning the independent thermal analysis.

Again, the middle figure shows the spot diagram and the lower

figure shows the point spread function.
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Temperature Truss
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A Comparison of Refined Models
for Flexible Subassemblies

N93- 18333

Suzanne Weaver Smith

University of Kentucky
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MODEL REFINEMENT - OVERVIEW

I I

Anal' tical

I I
Stiff 3e_

Mat ices I

_f
Modal Parameters

Experimental

| Functions

[ Maics

ModN Parameters

(Confidence ha
FEM cstat, lish_)

® Model Refinement Necessary to Validate Analytical Models

o Comparison of Analytical and Experimental Eigensolution

Used to Assess Accuracy of Models

® Several Approaches Have Been Developed in R ecent Years,

but Performance Comparisons Have Not Been Available

Interactions between structure response and control of large flexible space systems have

challenged current modeling techniques and have prompted development of new techniques for

model improvement. Due to the geometric complexity of envisioned large flexible space structures,

finite element models (FEMs) will be used to predict the dynamic characteristics of structural

components. It is widely accepted that these models must be experimentally "validated" before their

acceptance as the basis for final design analysis. However, predictions of modal properties (natural

frequencies, mode shapes, and damping ratios) are often in error when compared to those obtained

from Experimental Modal Analysis (EMA). Recent research efforts have resulted in the

development of algorithmic approaches for model improvement [1], also referred to as system or
structure identification.

PRECEDING P,_GE _' .',.'",:--/-,L_ NO'i' F_L.',,IE_}

215



MODEL REFINEMENT - METHODS

Q Optimal Update Approach

- Methods are formulated as a constrained optimization
problem

- FEM property matrices (K,D, or M) are updated

O Eigenstructure Assignment Approach

- Methods are formulated using pseudo-output feedback
eigenstructure assignment

- FEM property matrices (K,D, or M) are updated

O Model Sensitivity Approach

- Methods are formulated using design sensitivities

- Physical property parameters (areas, lengths, elastic
moduli, etc.) are updated

o Other Approaches

Among others, three approaches for linear-system identification are; optimal-update [2-5],

eigenstructure assignment [6-9] and design sensitivity [10,11]. Optimal-update identification

techniques pr0duce, through the solution Of a constrafned optimization problem, updated property

matrices (i.e., stiffness, damping or mass matrices) to more cIoseiy match the experimental modal

properties. Eigenstructure assignment techniques for structure identification use a pseudo-output

feedback formulation tO update the structure prope_ matrices. Design Sensitivity techniques use

parameter sensitivities fl'om the initial model and use modal properties from the test structure to

determine parameter adjustmentsl The adjusted parameters may represent physical or material

properties, like cross-section area or elastic modulus. Comparisons between techniques and

between general approaches are not readily available. In this work, two promising system

identification approaches are examined and compared through a study of flexible components that

are subassemblies of more complex structures.
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DAMAGE DETECTION

Q Some Model Refinement Techniques May Prove Useful

For Nondestructive Damage Detection

Q Damage Location is Analogous to Model Refinement
with a Localized Error

O An Initial Model Correlated to the Undamaged System
is Required

Undamaged Model

(Correlated)

Damping
Stiffaacss
Matrices

I LocateDamage ]

Experimental Results

Frequency
Response
Functions

or
"Hankel

Matrices

I Modal Parameters Modal Parameters [

Done(Sta'ucturc verified)

With the approaches that have been developed for model refinement, a similar framework can

be used to monitor structural integrity. For damage location, an initial model that has been accepted

as an accurate representation of the undamaged structure is necessary. Predictions of dynamic

characteristics from this model are compared to modal characteristics that are determined

experimentally. Model refinement techniques employ differences between these characteristics to

produce adjusted models that are then compared to the initial correlated model to indicate the

location of possible damage. Structural damage is likely to occur at discrete locations, whereas

modelling errors may be either discrete or "smeared" or both, due to uncertainties in the material

properties, assumptions in the modeling process or errors in pan fabrication, among others.

Therefore, different mathematical formulations may be required for the different situations of model

refinement and damage location.
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OP'ITMAL UPDATE APPROACH

O For the Update, the Refined Model Must Satisfy

A Constrained Optimization P roblem

Formulation 1:

min I A - A a [F

subject to AS =Y, A=Atand other constraints

Formulation 2:

man [[AS - Y IF

subject to A=Atand other constraints

O

O

Preservation of the Zero/Nonzero Pattern in the Update

Reduces the Amount of Data Required

Optimal-Update Techniques are Well-Suited for the

Identification of Sparse Truss Models

A recent Work [4] separated techniques encompassed by the "optimal-update" classification into two

formulation viewpoints. These are based on the cost function and the constraints of the minimization problem

that is established to produce the update. The first view Was used by Baruch and Bar itzhack [2] and by Smith
and Beattie [3] in their methods for stiffness matrix adjustment. Generally in this view, the cost function is

formulated to minimize the distance from the initial model. Additional constraints preserve symmetry and

represent the imposition of the measured modal data, among others. Here, A is the nxn adjusted property

matrix, Aa is the nxn initial-model property matrix, and S and Y are the nxp matrices that define the
constraints with the measured data. The matrix Frobenius norm is used for the distance measure. The second

view for framing the optimal-update problem follows a slightly different formulation allowing for the

probability of inconsistent data, modal data which cannot be matched exactly, due to noise and errors.
Generally in techniques from this viewpoint, the cost function minimizes the residual between the updated

property matrix and the measured data. Then additional constraints are imposed as well. Techniques in both
viewpoints have been developed to preserve the zero/nonzero pattern of the property ma_ix which reduces
the number of measured modes that are needed. These methods are especially suited for truss structures,

which have considerable sparsity in the FEM mass and stiffness matrices.
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O

O

O

EIGENSTRUCTURE ASSIGNMENT
APPROACH

For Stiffness Update, the Refined Model Must Satisfy

The Eigenproblem for Each Measured Mode

M'VdA d q- KV a = AKdV d

A a= diag(L 2i, L2_, ...,

Vd- ]..-,

La2) (Measured Eigenvalues)

(Measured Eigenvectors)

Translate Perturbation Matrix into P seudo-Output Feedback

MVdA d + KV d = AKdV d = (BoG)V d G = FC = HBow

where Bo = tVIVdA d + KV d , the Control Influence Matrix

Required for Perfect Eigenstructure Assignment (B ° also

provides information concerning DOF damage)

The Perturbation Matrix

AK d = Bo(BoTVd) -1TBo

® Results in a Rank p Update of Model

Several Eigenstructure Assignment based approaches have recently been investigated. The

simplest, in both equation and computational complexity; involves the problem of an undamped

multi-degree-of-freedom (MDOF) system in which the mass matrix is assumed to be correct and

it is desired to determine a symmetric stiffness adjustment such that the updated model matches the

p measured eigenvalues/vectors [8]. The technique uses the mathematical framework of a

pseudo-output feedback eigenstructure assignment where the pseudo-outputs are the structural

positions. The control influence matrix Bo is chosen such that perfect eigenvector assignment is

achieved [9]. In Ref. 8, it is proven that: (i) the update is symmetric if the assigned eigenvectors

are mass orthogonal and (ii) that if the exact perturbation matrix (which is essentially what model

refinement procedures are attempting to estimate) is a rank p matrix, the calculated perturbation is

the exact matrix if p correct (i.e. no measurement errors) eigenvalues/vectors are measured. This

makes this technique especially well-suited for discrete model errors/damage. Techniques to

incorporate damping and mass changes have also been developed.

219



®

EIGENVECTOR EXPANSION

Optimal Least Squares Technique Involves Both Expansion

and Projection Into Achievable Subspace

Achievable Subspace _ _' _t_ [ ~*~ ] -1.

L i = (M_._ + D_ i + -1 '_ , Via = LiLCiLij Livi

__ia measured DOF's

0

V = = ope

Orthogonal Procrustes Expansion

u - measured DOF's eigenvectors

d - unmeasured DOF's eigenvectors
( )e - experimental

( )a - analytical(FEM)

e Optimal Rotation of Analytical Into Experimental

min
wrt l u e - uaPop IIF subject to poTpPop = Ip
Pop

0 Two Possible Expansions

tu ]v= da Pop v= daPop

Common to all model refinement algorithms, the dimension of the experimentally measured

eigenvectors isusual_ mUch less than that of theFEM e|gerivectors du6 t0practiCal EMA t_ing limitations.
One solution t0 _fis problem is to empioy a model reduction technique so thatthe reduced dimension and

DOF's of the anal_cal model match that of the experimentally me_ured eigenvector. An alternative

approach, which is employed in this work, is to expand the measured eigenvector to the size of the analytical

eigenvector [1]. An examination of the eigenvalue problem reveals th_ the expanded eigenvector must lie

in the space spanned by the columns of Li, which depends both on the original FEM, the measured eigenvalue,

and an arbitrary matrix Bo. Two techniques have been investigated: one involves the expansion and

projection of the eigenvectors into the achievable subspace. An alternate approach uses the mathematical

framework of the classic Orthogonal Procrustes Problem to rotate a portion of the analytical modal matrix

into the experimental modal matrix. It is then assumed that this rotation matrix can be used to rotate the

unmeasured components to provide an estimate of the complete eigenvector [12].
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CASE STUDIES

o

O

O

8-Bay Laboratory Truss Structure

- a subassembly of the Dynamic Scale Model Technology

(DSMT) program at NASA Langley Research Center

- 96 dof model; 6 measured frequencies, 96 measured dofs

CASE I

- Model refinement for the undamaged truss

CASE H

- Damage location of a missing member

The 8-bay hybrid-scaled truss structure used for this investigation is part of a series of

structures designed for research in dynamic scale model ground testing of large space structures.

This truss, with the same number of bays as the primary structure in the erectable Space Station

MB-2 configuration, is a focus structure in an ongoing effort to examine damage detection [13].

For testing, the truss was cantilevered and instrumented with 96 accelerometers to measure three

translational DOF's at each node. The number of acceleration measurements (at all degrees of

freedom of the model) is unusual, but provides an opportunity to select subsets of the measurements

in future studies of instrumentation placement schemes. Three simultaneous excitation sources were
used. Six frequencies and corresponding mode shapes were extracted using the Polyreference

complex exponential technique. Each truss member was modeled as a rod element. Concentrated

masses were added at the nodes to represent the nodes and instrumentation. Tests were conducted
for an undamaged situation and a damaged situation, with truss element number 35 removed.
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CASE I
Undamaged 8- Bay Truss Structure

o Optimal-Update Approach

free end
root

e Eigenstructure Assignment Approach

A mesh plot of the difference matrix (AKd = Kfinal - Kinitial) provides a visual representation

of the stiffness up_datel Here, the absolute values ofthedifference matrix are ploRed for the two

approaches. An iterative, first-viewpoint, optimal-update approach [5] produced an adjusted
stiffness model which had the largest changes at the cantilevered end of the truss, but numerous

changes at the free end. The sparsity preserving eigenstructure assignment approach used 10

iterations to achieve its refined stiffness model. As can be seen from the mesh plot of the perturbation

matrix (AKo), this algorithm clearly focuses the majority of the changes at the cantilever end and

the free end. The model refinement is obviously correcting for the imperfect cantilever condition.

In additibri; it sh0uid_ noted that test shakers, which were not included in the analytical model,
were mounted near the free end.
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CASE I
Undamaged 8-Bay Truss Structure

® Eigenstructure Assignment Approach
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!
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Frequency (Hz)

A frequency response function for one driving point of the truss is shown in the figure above.

In the figure, the solid line corresponds to the experimental measurement, the dashed line

corresponds to the initial FEM, and the dotted line corresponds to the refined FEM from the

eigenstructure assignment approach. Note that both FEM's have a zero damping malrix. The

importance of including a damping model is seen in Case Study 1]I. This comparison of the results

shows some discrepancy between the experimental frf and the updated model version. The

measured frequencies used for the update do not correspond exactly to the peaks of this function.

Even with that, the updated model is considerably improved.

223



CASE II
"Case H" Damage for the 8-Bay Truss

o Optimal-Update Approach

Final Model Difference
1

O.5

O

-0.5

-1

xlO 4 Difference Vector Detail
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O.5

O

-(I.5

-1
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xlO 4 Difference Vector
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xlO 4 Difference Vector Detail
1

0.5

0

-0.5

-I
5000 44003800 4000 4200

o Model Difference is AK d ; Difference Vector is Upper Triangle

of AKd

o Typical Damage Pattern is Evident for Element from dof

62 to dof 74 - Member 35

"Case H" damage of the 8-bay truss is the removal of iongeron member number 35. The
iterative optimal update approach produced an adjusted stiffness model for the truss using the six

measured frequencies and mode shapes. The mesh pi0t Of the difference between the refined model

andthe mo_elrepresenfing the undamaged_ssindicates_the_cati:0n0_the damaged member. The

maximum difference occurs for the matrix off-diagonal elements (62J4) and (74,62), indicating

the truss member tl_at connectsthese two DOF'S 2 member number 35. A vect0r that stores the upper

triangle of the difference matrix, row by row, is plotted to examine the magnitude of the damage.

Here the maximum difference is of the same order as the stiffness of the removed member, indicating

the considerable loss of stiffness in this case. Detail plots show a typical damage pattern for a

damaged longeron or batten. At the root and free ends, the relatively small effects represent the

update for the undamaged situation, which was not incorporated prior to this case study.
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CASE II
"Case H" Damage for the 8-Bay Truss

® Eigenstructure Assignment Approach

;>

o.a
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O
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Damap_e ,Ix_ ation

50

DOF

Damage Exten!

Filtered Damage Extent

o Upper Left is B o the Damage Vector; Upper Right is AK d

o Filtering of Experimental Measurements Making Use of

the Damage Vector Enhances AK,t Estimate

In the eigenstructure assignment approach for damage detection, damage location and extent can be

decoupled. Inspection of the Bo vector (or matrix if more than one eigenvector is measured) gives a direct

indication of which degrees of freedom have been most affected by damage. In fact, when Bo is calculated

using noise-free measurements (perfect eigenvalue/eigenvector information), degrees of freedom that are not

directly influenced by damage will have a corresponding zero element in Bo. From the upper left plot, which
has the elements of Bo plotted versus degree of freedom, it is clear that two degrees of freedom (62 and 74)

have been most affected by damage. These are exactly the degrees of freedom that were coupled before the
truss member was removed. The small numerical elements at all other degrees of freedom can be am-ibuted

to experimental measurement errors. Note that the damage location problem is performed independent of

the damage extent problem. The upper right figure shows AK d using the Bo of the upper left figure. To

improve the damage extent estimate, a filtering algorithm for Bo has been developed which sets to zero those
elements of Bo that are below a specified threshold (related to the maximum element of Bo). The results of

applying the filtering algorithm are shown in the lower two plots. Details of this decoupled damage location
and extent algorithm can be found in Zimmerman and Kaouk [9].
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CASE STUDIES

O

I

Tower Substructure

- a subassembly of the Multi-Hex Prototype Experiment
at Harris Corporation

- 57 dof model; 8 measured eigenvalues, analytical
eigenvectors

CASE III

- Model refinement for the tower structure

Z

E

The Harris MullJ-Hex Prototype Experiment (MHPE) test structure design incorporates many of the

features and technology of the Harris Solar Dyn_icConcentrator. The major structural subsystems include

the reflector surface (the seven panel array), the secondary tower (tripod) and the base plate/support system.

In this particular study, the secondary tower was removed from the reflector surface and hard mounted to

ground. Three linear precision actuators (LPACTS) were used as excitation sources in performing the modal

survey of the tower. One leg of the tower was insmamented with 6 translational accelerometers. Velocity
estimates at the LPACT locations served as 3 additional outputs. The three tower struts were modeled as 12

beam elements (4 per stoat). The tower top was modeled as 9 beam elements. Fittings connecting the tower

struts to the tower top and to the center panel were included as point masses, as was the stationary part of
the LPACT. The moving proof-mass of each tower LPACT was modeled as a point mass attached to the

tower top by springs. The Eigensystem Realization Algorithm (ERA) was used to estimate the experimental

eigenvalues and eigenvectors. Because of the limited sensor spatial resolution, only the experimental

eigenvalues were used. It has been assumed that the original analytical eigenvectors match those that would
have been measured.
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CASE III
Model Refinement for the Tower Structure

Optimal-Update Approach

i -50

-ILK)

CHANNEL 2 (Y AXIS: LOWEB ACC-')

g

0

_5" l
-_0

- 100

10 20 30 40 50 60

FR IROt JI-.NCY (147.')

10 2t) 30 44) 5O ¢,(2

FREQUENCY (HL)

4O

-aO

.¢d}

0

CIIAN'NKL 2 (Y A_IS: LO'iVI_ A_C_,C, _I/1T]! DAbIPING)

_ _:, :_, ..J_ _ .:......

lO 20 30 40 50 60

I_RUQUENC_t " (1 IX)

.Clt.A_,_,_L 4, (Y AXIS: MID ACC, wrr_ DAM]PING)

io 20 3O 40 5O 60

_OCr_SCrV (_r)

In each figure above (showing results of the optimal-update approach) and for the next slide

(showing results of the eigenstructure assignment approach) the solid line corresponds to the

experimental measurement, the dashed line corresponds to the initial FEM (provided by Harris), and

the dotted line corresponds to the refined FEM. In the top pair of plots, both FEM's have a zero

damping matrix; the finite peaks at the resonant frequencies are only due to the frequency spacing

at which the frequency response functions have been calculated. It is obvious that there is

improvement in frequency matching; however the amplitude mismatch between experiment and

refined FEM is of some concern. There are.two main causes of this mismatch (i) using the original

mode shapes and (ii), not including the effects of damping. It should be noted that for both

approaches, the magnitude of the elements of the perturbation stiffness matrix was quite small. In

fact, the maximum element was of the order 10, whereas the original stiffness elements are several

orders of magnitude higher. This result is not surprising in that it is known from control theory that

moving eigenvalues requires less control effort than moving both eigenvalues and eigenvectors.
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CASE HI
Model Refinement for the Tower Structure

Eigenstructure Assignment Approach

5O

i°I
-10(3

CH_ 2 (y AXIS: LO'70'ER ACC')

50

°
_-5o

-100

10 20 30 40 50 60

FREQLrF_"_CY (HZ)

10 20 30 40 50 60

FREQUENCY t'r-IZ)

40

°ifI
-60-

0

I.°
-100

0

CHANNF_.L 2 (y AXIS: LOUVER ACC, _ DAIVIPINO. )

IO 20 30 40 50 60

FREQUENCY (HZ)

CiH[AI_N'EL 4 (Y _IS: M I_ AC_CT _ DAI_O)

10 20 30 40 30 60

FREQUENCY t'HZ)

In the second test for both approaches, a "modal" damping matrix was calculated using the

measured eigenvalue (2_tOn) and the original eigenvectors. With the original eigenvectors mass

orthogonalized, a physical damping matrix was approximated by the following:

C = MU diag(2_iO0ni ) UTM

where M is the mass matrix, U is the orthonormal eigenvector matrix, and diag (2_iCOni) is a diagonal

"modal" damping matrix. The effect of introducing this damping matrix in the frequency response

calculation is shown in the bottom pair of plots for each approach. Here, the solid line corresponds

to the experimental measurement, the dashed line corresponds to the initial FEM, and the dotted line

corresponds to the FEM in which both the stiffness matrix has been updated and the experimental

damping matrix has been included. In comparing the two figures for both approaches, it is clear that

introduction of the damping model greatly enhances the amplitude matching of the resonant peaks,

as well as providing better matching throughout the frequency response.
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SUMMARY

o Two Promising Approaches for Model Refinement were
Examined and-Compared with Data from R eal Structures

Q timal-Update Methods are a Viable Approach for
del Improvement and Damage Location

- Refined analytical results agree with experiment

- Techniques are well-suited for sparse models

Q Output Feedback Approach Produces Excellent Agreement
etween Analytical and Experimental Results

- With p measured modes, produces a rank p update

- ..Algorithm computation.ally feasible for large FEM's
dnverse ot a pxp matrix)

Q Continuing Studies Will Examine Other Structure Types,
Sensor Placement, and Model Refinement for Assemblies

To date, new techniques for model refinement have most often been presented with an

application to a simulated example, without a basis for comparison of different methods and

approaches. In this work, performance of techniques from two approaches were compared through

studies with real data via the updated stiffness matrix results, frequency response of the improved

models with respect to experimental measurements, and physical interpretation of the refinements.

Optimal-update and eigenstructure assignment approaches both demonstrate their viability for

model refinement and damage location. Differences in the approach formulations have been

examined. With these results, strengths and weaknesses of approaches and specific techniques are

more readily available for CSI applications of model improvement.
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THE JPL PHASE B INTERFEROMETER TESTBED

Daniel Eldred and Mike O'Neal

Jet Propulsion Laboratory

Pasadena, CA 91109

INTRODUCTION

Future NASA missions with large optical systems will require alignment stability at the nanometer
level. However, design studies indicate that vibration resulting from on-board disturbances can cause jitter
at levels three to four orders of magnitude greater than this. Feasibility studies have shown that a
combination of three distinct control layers will be required for these missions, including disturbance
isolation, active and passive structural vibration suppression, and active optical pathlength compensation.
The CSI technology challenge is to develop these design and control approaches that can reduce vibrations
in the optical train by a factor of 1000 to 10,000.

The JPL Phase B Testbed, part of an evolutionary chain of testbeds at JPL, has been developed to
demonstrate and validate these control approaches. The Testbed structure was designed to resemble a
portion of a concept design for an optical interferometer telescope, and is made with truss construction and
includes multiple resonances within the control bandwidth. The Phase B Testbed also includes a full
complement of sensors and actuators for isolating disturbances, suppressing structural vibrations, and
compensating the optical pathlength, and fast real-time computers for implementation of the control
algorithms and recording the results. In addition, the development environment has been designed to
maximize turnaround time for new control designs. Thus far, the optical compensation and structural
vibration suppression control layers have been demonstrated, and development of the disturbance isolation
control layer is ongoing. Experimental work in the near future will focus on combining these three control
layers in the expectation that the disturbance rejection of the combined system will achieve the required
attenuation.

This paper was presented as a poster session at the Fifth NASA/DOD Controls-Structures
Interaction Technology Conference, March 3-5, 1992 at Lake Tahoe, Nevada. The focus of the paper is on

describing the Phase B Testbed structure and facility, as the experimental results are included in other
papers presented at this same conference.
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THE JPL PHASE B TESTBED STRUCTURE

The Phase B Testbed structure consists of a truss structure 2.5 m high with two horizontal arms

which support optical components similar to those that would be required on a functioning optical
interferometer. The optical pathlength compensation system is attached to the end of one of these arms,
and can be seen in the photograph below. The structure is constructed from aluminum tubes which can be

removed easily, allowing for inserting active and passive damping truss elements or for changing the
experiment configuration without major disassembly. The truss elements attach to aluminum nodes which

have threaded holes drilled at the proper angles. If required for modal testing or structural control,
accelerometers can also be attached to these nodes. Input disturbances can be injected into the structure at

any of the nodes using modal shakers. A NASTRAN model of the structure predicted 16 vibratory modes
below 100 Hz, and this was verified experimentally.

A second, rigid structure or "tower" was constructed for the purpose of supporting an optical bench

on which the simulated star source is mounted. Due to its large surface area the tower design was
potentially susceptible to acoustic noise, and accordingly it was constructed with damping material in all its

joints. The Testbed structure, which is more affected by seismic disturbances, is mounted on a 1500 kg
block of steel. Despite these precautions, the ambient disturbances in the laboratory cause motion in the

optical pathlength of tens of microns--several orders of magnitude greater than the required stability--and
thus increase the challenge of meeting the requirements. In fact, the ambient noise constitutes a convenient

disturbance source for control experiments, and many of the initial experiments used no additional auxiliary
disturbance source.
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STRUCTURAL QUIETING LAYER

The structural quieting layer is designed to reduce the vibration level in the structure to provide
disturbance attenuation before it acts directly on the optical elements. This is accomplished through a
combination of passive damping and active control. Due to the design of the truss structure, passive or
active members can be substituted easily for aluminum truss elements. Passive dampers, which employ a

viscous fluid, have the advantages of being robust, simple in design, and requ'.u'ing no power. Experiments
using passive dampers have demonstrated the ability to attenuate disturbances m the structure by a factor of
40. Active members utilize a piezoelectric actuator embedded within the structure. Two schemes for
controlling the active members have been demonstrated thus far: dial-a-strut, and state feedback structural
control. The dial-a-strut controller can be made to emulate any passive member, though its greater value
lies in its ability to electronically fine-tune the mechanical impedance of the active member to maximize
energy dissipation. The other scheme consists of using full state feedback to generate control signals to the
active members. This strategy is theoretically capable of achieving higher control performance, but is more
sensitive to modeling errors in the system. In practice combined control and structure optimization will be
used to determine the locations for and the optimal blend of passive and active members.
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OPTICAL COMPENSATION LAYER

The object of the optical compensation control layer is to maintain a desired optical pathlenth
through the optical train by moving optical elements with actuators. This system consists of a cat's eye
retroreflector, which employs a primary and a secondary mirror and which has the property of returning a
reflected laser beam parallel to the incoming light path. A heterodyne laser interferometer is used to

measure pathlength through the optical train, with a resolution of 2.5 nanometers. Two actuators are used
in this system. The first Consists of a piezoelectric stack to which the secondary mirror is mounted. An
identical actuator is used to force a counterweight in the opposite direction to that of the secondary mirror,
rendering this system essentially reactionless.

Theseco_d aactoator ¢0n_ists of a voice coil actuator which reacts between the retroreflector

assembly and the aluminum frame mounted to the truss structure. The retroreflector assembly uses Invar
in its construction for thermal stability, and is suspended from the aluminum frame using flexures in a
parallelogram geometry. An eddy current sensor is used to sense the relative position of the retroreflector
and the frame. The combination of the voice-coil and piezoelectric actuators provides the control system

engineer with the capability to perform high-bandwidth 6ptical pathlength compensation.

i - ....-!_
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ISOLATION FIXTURE

The function of the isolation fixture is to demonstrate disturbance isolation on the Phase B

structure. Disturbances such as those resulting from reaction wheel dynamics are simulated using a modal
shaker with 10 N maximum force output. The shaker, which is configured as a proof-mass actuator, is
mounted in a flexure mechanism which supports its weight yet allows straight-line motion. The body of
the shaker motor and hardware holding it constitute the reaction mass. Reaction forces from the shaker are

coupled to the structure through the horizontal "L" shaped bracket seen in the photograph below. This
bracket is mounted on a turntable so that the direction of action can be altered. The isolation fixture can be
attached to the Phase B structure in more than a dozen different locations.

Disturbance isolation is achieved by mounting an isolator between the shaker and the "L" bracket.
An active strut is shown in the photograph, though passive struts can also be substituted in the same

location. By replacing the isolator with a rigid element, the isolation fixture becomes a controlled
disturbance source. The isolation fixture is a recent addition to the Phase B Testbed, and experiments in

disturbance isolation are in progress.

I
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REAL-TIME COMPUTERS

Control of the Testbed structure and optical pathlengh is achieved using single board computers
(SBC's) mounted in a VME chassis. Heurikon 68030-based SBC's are used in conjunction with a CSPI
Supercard II array processor, which is used for the computationally intensive control loops. In addition, 16
bifanalog to digital and digital tO analog conversion is performed by Data Translation converters, and a
custom board madein-hruse is used for _nterfacing the laser interferometer to the V_ bus. The real-time
computers are connected through ethemet to a Sun Sparc workstation, which is used to compile, load, and
execute programs on the SBC's and also to archive and display experimental results. Compilation is
performed using GNU's cross-compiler. The VxWorks operating system is used to arbitrate and
synchronize among multiple tasks within the SBC's and to load and run software.

JPL's CSI laboratory was designed to facilitate the rapid development, implementation, and analysis
of experiments. The workstation and the real-time computers are interconnected via ethernet to form a local
area network (LAN) within the laboratory, which is also connected to JPL's main network using the
SparcStation as a gateway. This connectivity makes it possible for anyone connected to the nationwide
Internet network to remotely log into the real-time computers, and in fact, most development work for the
experiments is performed from the analysts' offices using their workstations for network access.

Workstation Workstation I Workstation

Local Area Network

t PZFAmplifier

Sun SparcStation [

Development I
Station and I

Gateway Computer =l,

t i VME ChassisEthernet_

LAN

Gateway

Computer

"=i P=Actuator

Voice Coil

Actuator

JPL Labwide Network

Phase B Testbed

Disturbance Isolation

Structural Quieting

Optical Compensation

Laser

lnterferometer

Disturbances
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SUMMARY AND CONCLUSIONS

Experiments to date have included demonstration of optical compensation and structural quieting
resulting in stability of the optical pathlength of tens of nanometers. Details of the experimental results can
be found in references 1--6 "and in other papers presented at this conference. Control designs for
disturbance isolation using the isolation fixture are currently being developed, which will be followed by the
simultaneous application of all three layers of control. Disturbance rejection of four orders of magnitude

or greater is anticipate&
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Design, Analysis and Testing of

High Frequency Passively Damped Struts

.N93- 18835

Y.C. Yiu Lockheed Missiles & Space Co., Sunnyvale, CA

Porter Davis Honeywell Incorporated, Phoenix, AZ

Kevin Napolitano CSA Engineering, Palo Alto, CA

Rory Ninneman Phillips Laboratory, Kirtland AFB, N.M.

The work presented here was performed under the SPICE Investigation of Critical

Technology for the Active Control Subtask. It is a collaborative effort of a team of engineers

from LMSC, Honeywell, CSA and the Phillips Lab.

Objectives

Develop design requirements for damped struts to stabilize
control system in the high frequency cross-over and
spill-over range

Design, fabricate and test

viscously damped strut

viscoelastically damped strut

Verify accuracy of design and analysis methodology of
damped struts

Design and build test apparatus, and develop data
reduction algorithm to measure strut complex stiffness

In order to meet the stringent performance requirements of the SPICE experiment, the active

control system is used to suppress the dynamic responses of the low order structural modes.

However, the control system also inadvertently drives some of the higher order modes

unstable in the cross-over and spill-over frequency range. Passive damping is a reliable and

effective way to provide damping to stabilize the control system. It also improves the

robustness of the control system. Damping is designed into the SPICE testbed as an integral

part of the control-structure technology.

Precision highly damped struts operating at high frequency are essential to the success of the

SPICE experiment. The performance and precision of these struts have never been

demonstrated. The objectives of this subtask are to design, fabricate, and test two damped

struts based on two damping mechanisms: viscous fluid and viscoelastic material. The

methodologies of design and analysis will be verified scientifically to ensure future design
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can be readily achieved. A test apparatus was also designed and built to accurately measure

the complex stiffness of these struts.

J System
Performance

Requirements

System Level Damping Design

Control System
Design

I1--

Undamped Structure FEM

Passive Damping Design

A

I
Damping Requirements

Mode ; Freq. r Equlv, Yll¢oum

i T,.n I ,,, I o.o5
's,_ I 1:" j 0.:o

I 71,_ : 1_ I 0.0s I

Requirements for

Damping Components

The preliminary control system design was based on a baseline finite element model with

nominal structural damping. Equivalent viscous damping ratios for a set of high order modes

were specified for a stable control system. High damping ratios, 0.05 to 0.10, are required

for these target modes. It is technically challenging to design high damping in high order

modes. Based on this damping scheduie,:a_ystemqeveipassive damping design was

performed. As a result of this design, the requirements for passive damping components are

established.
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System Level Damping Design

System I
Performance

Requirements

Control System

Design
I=,,-

Passive Damping Design

Disturbance

Requlrements for

amp ing Components

Damping Requirements

I Mode Freq. Equiv. VIIcoUlNumber (Hz) Damping

65, 66 103 0,05

71, 72 117 0.05

75, 76 123 0.tO

78, _B 126 O.OS

Undamped Structure FEM

The preliminary control system design was based on a baseline finite element model with

nominal structural damping. Equivalent viscous damping ratios for a set of high order modes

were specified for a stable control system. High damping ratios, 0.05 to 0.10, are required

for these target modes. It is technically challenging to design high damping in high order

modes. Based on this damping schedule, a system level passive damping design was

performed. As a result of this design, the requirements for passive damping components are

established.
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Passive Damping Design Synthesis

STEP1

BASELINE
STRUCTURE

EVALUATION

STEP2

DESIGN
CONCEPT
EVALUATION

STEP3

VERIFICATION

l BASELINE STRUCTURE
FEM, M & K ]

I [K.='.]o,= [ol =oodlesll_ =-_0_TEJ*_l OPEN-LOOpMO_L_J'Ri,IN IENERGYRESPONSE

PERFORMANCE

..... l , !

ANA Y S OESIGNBy MODALMA_SS PLAaEMENT&0(St_GNBY HARDWARE

k. ..... : L : 1:: ..... ............ I )

iiiiiii! !iili _iilit i

INTEGRATED FEM WITH DAMRNG

::::i !:ii_iiii_i_i_i_:_::I _'TRUTS & TMDs, Q. 6. R _:::::_ _! _:

J'k...'x DAW'_N_lii::i!i::i::iiiiii_ i_ili_i.
PREC_C'nON,_

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: :_

The passive damping design synthesis is a three-step process: baseline structure evaluation,

design concept evaluation and verification analysis.

The modal characteristics of the baseline finite element model were first analyzed for each

target mode: mode shape, modal strain energy distribution and open-loop response.

Three types of damping devices were considered to provide passive damping: constrained

layer treatments, damped struts and tuned mass dampers. For each target mode, the

applicability of these devices was studied. The device which can most effectively provide

the necessary damping was selected.

The finite element model was updated to incorporate these damping devices, and a system

level analysis was then performed to ensure that the integrated damping design will meet the

system level requirements.

E
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Strut Design Requirements

SPICE experiment requires struts having

high damping at frequency of high order modes

high stiffness

high load capacity

DescdpUon Requlnwnerd

I_hyll¢ll Dimensions I._ 40._.15" between cenlJrgl of node balls

Olamotmr Not Intwtem with other Mrulll

Irdmdacs Joint Compatible wllh eldsgng node bldhl

I..oade Ylold ± 3150 Ib

UtUmab :k _2S0 Ib

Btlffness Static k(|=0 Hz) ;_ 80,000 Ii_ln

Dynlmrd¢ klCf=100 t.lz} =160,000 (_10%) Ib.Rn

0ampIng lolls factor ;z 0.4, 70 Hz S lreq _; 130 Hz

Temperalum Opefatlon 65'F _;T _; 8S'F

Storagm 20'F _;T _; 120"F

Weight Mlrdmlaw

Mllmrl_lll _'mce ©ompat]blm

U_ 10 yo_-e

Uf_adW I Ml_J'e

The design requirements for the damped strut were then formulated. The damped struts will

be used to replace existing struts. The damped strut must be compatible with the existing

structural configuration and meet the strength requirements.

Since the control system and system level damping design is still being designed, the

requirements for the damped struts were set conservatively but realistically for practically

damped strut design purposes. The most important aspects of these requirements are that the

required damping, frequency, stiffness and load for the damped struts are all quite high.

These aspects significantly increase the challenge of the strut design.
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D-strut Design

• Damping medium - viscous fluid

.._ -. --- T_,__

_>1 I!l...........

Sketch of D-strut

_o...-_ I ° =='"-"

_t

Lumped Parameter Model of D-strut

The viscous strut uses the viscous fluid flowing through an orifice as the energy dissipation

mechanism. The strut comprises an outer aluminum tube and inner graphite/epoxy tube with

an arched flexure/bellow assembly to contain the viscous fluid. When the strut is forced in

the axial direction, the inner tube forces the fluid to flow through the orifice and dissipates

mechanical energy into heat.

The device is modeled as a lumped parameter model with discrete springs and dashpot. The

mechanical design entails the selection of proper spring and dashpot parameters to meet the

strut requirements. These parameters are achieved physically by sizing of the

sub-components and material selection.
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V-strut Design

• Damping medlum - viscoelastic material (VEM)

• threaded

¢¢x_po¢lte ehell mlum_num Inner tu h` ielnl

37.803

Sketch of V-strut

Fiu,,u_

Strut Centmr Llrm

Side View End View

Axisymmetrlc Finite Element Model of V-strut

The viscoelastic strut uses the hysteretic behavior of the viscoelastic material as the energy

dissipation mechanism. The strut comprises an inner aluminum tube and outer

graphite/epoxy tube with viscoelastic material bonded in between. When the strut is forced

in the axial direction, the viscoelasticmaterial is subject to shear stress and dissipates

mechanical energy into heat.

The device is modeled as an axisymmetric finite element model using plate and solid

elements. A direct frequency response technique is used to compute the complex stiffness of

the strut at selected frequency points. The mechanical design entails proper material

selection and sizing of sub-components to ensure performance requirements are met.
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Direct Complex Stiffness Test

• Low frequency test (1-55 Hz)

• Apparatus avoids resonance

• Random force input

• Complex stiffness as continuous function of frequency

• j

Tesling bek_ reSonance g_ves stiffness
and loss factor of truss __L ....

continuous functions of lrequency

Fixture resonance is an important factor in measuring the strut stiffness and damping

accurately. For measuring low frequency stiffness properties, the test fixtures were designed

to be stiff and have resonance frequencies above the highest measurement frequency.

The strut Wi]] be pushed at one end and fixed at a support at the other end. A load cell

measures the force level at the push rod and two transducers measure the strut end

displacements. By using random force input, the damping mechanism will not be subject to

excess heat due to energy dissipation.

A quick and accurate measurement over an wide frequency band (1 to 55 Hz) can be

obtained. The complex stiffness of the strut can be computed from the measured data using

the Fourier analyzer.
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Resonant Complex Stiffness Test

• High frequency test (60-200 Hz)

• Apparatus Induces resonance with simple known mode shape

• Random force Input

• Complex stiffness measured in the neighborhood of resonance
frequency

End man frarrm, 2 pl.

_-_ Te ,, article (undllmloed 41 ,hown) _ R ..... b,a g_,la,

Ba$O weldment, 2 p|.

_ Flexure, 8 pl.

To measure the strut complex stiffness in the high frequency range, 60 to 200 Hz, a different

test apparatus is required. This apparatus was designed to avoid fixture resonance in the

frequency range of interest and also an accurate knowledge of the support stiffness was not

required. The test apparatus simulates a free-free strut with two equal end masses. The end

masses are supported by flexures. The flexures were designed to have a "free-free"

resonance much lower than the resonant frequency of the strut/mass assembly.

The strut is pushed in the axial direction at one end and the accelerations of the end masses

are measured. Since the apparatus is a simple two degrees-of-freedom system in the axial

direction, the complex stiffness can be computed easily from the measured data. Also by

varying the end masses, different resonance frequencies can be induced. This provides an

accurate means of measuring the compIex stiffness in the frequency band of interest.
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Preliminary Test Results

Preliminary results from a damped strut resonant test
Indicate complex stiffness and loss factor can be
extracted from test data over a range of frequency
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A preliminary test using the resonant test apparatus provided an opportunity to shake out the

test apparatus and the design of the viscoelastic strut. The tes_t results demonstrated that the

data reduction rriethod could provide accurate Complex stiffness data in the neighborhood of

the resonance frequency. It also indicated that the stiffness of the connection between two

strut pieces must be increased to improve damping performance.

L
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Work-in-progress

• V-strut

finalize design and permanent assembly
• D-strut

complete testing and parameter correlation

• Direct Complex Stiffness Test Apparatus

upgrade apparatus to Increase maximum frequency to 55 Hz

• Resonant Complex Stiffness Test Apparatus

upgrade data processing to extend measurement range
downward to 50 Hz

• Perform stiffness and damping test on V-strut

• Correlate V-strut finite element model with test results

Significant progress was made in understanding the important parameters to build highly

damped struts in the high frequency range. More work is still in progress to complete this

subtask.

The designs of the struts will be finalized. The direct complex stiffness test apparatus will be

improved to increase its maximum frequency to 55 Hz. The data processing method for the

resonant complex stiffness test will be upgraded to extend the measurement range down to 50

Hz. The struts will be assembled and tested for their dynamic performance. The data will be

reduced and correlated to the analytical models and hence the design and analysis methods

will be verified.

The findings of this subtask will be used to design the damped struts for the SPICE

control-structure (active/passive) experiment.
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A COMPARISON OF VISCOELASTIC DAMI:_G MODELS
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Modem finite element methods (FEMs) enable the precise modeling of mass and

stiffness properties in what were in the past overwhelmingly large and complex structures.

These models allow the accurate determination of natural frequencies and mode shapes,

However, adequate methods for modeling highly damped and highly frequency dependent

structures did not exist until recently. The most commonly used method, Modal Strain

Energy 1.2, does not correctly predict complex mode shapes since it is based on the

assumption that the mode shapes of a structure are real. Recently, many ,techniques have

been developed which allow the modeling of frequency dependent damping properties of

materials in a finite dement compatible form. Two of these methods, the Golla-Hughes-

McTavish 3,4 method and the Lesieulre-Mingori 5,6 method, model the frequency dependent

effects by adding coordinates to the existing system thus maintaining the linearity of the

model. The third model, proposed by Bagley and Torvik 7, is based on the Fractional

Calculus method and requires fewer empirical ixuameters to model the frequency

dependence at the expense of linearity of the governing equations. This work examines the

Modal Slrain Energy, Golla-Hughes-McTavish and Bagley and Torvik models and

compares them to determine the plausibility of using them for modeling visccelastic

damping in large structures.
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THE MODAL STRAIN ENERGY MODEL

The most common method used for the modeling of viscoelastic damping in structures

presently is the Modal Strain Energy method suggested by Ungar and Kerwin 2. This

method assumes that proportional damping (Rayleigh Donping) is an adequate model of

the damping mechanisms of a structure. This implies that the modes of the damped

structure are the same as that of the undamped structure.

Modal Strain Energy begins with the complex stiffness representation of material

damping properties. In this representation, the complex stiffness K* = K' + K"j wherej

represents the square root of - 1, and/_ and K" are the real and imaginary parts of the

complex stiffness, respectively. The ratio K"//_ is the material loss factor. A more

detailed description of the complex representation is given by Nashif, Jones and

Henderson 8.

The loss factor of any mode i is given by the summation of the strain energy in each

element, multiplied by its material loss factor, and divided by the total strain energy of the

mode, i.e.,

n " i

H v'

i

The variable _ is the loss factor of the ith mode, r/j is the loss factor of thej a| dement

at the ith natural frequency, In is the strain energy of the ith mode at a given amplitude, and

V_ is the strain energy in the jth element when the stnxzture is deformed in the ith mode

shape at the same amplitude. The swain energy In in a structure or element with the

stiffness matrix defined by K and the deformation defined by x is

(1)
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V = x r K x (2)

Since the imaginary part of the global stiffness matrix is the assembly of the imaginary

parts (K") of:_e elemental Stiffness matrices, equation (1) may be written

xT r.*. _

, _ x, (3)
r[ = xrK, x,

r

=

z
=

=



where K' is the real part of the global stiffness matrix and is denoted as K for the

undamped and viscously damped systems. Note that this is precisely true in the case of the

single degree of freedom system. This is a useful representation of the modal strain energy

equation and will be referred to repeatedly.

Although intuitively the coacept of using energy ratios weighted by dement loss

factors is appealing, it has no theoretical basis. In the past there has not been an

explanation of why modal strain energy is correct when the imaginary part of the stiffness

matrix is proportional to the mass and stiffness matrices. It can be shown that modal strain

energy is nothing more than the modal decoupling of a viscoelastic system where it is

assumed that the imaginary port of the stiffness matrix must obey/("/to = C.

The equations of motion for an unforced viscously damped multiple degree of freedom

(MIX)F) system may be written as

M'_+Cj_+Ky=O

Assuming a solution of the form

y = u e iot

then substituting (5) into (4) gives

-Mo_. u+ Ciwu + Ku=O

The system equations written in terms of complex modulus corresponding to (4) are

then

(4)

(5)

(6)

M_ + (K' + K"i) y = 0

Substituting (5) into (7) similarly gives

-M ag u + (K' + K"i) u = 0

Comparing (6) and (8), it is seen that for any given frequency, _,

C O_.= K"

which is the multiple degree of freedom representation of c=ko/co.

(7)

(8)

(9)
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Likewise, substituting

y=Pv

into (4), where P is the matrix of normalized eigenvectors of MqK ' and premultiplying by

p'r, equation (4) becomes

pTMpi; + pTCp i, + pTKp v

(10)

=d/ag (m,)[i;, + diag( 2z, w, )_ + diag (w,2)v] -- 0 (11)

where _. are the modal masses. This is true if and only if C is proportional to Mand K.

Likewise, for the complex system, substituting (9) and (10) into (7), and premultiplying by

pr gives

pTMp _" + pTK' P v + pTC toy P i I;

= diag(mi) [ _ + ( diag(oh2) + diag(2 ¢i _) _ i ) v ] = 0 (12)

again if and only if C is proportional. This is identical to requiring that K" be

proportional ( i.e., K"/w = a M + _ K). From (12) it can be seen that

( pTic p )q ( pT C _ P ) = diag(2 _i) = diag(r/) = H (13)

when _ = _. However, using (9) gives

( pTIq P )-' ( pTK" e ) = diag(2 _i) = diag(_) = n (14)

Denoting the ith eigenvector as xi, equation (14) may be written as

T it

, x, K x, (15)
r/ _ x rK 'x_

which is identical to equation (3). Therefore, the same rules which apply to decoupling

viscously damped systems apply to the proper use of modal strain energy. For non-

proportionally damped systems, the matrix Hdefined by (14) will be non-diagonal and will

give some indication of the non-proportionality of the system.
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Thus, the modal strain energy technique is nothing more than the modal decoupling of

a system with complex modulus damping. Also, the criteria used to define whether or not

modal strain energy is a proper method for finding loss factors of a structure described by a

complex modulus have been shown to be identical to those for decoupling a viscously

damped system.

THE GOI_LA-HUGHES-MCTAVISH MODtt

The Golla-Hughes-McTayish (GHM) model is based upon the generalized standard

linear model; however, it has been developed for direct incorporation into the t'mite element

method. In the GHM model, the material complex modulus is written in the Laplace

domain in the form

,+ ) (16)

where the hatted terms are free variables for curve fitting to complex modulus data and s is

the Laplace domain operator. From (16) it can be seen that E*(to) = E0 for jto = 0 which

means that no creep is allowed in this model. Also, the number of expansion terms, k,

may be modified to represent the high or low frequency dependence of the complex

modulus. In general between two and four terms are adequate.

The finite element form of the GHM model for a single modulus and single expansion

term is

[00 [0
[(1 + a)EoK

+[-a&A g

where M is the original mass matrix,

0 ][s(s)]
(.0

aEoA. ][z(s)] [ o j

E0/( is the original element stiffness matrix, Ae is

the diagonal matrix of the non zero eigenvalues of K, and Re is the matrix of the eigenvector

associated with the eigenvalues of Ae. Even for the most complex linear dements, the

GHM finite element remains linear and second order. Although the GHM system state

(17)
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equationsaremuchlargerthan the original undamped equations, the GHM state matrix is

only slightly larger than the state matrix for a viscously damped system. Where the size of

the state matrix for a viscously damped system is 2n x 2n, the state matrix of the GFIM model

is m x m where

?1

m= (18)

Here n represents the number of viscoelastic elements, and pi and ki represent the number

of non-zero eigenvalues and number of extxmsion terms used in the ith element. One

drawback of this method which may be overcome simply is the addition of fictitious

overdamped modes. These should be recognized as fictitious and discarded.

FRACTIONAL CALC_JLUS - THE BAGLEY AND TORVIK MODEL

The Bagley and T(xvik fractional calculus viscoelastic model has been pm_ based

on the observations of Nutting9,Gemanfl°, 11, Caputol2,13, Caputo and Minardi 14, and

Scott-Blair 15 that the mechanical properties of viscoelastic materials seem to vary as a

function of frequency raised to fractional powers. In the time domain, this represents

fractional derivatives as defined by

x(t) = F(1 cO dtd0 (t - v)" dr 0 < a < 1

where a represents the power of the derivative, Fis the gamma function, and "ris a

dummy variable of integration. This in turn can be represented in the Laplace domain as

£ x(t)., s°x(s)

where/:represents the Laplace transform operator. The general form of the fractional

derivative model is then

o+ e.

(19)

(20)

(21)
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The experimental results of Bagley and Torvik demonstrated that, for many materials,

the stress-strain relation can be modeled well using only the first expansion term in each

series. In the Laplace domain, the Bagley and Torvik viscoelastic model is

o(s) Eo + El s a= 1 + b'st (22)

where lgs) represents the complex modulus in the Laplace domain. In order to solve

the final equations, aand flare restricted to fractional form. In the interest of brevity, no

derivation is shown. One may be found in Bagley and Torvik 7.

The final form of the equations of motion are

(23)

where m is the smallest common denominator of a and/_, B1 and B2 are matrices of order

rim(2 + b) x rim(2 + b), and y(s) and F'(s) are the appropriate state vector and forcing

function vector respectively. Equation (23) may be posed as an eigenvalueJeigenvector

problem (setting l_'(s) =0) in order to solve for y (s) and s 1/m. The system eigenvalues, s,

and the system eigenvectors, y (s), may then be found using (23). However, notice that

the order of the system is dramatically increased. For a second order viscously damped

system, the size of the eigenvalue problem is 2n. The size of the Bagley and Torvik

eigenvalue problem is [ng2+fl)] n. For the simplest possible Bagley and Torvik

viscoelastic model, with a = b = 1/2, the order of the system is already 5n!. This will take

6.25 times more memory and about four times as much time to calculate. Note that in the

slrictest sense this is not a finite dement method, since no viscoelastic dement has been

developed which could be assembled into an existing f'mite element model in order to create

a global FEM model. Another drawback of this method is the cxzcurrence of unstable

eigenvalues as described by Bagley and Torvik 7. Although these may be disregarded when

only interested in mode shapes and loss factors of modes, the forced response of this

model would be unstable, which does not agree well with the real behavior of viscoelastic

materials.

It should be noted that much work has been done by Morgenthaler 16of Martin

Marietta using the Bagley and Torvik Model on the PACOSS program. The essence of his

wcs'k is a numerical algorithm incorporating the accelerated subspace iteration technique to

the complex modulus problem. Although the initial form of the sliffness matrix is assumed

to be the fractional derivative, the algorithm's first step is to evaluate the complex stiffness
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matrix at a frequency near the desired natural frequency. Then the desired natural

frequency is found, the complex stiffness matrix is evaluated at the new frequency, and the

desired natural frequency is found. The procedure iterates until the desired accuracy is

reached, alth_gh it is mentioned that one iteration may be enough in many cases. The

final state matrix is found by recou#ing the eigenvalues and eigenvectors.

This method discards the benefit of the Bagley and Torvik model by evaluating the

frequency dependent stiffness matrix ins_ of solving the complete set of frequency

dependent equations derived by Bagley and Torvik 7. This is not bad if all you are

interested in are the correct mode shapes and eigenvalues. However, if that is the only

goal, then there is no need to use the fractional derivative model. Any other Laplace

domain representation which fits the modulus in the frequency domain would work equally

as well. There is no reason not to simply use material data sheets directly to evaluate the

complex stiffness matrix and avoid the curve fitting altogether. The end result of this

method may model the system well, but it does not incorporate all of the frequency

dependence of the materials in the final model. Any structural modification requires the

complete recalculation of all of the desired eigenvalues and eigenvectors in order to find the

new state _ matrix, where the GHM method simply requires the assembly of a new

element into the existing finite element model.

AN EXAMPLE - THE EVOLLrFIONARY VISCO-STRUT

These three models have each been tt_cl to model a viscoelastic strut designed for use

in the evolutionary model at NASA Langley. The Visco-Stmt is a load tr_ng member

capable of supporting tensile and compressive forces in excess of 2030 lbs. In its present

configuration, it has a static stiffness on the order of 30,000 lb/in. The viscoelastic material

used is G.E. SMRD, manufactured by the General Electric Astro Space Division. Both the

GHM and the Bagley and Torvik models have proven to be capable of modeling the

frequency dependent complex modulus of the Visco-Strut well, while the Modal Strain

Energy method simply uses the raw damping data for any dement and therefore is not

cons_ned by the need to curve fit. The results of the curve fitting for the GHM and

Bagley and Torvik models are shown below in figures 1 and 2.
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For the GHM model, K0 = 3.1 lxl04. The remaining parameters are shown in Table

1.

i=l i=2

ai 2.29 .520 .319

_i 9.83x 1014 2.58x 1023 7.97x 1020

mi 1.91x1018 4.44x1025

i=3

2.17x 1022

Table 1. GHM Parameters for the Visco-Strut.

._ 105
Real Modulus

• • • w w , g , i , • •

104 ..... , ......... 1_2 ..........100 101 103

Frequency (Radians/sec)

v_105 1 _ ..... Ima_i.'na_. M.odulus. ....... i1
gp

103 ...............
100 101 '1_2 103

Frequency (Radians/sec)

Figure 1. Comparison of the GHM model (solid line) of the complex modulus and test

data (dots).
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For the Bagley and Torvik model the parameters are K0=2.86x 104, Kl=3•6163x 103,

b=l.9028x10 -2, and ct=t3=1/2.

42,

_0

Real Modulus
105 ....... -. ........

I0 4 | . • • | | • .. • • , | , | . . • i L I • | • * •

100 IO1 102 103

Frequency (Radians/sec)

"g'_'__1041051 ......... __ a__'__-'--'--'_''Imagin"ary. lVl?d.ul.us. .....

103 ..............loo "m', "' lo,
Frequency (Radians/sec)

Figure 2. Comperison of the Bagley and Torvik model (solid line) of the complex modulus

and test data (dots).

Some first attempts have been taken to model the effects of the Viscx_Strut when

placed in a small nine bay truss. To date, the only model which has been solvable is the

MSE model. The Modal Strain Energy method is simple and quick because it uses the

results from the dynamic model of the structure to find modal loss factors using equation

(1) or (3)• It has been shown by Johnson and Kienholz] to correctly find loss factors

even when the _ping is not proportional. Both the GHM and Bagley and T_vik model

solutions have encountered numerical difficulty. The GHM global bEaM is ill-conditioned,

while the size of the Bagley and Torvik model (1185 x 1185) has mused significant

numerical errors. Neither method has yielded useful results for this problem.

r
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CONCLUSIONS

Themostrobustmethodfordeterminingmodallossfactorsisdearly the Modal Strain

Energy method. If the system is proportionally damped (as determined by the matrix H in

equation (14) being diagonal) then there is no need to use either the GHM or Bagley and

Torvik method. Even when the structure is non-proportionally damped, there is little

benefit to using either of the higher powered models unless there is a need to predicfivdy

model the mode shapes of the damped structure, or model the response of the structure to

different excitations. However, if precise modeling of the response is necessary, one must

decide whether the GHM modal will becone too ill-conditioned for solution, or whether

the large increase in the model size using Bagley and Torvik is acceptable.
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Structural Control Sensors
for the CASES GTF

837

H.W. Davis 1 and A.P. Bukley 2

ABSTRACT: CASES (Controls, Astrophysics and Structures Experiment in Space) is a
proposed space experiment to collect x-ray images of the galactic center and solar disk with
unprecedented resolution. This requires precision pointing and suppression of vibrations in
the long flexible structure that comprises the 32-m x-ray telescope optical bench. Two sepa-
rate electro-optical sensor systems are provided for the ground test facility (GTF). The Boom
Motion Tracker (BMT) measures eigenvector data for post-mission use in system identifica-
tion. The Tip Displacement Sensor (TDS) measures boom tip position and is used as feed-
back for the closed-loop control system that stabilizes the boom. Both the BMT and the TDS
have met acceptance specifications and were delivered to MSFC in February 1992. This paper
describes the sensor concept, the sensor configuration as implemented in the GTF, and the
results of characterization and performance testing.

1. CASES GTF DEVELOPMENT

The Controls-Structures Interaction (CSI) Advanced Development Facility (ADF) is under

development at Marshall Space Flight Center (MSFC) for the purposes of supporting ground

testing of future flight experiments, the investigatio, of advanced control and system identifi-

cation methodologies, and structural dynamics studies. The baseline configuration of the

facility is that of the Controls, Astrophysics, and Structures Experiment in Space (CASES), a

proposed shuttle-based flight experiment that will initiate on-orbit demonstrations of CSI tech-

nology. The experiment will provide active control of a 32-m extendible boom structure,

using gas thrusters at the tip for pointing and angular momentum exchange devices (AMED)

for active damping to suppress vibrations. The boom mechanically links an occulter plate at

the boom tip with proportional counters located at the base to comprise an x-ray telescope.

The controller goal is to provide accurate alignment of these devices for the purpose of x-ray

observation of the galactic center and the Sun. Variations on this proposed experiment include

a CASES without the x-ray devices (Controls And Structures Experiment in Space) or a free-

flying version launched either by the Shuttle or an expendable booster.

1 Ball Electro-Optics/Cryogenics Division (BECD)

2 NASA/Marshall Space Flight Center (MSFC)

263



The CASES ground test facility (GTF) will provide an environment in which advanced control

laws, system identification techniques, failure detection and compensation schemes, real-time

flight software, and experiment data handling techniques can be verified. Prototypes of sen-

sors, actuators, and flight computers can be functionally verified in the laboratory, as can

actual flight hardware. Boom deployment and retraction dynamics, which will require active

control, can also be investigated. Rapid reconfiguration capability in the laboratory will allow

various flight configurations to be tested and verified, thus reducing development cost, time,

and risk.

2. FACILITY DESCRIPTION

The CASES GTF is located in the Load Test Annex high bay in Buiiding 4619 at MSFC. The

test article, the boom from the Solar Array Flight Experiment (SAFE) flown in 1984, is sus-

pended vertically from a platform at the 40-m level. The disturbance system, comprised of

two electromagnetic shakers, a tripod floated on air bearings, and an annular ring support sur-

face, provides two translational degrees of freedom. A simulated Mission Peculiar

Experiment Support Structure (MPESS), suspended from the center of the tripod through the

annular ring support, interfaces the disturbance system with the test article to simulate a flight

experiment interface with the Shuttle, MPESS, and the payload experiment. The boom sup-

ports a simulated occulting plate at the boom tip. The control objective of the flight experiment

is to maintain alignment of the tip plate with the detector at the base of the boom on the Shuttle

as the occulting plate is pointed towards a star to perform an x-ray experiment. Similarly, the

ground experiment will strive to align the tip plate with the simulated detector at the MPESS.

Control authori_ Will be provided by the AMEDs for vibration suppression and the bi-direc-

tional linear thrusters at the tip. Gravitational effects on the experiment will be processed out.

Reference 1 provides a detailed description of the CASES GTF. See Appendix A for the

poster session presentation of this paper.

The key sensor systems to be used in the GTF are the Boom Motion Tracker (BMT) and the

Tip Displacement Sensor (TDS) under development by BECD (Figure 1). The TDS will be

used in closed-loop controller experiments as the feedback element, providing information on

the precise alignment of the tip plate. The BMT will be used for the identification of boom

mode shapes. Initially, the BMT data will be processed post-facto. Future upgrades to the

facility will provide the capability to use BMT data real-time in closed-loop control.

=
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Fig. 1.

3. ROLE OF THE RAMS SENSOR

The Remote Attitude Measurement Sensor

(RAMS) was designed by BECD under IR&D

to measure dynamic behavior of large, flexible

space structures. RAMS provides an

unobtrusive sensor with update rates,

accuracies, and target capacities which exceed

present technology. This capability is needed

for both system identification and control

feedback applications in space.

In the CASES GTF, the BMT observes and

records dynamic behavior of the flexible

boom structure. Three single-axis sensors are

mounted at the base of the cantilevered boom

and each monitors the translational

displacements (within its sensitive plane)

for 37 reflective targets distributed along the length of the boom. The X and Y sensors are

offset equidistant from the base of the boom and oriented such that their sensitive planes are

orthogonal to each other. The third (Z) sensor is offset further from the boom but along the

same radial line as the X sensor. The increased offset distance improves sensitivity to z-axis

motion, which is calculated by subtracting the effect observed by the X sensor. The BMT

illuminates and monitors targets at ranges up to 32 m while measuring displacements to

accuracies of 0.40 mm for the x and y axes. The Z sensor is less sensitive and measures

displacements to an accuracy of 7 mm. Expected target motion for all three sensors is +25

cm. The BMT updates the position of each target at 100 Hz. Displacement data is output to

the CASES control processor in the form of BMT pixel number, with data for all targets

multiplexed in digital format.

The TDS provides position feedback for the closed-loop control system that maintains tip

position. Two single-axis sensors are mounted near the base of the cantilevered boom and

measure 2-axis translational displacements for the four (4) light-emitting diode (LED) active

targets. The targets are arranged in a fashion that ensures no overlap of targets in either

sensed direction. The TDS observes the four targets at a range of 32.3 m and measures dis-

placements to an accuracy of 0.60 mm. Update rate is selectable between 25 and 500 Hz.

Displacement data is output to the CASES control processor in the form of TDS pixel number,

with data for each target assigned to a dedicated line and in analog form. A +10 V change in

signal corresponds to a +_25 cm displacement of a TDS target.
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4. RAMS IN THE GTF

The RAMS design is derived from proven space sensor technology. The electronic design

concepts and interpolation algorithms for RAMS have been demonstrated in space hardware,

including the Retroreflector Field Tracker (RFT) that was flown on the Shuttle in 1984 and a

variety of Ball-built star trackers. RAMS consists of a simple electro-optical design. It uses a

cooperative light source (typically an LED) to illuminate reflective targets within its field of

view (FOV). The reflected images are focused onto a linear charge-coupled device (CCD)

detector by a cylinder lens to produce a line image. Displacement of a target causes the

focused image to shift position on the CCD, giving an accurate indication of the angular dis-

placement. Knovfing the range of the target, translational displacement can be calculated.

RAMS (Figure 2) uses a CCD detector with 1

x 2,098 pixels and proprietary BECD

interpolation algorithms that permit

centroiding of target images to approximately

2% of a pixel. High update rates are achieved

by pipeline processing of the CCD data in

analog form. RAMS can provide resolution to

better than I:100,000 and update rates of 500

Hz for each of 50+ targets. It uses off-the-

shelf, low-cost parts such as Nikon OEM

lens, Newport alignment flexures, Kodak

CCD detectors and AND brand light-emitting

diodes. A detailed description of RAMS and

CASES is provided in Reference 2.

Base Plate

Angular

/f '" Housing

Positional

Lens Assembly Illuminator

Fig. 2.

4.1 BMT Design

The BMT X and Y sensors are oriented such that their detectors are in the same plane as the

boom and tilted at a slope that provides proper focus for every target. (This is guaranteed by

the "Scheimpflug" condition.) The required FOV of each sensor (approximately 20 deg) is

determined by the viewing geometry (e.g., offset distance from boom, distance to nearest and

farthest targets, expected range of motion). "I_he actual FOV exceeds this amount and is based

on the detector pixel size, number of pixels, and the focal length of the lens (85 mm). The

achievable resolution is determined by the angular subtense of each pixel and the degree to

which subpixel interpolation can be achieved. Target distance varies from 3.6 m to 31.3 m.

The major design challenges for the BMT are achieving the desired imageshape and sufficient

optical return signal from the farthest target. These considerations are influenced by the
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radiometric characteristics of the illuminator and by the size, shape, and retroreflective proper-

ties of the target material.

The BMT targets are made from 3M-brand Model 2000X retroreflective tape. This high-gain

material contains microscopic comer cubes laminated beneath a protective film. The targets are

diamond-shaped, as viewed by each sensor, and sized to subtend a specified angle within the

FOV. Thus, target size will vary with range, but image width will remain constant. This

condition is necessary in order to maintain precision in the interpolation algorithms. Incident

light on this tape material is retroreflected with a luminance factor of 3000 and primarily within

a 1.1 deg conical beam (full angle). The targets are illuminated by an array of 36 LEDs

mounted on each sensor head. The illuminators must be positioned near the optical axis of the

sensor because of the retroreflective nature of the targets. Most of the LEDs are aimed at the

farthest target. The quasi-Gaussian illuminator beam pattern provides an appropriate amount

of radiance on the mid-range targets. Some LEDs are also tilted towards the upper targets to

illuminate them. Each LED is rated at 13 candelas and has a beam divergence of approximately

4 deg.

The sensor head is comprised of a thick-walled

aluminum box on which a lens assembly is

mounted (Figure 3). The lens assembly

includes the off-the-shelf Nikon camera lens

which is fitted with a cylinder lens to provide

line images and a wide-band filter to reduce

background illumination. The CCD detector,

preamplifier circuitry, and detector mounting
hardware are installed within the sensor head.

Proper orientation and positioning of the _2-ssge

detector with respect to the lens is crucial to Fig. 3

accurate measurement of target position. The Kodak KLI-2103 CCD detector has 2,098 pix-

els, each 14 x 14 gm in size. This detector was selected for its low noise characteristics, high

responsivity, and uniformity of photo-response between adjacent pixels. Data is transferred at

rates exceeding 1 MHz and handed off to a separate electronics box containing the analog and

digital processing circuitry. The analog pipeline processor detects the presence of targets,

interpolates the position of each to within 2% of a pixel, and tags the data with a target

number. This analog data is converted to digital form and multiplexed prior to output. The

BMT data interface is a 32-bit parallel data word which is read by the CASES control

computer upon generation of a strobe by the BMT.

[IkACK AND V':HtI"E PHOTOGFiAPP.
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4.2 TDS Design

The TDS sensors are mounted orthogonal to each other and observe the four (4) LED targets

mounted on the upper surface of the tip plate. Using the known locations and unique pattern

of the targets with respect to the tip plate, the motion of the tip plate reference point (i.e.,

target centroid) can be monitored. The required FOV of each TDS sensor (2.3 deg) is

determined by the target range, target spacing, and the maximum expected motions of +25

cm. The actual FOV (5 deg) is larger than necessary because of the intentional use of

common detectors for both the TDS and the BMT. The FOV would actually be larger

(approximately 15 deg) except that 70% of the pixels have been electronically disabled to

preclude the detection of extraneous images (false targets). The major design challenges for

the TDS are high update rate, target range and high resolution. The use of active (LED)

targets rather than passive (retroreflector) tar-

gets improves the radiometric performance

significantly and allows the shorter integration

times needed for higher update rates. The

four TDS targets consist of individual LEDs

fitted with an adjustable spherical lens that

expands the illumination beam to 15 deg

(Figure 4). Beam divergence is based on the

angular offset with respect to the sensor head

plus an expected tilt of the tip plateof___5 deg.

LED _ Lens

Mountin Base _ Focusing Sleeve
g

__ A2052,'887 01 lb

Fig. 4.

The TDS sensor head is identical to the BMT

sensor, with two minor exceptions. There are

no illuminators on the TDS sensor because

active targets are used (Figure 5). The detec-

tor mounting block holds the detector normal

to the optical axis (rather than tilted) because

the targets are equidistant in range and require

the same image distances. The TDS uses

eight dedicated analog circuits to transmit

analog position data for each of the four tar-

gets measured by each of the two sensor

heads. Each target has a unique offset voltage

at its stationary position, such that maximum

resolution can be gained from the +10 V range

of the analog output. Fig. 5.
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5. CURRENT STATUS

The BMT and TDS systems were delivered to MSFC in February 1992, following extensive

testing and acceptance at BECD earlier that month. Both systems performed exceptionally

well and satisfied MSFC's specifications for accuracy, update rate, translation range, number

of targets, and system weight. Power consumption was the only area that exceeded specifica-

tion limits, and this was due in part to the addition of LED illuminators and larger power

supplies.

Characterization testing of the BMT and TDS i
illuminators demonstrated ample margins for

both radiance and beam angle (Figure 6).

Further improvements in the uniformity of the _,
lg

radiation patterns can be achieved by exploit- ]

ing the characteristic double-hump shape of

the LED beam and overlapping the peaks and

valleys of adjacent beams.
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Fig. 6.

Characterization testing of the BMT sensors demonstrated concurrent focus for all 37 targets

(as dictated by the "Scheimpflug" condition) and the required image quality for successful

implementation of the interpolation algorithms. High signal-to-noise ratio was achieved

(Figure 7), which is directly related to low noise-equivalent-displacement and the attainment of

high accuracy. A high degree of sub-pixel linearity was achieved (approximately one per-

cent), which is essential for high accuracy performance (Figure 8). Field of view margins

were as high as 100%, signifying good coverage by both the optical elements and the illumi-

nation beams.

Fig. 7
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The results of the acceptance tests are shown in Table I for both the BMT and the TDS.

PARAMETER

Accuracy: Translation

Angular

Translation

Field of View

Update Rate

TABLE I
TEST RESULTS

BMT

< 0.015 in. @ 102 ft (X,Y)

< 2.5 arcsec (X,Y)

< 0.27 in. @ 102 ft (Z)

..... 2.9 deg by 4 deg

100 Hz

TDS

< 0.024 in. @ 105 ft

< 3.9 arcsec

5 deg by 5 deg

25 Hz to 500 Hz

(10 selectables.teps)

At the time of publication of this paper, the BMT and TDS systems had not been integrated

into the CASES facility at MSFC. The performance of both systems in a dynamic environ-

ment will be demonstrated and reported in a future technical paper.

References:
1. Jones, V.L., Bukley, A.P. and Patterson, A.F., "NASA/MSFC Large Space Structures Ground Test

Facility," Proc. AIAA Guidance & Control Conf., New Orleans, LA, August 1991.
2. Davis, H.W., Sharkey, J.P., and Carrington, C.K., "Structural Control Sensors for Control, Astrophysics,

and Structures Experiment in Space (CASES)," Advanc¢_ in Optical Structure System_, Volume 1303,
Proc. SPIE, Orlando, FL, April 1990.
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APPENDIX

Structural Control Sensors
for the CASES GTF

H. W. Davis
Ball Electro-Optics/Cryogenics Division

A. P. Bukley
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CASES
(Controls, Astrophysics, and Structures

Experiment in Space)

Boom T]p

* Assembly

_ Anly

CASES Flight Experiment

CASES is a proposed space experiment to
conduct x-ray science and CSI research

The science portion provides x-ray imaging
of the galactic center and the Sun with
unprecedented resolution

Requires precision pointing and suppression
of vibrations in the x-ray telescope comprised
of a 32-m flexible boom, an occulter plate at
the tip, and proportional counters at the base

The CSI mission provides stabilization for
precise telescope pointing plus an on-orbit
testbed for demonstrating alternative
control methods

Variations under consideration include a

free-flyer version or a CASES without
the x-ray devices

• GTF baseline configuration is modelled
after the CASES flight experiment

• GTF development will support verification
and validation of flight hardware and
software:

- Advanced control laws

- System iden-t]ficat|on =techniques
- Failure detection/compensation
- Real-time flight software
- Experiment data handling methods
- Prototype sensors and actuators
- Prototype flight computers
- Actual flight hardware

• Structural dynamics investigations planned:
- Modal behavior of the boom

- Boom deployment/retraction
- Disturbance characteristics and effects

=
E

E

z

CASES
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Tip Displacement Sensor (TDS)

TDS Sensor Head

Test Fixture With TDS Illuminators (Targets)

LED _ Lena

Mounting Be,, _I/F°cuslng Sleeve

TDS Illuminator/Target

• Illuminator/Target:

- Four (4) separate active targets
- Each uses one HP 15-candela LED

- Adjustable lens expands LED beam

to 15 deg

Simulated MPESS

_ Two-axis TDS

LED Targets (4)

• Two single-axis electro-optical sensors
mounted at the base of the boom

TDS sensors view 4 active (LED) targets
on the tip plate (32.3 m range)

TDS sensors measure motions in two

orthogonal directions (X, Y) to an accuracy
of 0.60 mm

• Update rate for target position is selectable
between 25 and 500 Hz

Data output in analog form (_+10 V) on eight
(8) dedicated circuits to the CASES control

computer

System Characteristics:
- Field of view: 2.3 deg (required)

- Target range: 32.3 m
Update rate: 25 to 500 Hz (selectable)

• Sensor Head Description:
- Nikon 105 mm f/2.5 lens

- Cylindrical lens: -425 mm
- Same detector and filter as BMT design

Detector is mounted normal to optical axis
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Boom Motion Tracker (BMT)

I

L

t

BMT Sensor Head

Test Array of Retrorefiective Targets

• System Characteristics:
- Field of view: 20 deg (Approx.)
- Target range: 3.6 to 31.3 m
- Update rate: 100 Hz

a Sensor Head Description:
- Nikon 85 mm f/1.8 lens (X,Y sensor)

Nikon 70 mm f/1.8 lens (Z sensor)
- Kodak KL|'2103 CCD detector (tilted)
- Cylindrical lens: -425 mm (X/Y)

-300 mm (Z)
Long pass glass filter (0.59 to 3 Ilm)

• Three single-axis electro-optical sensors
mounted at the base of the boom and

offset by approximately 1 meter

• BMT sensors view 37 retroreflective
tape targets distributed along the
length of the boom

• BMT measures 3-axis translational

motions (X,Y,Z) to an accuracy of 0.40
mm (7 mm for Z axis)

• Update rate for each target is 100 Hz

• Output data is multiplexed for all 37
targets and all three sensors; output is
in digital form
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Ver!fication Methods & Results

ADF RAMS Test Facility

Oscilloscope Picture of BMT X-sensor
Showing 15 Targets

ILLUMINATOR CHARACTERIZATION
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Demonstrated high degree
of linearity across a pixel

Photometer measurements
of the BMT illuminator
showed good agreement
with predictions
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SSF LOADS AND CONTROLLABILITY DURING ASSEMBLY

C.R. LARSON, S. GHOFRANIAN, E. FUjII

Rockwell International, Space System Division, Downey, California

The Orbiter Primary Reaction Control System (PRCS) pulse width and

firing frequency is restricted to prevent excessive loads in the Space
Station Freedom (SSl0. The feasibility of using the SSF Control Moment
Gyros (CMG) as a secondary controller for load relief is evaluated. The
studies revealed the CMG not only reduced loads but were useful for
other SSF functions: vibration suppression and modal excitation.

Vibration suppression lowers the g level for the SSF micro-g experiments
and damps the low frequency oscillations that cause crew sickness. Modal
excitation could be used for the modal identification experiment and
health monitoring. The CMG's reduced the peak loads and damped the

vibrations. They were found to be an effective multi-purpose ancillary
device for SSF operation.

INTRODUCTION

The Shuttle Digital Auto Pilot (DAP) software determines jet-firing commands for attitude

hold or attitude maneuvers. The desired Orbiter attitude and/or rates are determined by the DAP

for automatic control or requested by the crew (via hand controller) for manual control (see

reference 1). The DAP then attempts to achieve and maintain these attitude and rate commands

within the crew-specified: attitude error deadbands, and rate limits. The errors are the difference
between the DAP commands and the estimates of the states, derived from the Inertial

Measurement Unit (IMU) data. Jet fhings are commanded whenever the errors exceed the

margins.

For Space Station Freedom (SSF) assembly, the standard Orbiter DAP induces large loads on

the SSF; thus an alternate mode of operation (ALT mode) in which the jet firing pulse width,

time between firings, and number of jets fired are restricted. The PRCS ALT mode reduces

induced loads on the SSF with a pulse width restriction of 80 ms, a maximum of two

simultaneous jet firings, and long delay times. Controllability becomes a problem when the

delay time exceeds 10 seconds. The potential loads/controllability problems led to consideration

of two alternate concepts: active CMG's and a damping platform. In this paper, the CMG studies

performed at Rockwell International with IR&D funds are presented.

RESULTS

CMG's WITH PARALLEL PROCESSING :

The study results showed that the four SSF CMG's can:
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1. provide vibration suppression which should reduce ALT DAP restrictions

during mated PRCS maneuvers,

2. improve the environment for micro-gravity experiments,

3. reduce the trampoline vibrations which cause crew sickness,

4. provide load relief and vibration suppression during docking/berthing,

5. excite the SSF structural modes for modal identification and health monitoring.

The CMG's can perform these tasks in parallel with SSF attitude control or during mated

Orbiter PRCS attitude control. The effectiveness of the CMG's for vibration suppression or

modal excitation depends on their locations relative to the anti-nodes of the system structural

modes. For micro-gravity vibration suppression, effectiveness also depends on the capability to
measure the low levels of vibration. The measured rates are needed for the controller feedback.

In Figure 1, the CMG controller is shown in parallel with the SSF attitude control system. The

CMG controller removes the rigid body component of the angular rate with a s/(s+a) high pass

filter and produces a torque proportional to the angular rate. The CMG's have a capability to

produce a torque of 200 ft-lb for short periods of time and 100 ft-lb for longer periods. The

CMG's can respond to 50 Hz inputs. This capability is not used for the low bandwidth (0.04Hz),

low sample rate (10 samples/second) SSF attitude control system. The CMG parallel processor

needs a sample rate of 60 samples/second to damp modes with frequencies below 15 Hz. The

constant (a) in the CMG parallel processor was chosen as 0.1 rad/second (0.02 Hz). With a 60

Hz sampler the CMG's would respond to signals with frequencies between 0.02 and 15 Hz.

The generic SSF model (see figure 2) used in the IR&D study was a nine node beam model

with SSFMB5 pre'PIT (Pre-Integrated Truss) mass properties and an equivalent truss structural

stiffness. The beam model was COupled tO a rigid Orbiter. The CMG_s Were attached to the

seventh node 3000 inches from the Orbiter. The torque from the CMG's was filtered (with a

limiter ) to prevent torques above 400 ft-lb (4800 lb-in). The CMG's can produce 800 ft-lb of

torque for short periods of time but a conservative evaluation was sought. An 80 ms pulse with

an amplitude of 900 lb (simulates a PRCS single jet firing with a minimum pulse width) was

applied to the Orbiter where the tall jets are located. The present SSF MB configurations extend

forward of the Shuttle when mated. The nose jets are not fired because of plume impingement.

The interface loads, CMG applied torque, Orbiter angular rate, and the angular rate at the

location of the CMG's were recovered. The simulation was performed with the Dynamic

Analysis and Design System (DADS) program. The Craig Bampton NASTRAN beam model

component modes were generated and converted to DADS format. Two sets of modes were

used in the study: a 21-mode set with four x-directional bending modes and a 38-mode set with

eight x-directional bending modes. No structural damping was included, so the CMG's were the

only source of damping.

The interface load for a single pulse with and without an active CMG controller is shown in

figure 3. The peak moment of 60,000 lb-in is reduced to 50,000 lb-in with the active CMG's.

The CMG's damp the low frequency amplitudes from 50,000 to 25,_ in one cycle (11%

damping), but the higher frequency (1 Hz) amplitudes are lightly damped. The CMG's may be

located near the 1 Hz anti-node of that mode. The CMG's produce a torque proportional to the

angular rate (at the CMG location). The angular rate (see figure 4) is dominated by the low
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frequency component. The angular rate and CMG torque in figure 4 show some small
amplitude1Hz motion. The CMG torquepeaksareclippedby the4800lb-in torquelimiter. If
this CMG parallelprocessorwasinvokedfor eachSSFmatedconfiguration,theamountof peak
loadreductionanddampingwould be a function of that configuration. Without CMG's, SSF
hasone percentstructuraldamping. A 50,000lb-in quarterHz oscillatory interfacemoment
would take 11cyclesor 44 secondsto decreaseto 25,000lb in. Theinterfacemomentsfor the
SSFmatedMB2 configurationhavesignificantquarterHz frequencycontent.

In a loads problem, one always considers the possibility that more input modes are needed for

convergence. Four cases were run with 2,4,6, and 8 modes. The response for the 2 mode case
was different but the other three were similar. In figure 5, the responses for 2 and 8-mode inputs

are displayed. Four modes were sufficient for convergence.

Using the CMG's for vibration suppression would require an SSF DAP redesign or adding an

additional micro-processor. Both alternatives are expensive and would impact the SSF schedule.

Justification for that change would only happen if the load margins proved to be insufficient. If

that change was made, the CMG could be designed for other modes of operation with no impact.

For example, the CMG's could have an operational mode for mode excitation (it would be used

for modal testing).

A Modal Identification Experiment (MIE) is planned for SSF. A similar experiment was

performed on the Shuttle. The Program Test Inputs (PTI) shown on the top in figure 6 were

input to the elevons and the rudder at three different times of flight. The inputs contained 2

cycles of oscillation at four frequencies. The data was used to determine damping and frequency
information for assessment of flutter margins. Similar inputs could be used to generate torques

for SSF,eg., 2 cy of 1.07 Hz and 5 cy of 3.3 Hz (shown on the bottom in figure 7). The CMG

torques are generated with open loop inputs. The two cycle 1.07 Hz torque excited both the 1.07

Hz mode and the 0.2 Hz modes as seen in figure 7. The interface moment magnitude in figure 7

is dominated by the 1.07 Hz frequency but the low frequency component is seen in Orbiter

angular rate. The five cycle 3.3 Hz torque excites two modes (see figure 8) but the 3.3 Hz

response dominates. A better way of exciting the vehicle and controlling the amplitude would

be to input an oscillatory signal that increased slowly in amplitude and was terminated when the

response reached some predetermined value. The vehicle would have less energy in secondary

modes with this approach. This could be used for health monitoring.

SSF structure may be damaged by space debris or meteorites. The damage could impair the

operation of the SSF. The SSF structural health could be monitored by inputting PTI's and

periodically checking the signature of accelerometers and/or rate gyros. The signatures must be

updated when the configuration changes. Health monitoring is important from a safety

standpoint.

The CMG's vibration suppression capability could be used to damp low frequency modes

(these low frequency vibrations can cause astronaut sickness) and may be able to damp modes

exceeding required micro-g experiment levels. In both cases, measurement of the vibration

levels for the feedback controller would be difficult. For example, in the phase B SSF studies, a

25 lb crew member push off caused vibration levels 300 times the acceptable g level of 1E-05
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g's. The pushoff alsocausedan attitudeangleat thebaseof a payloadpointing experimentof
24 arc-sec with an oscillatorycomponent of about2 arc-sec/sec.Laser type rate gyros can
sensechangesof 1-2arc-sec. In thiscase,it wouldbe difficult to dampthevibrationsbelow 1
arc-sec/sec. In reference2, the authorsclaim that they canreducethequantizationby several
orders of magnitude. Their zero-lock laser gyro has a resolution of 1.5 arcsecondswithout
enhancementand0.001arcsecondswith resolutionenhancement.The problemof measuringthe
vibration levelswith resolutionenhancementor relocatingthesensormay solvethis problem.

The oscillatory acceleration levels for micro-g experiments could be removed with electro-

magnetic isolation systems, but there are problems associated with them. The isolators are

designed for light objects and would need increased power to accommodate the heavy material
processing experiments, and there also is a problem at the interface between SSF and the

experiment. The isolator levitates the payload but the experiment needs power and cooling

fluids to flow across the interface. These secondary paths can eliminate the isolation provided

by the electro-magnetic system. It may be easier to suppress the vibration on the entire SSF.

More studies are needed to determine if the CMG's could improve the environment for micro-g
experiments.

CONCLUSIONS

The interface loads caused by a single pulse PRCS firing for a pre-PIT MB5 SSF mated

configuration were reduced with an active CMG parallel processing controller by 20% and the

controller added 11% damping to the system. The amount of load reduction and damping for

actual mated SSF configurations will be configuration dependent. Without CMG's, the existing

one percent structural damping will take 11 cycles (44 seconds for a 0.25Hz oscillation) to reach

half amplitude. The changes necessary to implement CMG vibration suppression are expensive

and would impact the SSF schedule. If the ALT DAP does not provide enough margin for loads

while maintaining control during assembly, alternate concepts would be considered. The CMG's

provide an ancillary control system which serves multi-purpose functions. The CMG's can

provide damping and load relief for every phase of SSF operations. It can also be used for mode

identification and health monitoring. With sensitive sensors, the CMG's can remove low

frequency vibrations which cause astronaut sickness and remove the crew-induced oscillatory g-

levels for a better environment for the micro-g experiments.
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EVALUATION OF INERTIAL DEVICES FOR THE

CONTROL OF LARGE, FLEXIBLE,
SPACE-BASED TELEROBOTIC ARMS

Raymond C. Montgomery 1, Sean Kenny 1,

Dave Ghosh 2, and Joram Shenhar3

NASA Langley Research Center

Hampton, VA

ABSTRACT

Inertial devices, including sensors and actuators, offer the

potential of improving the tracking of telerobotic commands for space-

based robots by smoothing payload motions and suppressing vibrations.

In this paper, inertial actuators (specifically, torque-wheels and

reaction-masses) are studied for that potential application. Batch

simulation studies are presented which show that torque-wheels can

reduce the overshoot in abrupt stop commands by 82 percent for a two-

link arm. For man-in-the-loop evaluation, a real-time simulator has

been developed which samples a hand-controller, solves the nonlinear

equations of motion, and graphically displays the resulting motion on a

computer workstation. Currently, two manipulator models, a two-link,

rigid arm and a single-link, flexible arm, have been studied. Results are

presented which show that, for a single-link arm, a reaction-

mass/torque-wheel combination at the payload end can yield a settling

time of 3 s for disturbances in the first flexible mode as opposed to 10 s

using only a hub motor. A hardware apparatus, which consists of a

single-link, highly flexible arm with a hub motor and a torque-wheel,

has been assembled to evaluate the concept and is described herein.

1 Aero-Space Technologist, NASA Langley Research Center.

2 Principal Engineer, Lockheed Engineering and Sciences Co., Hampton, VA.

3 Staff Engineer, Lockheed Engineering and Sciences Co., Hampton, VA.
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THE PROBLEM

The problem addressed in this research is illustrated in this chart.

A human operator moves a hand-controller according to what is

perceived as the correct input to maneuver a payload. This is based on

observation of the payload via an out-the-window view and closed-

circuit television monitors. Based on the hand-controller input and joint

sensors, the control system moves the payload via a kinematic linkage.

The motion, instead of being what the operator expects, is characterized

by unwanted motions which result from the inability to predict the

motion of the system based solely on sensors at the joints (typically

angle encoders) and from complex structural vibrations. The prediction
errors and the structural vibrations are related to the size of the

linkage. For the space shuttle remote manipulator (approximately 50 ft.

in length) the vibrations can be in the order of 6 in. peak-to-peak with

a frequency as low as 0.2 Hz. This behavior, therefore, limits precision

payload operations and results in loss-of-time in planning actions and

waiting for vibrations to settle after excitation.

O
\

Unpredicted Endpoint Res

Correct
Input
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SOLUTION CONCEPT

The idea is to place an inertial control unit at the interface

between the payload and the kinematic linkage. This unit would

possibly use torque-wheels, reaction-mass actuators, reaction-jets, and

motion isolation subsystems to isolate the payload from vibrations of

the kinematic linkage and still allow transmission of the payload

maneuvering loads eliminating the problems with non-collocation in the

design frequency range. The purpose of the unit is to isolate the

payload from structural vibrations of the kinematic linkage and to

reduce or eliminate lags in the response of the linkage which are caused

by structural vibrations and nonlinearities in joint motor response. The

sizing of the inertial components is, thus, a function primarily of the

characteristics of the linkage and, is believed, independent of the

payload.

INERTIAL SENSORS
AND REACTION -

DEVICES

MOTION
ISOLATION

SYSTEM
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CONTROL WITH CONVENTIONAL JOINT MOTORS

One approach to the problem is to employ additional inertial

sensors to determine the track of the payload, and to develop a control

law that overcomes the difficulties in non-collocation of the control

actuators (at the joints) and the desired response variables (at the

payload-end of the arm). Over approximately the last fifteen years, this

approach has been researched with no adequate resolution of the

problem for precision operations with large, flexible robot arms. This

chart lists some of the difficulties. The major one is non-collocation of

the actuators with the point of interest. The phase of all vibrations in

the control system bandwidth must be predicted accurately in order to

get high gains in the control loop, or the control system must be gain

stabilized resulting in a low loop-gain with associated poor performance.

This difficulty has led us to another hardware-based approach of using

inertial actuators (torque-wheels, reaction-mass actuators, etc.) to solve

the problem.

FEEDFORWARD CONTROL-

• NO DISTURBANCE REJECTION

FEEDBACK CONTROL-

• NON-COLLOCATION CURRENTLY
LIMITS GAIN

ALTERNATIVE-- USE COLLOCATED DEVICES
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BATCH SIMULATION

MODEL

A batch simulator has been used to study space-based arms of the

Space Shuttle Remote Manipulator System (RMS) class. The simulator

includes the dynamics of a planar model of a two-link arm and a torque

wheel attached to the free end. The diagram illustrates the arm model

used. Dynamic elements included in the simulator are two links, the

joint motors, and the torque-wheel. Parameters of the arm were

selected to be representative of a large, space-based, RMS-class robotic

arm. Specifically, the links are of equal length, 6.7 m, and each has a

mass of 204 kg. Parameters of the torque wheel are similar to those of

the Langley torque-wheels. The torque-wheel total mass was 38.6 kg

and its maximum output was 60 N-m at .5 Hz. The simulator

implements a digital joint motor controller as well as the torque-wheel

controller. The joint motor control scheme uses inverse kinematics to

generate joint angle commands from telerobotic translational command

inputs and a proportional-integral-derivative (PID) controller that

generates joint motor angular velocity command signals given the joint

angle commands. The torque-wheel controller uses collocated rate

feedback.

JOINT-MOTORS

6.7 m ARMS_, /

204 kg 11" TORQUE-
WHEEL,

x 38.4 kg .1 m/s
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BATCH SIMULATION RESULTS

A simulation study was undertaken to suppress vibrations

following an abrupt stop input. The arm was given command inputs for

horizontal translation of the end-point at a constant velocity for 10

seconds followed by an abrupt stop The time history compares the

vertical motion responses, which are ideally zero, both with and without

the torque-wheel. The torque-wheel, while operating within its design

capability, substantially affects the second overshoot of the vertical

motion response. The conclusion is that, subject to the limitations of a

batch simulation, a torque-wheel of the size developed at the NASA

Langley Research Center can be of value in the control of the arm.
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REAL-TIME SIMULATOR

INTEGRATED SOFTWARE ENVIRONMENT

Modelling, control, and simulation of flexible link manipulators requires a

set of reliable and efficient software tools. Symbolic manipulation programs

represent one of the most versatile software environments currently available

for modelling complex dynamical systems. This versatility provides the

researcher a high degree of flexibility in terms of the ability to implement

theoretically different modelling methods. In addition to their versatility,

most of the symbolic manipulation programs have the ability to be integrated

with commercially available control design packages. The integration of

different software packages is primarily related to the sophisticated pre- and

post-processing capabilities available within "the respective packages. The

figure below presents an integrated software environment which utilizes two

commercially available packages for modelling and control, and an in-house

developed real-time simulator. The symbolic manipulation program is used

to generate executable "C" code for the flexible link manipulators system

models. This code is then the input to the control package's preprocessor

which converts the "C" code into executable script. Control design may

then be accomplished by uploading the preprocessed script. The output of

the control design, i.e., the gain matrices, may then be directly uploaded

into the real-time simulator.

MODELING

"C" CODE

POST PROCESSOR

1
oP.o.ooA,.s,.rollREAL TIME II *I

SlMULATION

CONTROL

MATLAB H

MEX PREPROCESSOR [_

[!'11 I I I I I I I I I I I]F[il

295



REAL-TIME SIMULATION ENVIRONMENT

To evaluate the usefulness of inertial actuators for maneuvering and

vibration control of single and multi-link flexible manipulators, a real-time

man-in-the-loop simulator has been developed. This simulator utilizes a SUN

workstation to graphically display the dynamic response of the manipulator

system as well as permit man-in-the-loop control through the use of an

external input device. The workstation serves as a computational platform

which is used to sample the input device, solve the nonlinear equations

of motion, and graphically display the resulting motion. Currently, several

manipulator models have been developed and successfully implemented in

this simulator. These include both a two-link rigid arm and a single link

flexible arm. In addition to simulating elastic and rigid body motions,

task scenarios are also simulated. A typical task involves maneuvering the

manipulator to a payload, capturing the payload, and then maneuvering the

payload/manipulator system to a specified target. This payload capture task

will facilitate the further evaluation of inertial actuators for man-in-the-loop

control of flexible manipulators. The simulator, as shown below, consists

of three processes which pass data back and fourth via the shared memory

UNIX interprocess communication facilities resident on a SUN workstation.

SUN

PROCESS 1 PROCESS 2

GRAPHICS [ DYNAMICS
X WUndows & CONTROL
& PIXRECT

PROCESS 3

INPUT DEVICE

Dlmenldon S
or Moulm

Veloctly Cont m4

SHARED MEMORY

uNIX system Calls

:SUBROUTINES: ,

: INITIALIZATION •

: s','sr_uo_s :

• MATLAB-
• CONTROL GAINS •

: Lo.co_rr._ :
• SCREEN TRANS- •

FORMATIONS •

296



REAL-TIME SIMULATIONS

MODEL

The model used in the real-time simulator is a long single link flexible

manipulator that is similar in physical dimensions to the Space Shuttle's

Remote Manipulator System (RMS). The flexible arm, as shown below, is

equipped with three actuators, one hub actuator and two inertial tip actuators.

The inertial actuators used for this model are a torque-wheel, which is used

to provide a torque input about the arm's bending axis, and a reaction-mass

actuator to provide an input force in the arm's plane of motion.

Model Parameters

HUB MOTOR

Tmax=2.8 N-M, Wmax=213 rad/s, Emax=50 Volts

TORQUE-WHEEL MOTOR

Tmax=67.8 N-M, Wmax=6.5 rad/s, Emax=50 Volts

REACTION-MASS MOTOR

Fmax = 128 N, _rt)max =1 M/s, Emax=50 .Vo!ts..

ARM

9=55.16 Kg/m, E=l.38ell N/M 2, L=13.42 M, I-2.08e-5 M 4
illll i i

REACTION- ._

MASS __ TORQUE-

v _WHEEL

ARM A y(x,t)

HUB &_t_
MOTOR
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REAL-TIME SIMULATION RESULTS

The time history results, as shown below, present the disturbance re-

jection capabilities for both models, i.e., models with and without inertial

actuators. The disturbance considered herein was a perfect first mode dis-

placement initial condition. The analysis and control models both considered

three flexible modes, corresponding to the first three "cantilever type" modes

with the appropriate boundary conditions to account for the inertial devices.

For control system design, a full-state feedback law was obtained using Lin-

ear Quadratic Regulator (LQR) design theory. The selection of the Q and R

weighting matrices required several iterations to satisfy state constraints on

the inertial actuators, e.g., maximum torque-wheel velocity, reaction-mass

stroke, and reaction-mass velocity. The objective for the controller design

was to achieve operation of the inehial devices near their maximum spec-

ifications. The simulation results show that the model using the inertial

actuators (solid line), for this type of disturbance, reduced the tip position

settling time by more than sixty percent over conventional hub motor only

control (dotted line).

50 llub Voltage 5 Tip Pos (mm)

0

-50

t-\

0

-5

-100 ' -10
0 5 10 0

Time (sec)

I-_ p _n__ ..........

s_ f

V!
I
I
I

d
5

Time (sec)

10

298



HARDWARE TESTBED

FLEXIBLE ARM EXPERIMENTAL SETUP

The flexible arm test article consists of three major elements: a

base-mounted hub assembly (on the left), a flexible beam (at the

center), and a beam-tip sensor-actuator assembly (on the right). The

hub assembly is comprised of a gimbaled bracket (to provide a

rotational, one degree-of-freedom motion to the root of the beam about

the vertical axis), a torque motor (to drive the gimbaled bracket), a low

rate capability tachometer, and an angular position resolver (to provide

rate and position measurements, respectively). The design of the beam

was accomplished using constrained optimization. The constraints

consisted of maintaining 2-deg/ft-lbf in static torsional stiffness and a

0.8-Hz for the frequency of the lowest bending mode. The optimization

criteria was to minimize the end deflection of the beam as subject to

gravity loading. This produced an 891-mm long beam with a

75x2.38-mm rectangular cross-section made of A1 6061-T6. The tip

sensor-actuator assembly is comprised of a torque wheel with an optical

sensor for flywheel rate detection. Both manual and automatic control

tests can be conducted using a control computer that has A/D and D/A

converters and a timer for precise timing of data sampling processes. An

analog-output, hand-controller will be used to provide manual inputs.

A linear accelerometer will be mounted on the tip bracket to sense the

tip acceleration. A proximity sensor, mounted on an independent

pedestal near the tip of the beam, generates a signal for feedback

control, for driving an oscillograph display, and for performance

monitoring of manual and automatic control tasks.
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BASE-MOUNTED HUB ASSEMBLY

The photograph depicts the gimbaled bracket with the mounted

beam. The hub torque motor appears in the lower part and also provides

the support for the hub tachometer, mounted underneath the torque

motor housing. The angular position resolver (sine-cosine wire-wound

potentiometer) is mounted on the top end of the gimbal axle.

Z

•HUB TORQUE MOTOR AND TACHOMETER ASSEMBLY

The photograph depicts a bottom view of the hub torque motor

showing a view of the low rate capability tachometer.
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BEAM-TIP SENSOR-ACTUATOR ASSEMBLY

The photograph depicts the tip sensor-actuator assembly. The
torque wheel fork-bracket provides support for the flywheel axle as
well as the optical sensor for flywheel rate detection. The linear
accelerometer will be mounted on the tip bracket to sense tip
acceleration. Near the tip an independent pedestal holds a beam
proximity sensor. This sensor generates a signal for feedback control,
for driving an oscillograph display, and for performance monitoring of
manual and automatic control tasks.
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N93-18840

A DARWINIAN APPROACH TO

CONTROL- STRUCTURE DESIGN"

David C. Zimmerman

University of Florida

231 Aerospace Building
Gainesville, Florida 32611

GENETIC ALGORITHMS

• Based on Darwin's "Survival of the Fittest" Theories

O

O

Shows Great Potential for

Multi-Modal Objective Functions

Discrete and/or Continuous Design Variables

Discontinous Design Space

Works With a Coding of the Design Variables,

Not the Design Variables Themselves

Searches From a Population of Designs,

Not a Single Design Point

Uses Payoff (Objective Function) Information,

Not Gradient Information

Uses Probabilistic Transition Rules,

Not Deterministic Rules

Genetic algorithms (GNs), as introduced by Holland (1975), are one form of directed random
search. The form of direction is based on Darwin's "survival of the fittest" theories. GA's

are radically different from the more traditional design optimization techniques. GA's work

with a coding of the design variables, as opposed to working with the design variables directly.

The search is conducted from a population of designs (i.e., fl'om a large number of points

in the design space), unlike the traditional algorithms which search from a single design point.

The GA requires only objective function information, as opposed to gradient or other auxilia-

ry information. Finally, the GA is based on probabilistic transition rules, as opposed to deter-

ministic rules. These features allow the GA to attack problems with Iocal-gh)bal minima,

discontinuous design spaces and mixed variable problems, all in a single, consistent frame-
work.

"Research Sponsored in part by the NASA CSI Program Office,
NASA Grant Number NAG-l-1017.
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GA's - ALGORITHM OVERVIEW

Q Initial Population of Designs Created - Random or Heuristic

@

O

Initial Population Allowed to "Evolve" Over Generations

Conjecture - Evolution is the Best Compromise Between

Determinism and Chance

O Motivation - GA's are Robust Over a Wide Range

of Problems

E

Nonlinear Optimization

_£ic Algorithms

J Random Walk
h

Problem Class

In G/_s, a finite number of candidate solutions or designs are randomly or heuristically gener-

ated to create an initial population of designs. This initial population is then allowed to

ew)lve over generations to produce new, and hopefully better, designs. The basic conjecture

behind GA's is that ew_lution is the best compromise between determinism and Chance. The

basic motivation behind the development of GA's is that they are robust problem solvers for

a wide class of problems. However, it should be noted that they are not as efficient as nonlin-

ear optimization techniques over the class 0f problems which are ideally suiied for nonlinear

optimization: namely continuous design variables with a continuous differentiabie unimodal

design space.
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GENETIC ALGORITHM MODULES

O Design Variables Coded as a q-Bit Binary Number

• Continuous Variables Like A/D Converter

o Discrete Variables Have Unique Binary Strings

® A Population Member is Just a String of Design Variables

O GA Evaluation- Level of Fitness Assigned to Each Member

o Fitness Chosen to be Related to Objective Function

® GA's Maximize Fitness

o GA Selection- Determination of Which Individuals in

Current Population Chosen to be Parents

® Biased Towards More Fit Members
member, fitnessl

O Proportional Bias -p( i ) .pov

Z fitnessj
j-I

o GA Crossover - Transfer of Design Information From

Parents to Prodigy

O GA Mutation - Low Probability Random Switch of Bits

o Retain Design Information Over Entire Design Space

® Aides Search For Global Optimal Solution

Each design variable is coded as a q-bit binary number. A continuous design variable is ap-

proximated by 2q discrete numbers between lower and upper bounds set for the design vari-

able. Discrete variables would each be assigned an unique binary string. A population mem-

ber is obtained by concatenating all design variables to obtain a single string of ones and zeros.

Evaluation is the process of assigning a fitness measure to each member of the current popula-

tion. Because GATs attempt to maximize the fitness of each member, an objective function

which is to be minimized must be converted into an equivalent maximization problem. Selec-

tion is biased towards the most fit members of the population. Therefore, designs which are

better as viewed from the fitness function, and therefore the objective function, are more like-

ly to be chosen as parents. Crossover is the process in which design infl_rmation is transferred

to the prodigy from the parents. Many crossover operators (1-point, 2-point, unifi)rm) have

been investigated. Mutation is a low probability random operation which may perturb the de-

sign represented by the prodigy. The operator works on a bit-by-bit basis and is governed

by the probability of mutation, Pro. At each bit, a biased coin toss is used to determine wheth-

er the bit should be logically "NOTed". The mutation operator is used to retain design infl_r-

mation over the entire domain of the design space during the ew_lutionary process.
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GENETIC ALGORITHMS - SUMMARY

Create Initial
Population

I Fitness Evaluation

l
Selection Criteria

l
Reproduction
(crossover)

$
[ Mutation

Stopping Criteria

_Yes

lend[

No

In the implementation of the GA shown above, the prodigies are produced until the number

of prodigies created is equal to npop. the population size. At that point, the current population

of parents are discarded and the prodigies are in turn made parents which are capable of pro-

ducing the next generation of prodigies. Thus, the production of npop prodigies can be viewed

as the completion of one generation cycle in the evolutionary process. During this procedure,

it is possible that both the fitness of the most fit member and the average population fitness

can be temporarily reduced during the evolutionary process. To overcome this, the concept

of a steady-state GA was implemented. In a steady-state GA (SSGA), the fitness of the chil-

dren after they have been mutated is evaluated. These fitness values are then compared to

the fitness of the two least fit parents in the current population. If the mutated child's fitness

is higher than the least fit member in the population, the child will replace that member and

will instantly become a candidate parent. To keep intact the concept of a generation, a gener-

ation is defined to be complete when the number of children produced, but not necessarily

accepted into the population, is equal to npo p.
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O

GA EXAMPLE - ACTUATOR PLACEMENT

FOR MINI-MAST (discrete design problem)

PROBLEM - Given "N" Candidate Actuator Locations and

a Maximum of "K" Actuators, Each of Mass M, Determine

the Optimal Configuration

o Actuator Placement

e Criterion Representing Desirability of Configuration

e Simple Method of Evaluation

e Algorithm for Cycling Through Configurations - GA's

o Criterion: Energy Optimal Degree of Controllability

(Longman) - maximize the "size" of the state space that can

be returned to origin in prescribed time and energy

o FITNESS = EDOC - (soft penalty function)

o Soft Penalty Function Penalizes Configurations Which

Have More Than Allowable Number of Actuators

o In Addition to Identifying Optimal Configuration, "Nearly"

Optimal Configurations Also Found

Fundamental to the problem of actuator placement are: (i) the definition of an appropriate criterion representing

the desirability of actuator configurations. (ii) the development of a computationally efficient method for the
evaluation of this criterion, and (iii) the development of algorithms to cycle through possible candidate actuator
configurations. "12)date. the greatest amount of work has focussed on problems (i) and (ii). The approach taken
for problem (iii) bymost researchers has been an exhaustive search. That is, given n candidate locations to place

m actuators, m < n, evaluate the effectiveness criteria for all configurations. The numhers aspect (i.e. place m
or less actuators) has rarely been investigated. In this demonstration of the GA, the energy degree of c_mtn)lla-
bility (ED(.)C) developed by Longman (1989) is used as an actuator configuration effectiveness measure. The
effects of actuator mass are incorporated into the EDOC. The energy degree of controllability (EDOC) is related
to the size _)f the region in the state space that can be returned to the origin in a prescribed amount of time T
using less than a prescribed amount of energy e. The larger a given actuator configuration's EDOC i_ the greater
its control authority. The optimal actuator configuration is that which maximizes the EDOC. Therefore, the

_bjective function used for evaluation is taken as J = EDOC- W(n,,,., -n_,,,_Oiz(n,,,- n,,,-,,,_0 where W is an arbi-

trary weight function, nact is the number of actuators, nactma x is the maximum allowable number of actuators.

and _t is the unit step function. The second term is essentially a soft penalty function which reduces the objective
function tbr a given actuator configuration only if the configuration has more actuators than the maximum all(_w-
able. Actuator configurations which have less than the m_ximum allowable are not penalized by this term.
Therefore, the optimal number of actuators is also determined. It is possible in this problem that the optimal
number of actuators is less than the maximum allowable because of actuator mass effects. Details of this work

are presented in Zimmerman (1991).*

_Zimmerman. D.C. ( 1991"h "A Darwinian Approach to the Actuator Number and Placement

Problem with Nonnegligible Actuator Mass." to appear. Journal of Mechanical Systems and

Signals.
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ACTUATOR PLACEMENT- RESULTS
BAY #
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Four test cases were run. In each figure, the optimal actuator configuration is shown pictorially with the solid

ovals. In addition to identifying the optimal configuration, the final generation of designs also provides valuable
information concerning other "nearly optimal" solutions. This is of significance in that (i) insight into the opti-

mization process can be gained and (ii) it allows for human judgement to factor in other criteria not embodied
in the objective function in comparing the "nearly optimal" designs to the "irue optimal" design as dictated
by the fitness function. These "nearly optimal" designs are indicated to the right of each figure. In the top-left

case, the optimal configuration for placing two massless actuators was determined with equal mode 1-5 weight-
ing (171 possible combinations), it should be noted that the results correspond to the actual Mini-Mast config-
uration. "Ib increase the possible number of combinations, the remaining problems looked at placing four or
less actuators (4-047 pi_ss[ble combinations). The top-right case was for no actuator mass and control of only
mode- one deemed important. The GA results are consistent with physical intuition. The bottom two cases
demonstrate the effects of actuator mass on the placement problem. For actuator mass normalized tO unity
(mass = 1), the optimal configurations are shown in the bottom-left figure. For an increase in actuator mass

i_330_,_ t-he _i[_iifri,aiactu_ifr-c0nfigurations aresh_}wn in the bottom-right figure. Comparing these two figures
demonstrates the obvious importance of including actuator mass in any placement algorithm. All GA results

presented above were validated by exhaustive search. This was possible due to the size of the factorial problem
investigated. The results showed that the final GA population included a minimum of five of the top seven
actuator configurations (including the optimal) fl)r each case.
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CONVERGENCE HISTORY

800

700

60O

500

4O0

300

200

100

CONVERGENCEHISTORY

Solid: Most Fit Member

Dashed: Average Population Fitness

Population Size: 20 /
t'

i

= ........ -

. °" .......... •

_/ "

I | I i i

5 10 15 20 25 30 35
0

0 40

GENERATION NUMBER

O Average Population Increase With Each Generation -

Characteristic of Steady-State GA

O Population Size = 20, Generations = 40, Therefore

800 Function Evaluations (4047 possible combinations)

The above figure shows the convergence history of the GA for the case of placing 4 actuators

with no actuator mass. The GA identified the optimal solution after 38 generations, although

the algorithm was run for a total of 40 generations. With a population size of 20 members,

the GA required 800 function evaluations to arrive at the optimal solution (exhaustive search

would require 4047). At a given generation number, the maximum fitness value represents

the most fit member in the population, whereas the average fitness is the mean fitness of the

entire population. It can be seen that the average fitness increases with each new generation,

which is a property of the SSGA used. In a study of a large combinatorial problem not shown

(906,192 possible solutions, optimal solution known), the G A was able to determine the opti-

mal solution in less than 2500 function evaluations. Although no optimization algorithm can

guarantee convergence to the global optimal solution, experience with the GA has shown that

GA's are a powerful tool to improve CSI designs.
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GENETIC ALGORITHM
LEARNING CONTROL

Utilize Genetic Principles to Evolve Controller Making

Use of On-Line Experimental Measures of Fitness

e Focus Application - Single Link Large Angle Slewing

o Weighted Fitness Function - Strain and Angle Error

Pote

Motor

Ma Cn
Encoder

Strain Ga

ANALOG
FILTERS

&
ELECTRONICS

Flexible Beam

DSP CONTROLLER

(GENETIC LEARNING)

ICONDITIONER

In this application of GP_s, a Genetic Algorithm Learning Control (GALC) fl)rmulation is

investigated (Layton and Zimmerman. 1992). In learning control, the control law is adapted

from information gained by repeating the desired ope_ration. In the GALC, various control-

ler forms (i.e.. parameterized control laws) are formulated. The ew_lutionary principles of

Genetics are then utilized to not only select the optimal Control law parameters, but also

to select the optimal control law form. For this particular test case, the desired maneuver

is a rest-to-rest 45 degree slew. Available sensor information included angle, angle rate,

and beam root strain. In simulation studies, the optimal control law form was determined

(as well as the optimal control parameters). Experimentally, the control law fi_rm was fixed

with the GALC varying the control parameters. Fitness infi_rmation was obtained exper-

imentally by integrating the angle error (square difference of the desired and actual angle)

and the square of the root strain signal. The objective of the GALC was to minimize a

Weighted integral t_f angle error and root strain. All proces_ng was done digitally using a

DSP controller with an approximate update rate of 33kHz.
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GENETIC LEARNING
Heavy Weighting on Angle Error
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Three experimental case studies were investigated. In all cases, the initial population was

selected randomly and was not biased with any knowledge of the beam, actuator, or sensor

dynamics. In other words, there was no need to develop a system model as far as the experi-

ment was concerned. Fitness functions were developed using experimental sensor signals.

The repeatability of these calculations was nominally 8% error. Thus, issues of noisy func-

tion evaluation were addressed. In the first experiment, the fitness function was weighted such

that there was no penalty on the strain signal. The results are in agreement with physical rea-

soning: the motor slews as quickly as possible to reduce the angle error irregardless of the

strain signal. The second experiment is just the opposite of the first; no penalty associated

with the angle error. Again, the result of learning control agrees with physical reasoning: slew

the beam slowly to minimize the strain signal. Finally, the third experiment provided for ap-

proximate equal weighting (in a voltage sense) of the angle and strain signal. The waterfall

plot shows the progressive learning of the controller. It should be noted that the cost function

also included a time cubed weighting factor within each integral. This effect clearly is demon-

strated in the above figures.
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GENETIC LEARNING FOR CHANGED
SYSTEM

O Mass Added to End of Flexible Beam (76g)
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In this experiment, a 76g mass was added at the tip of the beam. The mass of just the fle_ble

beam was 112g. Obviously, the tip mass greatly influenced the system dynamics. The top

graph shows the angle error and root strain time histories when the control optimized for the

previous system (i.e. no tip mass) is used to maneuver the beam with tip mass. In comparing

this figure with the bottom figure of the previous slide, it is obvious that performance has been

seriously degraded. The second figure of this slide shows the angle error and root strain time

histories after five generations of learning. It is obvious that the GALC has adapted the con-

trol law to better match the "new" system dynamics. It would be expected in this case that

the strain signal would have a larger RMS level than the angle error signal, and thus "equal"

weighting between angle error and strain is no longer achieved with the same weighting val-

ues. In the time history shown above, the weighting values were kept the same as in the pre-

vious case. This causes the angle error to remain at a non-zero value as time increases. If

the weight on angle error is increased, the angle error would go to zero in the steady-state.
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SUMMARY

@ Genetic Algorithms Represent a New Class of Optimization

Tools Which Are Applicable To Many CSI Design Problems

® Genetic Can Handle Discontinous Design Spaces and Both

Discrete and Continuous Design Variables

O Demonstrate Quick Convergence to Near Optimal Solution,

Then Slows Down (hybrid solution techniques possible)

O Because GA's Require Function Evaluations, Instead of

Gradient Information, Well-Suited For Noisy Experimental

Function Evaluations

O Demonstrated For Both Actuator Placement and Learning

Control, But Other Applications Tested Include

o Truss Configuration and Sizing

o Constrained Layer Damping Treatment Placement

® Actuator Placement with Simultaneous Control Design

In this work, the use of Genetic Algorithms (G_s) in solving various CSI design problems

was presented. The basic principlesofGA_s were addressed as well as the motivation of apply-

ing GA's to CSI design problems. Two case studies were presented. The first problem in-

w_lved actuator number and placement, a discrete design problem. The focus structure was

the NASA Mini-Mast. The results indicate the promise of GA's in solving large order combi-

natorial problems. The second problem addressed the development of a Genetic Algorithm

Learning Control technique. Experimental results for the slewing of a flexible beam demon-

strated the learning ability of the controller. Most importantly, the control law was able to

adapt even in the worst case of no prior knowledge of system dynamics. The adaption was

driven making use of experimental measures of performance. Of course, prior knowledge

of system dynamics can be used to bias the initial GA population to enhance GA learning.

in this case, GA learning would compensate for analytical modelling errors (including unmo-

delled effects).
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INTRODUCTION

This paper describes the CSI Computer System (CCS) and the experimental tests performed to validate
its functionality. This system is comprised of two major components: the space flight qualified Excitation
and Damping Subsystem (EDS) which performs controls calculations; and the Remote Interface Unit (RIU)
which is used for data acquisition, transmission, and filtering. The flight-like RIU is the interface between
the EDS and the sensors and actuators positioned on the particular structure under control. The EDS and
RIU communicate over the MIL-STD-1553B, a space flight qualified bus. To test the CCS under realistic
conditions, it was connected to the Phase-0 CSI Evolutionary Model (CEM) (Ref. l) at NASA Langley
Research Center. The following schematic shows how the CCS is connected to the CEM. Various tests

were performed which validated the ability of the system to perform control/structures experiments.

The EDS is capable of acquiring, from the RIU, up to 16 digital sensor values and calculating up to 8
actuator outputs for the RIU. The EDS software resides on a space flight qualified computer which was
designed to be configurable to various applications requirements. The current card complement for this
specific application consists of: a MIL-STD-1750A computer, serving as the master processor; a MIL-STD-

1553B card, used to communicate with the RIU; and a high-speed array processor, used to perform matrix
multiplications for control law computations. The software for the MIL-STD- 1750A was written in the Ada

programming language and the array processor was programmed in microcode. The EDS can be
configured to: perform output and state feedback controls calculations; calculate excitation commands; and
perform sensor safety limit checks. In addition, the rate at which sensor data is acquired from the RIU is
user configurable. The csi Computer System has three support components. The Console Debugger/
PROM Programmer (CDPP) is used to download code to, or burn PROM's for, the EDS. The Ground

Support Equipment (GSE) is used to supply power to the EDS. The last component, the Ground Support
Equipment Terminal (GSET), is the user,s interface to the system. It communicates with the EDS and the

RIU via the MIL-STD-1553B. The functions of the GSET include: configuring the RIU and EDS for a
particular experiment; recording in real-time the sensor and actuator data transmissions between the RIU and
EDS; and reporting any errors encountered during experiment executions.
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The RIU is the interface between the structure under control and the EDS. It is capable of acquiring up
to 16 analog sensor signals and providing up to eight analog actuator outputs. It transmits sensor data from
the structure to the EDS, and then receives actuator data from the EDS and sends it to the structure. The

RIU is a modular instrument comprised of several flight-like components. It was designed so that minimal
repackaging would be necessary to harden the RIU for space flight. The instrument is comprised of the
following: a MIL-STD-1750A computer; a Digital Signal Processor (DSP); a MIL-STD-1553B card; and
various in-house designed and fabricated boards to handle data processing. The software for the MIL-STD-
1750A computer was written in Ada and programmed to initialize upon power-up. The DSP is used to filter
the sensor signals. The RIU can be configured to filter multiple channels simultaneously with a variety of
predefined and user defined digital filters implemented in the DSP. Sensor inputs are arranged in groups of
eight and each group has a configurable sampling rate of either 60, 600, or 6000 Hz. In addition, the RIU
has the capability of performing control law computations without the EDS. In this standalone mode, the
RIU is connected to the sensors and actuators of the structure but not to the EDS or support components.
The sensor data is sent to the DSP, where it is processed in the programmed control law to compute the
required actuator commands. Any remote computer can download the control law to the RIU via a standard
RS-232 serial port. By operating the RIU autonomously, higher system sampling rates can be achieved.

The CSI Computer System (CCS) tests, conducted on the CSI Evolutionary Model (CEM), included
the following: open-loop excitation, sating, closed-loop control, and RIU digital filtering. The intent of
these tests was to thoroughly check the functionality of the CCS under actual laboratory operations. For
example, typical excitation inputs were used to excite the CEM in the open-loop tests. In addition, existing
control laws, previously verified on other real-time computer systems (i.e., a CYBER 175 and a VAX
workstation 3200), were executed on the CCS to verify closed-loop control. By using existing open and
closed-loop test parameters, the results obtained from the CCS could be verified with previously known

results. As a further form of validation, computer simulations of these tests were developed and executed
off-line. In all cases, the results obtained from the CCS agreed with those from other CEM real-time

computer systems and from the simulations.

TEST FACILITY

Phase-O
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CSI COMPUTER SYSTEM (CCS)
TIMING AND CONTROL FLOW DIAGRAM

The following diagram shows the data transfers across the MIL-STD-1553B bus during a typical
timeframe k. It also shows a subset of the calculations performed on that data by the Excitation and
Damping Subsystem (EDS). The length of a timefmme is defined by the user specified sampling rate. A
timeframe starts when the EDS sends a MIL-STD-1553B sync command to the Remote Interface Unit (RIU)
and the RIU responds by recording the current values of the sensor data. A timeframe ends when,
according to the user specified sampling rate, it is time to record sensor data again. However, during the
entire timeframe the RIU continues to sample the sensor signals. It is only when the RIU receives the MIL-
STD-1553B sync command that the sensor values are recorded on the local memory of the RIU for
subsequent transmission to the EDS.

Once the MIL-STD-1553B sync command is transmitted, the EDS checks to determine if the experiment
time has expired or if the user has issued the stop-test command. If neither of these have occurred, the EDS
requests from the RIU a primary sensor data block. The primary data block contains the vector ys(k). The
vector ys(k) is biased and scaled to make the sensor units compatible with those of the control law. The
resulting vector y(k) is then used in the control law calculations. Depending on the option chosen by the
user, prior to system configuration, either output feedback or state feedback control will be used to calculate
the appropriate actuator commands, uc(k). User specified excitation values are then incorporated into the
vector uc(k) to produce the vector u(k). The elements of u(k) are then biased and scaled, to make the units
compatible with those of the actuators, and transmitted via the actuator data block to the RIU.

The RIU transmits to the EDS one primary sensor data block each timeframe. The EDS starts

performing calculations on the primary block of data as soon'as it arrives. The EDS may request the
optional secondary sensor data block from the RIU immediately after the primary block has been received.
Each sensor value from the primary and secondary data block is checked to determine if it is within the

prescribed safety limits. These checks are performed by the MIL-STD-1750A computer while the array
processor is performing the control law computations, if any of the sensors have exceeded their safety
limits, the elements of the vector u(k) are set to zero. The vector is then biased and scaled to create ub(k),
which is transmitted to the RIU via the actuator data block, and the test is terminated. The sensor data from

the primary data block is used in the control law computations and the safety checks. The data from the

secondary data block is only used for additional safety checks. The EDS safety and control law
computations must be completed and the actuator data block transmitted to the RIU before sync (k+l).

Test configurations that specify large primary data blocks and actuator data blocks will cause a

degradation in system throughput. Therefore, a compromise must be made between the amount of data that
is to be transmitted over the MIL-STD-1553B bus and the desired sampling rate. By limiting the amount of
bus traffic, times Tp and Ta can be decreased, thereby increasing the computation interval, Tc, for a given
timeframe, Tf.
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CCS TIMING AND CONTROL FLOW
DIAGRAM
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Where: Tp = Primary RIU to EDS sensor data transfer time
"Is = Secondary RIU to EDS sensor data transfer time
Tc = EDS safety and control law computations
To = Unused bus time during EDS computations (Tc - Ts > 0)
Ta = EDS to RIU actuator data transfer time

TI = Idle time prior to start of next timeframe (TI = 0 when the
CCS is running at full capacity)

Tf -- Tlmeframe
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EXCITATION AND DAMPING SUBSYSTEM (EDS)
REQUIREMENTS

Each sample period, the EDS is required to obtain a primary data block containing up to 16 sensor
values from the Remote Interface Unit (RIU). The values must be biased and scaled to make the units
compatible with those of the control law. The EDS is also required to perform user defined state and output
feedback control law calculations to compute up to eight actuator commands. Sine wave, uniform random,
and single pulse excitations are then incorporated into the actuator commands specified by the user. The

actuator commands are then biased and scaled and transmitted to the RIU before the end of the sample
period. All data transmissions between the EDS and the RIU are performed via the MIL-STD- 1553B bus.

The EDS is responsible for controlling the length of the experiment and the sampling rate. The EDS is
also responsible for verifying that the sensor data has not exceeded the prescribed safety limits. If this
occurs, or if an emergency arises and the user issues the stop-test command, the EDS is required to transmit
a zero command to the RIU for each of the actuators. Finally, the EDS is required to obtain a secondary data
block containing up to 16 additional sensor values from the RIU. These values are not used in the control
law calculations but are checked against the prescribed safety limits as an additional safety precaution.

The EDS software is designed to obtain and transmit data to more than one RIU, although this
capability was never verified under actual lab operations. In addition, by increasing the value of the
constants specified in the software, the EDS can operate with primary, secondary, and actuator data blocks
of up to 32 words each. All data blocks are limited to 32 words since the message size for a MIL-STD-
1553B bus transmission is limited to a maximum of 32 words.

• Perform user defined state and output feedback
control calculations

• Scale and bias sensor and actuator data

• Provide sine wave, uniform random, and single
pulse excitation

• Control experiment timing according to user
specified parameters

• Perform experiment safety and emergency
shutdown procedures
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EXCITATION AND DAMPING SUBSYSTEM (EDS)
BLOCK DIAGRAM

The EDS software was developed in-house, and resides on the commercially available, space flight

qualified, Multi-processor Architecture Space Technology (MAST) computer, manufactured by SCI
Systems, Inc. (Ref. 2). The MAST Computer was designed to be modular so that it could be configured
with different combinations of processor, memory and I/O interface boards to support various applications
requirements. The block diagram shows the configuration used with the CSI Computer System (CCS). The
MIL-STD-1750A computer controls the EDS and was programmed primarily in the Ada language.
However, assembly language was used for the math library, interrupt routines and utilities to perform
activities such as block memory moves. The entire Ada program fit in the 64k RAM provided by the MIL-
STD-1750A board. Memory words use 16 bit resolution with an additional 6 bit code for Error Detection
and Correction (EDAC). The MIL-STD-1750A uses a floating point representation composed of two 16 bit
words. The board also provides an RS-422 serial port which was used by the CCS system operator to issue
a stop-test command directly to the MIL-STD-1750A if an emergency arose during test execution. A single
array processor, programmed in microcode, was used to perform all control law matrix multiplications.
Under the current configuration, the maximum size matrix that the single array processor can hold is
128x128 and the cumulative sum of the number of elements contained within the actuator, sensor and state

vectors must not exceed 128. Lab experiments have been performed to demonstrate that the addition of a

second array processor could be used for matrices larger than 128x 128, but this substantially reduced
throughput due to the increased overhead of moving large data blocks in and out of the array processor
memory. The array processor was designed specifically to efficiently process large matrices such as those
used in structural dynamics applications. The processor is built around the Analog Devices 3200 series chip
set which adheres to the IEEE standard 754 for floating point arithmetic. The clock speed is 6.7 MHz, and

the maximum theoretical throughput is 13.4 MFLOPS. The MIL-STD-1553B card handles all the
communications with the Remote Interface Unit and the Ground Support Equipment Terminal. The card

provides the three standard operational modes of Bus Controller, Remote Terminal, and Bus Analyzer. For
this CSI application, code was written for both Bus Controller and Remote Terminal modes. The three
boards described are mounted in three of the 16 slots provided by the motherboard and communicate

through the MAST Bus located on the motherboard.

Tests that were run at Marshall Space Flight Center qualified the design of the MAST computer, with its

full card complement, for levels called out for Shuttle and Titan IV general computer use. The MAST
computer was designed to provide: data collection and storage; high-speed data processing; output control
and communication with other computers of its own type, and with standard space shuttle and experiment
interfaces. Although they were not used for this CSI application, the MAST computer is capable of

supporting several other different types of cards: a Serial Input-Output board; a Buffered Input-Output board
for discrete inputs and outputs; a High Rate Multiplexer board; an analog multiplexer/analog-to-digital
converter board; and a Mass Memory board configured to provide 256k words of additional memory.
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EXCITATION AND DAMPING SUBSYSTEM
BLOCK DIAGRAM
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REMOTE INTERFACE UNIT (RIU)
REQUIREMENTS

The primary requirement of the RIU is to support data acquisition and filtering for flexible combinations
of sensors and actuators. To speed the control law computations in the Excitation and Damping Subsystem
(EDS), the sensor data is ordered in the RIU to create the proper sensor vector required by the control law.
The sensors and actuators are hardwired to the RIU channels but a flexible test configuration is maintained
since the sensor signals can be ordered within the RIU.

To accommodate various types of sensors, the RIU provides the capability to process input data with

different analog and digital filters. Digital filters provide enhanced filtering capabilities compared to analog
filters. However, the analog filters are necessary to avoid aliasing when using digital filters. The RIU uses
variable gain amplifiers for each sensor channel to support different sensor gains.

Another requirement of the RIU is to perform control law computations without the EDS. In this

standalone interface configuration the sensor data is fed through local RIU fiiters imp/ementing the control
law and sent to the actuator channels. The limiting factor for the system sampling rate is the speed at which
data can be transferred to the MIL-STD-1553B interface. By eliminating the use of this interface, higher
system sampling rates can be achieved. However, the control laws must be limited to those that can be
implemented with the RIU digital filters.

• Order sensor data to conform to control law state variables

• Provide variable gain amplifiers, and variable bandwidth analog
filters to support a variety of sensors

• PrOvide digital filters for greater filtering flexibility

• Support multiple interfaces for different host configurations
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REMOTE INTERFACE UNIT (RIU)
BLOCK DIAGRAM

The RIU is comprised of several components interfaced via two buses, a VME bus, and a custom
designed Interface and Control Bus. Each of the components is a circuit board that is contained within a
card cage. A MIL-STD-1553B bus is used to provide communications between the RIU, the Excitation and
Damping Subsystem, and the Ground Support Equipment Terminal. A MIL-STD-1750A computer controls
the operation of the RILl, maintains a dual ported RAM for local storage, and also has an RS-232 port for
the RIU to use as the standalone interface. A Digital Signal Processor (DSP) provides digital filters for the
RIU. Sensor signals can be filtered using Finite Impulse Response, or Infinite Impulse Response digital
filters. The Analog Interface Board responds to commands from the DSP to record a data sample. This
board is also responsible for providing the analog actuator outputs for the RIU. The components in the RIU
exchange data via the VME and Interface and Control buses. The final component of the RIU is the Analog
Processing Board. This board contains the analog to digital converter, multiplexer, analog amplifiers, and
analog anti-aliasing filters. Two of these boards are used within the RIU and each of these boards supports
eight sensor inputs. These boards are interfaced to the remaining components of the RIU via the Interface
and Control Bus.
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REMOTE INTERFACE UNIT (RIU)
ANALOG PROCESSING BOARD

The Analog Processing Board was designed in-house to provide the RIU with an interface to the
sensors on the structure. This board supports eight analog inputs, however, for simplicity the diagram only

shows one analog signal path. The signal path consists of a prefiltering amplifier, an anti-aliasing analog
lowpass filter, a postf'dtering amplifier, and a 12 bit, eight channel analog to digital converter (A/D). The
board is designed so that most of the functions can be either adjusted or bypassed. The amplifiers have
programmable gains of 1, 10, 100, or 1000. This allows a variety of sensors to be connected to the RIU.
The lowpass anti-aliasing f'dter has a variable bandwidth of 1666 Hz, 166 Hz, or 16 Hz. This filter can be
bypassed if there is no concern for aliasing. A fu'st-in-first-out (FIFO) buffer is used to store each of the
eight samples from the A/D during an acquisition cycle to maintain phase coherency between channels. This
board receives control signals from the Analog Interface Board and transmits data to the Digital Signal
Processor via the Interface and Control Bus.
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REMOTE INTERFACE UNIT (RIU)
ANALOG INTERFACE BOARD

The RIU Analog Interface Board was designed in-house to provide the analog outputs that control the
actuators on the structure. This board supports eight analog outputs, however, for simplicity the diagram

only shows one analog signal path. This board converts the digital data received from the Excitation and
Damping Subsystem over the MIL-STD-1553B bus into analog signals that can be applied to the actuators.
A digital to analog converter (D/A) with an eight channel multiplexer is used to consmact the analog signals.
After the data is converted, the signals can be smoothed with an analog lowpass reconstruction filter. There
is one analog triter for each actuator output. These filters can be bypassed if the signals do not contain

frequency components above the sampling rate of the RIU.

This board also controls the operations of up to four Analog Processing Boards by providing the
control signals to select the various gains and filter bandwidths.
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REMOTE INTERFACE UNIT (RIU)
FILTER DESCRIPTION

The RIU contains both analog and digital filters. The analog filter is an eighth order lowpass
Butterworth design. Three cutoff frequencies are available: 1666 Hz, 166 Hz, and 16 Hz. The
corresponding RIU sampling rates for these three cases are: 6000 Hz, 600 Hz, 60 Hz. To avoid
compromising the phase response of the digital filter by using sharp roll-off analog anti-aliasing filters, the
transition region of the analog filter is extended. At the largest cutoff choice of 1666 Hz, the transition
region of the analog filter starts at 1666 Hz and continues to approximately 6000 Hz. As shown in the first
figure, the bandwidth of the digital filter is contained entirely within the passband region of the analog filter.
In this region the phase shift from the analog filter is near zero. With the transition region of the analog filter
extended beyond the digital filter cutoff frequency, the required sampling rate to eliminate all aliased
components of the analog filter would be approximately 12 kHz. This sampling rate places a strenuous load
on the data processing requirements for the MIL-STD-1750A computer; therefore, it is necessary to reduce
the rate as much as possible. The sampling rate can be decreased at the risk of allowing some of the aliased
components of the analog filter to enter the transition region of the digital filter. Since the resolution of the
analog to digital converter (A/D) in the RIU is 1 bit in 12, which is a relative magnitude of -72 dB, the
sampling rate can be lowered until the aliased portion of the analog filter response just reaches -72 dB. This
will not allow any of the aliased frequency components to interfere with the signal of interest since the
magnitude will be below the range of the A/D. The resulting sampling frequency is 6000 Hz. The second
figure shows the resulting frequency responses of the digital and analog filters. Similar results apply to the
analog bandwidths of 166 Hz and 16 Hz.

The RIU implements both Finite Impulse Response (FIR) and Infinite Impulse Response (IIR) digital
filters in the Digital Signal Processor (DSP). The RIU has two predefined lowpass FIR filters and can
support additional user defined filters. The first predefined filter has a length of 110 and was designed to
have a sharp roll-off with little consideration given to phase shift. The second predefined filter has a length
of 54 and was designed to have less roll-off and to introduce smaller phase shift. FIR filtering is
accomplished by performing convolutions with the digital filter coefficients and blocks of sampled data (Ref.
3). The RIU can support two user defined IIR filters. The DSP processes sensor data with this filter by
rearranging the IIR coefficients into a difference equation and computing the output from delayed values of
the input and output data (Ref. 3).
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REMOTE INTERFACE UNIT
FILTER RESPONSES
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CSI COMPUTER SYSTEM (CCS)
SUPPORT COMPONENTS

The CCS contains three support components. A diagram showing the components and their
connections to the Excitation and Damping Subsystem (EDS) and the Remote Interface Unit (RIU) can be
seen in the figure. The Console Debugger/PROM Programmer (CDPP) is a PC XT with an attached PROM
burning expansion chassis. The CDPP has the capability to: download code, via a standard RS-422
interface, to the EDS; bum PROM's on boards designed for the MAST computer;, and provide the user with
a direct interface to the EDS, via the RS-422, in order to manually halt test execution in case of an
emergency. In addition, the CDPP has debugging capabilities which were used extensively during
development of the software for the EDS. The Ground Support Equipment (GSE) has only one function in
the CSI Computer System and that is to supply power to the EDS. However, the GSE has data recording
and numerous I/O capabilities to support communications with various MAST I/O boards which were not
used by this CSI application. The third component, the Ground Support Equipment Terminal (GSET), is a
PC AT which provides the user interface to the CSI Computer System. It is connected to the EDS and RIU
via the MIL-STD-1553B bus. The GSET is responsible for configuring the RIU and EDS prior to test
execution with parameters obtained from user provided files, a system file, and pretest calculations.

Information such as RIU sensor channel gains and filter cutoff frequencies and EDS sensor critical limits
and control matrix coefficients are contained within the parameters. It is those specified values that will
define how a particular experiment will be executed. The GSET is also responsible for: recording, in real-
time, the sensor and actuator data transmissions between the RIU and the EDS during the execution of an
experiment; reporting any errors encountered during test executions; and post processing the experimental
data once a test run is complete. After post processing is complete, the experimental data can be transferred
to other systems, via Ethernet, where the actual test results can be compared with simulation results such as
those obtained from PRO-MATLAB.
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CSI COMPUTER SYSTEM SUPPORT COMPONENTS
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CSI COMPUTER SYSTEM (CCS) VERIFICATION TESTS

After delivery and installation in the Space Structures Research Laboratory (SSRL), the following
series of tests were conducted on the CCS to verify the functionality of the system in real laboratory

operations. The first set of tests followed the SCI System Inc., procedures for verifying that the Excitation
and Damping Subsystem 0_DS) hardware and ground support components were functioning. These tests
included checking the EDS power supply, the EDS memory and the capability of the EDS to properly
communicate over the MIL-STD-1553B bus. After completing these tests, a series of additional tests were

performed to verify that the CCS software requirements were met. These tests verified that the CCS could
be configured for an experiment, compute the user defined excitations, perform the control law calculations
and record test data.

After completing the hardware and software requirements tests, the following operational tests were
performed: Remote Interface Unit digital filtering tests; open-loop excitation tests; closed-loop control tests;
software safety tests; and computational speed tests.

• Excitation and Damping Subsystem hardware
and ground support components

• Software computational requirements

• Remote Interface Unit digital filtering

• Open-loop excitation

• Closed-loop control

• Software safety requirements

• Computational speed
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REMOTE INTERFACE UNIT (RIU) DIGITAL FILTERING TESTS

To test the RIU predefined digital fdters, the RIU input channels were connected to a signal generator.
Fixed-frequency sine waves were then sent to the RIU to simulate the sensor signals. The same sine wave
was sent to eight RIU sensor channels. However, different RIU digital filters were selected for various

channels. All the sensor data was recorded on the Ground Support Equipment Terminal for later analysis.
Post test analysis involved the comparison of the RIU digital filter outputs with PRO-MATLAB simulated

filter outputs for the same sine wave input. Several tests were made, involving different frequency sine
wave inputs; the results of one test are presented here. For these tests, the RIU sampling rate was 600 Hz.

The top figure shows a time history plot of the raw 1.0 Hz test sine wave produced by a signal
generator superimposed over the plot of test output from the RIU f'dter with the sharp roll-off. The group
delay effects of the initialization of the digital filter were not recorded because the RIU begins to process the
sensor signals in the Digital Signal Processor as soon as the RIU is fully configured, not when the data
recording begins (time = 0 on the plot). The bottom figure shows a comparison between the time history
plots of the sharp roll-off filter output and a PRO-MATLAB simulation output of the same filter for the
1.0 Hz test sine wave input. The 1.0 Hz tests show excellent agreement between the test and simulation.

Similar results were obtained in the filtering tests with lower and higher frequency sine waves. In addition,
similar tests were successfully conducted with the second predefined filter.
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OPEN-LOOP TEST RESULTS WITH THE CSI EVOLUTIONARY MODEL (CEM)

For these tests, open-loop commands were sent from the CSI Computer System (CCS) to the thrusters
on the CEM test article, and the responses of eight servo accelerometers were recorded. There were

16 separate thruster units on the CEM, commanded in pairs (Ref. 1). A single computer command signal
sent to a thruster pair was split into two, one for each thruster making up the pair. The current CCS
software is capable of commanding three different types of excitation for use as disturbances: sine waves,
single pulses (of one sample period duration), and uniform random excitation. In the software, any thruster
pair can be commanded to output any of the above three excitations during a test, although each thruster pair
can only be commanded to perform one type of excitation per test.

All three types of excitation were tested on the CEM. Results from a sine wave excitation test are

presented. This test was 30 seconds long and involved exciting, the CEM with four thruster pairs for
7 seconds, then turning off the excitations and allowing the motmns to freely decay for the remaining
23 seconds of the test. The top figure shows a recorded sample accelerometer response. The bottom figure
shows sample thruster commands. The sample thruster pair was commanded with a 1.9 Hz frequency, 2 lb
amplitude sine wave. Note the open-loop response growing from 0 to 7 seconds, and the free decay
response after the thrusters were turned off. For this sine wave test, all eight accelerometer responses
matched those obtained on the existing VAX workstation 3200 real-time computer using the same open-loop
excitation.

Similar to the sine wave excitation tests, the CCS also successfully passed the pulse and uniform

random open-loop excitation tests.
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CLOSED-LOOP CONTROL TESTS WITH THE CSI EVOLUTIONARY MODEL (CEM)

Three different closed-loop state feedback control laws were executed on the CSI Computer System
(CCS). The number of states were 16, 42 and 60, respectively. Each used 8 servo accelerometers and all 8
thruster pairs. The performance goal of damping the vibrational motions of the CEM was the same for all
three control laws. Each control law test was 30 seconds long, and the same sine wave excitations which
were described in the open-loop testing section were used to excite the CEM for the fwst 7 seconds of each
test run. After a period of 3 seconds of free decay, the control law was then turned on for the remainder of
each test run.

The fin'st closed-loop control law tested was a 16 state control law (Ref. 4), digitally simulating
second-order mass-spring-damper systems at accelerometer/thruster pair locations which actively absorb
vibrational energy from the CEM. This control law was executed at 150 Hz and at 200 Hz; the results of the

latter test are presented here. For verification purposes, the same control law was executed on the existing
VAX workstation 3200 at 200 Hz. This VAX is used as the primary real-time control computer in the Space
Structures Research Laboratory, and is tied into a Computer Automated Measurement and Control

(CAMAC) rack which performs the data acquisition and conversion duties. The first two figures show a
sample accelerometer response from the control law tests conducted on the VAX and CCS, respectively.
The responses matched, although the accelerometer data from the CCS was noticeably noisier. This was
attributed to the fact that the CAMAC A/D converters had 16 bit resolution, as opposed to only 12 bit
resolution for the A/D converter in the RIU. This in turn led to the slight differences in thruster commands
issued from the two computers. This can be seen in the last two figures, which show commands from the
two respective computers for the same thruster. Another factor to be considered, when comparing the CCS
to the VAX, is computational precision. The control law on the VAX was executed in double precision
(i.e., 64 bits), while the CCS was limited to 32 bit precision in its computations on the array processor. As
a final check, the accelerometer responses, from both computers, were fed into a PRO-MATLAB simulation
of the 16 state control law. The resulting simulated thruster command time histories matched their respective
CCS and VAX computed thruster commands.

The two other closed-loop control laws, H-infinity based designs of 42 and 60 states, respectively,

were successfully executed on the CCS in real-time at 200 Hz.
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CLOSED-LOOP CONTROL TESTS
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CLOSED-LOOP CONTROL TESTS (CON'T)
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SAFING TESTS WITH THE CSI EVOLUTIONARY MODEL (CEM)

One necessary feature of any computer system which is used to conduct dynamic experiments with
large test articles, such as the CEM, is safing. During the open-loop command testing phase, both the
manual shutdown command and the automatic safety shutdown features of the CSI Computer System (CCS)
software were tested. Manual shutdown commands, issued by typing in "halt" on the Console Debugger/
PROM Programmer (CDPP), were successful in zeroing all the thruster commands and stopping the
experiment in all instances. During the closed-loop tests with the 16 state control law, the manual shutdown
command from the CDPP was tested again, to ensure that it can function during an actual closed-loop
control experiment. The manual shutdown command was tried on several closed-loop tests, always being
issued after the control law was turned on. In each case, the halt command successfully zeroed out all of the
thruster commands and terminated the control execution.

The automatic safety shutdown software keyed on the magnitude levels of the accelerometer signals.
Each accelerometer was assigned a maximum allowable signal level, called the critical value. If any
accelerometer signal magnitude exceeded its critical value during the test, all the thruster commands were
automatically set to zero and the experiment was terminated. In order to test this automatic shutdown feature
without exciting the CEM to a high (and potentially damaging) degree, artificially small critical values were
assigned to the accelerometers. The sine wave excitation commands, described in the open-loop testing
section, were used to disturb the CEM. The figure shows the response of an accelerometer which was
assigned a critical value of 0.1 g. In addition, the figure shows that the 0.1 g level was exceeded at
4.5 seconds, at which time the experiment automatically stopped and the thrusters were issued a zero
command. The messages indicating that a "sensor limit was exceeded" and the "experiment terminated"
were correctly displayed on the Ground Support Equipment Terminal.
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CSI COMPUTER SYSTEM (CCS) COMPUTATIONAL SPEED TESTS

A set of five "dummy" control experiments were executed on the CCS to determine the achievable
sampling rates for state feedback control laws of varying sizes. For these tests, the CCS was connected to
the CSI Evolutionary Model (CEM), however, the computed thruster commands were not transmitted to the
test article since the "dummy" control law matrices were not taken from real control laws, but were
arbitrarily def'med. Each one of these test runs was the same, with the exceptions being the control law size
and the sampling rate. Each of the control laws used 8 servo accelerometer signals to compute commands
for all 8 thruster pairs.

The figure shows a comparison of computational speeds, as a function of control law size, between the

Excitation and Damping Subsystem (EDS) and the VAX workstation 3200. The "Basic VAX" plot
represents the initial performance of the VAX workstation 3200 as delivered from the vendor. The

"Enhanced VAX" plot represents the current performance after in-house optimization was completed on the
workstation real-time software. The "EDS" plot represents the fastest speed that the EDS can process and
compute a control law of a given size. These sampling rates are the rates at which the EDS requests data
updates from the RILl; the current RIU, however, can only transmit updated sensor data to the EDS at a rate
of 200 Hz. Thus, the control laws which were executed above 200 Hz were not using refreshed sensor data
in every EDS sample period. For this reason, the maximum practical CCS sampling rate, for control laws
with 80 states or less, is 200 Hz with the present system.
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SUMMARY

The CSI Computer System (CCS) is composed of the Excitation and Damping Subsystem (EDS)
software, resident on the space flight qualified Multi-processor Architecture Space Technology (MAST)
computer, and the Remote Interface Unit (RIU), an in-house built, flight-like data acquisition/faltering
system. Both the EDS and the RIU use MIL-STD- 1750A computers which were successfully programmed
in Ada. The CCS has been installed in the Space Structures Research Laboratory (SSRL) for testing. Both
open and closed-loop tests have been successfully conducted with the CSI Evolutionary Model (CEM), and
have demonstrated that the CCS system is capable of performing meaningful real-time control experiments
on actual laboratory test articles. Also, these initial tests results have indicated that the CCS shows promise
as a viable space flight computer, and further study in this direction is warranted.

The CSI Computer System is comprised of a flight qualified
computer and a flight-like data acquisition and filtering
subsystem

• The capability of the system to conduct control/structures
experiments has been successfully verified on the CSI
Evolutionary Model

• The system shows promise as a viable space flight
computer and further study in this direction is warranted

• Demonstrated Ada programming expertise on a real-time
embedded system
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Abstract

Design and implementation of a controller for optical pathlength compensation on a

flexible structure is presented. Nanometer level pathlength control is demonstrated in

the laboratory. The experimental results are in close agreement with performance pre-

dictions.

Introduction

Many future space missions will require major advances in the areas of controlling,

aligning, and pointing optical instruments mounted on large flexible structures. One

of the most challenging applications is optical pathlength control for stellar interfer-

ometry [1]. Figure 1 shows one possible configuration of a long baseline interferometer

with six collecting telescopes mounted on a free flying truss structure. The optics are

designed such that any two collectors can be used as a stand-alone interferometer. For

the interferometer to perform its mission successfully, the variations in the length of the

path traveled by light through a pair of collectors to the detector (see Fig. 2) must be

no more than a few nanometers [1].

Achieving nanometer level pathlength control becomes more difficult as optical el-

ements are mounted on larger, more flexible structures. Loosely stated, the larger the

distance separating the collecting apertures the better the astrometric accuracy of the

interferometer. However, a longer baseline translates into a more flexible structure which

in turn implies a more severe interaction between the structure and the feedback control

system.

To meet the control structure interaction challenge, the Jet Propulsion Laboratory,

in conjunction with a NASA-wide Control Structure Interaction (CSI) program, has

developed the Phase B Testbed [2] in order to explore, develop, and validate emerging
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technologies and design methodologies. In particular, JPL has initiated efforts toward a

multilayer control approach involving (1) piezoelectric active member structural control,

(2) active isolation control of on-board disturbances, and (3) direct control of optical ele-

ments. This paper addresses the optical control layer, presents the control system design

methodology, and discusses the experimental results achieved.

The JPL Phase B Testbed

In order to address the control structure interaction problem associated with opti-

cal pathlength control, the Jet Propulsion Laboratory has developed a ground testbed

facility known as the Phase B testbed (Fig. 3). This is an eight foot tall truss struc-

ture cantilevered at the base and equipped with an optical motion compensation sys-

tem.* The optical compensation system is framed in a rectangular shaped trolley and

attached firmly to the truss structure. A voice coil actuator and a piezoelectric (PZT)

actuator provide high bandwidth pathlength control. Earlier control experiments con-

ducted by O'Neal and Spanos [3] using an optical configuration that isolated most struc-

tural motion from the optical path demonstrated closed loop performance to the level

of 11 nanometers rms. This paper describes the control system design and implementa-

tion for a new optical configuration that introduces a larger degree of coupling between

structural motion and optical pathlength.

Figure 4 represents the current optical configuration and shows how laser interferom-

etry was implemented in our experiment. Retroreflector and plane mirror interferometry

were combined in such a way that the optical alignment is maintained under X and Z

lateral motions and X, Y and Z rotational motions. This optical configuration is consid-

erably less sensitive to alignment errors induced by structural vibration than either plane

interferometry or retroreflector interferometry alone. In this setup the two laser beams

are placed very close to each other and the returning beam is directed to the receiver

by an additional plane mirror. Note that the laser beam passes eight times through the

trolley as compared to two times with retroreflector interferometry or to four times with

plane mirror interferometry.

Control Law Design

The frequency response functions (FRF) for the two input one output system were

measured with a Tektronix 2630 Fourier analyzer and are shown in Figure 5. Sine sweep

* A detailed description of the Phase B testbed is given by Eldred and O'Neal [2].
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and band limited white noise inputs were used to generate the FRF's with high coher-

ence levels. The PZT actuator to laser pathlength FRF is not affected by the dynamics

of the flexible structure due to the fact that the mass of the PZT mirror is small and

the balanced PZT stack provides momentum compensation. Note that while the magni-

tude is relatively constant across the measured frequency band, the phase drops linearly

with a constant slope corresponding to 70 microseconds of pure time delay. This delay

is associated with the time it takes to measure the optical pathlength and output the

measurement from the computer to the spectrum analyzer.

The voice coil to pathlength FRF is significantly affected by structural flexibility. The

dominant peak at 0.7 Hz is due to the flexure that attaches the trolley to the truss. All

other peaks in the frequency response function correspond to structural modes of the

truss. Observe that the peaks and valleys (i.e., poles and zeroes) in the FRF are alter-

nating up to 80 Hz which guarantees that all the modes below this frequency will in-

teract stably with a controller of the phase lead type. Beyond 80 Hz the phase drops

rapidly while modal density and plant uncertainty increase considerably. As a result, we

have chosen to limit the bandwidth of the voice coil controller to a frequency lower than

80 Hz.

The architecture of the two-input one-output optical pathlength control system is

shown in Figure 6. Bode's classical control design methods [4] were used to shape the

open loop response in the frequency domain. We point out that, unlike most modern

control design methods, this design methodology does not require an explicit paramet-

ric model of the plant using instead the FRF measurement directly to synthesize robust

controllers.

The control system architecture is similar to that of Colavita [5] in the sense that the

output of the PZT controller drives both the PZT actuator and the voice coil controller.

The objective of this configuration is to desaturate the limited stroke PZT actuator in

the low frequency range where disturbances tend to have large amplitudes. Note that

in Fig. 6 we have modeled the PZT-to-pathlength transfer function as unity while the

measurement in Fig. 5 shows it to be approximately 4.5 dB or 1.7. We shall compensate

for this simplification later by dividing the PZT controller K1 (s), and multiplying the

voice coil controller K2(s) by a factor of 1.7 after the two control laws are designed.

The open loop transfer function for the system of Fig. 6 is

L = I(1 (1 + K2G2) (1)
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The objective is to design the two compensators Kl(S) and K2(s) such that the closed

loop system is stable and the total loop gain [Ll is as large as possible over the largest

achievable bandwidth. The design requirements are placed on [L 1 since the disturbance

rejection is inversely proportional to ILl when ILl is much larger than unity. The follow-

ing three properties are observed from (1):

1. When [K2G2I:>>1, ILl_ IK,K2G21

2. When IK2G21<<1, ILl_ IK,[

3. When IK2G21= 1, IZJ_ ¢ JEll

where ¢ = angle(K2G2) + zr and angle(K2G2) is the phase angle (in radians) of K2G2 at

the frequency where IK2G2] = 1. Clearly, when the voice coil loop gain is large, the total

loop gain is the product of the voice coil loop gain and the PZT loop gain. The total

loop gain also approaches the PZT loop gain as the voice coil loop gain approaches zero.

Also at the voice coil loop gain crossover frequency the total loop gain is the product of

the PZT loop gain and the phase margin ¢ associated with the voice coil loop.

The control laws were designed one loop at a time. First, the voice coil controller was

designed to stabilize the system assuming that it is driven directly by the laser path-

length measurement (i.e., KI(S)=I) and the PZT actuator is disconnected. Using fre-

quency domain loop shaping techniques, a voice coil controller with the following trans-

fer function was obtained:

(s2+245s+2042) ( 1,0052 ) (s2+50s+5032 )K2(s) = (0.117) _-$+371s+3092 s 2 +402s+ 1,0052 s 2 + 100s+5032

LEAD LOW PASS NOTCH

The controller consists of (1) a second order lead filter that provides more than 30 de-

grees of phase at the gain cross over frequency, (2) a second order tow pass filter that

attenuates the high frequency lighly damped structural modes, and (3) a second order

notch filter that attenuates the peak at 80 Hz so that the gain margin of the correspond-

ing mode is approximately 6 dB. The low pass and notch filters are essential in ensuring

a stable control structure iteration. The compensated voice coil to laser pathlength frequency

response function is shown in figure 7.

Similarly, the transfer function of the PZT controller was designed:

Kl(s) : (3,137, (s+378) ( s+4,000 )s s 2 + 440s + 394,784

LAG LOW PASS
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The first order lag keeps the total loop gain high at low frequencies for good disturbance

rejection. On the other hand, the second order low pass filter enforces a steep gain roll-

off while maintaining adequate phase margin for stability robustness. Although the PZT

actuator has very high bandwidth, the PZT loop bandwidth is limited by high frequency

noise, digital implementation time delay, and phase lag from the power amplifier.

Figure 8 shows the loop transfer function L as well as the PZT controller K1. The

effects of time delays due to the computer implementation have been taken into account.

The frequency responses are clearly in agreement with the three properties described

earlier.

Both control laws were discretized using the bilinear transformation and prewarping

was used to match them to their analog counterparts at the respective gain crossover

frequencies. The low bandwidth voice coil controller and the high bandwidth PZT con-

troller were implemented at 2,000 Hz and 12,000 Hz respectively. The phase lags associ-

ated with the zero order hold and the computational delay were modelled as pure time

delays since the sampling frequencies of both controllers are much higher than their re-

spective bandwidths.

Experimental Results

Two closed loop experiments were carried out. The objective of the first was to reject

the ambient laboratory disturbance environment and to establish the noise floor of the

closed loop system. The objective of the second was to reject a sinusoidal disturbance

tuned to the frequency of the fundamental truss mode (i.e., 5.3 Hz). The sinusoidal dis-

turbance was induced by a proof-mass type shaker attached to the midspan of the truss

via a stinger.

In both experiments, the open loop optical pathlength histories were recorded for the

first 5 seconds at which time the control loop was closed and the closed loop pathlength

histories were recorded for an additional 5 seconds. The results from the experiments are

shown in Figures 9 and 10.

Figure 9 shows the optical pathlength variation reduced to 24 nanometers rms from

an open loop ambient disturbance of 15 micrometers rms. This corresponds to 56 dB re-

jection of the ambient disturbance. It is emphasized that in these experiments the laser

beam makes 8 passes through the trolley optics which implies that the equivalent path-
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length error for a space interferometer (i.e., Figures 1 and 2) would be 3 nanometer rms.

Spectral analysis of the open and closed loop signals indicates that the achieved con-

troller bandwidth is approximately 500 Hz and that a large part of the closed loop error

is due to noise at frequencies beyond the controller bandwidth.

Figure 10 illustrates the forced response experiment. The impact of the 5.3 Hz sinu-

soidal disturbance on the pathlength is clearly shown during the first 5 seconds of the

time history. The closed loop response indicates that the disturbance is attenuated by

more than 70 dB which is in close agreement with the total loop gain of Figure 8.

Conclusions and Future Work

We have successfully designed and implemented a two input one output optical path-

length control system on an experimental flexible structure. The control design was car-

ried out in the frequency domain by directly shaping the measured actuator-to-sensor

frequency response function and did not require a parametric model of the system. Ex-

periments were conducted to reject the laboratory ambient disturbance environment and

also shaker induced disturbances tuned to the fundamental structural frequency. The re-

sults we have obtained so far indicate that nanometer level control of optical pathlength

is feasible in space.

Presently We ar e reconfiguring the optical path in order to introduce a stronger cou-

pling between the optical pathlength and the structure. The laser beam will be reflected

back from an additional point on the structure where large structural motion has been
=

observed. We arealso in the process of introducing additional layers of control (i.e., pas-

sive/active damping, and disturbance isolation) to improve the overall performance of

the pathlength compensation system.
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Figure 1. CSI Focus Mission Interferometer
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Figure 3. JPL CSI Phase B Testbed
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DISTURBANCE: LABORATORY ENVIRONMENT
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DYNAMIC TEST RESULTS FOR THE CASES GROUND EXPERIMENT

Angelia P. Bukley and Alan F. Patterson
NASA Marshall Space Flight Center

Huntsville, Alabama

Victoria L. Jones

Logicon Control Dynamics
Huntsville, Alabama

INTRODUCTION

The Controls, Astrophysics, and Structures Experiment in Space (CASES) Ground Test
Facility (GTF) has been developed at Marshall Space Flight Center (MSFC) to provide a facility
for the investigation of Controls/Structures Interaction (CSI) phenomena, to support ground
testing of a potential shuttle-based CASES flight experiment, and to perform limited boom
deployment and retraction dynamics studies. The primary objectives of the ground experiment are
to investigate CSI on a test article representative of a Large Space Structure (LSS); provide a
platform for Guest Investigators (GI's) to conduct CSI studies; to test and evaluate LSS control
methodologies, system identification (ID) techniques, failure mode analysis; and to compare
ground test predictions and flight results.

The proposed CASES flight experiment consists of a 32 meter deployable/retractable boom at
the end of which is an occulting plate. The control objective of the experiment is to maintain
alignment of the tip plate (occulter) with a detector located at the base of the boom in the orbiter
bay. The tip plate is pointed towards a star, the sun, or the galactic center to collect high-energy X-
rays emitted by these sources. The tip plate, boom, and detector comprise a Fourier telescope.
The occulting holes in the tip plate are approximately one millimeter in diameter making the
alignment requirements quite stringent. Control authority is provided by bidirectional linear
thrusters located at the boom tip and Angular Momentum Exchange Devices (AMED's) located at
mid-boom and at the tip. The experiment embodies a number of CSI control problems including
vibration suppression, pointing a long flexible structure, and disturbance rejection. The CASES
GTF is representative of the proposed flight experiment with identical control objectives.

CASES GTF OVERVIEW

The CASES GTF provides a mechanism for testing many aspects of a flight experiment, such
as vibration suppression, boom deployment and retraction, sensor and actuator performance, real-

time computer software and hardware evaluation, electronics, power, optical measurement
systems, and interfaces. Some aspects of the testing are affected by the earth's gravity and air
damping. The dynamics of the boom and tip plate are modified by gravity, and sensor biases due
to gravity and the earth's rotation must be eliminated through software. In addition, gravity
precludes pointing experiments on the ground, and deployment and retraction is not possible
with the tip plate attached. However, there are a number of ideas under investigation to overcome
these problems and devise a scheme to perform pointing experiments and to perform limited
deployment and retraction experiments. Such deployment and retraction experiments have been
conducted on the boom without the tip plate in place.

PRECEDING F'I_IGEBLANK NOT FILMED
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The CASES GTF is located at MSFC in Building 4619 in the Load Test Annex (LTA) high bay
area. A schematic of the facility is shown in Figure 1. The test article is suspended vertically
from a platform at the 132 foot level. The disturbance system provides two translational Degrees
Of Freedom (DOF). Disturbances representative of those which would be experienced on orbit
may be imparted on the structure. A simulated Mission Peculiar Experiment Support Structure
(MPESS) is the interface between the disturbance system and the test article to simulate a flight
experiment interface between the Shuttle, MPESS, and the payload. The CASES test article

consists of a 32 meter boom which supports a simulated occulting plate at the boom tip, and a
simulated detector plate attached to the MPESS. As in the proposed flight experiment, control
authority is provided by AMED's and two bidirectional linear thrusters.

The primary test article is the 32 meter Solar Array Flight Experiment-I (SAFE-I) boom which
was modified for the CASES facility. The boom has 135 bays, weighs about 25 pounds, and
retracts into a canister of length 1.83 meters. The boom has a triangular cross section with 25.4

centimeter sides. The longitudinal members (longerons) are continuous elements composed of a
fiberglass composite. The boom canister is mounted to a simulated MPESS, which emulates

interface between the Shuttle and the experiment. It has four horizontal bays, each measuring
0.7x0.7x0.6 meters, is 2.44 meters high, 2.13 meters wide, and is composed of aluminum
elements. The mass of the structure is approximately 488 kilograms. The MPESS is connected to
the tripod via a pipe which is 1.52 meters long and 40.6 centimeters in diameter, a 2.5 centimeters
thick aluminum interface plate, and several additional interface plates which act as bending and
torsional stiffeners. The tip plate, which simulates an occulting plate, is connected to the boom tip.
The tip plate has four simulated masks, is about 2x2 meters excluding the boom/plate interface
device, and has a mass of about 32 kilograms.

Two Unholtz-Dickie Model 6 shakers provide translational disturbances to a tripod supported
on air bearings to which the simulated MPESS is attached. Each shaker provides 4448 newtons
peak force with a +7.6 centimeter stroke and a 1000 Hz bandwidth. A Linear Motion System
(LMS) interfaces each shaker with the tripod to allow for low-friction motion in two directions
simultaneously. The tripod floats on an air bearing system which consists of an annular air
bearing surface and three air pads. The ring, which has an outside diameter of 4.6 meters and an
inside diameter of 2.7 meters, provides a large, flat surface on which the air bearings float. The
three pressurized air pads provide for "frictioniess" translation. At a given operating pressure and
load, each air pad operates like a spring. The load and pressure can be adjusted to achieve a
desired air pad stiffness. The air gap is monitored via an optical and capacitance system.

The control actuation system consists of two single-axis AMEDs at a mid-length position on
the boom, three single-axis AMEDs at the boom tip, and two single-axis bidirectional linear
thrusters at the boom tip. The AMEDs are used for vibration suppression at a mid-point and at the
tip of the boom. Each AMED package consists of two motors attached to reaction wheels, two 2-
axis gyros and the associated gyro electronics. The tip AMED package is augmented with a third

motor and reaction wheel. The two orthogonal thrusters will be used primarily for pointing the
boom in the flight experiment, but will be used for vibration suppression in the ground experiment.
The linear thrusters have a force capability of+9 newtons at up to 10 Hz. Each thruster weighs
approximately four pounds.

The measurement system consists of angular velocity and acceleration sensors at the base,

boom angular velocity sensors in the mid-length and tip AMED packages, tip acceleration sensors,
and an optical Tip Displacement Sensor (TDS). Each PCB accelerometer weighs one pound, has a
resolution of 0.0001g with a range of+2 g, and has a bandwidth of 800 Hz. Each gyro weighs
150 grams, has a bandwidth of approximately 100 Hz, and a threshold rate of 0.01 degrees/hour.
Auxiliary measurements include reaction wheel speed, AMED motor current, and fault indicators.
The auxiliary measurements are available for health and safety monitoring. A Boom Motion
Tracker records boom mode shapes for post processing.
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The CASES computer system provides real-time control with 64 sensor inputs, 64 actuator
outputs, and a 100th order controller at rates up to 250 Hz. Lower order controllers may be
executed at higher rates. The computer system, developed by AP Labs, consists of a host
computer and a separate real-time system. The host provides the user interface, performs the run-
time plotting and storage, and provides applications for pre-processing (program development,
debugging, and control design) and post-processing. The host is a Sun workstation on the VME
bus running UNIX. Included in the host is a Sun SPARC le processor, 600 MB of hard disk
space, 20 MB of memory, and a color graphics display. The real-time system performs input,
scaling, control processing, and output functions. The real-time system is a VME bus based
computer running AP Labs real-time ItS (Input/Output Subsystem) and includes a 68020
supervisory processor, 3 Sky Warrior II array processors, tour 16-channel 12-bit AJD cards, eight
8-channel 12-bit D/A cards, and 8 MB global memory. Analog signal processing is performed via
filtering, multiplexing, and demultiplexing systems located on the boom and in the control room.

MODAL TESTING OF THE CASES GTF

A modal survey of the CASES GTF was completed on January 24, 1992.[1] PCB Structcel

330A Accelerometers were mounted triaxially at 148 points on the facility for a total of 444
accelerometers. Accelerometer triads were located at 98 points along the boom, 7 points on the
suspension tripod, 24 points on the simulated MPESS, and 19 points on the tip plate. The primary
frequency range used in recording the response of the 148 triads was 0 to 64 Hz with data recorded
for a reduced set of points over the ranges of 0 to 128 Hz and 0 to 256 Hz.

Three different excitation methods were used to excite the structure during the tests. The
primary excitation source was the pair of Unholtz-Dickie Model 6 shakers driven with an HP 3565

front end that provided a random signal filtered from 0.5 to 55.0 Hz. Use of the shakers provided
an in situ test scenario. Force levels of 138 newtons RMS and 156 newtons RMS were applied to
the test structure via the shakers. Because the shakers failed to excite some of the lower frequency
bending and torsional modes, particularly those below 2 Hz, additional excitation methods were

used. To excite the torsional modes, a random input was applied at the tip plate using an APS
Model 113 shaker driven by the HP3565. The frequency range used in recording the responses
resulting from the forces applied at the tip was 0 to 64 Hz. Responses from all 148 locations were
recorded. All force inputs applied by the shaker systems were measured using PCB Model
208A03 force transducers. The third excitation source used in the modal testing was the manual
application of an impulse load. The impulse was required to excite the lowest frequency bending
modes. Because this force could not be accurately measured, decaying acceleration sinusoids were
observed on an oscilloscope for frequency identification. Mode shapes for the first bending modes
and first torsion mode were visually observed. The frequencies of the first bending modes are on
the order of 0.1 Hz.

Data acquisition and signal processing were accomplished using an Htx)000/370SRX work

station with an HP 3565 multiple channel front end system. Leuven Measurement System (LMS)
F-monitor software was used to acquire transducer outputs, calculate frequency response functions
(FRF's), and to store the FRF's on tape. Software developed by the University of Cincinnati was

used to calculate the modal parameters, mode shapes, modal frequency, and modal damping, by
means of a curve fitting algorithm applied to the FRF's. A Multiple Degree of Freedom (MDOF)
curve fitting technique was used on the data because of the high modal density within a narrow
frequency range and the lightly damped modes. Verification of the measured modes was
accomplished using the Complex Mode Indicator Function (CMIF) and the Modal Assurance
Criteria (MAC). The power spectrum from each load cell was monitored in real time and recorded
using an HP 3562A Dynamic Signal Analyzer.
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MODAL TESTRESULTS

TableI summarizestheresultsof themodaltestingontheCASESGTF. Themodalfrequency
anddampingfor thefirst 37modesarelistedin thetable.Notethatvaluesof dampingfor thefirst
5modesarenotgivenbecausetheselow frequencymodeswereobtainedviamanualimpulseand
observationasdescribedin theprevioussection.All 35modeslistedin thechartarebelow32Hz
in frequency.Thehighestdampingvalueis approximately6.3percent.Fivemodesareobserved
to bebelow1.0Hz in frequency.CharacteristicLSSbehavioris notablein thecloselyspaced
clustersof modes,particularlyin thosefrequenciesbelow 10Hz, makingfor achallenging
controllerdesignproblem.Modeshapesfor themodeslistedin TableI havebeenplottedandare
availablein reference1. Themajorityof themodeshapes,correspondingfrequenciesand
dampingvalueswereidentifiedby theFRF'sobtainedfrom theinputsto thebaseof themast.The
modesabove32Hz (notshownin chart)werefoundusingtheCMIF, aswerethefive torsional
modesbetween3.12Hz and 17.5Hz. FRF'shavebeengeneratedfor all thesensorlocations
usedin thetestprocedure.Shownin Figures2 through5 aretypicalFRF'stakenfrom sensors
locatedon thebase,at mid-boom,andatthetip, respectively.Themodaldatacollectedwill be
furtheranalyzedandusedto tunetheCASESfinite elementmodelwhichwill thenbe incorporated
into thefacility simulation.

REFERENCE
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ModeNumber Frequency Damping(%) ModeType
1 0.112 - Bending

2 0.120 - Bending
3 0.210 Torsion

4 0.520 Bending
5 0.530 Bending
6 1.391 4.811 Bending

7 1.868 3.075 Bending
8 2.802 4.339 Bending

9 2.995 3.463 Bending
10 3.133 4.562 Torsion

11 4.215 6.323 Bending

12 4.598 3.787 Bending
13 4.974 2.241 Bending

14 6.027 1.438 Bending
15 6.565 3.730 Bending
16 6.703 1.881 Torsion

17 8.182 1.333 Bending

18 9.864 2.288 Bending
19 10.864 1.931 Torsion

20 12.312 3.125 Bending
21 14.537 1.381 Bending

22 15.243 1.396 Bending

23 15.855 0.609 Bending
24 16.816 3.671 Torsion

25 18.035 0.927 Bending
26 19.856 3.643 Bending

27 20.878 3.375 Bending
28 22.044 1.198 Bending

29 23.085 1.760 Bending
30 24.211 0.823 Bending

31 25.827 0.804 Bending
32 26.029 1.252 Bending
33 28.365 0.733 Torsion

34 29.764 1.988 Bending

35 31.650 1.325 Bending

TableI. ModalFrequencies,Damping,andTypefor CASESGTF.

363



Control Room

Computer

?

! ....

.... il

364

136 ft

127 ft

118 ft

110 ft

Sixth Floor

98 ft

90 ft

Fifth Roor

78 fl

70 ft

58 fl

50 I1

I 38 fl

tnird Floor

30 ft

18 ft

10 ft

Tower Leg

e

Crane Conttol

I
I

Room

u

g

Tripod

Ring

Main Platform

MPESS

Canister

Bay 135

Bay 130

Bay 120

Bay 110

Bay 100

Bay 90

Bay 80

Bay 70

Bay 68

Bay 60

Bay 50

Bay 40

Bay 30

Bay 20

Bay 10

Bay 1

Tip

e = e/eclrical access

e also al each access platform

Figure 1. CASES GTF Schematic

Y
X

103.5 ft

't
m D



-55 .... _ !

Frequency, Hz

Figure 2. Base FRF, (X - Axis)

-5O

-60

-7O

-8o

.g
;_ -9o

-100

-II0

I

7O

Frequency, Hz

Figure 3. Mid-Boom FRF, (X - Axis)

365



-6O

-7O

-80

-9O

d

-100

-110

i

-12C ..........................................................

/
-130 t .................................................... 7...........

-140 1 20 30

Frequency, Hz

' 'o '40 5 60

Figure 4. Boom Tip FRF, (X - Axis)

7O

366

-7O

-8O

"_ -90

"o

.lOO

-110

-120

-130

J

-1

Frequency, Hz

Figure 5. Boom Tip FRF, (Y - Axis)

-140_ 10 20 30 40 5'0 (_" 70



 93-18a4 
RESULTS OF THE

ADVANCED SPACE STRUCTURES TECHNOLOGY RESEARCH EXPERIMENTS

(ASTREX)
HARDWARE AND CONTROL DEVELOPMENT

1Lt Derek F. Cossey
Phillips Laboratory
Edwards AFB, CA

INTRODUCTION

Future DOD, NASA, and SDI space systems will be larger than any spacecraft flown

before. The economics of placing these Precision Space Systems (PSS) into orbit dictates that

they be as low in mass as possible. This stringent weight reduction creates structural flexibility

causing severe technical problems when combined with the precise shape and pointing

requirements associated with many future PSS missions. Development of new Control Structure

Interaction (CSI) technologies which can solve these problems and enable future space missions
r

is being conducted at the Phillips Laboratory, On-Location Site, CA.

J
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RESULTS OF ASTREX HARDWARE AND CONTROL DEVELOPMENT

The Phillips Laboratory, On-Location Site, Edwards AFB, CA, has developed the

Advanced Space Structures Technology Research Facility (ASTREX) to serve as a test bed,

shown in Figure 1, for demonstrating and integrating technological solutions to the challenges of

spacecraft structural control. Unique features of the facility include a large-angle slew capability,

a realistic, 11,000 lb dynamically scaled structural model of a 3-mirror Space-Based Laser (SBL)

beam expander (see Figure 2), and a powerful, adaptable computer for real-time control and

system identification. Currently there are a total of eleven on-going and scheduled projects

which will demonstrate various technologies and techniques for CSI. The planned efforts

involve representatives from industry, academia, NASA, and DOD.

\
\
\
\
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Figure 1. ASTREX Facility.
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In June1991,engineersfromBoeingAerospace& Electronics installed and tested the 8 lb

vernier thrusters on the ASTREX test article. Initial testing was limited to the compressor

capability of only 200 psi. With the installation of a compressor with 500 psi ability and the

eight 200 lbf thrusters in Dec 91, the reaction control system was finally assembled on the test

article. Verification of thruster operation was completed in the second week of Feb 92 after

hydrostatic testing of the flexible hoses and additional safety precautions were performed. The

thrusters are available for use in research conducted by guest investigators. Currently, plans are

being formalized to utilize the thrusters for in-house experiments in the Spring of 92. Additional

testing of the thrusters was delayed to accommodate the installation of the Advanced Composite

Embedded Sensors and Actuator (ACESA) struts developed by TRW.

The ACESA effort developed and produced three 17 ft struts which replaced the three non-
, =

active struts supporting the secondary mirror. These struts will be used to suppress vibrations

caused by the tower modes, where most of the modal energy exists, of the Test Article.

Installation of the struts was completed on 3 Feb 92. The electronics supporting the ACESA

struts are being installed at the writing of this paper. Dr Allen Bronowicki of'IRW managed the

effort through the five phases o£ the program. An innovative manufacturing technique proved to

be successful in embedding the sensors, and actuators into a large graphite-epoxy tube. Dr

Bronowicki is scheduled to test the struts for four months beginning in Mar 92. After the initial

testing, the ACESA struts will be available for use by other guest investigators.

Additionally, a 2_5 ft-lbf reaction wheel built by Dr Thomas Pollock was installed on the

secondary _r tO Once ag_ address the tower modes. The reaction wheel orientation is

adjustable to accommodate one or two axes of authority. A second function of the reaction

wheel allows it to operate as a disturbance source to be controlled by the actuators currendy

available and the actuators being developdl. Dr Pollock is also building a larger reaction wheel

with 12.5 ft-lbf torque ability. Plans to install the larger reaction wheel into the primary are

being made.

Linear Precision Actuators (LPACTs) are being designed and built to be installed on the

secondary mirror. The LPACTs are based on the proof mass actuator concept. However, they

have been designed to avoid the non-linear effects associated with most proof mass actuators

which use bearings.

The first active member to be delivered was the active strut developed and assembled by

SatCon Inc. The strut was developed under the management of Dr Bruce Johnson using the

magneto-restrictive material Terfonol-D. Testing has not been performed with this strut due to

desires to test with other actuators fin'st. In addition, an active strut using a cylinder piezoelectric

370



stack is being developed by the Jet Propulsion Laboratory of Pasadena. Dr Moktar Salama

manages the development and the strut is scheduled to be completed in April 92.

Currently, in-house efforts are addressing several issues involving a line-of-sight (LOS)

sensor, modal surveys, model update, slewing control, and vibration suppression. Two line-of

sight sensors are being developed. One uses a non-optical solution to determine LOS error by

comparing angular rate sensor readings at the secondary mirror to sensor readings at the hub

located in center of the primary mirror. This solution was chosen as the best candidate to

measure LOS jitter of less than 1 micro-radian. The second solution uses a laser with a quad-cell

detector. At this time the parts for this system are being acquired and measurement performance

has not been determined.

The model update and modal survey effort is currently being worked by Dr Nandu

Abhyankar. The possibility of bringing a third party to update the model is being heavily

considered. All the work in this area is scheduled for completion by Jun 92. In-house goals

also include the demonstration of slewing profiles and vibration suppression of the test article.

This work accomplished by the in-house efforts will improve the work done by guest

investigators at the facility.

Currently, three guest investigators, who will perform work at the ASTREX Facility, are

participating in the NASA/DOD CSI Guest Investigator Program. Boeing Aerospace and

Electronics is providing four control moment gyroscopes, CMG's, for one year. The CMG's

will be installed on the primary mirror where slewing profiles with the CMG's will be

demonstrated. The CMG's weigh 280 Ibs and deliver from 200-800 ft-lbs of torque usable in

slewing control. The project is being managed by Mr Dean Jacot. Texas A&M work will

demonstrate control laws for near-minimum time slew maneuvers and vibration suppression.

Using the thrusters and other available actuators, slewing profiles will be developed to minimize

the disturbances caused during a slewing maneuver. Dr. Rao Vadali is managing this effort.

MIT will be developing optimum passive damping using piezoelectric material. The basic idea is

the dissipation of electrical energy created by the piezoelectric material through an RCL circuit. Dr.

Andreas von Flotow is managing this effort. All of these efforts were started in Fall 91 and the

efforts are scheduled for eighteen to twenty-four months.

The overall effort has been in the facility and hardware development stages for the past

three years. With the scheduled research involving guest investigators and in-house personnel,

the ASTREX Facility will demonstrate over eleven key technologies and ideas for spacecraft
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structural control. Future ideas for testing at the ASTREX Facility are only limited by the

creativity of researchers involved in addressing the CSI issue.

Bibliography
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DESIGN OPTIMIZATION
OF THE JPL PHASE B TESTBED

M. Milman, M. Salama, M. Wette, C. Chu

N 93- 18845

INTRODUCTION

Increasingly complex spacecraft will benefit from integrated design and optimization of
structural, optical, and control subsystems. Integrated design optimization will allow
designers to make tradeoffs in objectives and constraints across these subsystems. The
location, number, and types of passive and active devices distributed along the structure
can have a dramatic impact on overall system performance. In addition, the manner in
which structural mass is distributed can also serve as an effective mechanism for
attenuating disturbance transmission between source and sensitive system components.
This paper presents recent experience using optimization tools that have been developed
for addressing some of these issues on a challenging testbed design problem. This
particular testbed is one of a series of testbeds at the Jet Propulsion Laboratory under the
sponsorship of the NASA Control Structure Interaction (S) Program to demonstrate
nanometer level optical pathlength control on a flexible truss structure that emulates a
spaceborne interferometer.
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METHODOLOGY VALIDATION TESTBED

To demonstrate nanometer level optical pathlength control for the proposed
interferometer, the Phase B CSI testbed structure was designed and built to emulate the
dynamic characteristics of the interferometer. It consists of a vertical tower of length 2.5m
with two horizontal arms at right angles to each other attached at the top of the tower. The
tower and arms are trusses built from a total of 14 rectangular bays each with dimension
40.6 x 40.6 x 28.7 cm. Attached to one of the horizontal arms is the optical motion
compensation system which is encased in a flexure mounted frame. The system was
modeled using NASTRAN with beam elements for the individual struts. The resulting 666
degrees--of--freedom (dof) system was reduced by Guyan reduction to 252 dof.

The objective of the current study is to modify the structure using two methods: by
resizing truss element diameters and by strategically placing and selecting parameters for
passive dampers in the structure to attenuate motion at the optical compensation
subsystem attachment points to the trolley due to a colored noise input disturbance at the
Iocatmn shown in the figure. An optimization approach is adopted to achieve this objective.
The resizing optimization problem employs a multiobjective cost functional consisting of
total structural mass and the H2 norm of the transfer function between the input
disturbance and the trolley attachment points. The multiobjective formulation generates a
family of optimal designs that allows trades to be made between the competing
components of the cost functional. In the damper placement and tuning optimization
problems several performance metrics were considered. These include the H2 metric
described above and various metrics for damping specific structural modes.

This paper addresses two main questions regarding the optimization approach. First, can
these methods be applied to the large scale applications that they are ultimately targeted
for? And secondly, is there substantial payoff to implementing them? A combination of
experimental and numerical simulation studies indicate affirmative answers to each of
these questions.

O

o Approach:
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Objective: Demonstrate nanometer level optical pathlength control on a flexible structure
that emulates the proposed interferometer.

660 D.O.F. (252 mass D.O.F.) Ll"z- _ J_
COMM N_IAII(_ '_VSTtM

22 modes < 100. Hz "_'_ _

7 modes < 30. Hz RESPONS_'/-- ,

186 possible locations for dampers __

Disturbance: shaker force at 412

along diagonal (xy)
OlSTuReA.c I

(d)
Outputs: disp. at 8-attach pts. (trolley/truss)

Perf. measure: H 2 norm of TFJdamping of selected modes _ _,,,_0

Opt. placement of passive dampers, followed by tuning and resizing of truss
members



PLACEMENT/TUNING PHILOSOPHY

Passive damping is a highly effective means for improving performance of both passively
and actively controlled systems, and is especially critica/for the problematic class of
lightly damped systems. Reducing peak responses in the vicinity of resonant frequencies
not only enhances the stability of the open loop system, but it also allows for the
Implementation of more aggressive control strategies. Furthermore, since many current
approaches to robust control design require a bound on the uncertainty in the model on
which the design is based, when models are obtained from an identification process the
resulting uncertainty (as measured by the H=_ norm) can be reduced by first damping the
resonant peaks.

The effectiveness of viscous elements in introducing damping is a function of several
variables Including their number, their location in the structure and their physical
parameters. The optimization studies to follow will treat the location and tuning problems
in an independent manner. Future work will address hybrid approaches for developing
strategies that combine these problems into a single framework.

O Introduce passive damping into structure to

Passively and optimally attenuate disturbances

Enhance plant identification process/robustness

Improve closed loop system performance

O Determine

- Element locations

- Element stiffness/damping

- Number/combination of elements
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APPROACH
OPTIMAL PLACEMENT/TUNING

The viscous dampers are modeled as collocated position and velocity feedback elements
in the nominal structure. In the c_se of a single damper, the feedback gains are scalar
quantities corresponding to the damper spring and dashpot coefficients. In the multiple
damper case the same system model results, with the exception that the feedback gains
are now diagonal matrices with nonzero terms corresponding to the spring and dashpot
terms of the individual dampers.

The placement problem is to optimize the control influence matrix B over the set of
admissible locations for the dampers. The tuning problem is to optimize the matrices Kp
and Kvover the parameter range of feasible designs for the dampers.

O System Model:

Single Element:

M_ + Kx = Bu + f

u = -bT[kpx + k_]

M_ + k, bbT_ + (K + kpbbX)x = f

Multiple Elements:

x = Cq; CTM¢ = !; cTK¢ = D = diag(o,...,o,)

Ci+ BI_BTcl + (O + BKpBT)q = cTf,

M = Mass; K = Stiffness; B = Damping selection matrix;

u = Damper force; f = Disturbance force

kp = Damper spring coef.; k_ = Dashpot coef.; K,, Kp - D!agonal damping/stiffness matrices.
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TECHNICAL APPROACH
OPTIMIZATION PROBLEM FORMULATION

The choice of performance metric in these optimization problems plays a central role in
the character of the solution. Criteria should simultaneously reflect the physical
objectives and be numerically tractable. For large scale problems this latter property is
especially important. Thus cost functional evaluation must involve both numerically stable
and efficient computations. In addition, the availability of analytical gradients is another
very desirable feature. Two general sets of criteria meeting these requirements were
implemented---an H2 metric and a damping metric. The H2 functional evaluation requires
solving large scale Lyapunov equations, while computing the damping requires solving
large nonsymmetric eig.envalue problems. Methods for accelerating these computations
were developed, and will be discussed later.

Two distinct optimization strategies were used to solve the placement and tuning
problems. The placement problem involves discrete optimization over a finite (but large)
set, while the tuning problem can be treated in a continuous framework. A simulated
annealing program was developed for optimizing the control influence matrix B for the
placement problem, and a sequential quadratic programming (SQP) using the Stanford
Computer Science Laboratory's NPSOL software was used to tune the damper gain
matrices Kp and Kv.

O Determine placements and damper parameters by optimizing physically meaningful
performance criteria

Performance Functionals:

Damping of selected modes

Minimizing total system energy

Optimizing H2 norm of transfer function from disturbance inputs to outputs

Design Variables:

- Damper stiffness (Kp), damping coefficient (K_), location (B)

Optimization Strategies:

- Sequential Quadratic Programming (SQP) for Kp, K_
- Simulated annealing for B

O Challenges

Solving problems on big models
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OPTIMAL PLACEMENT WiTH RESPECT TO DAMPING
OF SELECTED MODES

The ability to damp selected modes is very useful in control design applications where to
ensure robustness and closed loop stability it is necessary to damp modes in the loop gain
crossover region. Once these modes are targeted, a number of functionals can be
introduced for this purpose. Two typical functionals are shown below. The first functional
is simply the sum of the damping) of the targeted modes, while the second is a weighted
sum of the exponentials of the individual damping values. Although these functionals
involve the same set of modes, they can lead to quite different results. For example if a
particular mode can be heavily damped, the first of these metrics would have the
propensity to find a solution that introduces large damping into this mode but ignores the
others. The second metric is an approximation to a minimax functional and is better suited
to more evenly distributing the damping in the individual modes. A possible problem that
can arise here is that there may be a mode that is not easily damped, and additional
damping in other modes may be sacrificed to introduce a modest amount of damping in
the problem mode.

Let/_1 = damping in ith mode of system

+ BI_BTCl + (O + BKpBT)q = CTf

Optimization Problem
minKp,Kv,S g(E,,'", Era)

where g is a smooth function

Examples:

(i)

(ii)

where I = set of targeted modes

g(E,,...,E,,) = _ _I'

i_,exp{y_,}
g(_l,...,F.m) = 1 id

*Solving large elgenvalue problem is difficult in optimization loop
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OPTIMAL PLACEMENT WITH RESPECT
TO H2 METRIC

The H2 norm of a transfer function is a general performance metric that can capture a
variety of physical objectives. Penalties on the velocities and displacements of various
nodal points can be accommodated by this formulation, as well as the total system energy.
More generally any quadratic functional of the system state can be expressed in these
terms. The stochastic physical interpretation of the H2 norm is as the steady state rms
error of the output due to a white noise input.

Computing the H2 norm of a transfer function requires putting the system into first order
form, and then solving a Lyapunov equation involving the state matrix, the control input
matrix and the intensity matrix of the input disturbance. The solution of this equation is
the covariance of the state. Obtaining the steady state value of a linear combination of
state variables then requires only matrix multiply and trace operations.

0 System: x = Ax + Bv

z = Cx,

where
I,=E o=Eo]

v = zero mean white noise, E(w T) = V

o H= Cost: minKp.K,.8 J = lim,., E{Iz(t)l=};

J = tr(CCTQ),

AQ+ QA T+ BVBT=0.

o Examples:

(i) C = selects displacement/velocity components at certain nodes
(ii)C = determines system energy

c=iOoo]
*Direct evaluation of J not tractable in optimization loop
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COMPARISON OF METHODS FOR COST
FUNCTIONAL EVACUATION

Solving large unsymmetric eigenvalue problems or Lyapunov equations within an
optimization loop is extremely cumbersome, and can render the optimization routine
ineffective. Two methods were developed to circumvent these difficulties.

A Newton method for updating specific eigenvalues as a function of the damper stiffness
and dashpot coefficient matrices, Kp and Kv was developed. The method is based on
finding the roots of an associated ratmnal function whose zeros coincide with the system
eigenvalues. Within the optimization loop the scheme is initialized by the current
eigenvalues corresponding to the values of Kp and Kv. As Kp and Kv are updated in the
optimization, the ejgenvalues are also updated. The method is highly accurate and very
efficient. To facilitate the solution of the large scale Lyapunov equation associated with
computing the transfer function H2 norm, a model reduction method based on augmenting
a modally reduced model with Ritz vectors to statically correct the reduced model transfer
function was implemented. This method also produces high fidelity approximations to the
damped system eigenvalues.

The tables below demonstrate the effectiveness of these two methods in approximating
the eigenvalues of the structure with three dampers placed. The full testbed model in this
study contains 249 modes and three dampers were inserted. The first column in the table
contains the frequencies of the undamped system. The other values correspond
respectively to the full order model, the Ritz reduction model containing the first twelve
undamped modes plus three Ritz vectors corresponding to the damper inputs, the Newton
method, and finally a modally reduced model obtained by retaining the first 15 undamped
modes. The conclusion here is that the Ritz reduction technique and the Newton method
yield high precision estimates with enormous reduction in operation count, while the
modally reduced model produces inaccurate results.

Mode No.

D

1

2

3

4

5

6

7

Undamped System

Frequency (Hz)

0.7427

5.4263

7.4564

11.6777

17.4248

20.8423

31.1387

Damped System

Frequency (Hz)

249 Modes

(full order)

0.7420

5.2940

7.0376

10.4862

17.4386

20.8236

31.2231

12 Modes

Plus

3 Ritz Vectors

Newton

Method

0.7420

5.2940

7.0376

10.4862

17.4386

20.8236

31.2231

0.7420

5.2940

7.0376

10.4862

17.4386

20.8236

31.2231

15 Modes

(truncation)

0.7425

5.3262

6.9540

10.4493

17.3444

20.7055

31.0481
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Mode No.

1

2

3

4

5

6

7

Damped System

Damping (%)

12 Modes

Plus

3 Ritz Vectors

249 Modes

(full order)

0.0179

4.5744

25.5357

32.6379

0.9034

1.3197

0.5016

0.0179

4.5744

25.5358

32.6380

0.9033

1.3197

0.5013

Newton

Method

0.0179

4.5744

25.5358

32.6380

0.9033

1.3197

0.5013

15 Modes

(truncation)

0.0012

0.6125

2.3228

5.5664

0.4066

0.5709

0.5031



SIMULATED ANNEALING SOLUTION COMPARISON
OF H 2 AND DAMPING OPTIMIZATION

A simulated annealing algorithm was used to optimally place three dampers in the Phase B
Testbed structure. The alqorithm was implemented twice. First, it was implemented with
an H2 metric with disturbance input generated by a sixth order low--pass filter with a
bandwidth of 25Hz. The second time it was implemented with a metric to maximally damp
the sum of the first seven modes. A comparison of the respective Bode plots of the
resulting transfer functions is given in the figure below. As observed, large damping is
introduced into the third and fourth modes as a result of optimizing the damp,ng.
However, this is at a sacrifice to the damping attained in the other modes. The H2 norm
optimization metric distributes the damping across the modes in a more even fashion.
Values for the sum of the damping and H2 norms for both performance metrics are given
at the bottom of the parle. This example indicates the disparity in performance that can
result from choosing various cost functionals.

_J

E

10-3

10-4

10-5

10 4

10-7

10 4
0

H= Optimization:

Damping Optimization:

10 15 20 25

frequency (hz)

H2 error = 1.514 x 104; _,,_, = .261

H= error = 2.143x104; _-_,_, = .655
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TUNING 3 DAMPERS

The optimal damping solution shown on the previous chart added very little damping to the
fifth, sixth, and seventh modes. To remedy this situation the simulated annealing
algorithm was implemented again, but with the performance metric g - exp(10_5)+
exp(10F_6) + exp(10_7), where _|= damping in the ith mode. A new damper configuration
emerges, and the resulting damping in these modes improves considerably. Furthermore,
because g represents a "minimax" approximation, the damping in these modes are all
within a factor of two of one another.

Once these damper locations were selected, we next optimized the damping coefficient
matrices Kp and Kv using the SQP algorithm. The figure below contains the Bode plots for
the resulting two closed loop systems, and the table at the bottom of the page contains the
damping values for modes 5, 6, and 7 for the two solutions. As can be seen from these
values, significant improvement in damping is obtained by optimizing the coefficients. In
this case the solution called for reducing the spring constant of the damper to the
minimum allowed and simultaneously reducing the dashpot coefficient by a factor of 2/3.

The damping obtained in these modes by a combination of placement and tuning
optimization techniques demonstrates that very specific tailoring of the system response
is possible by these methods.

0 Optimizing Kp, K_ with respect to

lO'J -

10"

10-5

•_ ]04

_=

10";

IO-=

7

exp {10_,}
1=5

J

__ undamped

..... _d_mp_d .-damping coefficient= not opcimLzed
....... dampmg cocfficieau optm_ed

fTeque.ncy (_.)

Undamped Damped Damped

(Kv - 320 Ib/in) (Kv - 105 Ib/in)

Mode freq freq damping freq damping

5 17.4248 17.2668 8.1733 16.1907 6.5787

6 20.8423 21.3353 3.9098 20_1644 8,0746

7 31,1387 32.1426 3.7256 30,5854 7.4840
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OPTIMAL PLACEMENT AND TUNING
OF PASSIVE ELEMENTS

The foregoing discussions centered around simulated data. The figure below presents
experimental data taken from the Phase B Testbed. The optimal placement of the damper
here was determined via the H2 performance metric with disturbance input and response
locations as shown. An exhaustive search over the 186 locations was performed using the
Ritz reduction technique to compute the solution to the associated Lyapunov equation.
The figure contains the open loop response, the response obtained by the optimally
placed damper, and finally an "average" response computed by averaging the transfer
functions over all possible locations of the damper. The experimental results indicate a 25
times improvement in damping in the first three modes over open loop, and 8 times
improvement in damping over the "averaged" locations.

CWIK:Xl MC41_
<z'-_'-'--'--" COklN N_ hO(q$Y_[M

R

DISTURBANCE -1- [_ I ,

_ _-STRUT

10 3

10 2

!
_ 10 I
C

U

_ 1011

10"1

EXPERIMENTAL RESULTS (ONE DAMPER)

AVERAGE

.EspO._EI. / O,E.L_P |

DAMPER y

• 25X DAMPING IMPROVEMENT OVER OPEN LOOP

• FACTOR OF II BETTER THAN RANDOMLY PLACED DAMPER

i | L |s 6 , ; ; 1o i_ 17
FREQUENCY (Hz)

• OBJECTIVE: OPTIMALLY PLACE/TUNE DAMPERS
FOR STRUCTURE QUIETING

• DEMONSTRATED ANALYTICAL TECHNIQUES ON
PRELIMINARY DESIGN PROBLEM

• WILL EXTEND TO MULTIPLE PASSWE AND ACTIVE
ELEMENTS

1
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OPTIMAL RESIZING APPROACH

Given the optimum placement and characteristics of a number of passive dampers, the

objective here is to find the optimal sizes (c_i) of the truss members. In this regard, one

may choose any one or combination of the listed criteria J1, ..., J6 as the objective function
for the resizing problem. The optimization can be achieved by varying design parameters
such as member sizes, control gains, and mirror geometry and relative position. The
challenge one faces in this type of multi-criteria problem is the potential conflict among
criteria, so that there is no single design that optimizes all criteria simultaneously. Here,
one must look for Pareto optimal solutions. A solution is said to be "Pareto optimal" if
there is no other solution that improves any criteria without making at least one
other criterion worse.

Statement: For given damper placement, optimize the structure.

Possible Criteria:

Design Variables:

Criteria:

Jl: LOS error of chief ray at some D.O.F.

J=: RMS wavefront error of multiple rays at focal plane

J_: Strains/stresses in selected members

J4: Displacements at selected D.O.F.

Js: Total mass

Je: Control cost

Structural - Member sizes
Control - Gains

Optical- Mirro r s!zes, rel. position

Non-Commensurate and conflicting
Must look for Pareto optimal solutions
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OPTIMAL RESIZING APPROACH (CONT'D)

In the results that follow, two criteria were selected for optimization; the total mass, J1,
and the steady state mean square displacement, J2, (at the truss-to-trolley attachment
points) in response to a white noise disturbance. Designating the matrix that maps the
state variables x into the attachment points by H, we have J2 -- tr (H Q HT), where Q is the
solution of the matrix Lyapunov equation shown, and A = A(_), B2 -- B2(a), respectively,
are the plant matrix and the disturbance coefficient matrix. Pareto optimal solutions can
be found by determining the stationary values of the functional J(J1, J2, _.) for various
values of the weighting parameter _. _ [0,1]. By allowing _. to take on discrete values at
small intervals from zero to one, one can propagate the solution along the ;_ path to
provide a subset of Pareto optimal designs.

O

O

O

O

Problem Statement: For a given damper placement, optimize cross sectional areas of
truss members to attenuate disturbance transmission from source to

output D.O.F.

For testbed, let J1 - total mass

J= = steady state mean square displacements at trolley attach.

= tr(H1Q H1T)

H_: Maps x into observed displacements at trolley attachment D.O.F.

Q: Solution of (AQ + QA T + B2B2x = 0)

Construct weighted criterion: J = (1-_.)J 1 +Z J=; _.e[0,1]

Z: TBD from system study of mission (not known in advance)

Starting with Z=0 ; _Find J'(Z) ,till Z=I
L__. ,__ _. + A_.,J

Will provide a set of feasible Pareto optimal designs to optimally trade mass vs.
performance
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CSI PHASE B TRUSS- MODEL REDUCTION

Optimization of large order models makes model reduction a required step due to the
need to solve one or more Lyapunov or Riccati equations. Model reduction consists of
applying a model reduction transformation, Tr, to a full-order model. The transformation
Tr is typically not recomputed for each parameterization of the model and hence the
transformation Tr computed for one set of parameter values may be a poor transformation
to use for another parameterization. The addition of a linear correction term to Tr,
constructed from eigenvector gradients (EGs), may extend the range of parameter
variations over which Tr is valid.

Our optimization program uses a "Parameter Variance Tolerance" (PVTol) to allow the user
to specify how much the parameters may vary before Tr is recomputed. The program also
allows the user to specify whether EGs are used in the construction of Tr. The
computation of Tr is a CPU time intensive task. Therefore, there exists a tradeoff between
added computation time and accuracy of the models used in optimization. Questions
which naturally arise are "What impact do these options have on run time?" and "What
impact do these options have on the results of the optimization?"

The left figure shows a plot of CPU time versus PVTol for a certain problem. The "x"-marks
show the timings for runs without EGs and the +"-marks show timings for runs with EGs.
As one can see, the change in PVTol 0.10 to 0.50 causes roughly a factor of two in CPU
time. The use of EGs increased the CPU time by roughly a factor of four over not using
EGs.

The right figure illustrates how the optimal cost from several runs changed with varying
PVTol and whether or not EGs were used. For each PVTol (0.10, 0.25, and 0.50) three
optimization points were obtained both with and without use of EGs. All costs are shown
relative to the best (i.e. smallest) optimal cost for each of the optimization runs. As one
can see, the runs which used the EGs always produced the smallest optimal cost and the
results were consistent for all values of PVToI. The results for no EGs show that the
resulting optimal costs were not really optimal and varied somewhat with PVToI.

The conclusion drawn from this analysis was that using EGs is preferred. The timing was
brought down to a manageable size by setting the PVTol to a value of 0.50. The
computation time is about twice what would be obtained by using no EGs with a PVTol of
0.10.

What effect does

• parameter variation tolerance

• use/non-use of eigenvector gradients

Model Reduction and Timing
14OO

1200

l (2O0

"_ 800

N

400

200

0
0 0.2 0.4

Par. Vat. "rol.

0.6

have on ...

• CPU Time

• Optimal control (i.e., performance) cost
Model Reduction and Optimal Cost

2

1.8

1.6

1.4

1.2

]
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OPTIMAL RESIZING APPROACH

An important step in the optimization process is the parameterization of the structure. The
parameters chosen for optimization of the truss were the rod member cross-sectional
areas. Independent parameterization of each member would have led to 186 parameters,
probably making the optimization run time quite long: we needed to reduce the number of

arameters. Choosing too few parameters, and thus a low order design space, would
ave lead to poorer results. A natural way to compromise is to take advantage of

symmetry in the structure. We did this in the following way:

1. Each bay in the tower was budgeted three parameters: one for the Iongerons, one for
the battens, and one for the diagonal elements. However, the bottom bay required
only two parameters because its Iongerons were attached to the base. Thus the tower
gave us 14 parameters.

2. The first, second and third pairs of bays of the two three-bay arms were budgeted
three parameters each as above. This gave us another 9 parameters.

3. The two single-bay arms were parameterized with one parameter.

4. The bay at the intersection of the tower and the arms was parameterized with one
parameter, giving a total of 25 parameters.

O Issues

- Number of parameters

Distribution of parameters - symmetry

Solving large scale eigenvalue and Lyapunov equations

O Solution

Three parameters per bay for tower and three-bay arms

One parameter per bay for one-bay arms and intersection

Total of 25 design variables

Ritz model reduction using eigenvectors/eigenvector derivatives
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CSI PHASE B TRUSS
OPTIMIZATION RESULTS

In this figure the results for four cases are depicted in the criteria space (J1, J2). The four
cases represent (1) no dampers are present, (2) one arbitrarily placed damper is used, (3)
one damper is optimally placed, and (4) two optimally placed dampers. For each case, the
performance of the nominal (initial) design is represented by a single point in the (J1, J2)
space, and the performance of the Pareto optimal design is represented by a curve joining
multiple points, each point corresponds to a _.-value Z _ [0,1]. A number of observations
can be made

(1) Considering the damper optimization alone, for a fixed mass an arbitrarily placed
damper shows only 25% improvement in transfer function over the no damper case,
while an optimally placed damper shows a factor of two improvement. When two
dampers are optimally placed, the improvement is increased from a factor of two to
five.

(2) For the same mass (~17.001b), optimal resizing of the truss members results In
impressive Improvement in the transfer function, where a reduction by a factor of 7 to
12 is achieved, depending on the number and location of the dampers.

(3) A definite corner point near the origin of the Pareto optimal curve is typical of non-
competitive criteria that admit a single optimal solution. Optimally placed dampers
tend to sharpen the (J1, J2) curve, and thereby make minimization of the mass and
rms response more achievable.
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CSI PHASE B TRUSS
OPTIMIZATION RESULTS

DISTRIBUTION OF MASS IN PARETO OPTIMAL SET

The chart illustrates the distribution of mass in the set of optimized structures for the
single optimally placed damper on the previous page. In the figure on the left each plot
shows variation of the structural mass of individual bays versus the total structural mass
of the optimized structure. The ordinate is a logarithmic scale covering the range of the
allowed bay mass (corresponding to the allowed variation of parameters). For this case
the parameters were allowed to vary in a range of plus-or-minus an order of magnitude
from nominal. For the two single-bay and two three-bay arms, the plots show the
combined structural mass of the corresponding bays on each arm.

As one can see, the majority of the mass for the optimized structures lies in the tower near
the base. A suitable explanation is that the mass is being added to stiffen the structure
between the disturbance input and the grounded base. There is also some mass added to
the three-bay arms, to make the structure near the trolley heavier, and hence more
resistant to vibration.

The general trend in the way mass was added within each buy was that the majority of
mass was added to the Iongerons and diagonals, implying that the battens play a small
role in the system performance.
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BUCKLING OF OPTIMAL DESIGN UNDER ONE- "G"

During optimization, lower and upper bounds on the design vector a, with components ai,
were imposed so that (5. x10-6) _<_i -< (5. x 10-4). As a result of the optimization, some
members were driven toward the lower bound where buckling instability may be of
concern. To check whether or not the resulting design is viable, a worst case buckling
analysis under one-g loading was conducted for the case of one optimally placed damper.
To simplify this analysis, instead of using 25 different cross sectional areas, the member
sizes were grouped in three intervals: (5. to 9.9)x10-6, (1.0 to 9.9)x10-5, and (1.0 to
5.0)x10-4. After computing the forces in all members under one-g, the maximum
compressive load (labeled Pmax) on any of the members belonging to a given group was
checked against the fundamental critical buckling load (labeled Pcr) for the member with
the smallest cross section and greatest length in that group. The smaller the ratio
(Pmax/Pcr) < 1.0, the greater the degree of conservatism of the design against buckling.

One damper optimal design at mass = 15.54 Kg
Considered 3-Intervals for x-sec, areas: (5.-9.) x 10_'; (1.-9.) x 10_; (1.-5.) x 104

i P..= = 312.N; Pl=,. = 544.N;
Ratio = 0.57

A=5.3x104; =0.41; R=5.xlO=; t=0.17x10 "3

P=.,,, = 509.N; P== = 1,954.N
Ratio = 0.26

A=1.79x10s; =0.41; R=5.xl0=; t=0.6xl0 =

P_,,, = 563.N; P3=,= 150,000.N
Ratio = 0.004

A=4.67x104; =.575; R=12.5x10=; t=6.0xl0 =
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S UM MAR Y/CO N C LU SIONS

This paper has addressed several design optimization problems for the JPL testbed
structure. The two classes of problems considered were the optimal resizing of truss
element areas, and the placement and tuning of viscous dampers. Various measures of
performance were defined for these problems including minimizing RMS error due to input
disturbances and maximizing damping in selected structural modes.

The testbed structure is of sufficient complexity to expose the numerical challenges and
issues related to practically solving these optimization problems. A number of different
economizing techniques were introduced and validated to meet these challenges. Each of
these methods proved to be very well suited for their particular target optimization
application.

The resulting optimized design in each instance led to significant improvement in
performance. Although each optimization problem was attacked individually, future work
will focus on integrating the approaches.

o Developed and applied analysis/design tools for optimal placement/tunlng of passive
dampers and optimal resizing of structural mass

o Developed efficient solution techniques for optimization problems

Demonstrated significant Improvement in performance both analytically and experimentally
on CSI testbed structure using optimization approach

o Established real benefits to the methods, and their applicability to large systems
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ABSTRACT

For a space structure assembled from truss members, an effective way to control the structure may

be to replace the regular truss dements by active members. The active members play the role of load

carrying elements as well as actuators. A piezo strut, made of a stack of piezoceramics, may be an ideal

active member to be integrated into a truss space structure. An electrically driven piezo strut generates a

pair of forces, and is considered as a two-point actuator in contrast to a one-point actuator such as a

thruster or a shaker. To achieve good structural vibration control, sensing signals compatible to the

control actuators are desirable. A swain gage or a piezo f'tlm with proper signal conditioning to measure

member strain or strain rate, respectively, are ideal control sensors for use with a piezo actuator. The

Phase 0 CSI Evolutionary Model (CEM) at NASA Langley Research Center used cold air thrusters as

actuators to control both rigid body motions and flexible body vibrations. For the Phase 1 and 2 CEM, it

is proposed to use piezo struts to control the flexible modes and thrusters to control the rigid body modes.

A tenbay truss structure with active piezo struts is built to study the modeling, controller designs, and

experimental issues. In this paper, the tenbay structure with piezo active members is modelled using an

energy method approach. Decentralized and centralized control schemes are designed and implemented,

and preliminary analytical and experimental results are presented.
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OUTLINE

The use of piezoelectric devices for vibration suppression has received much interest recently [1-

5].* The application of the piezoelectric effect to actuation and sensing devices has allowed the

investigation of the use of these components in experimental testbeds. The outline of this presentation

includes the objectives, a description of the piezo strut and piezo film devices used, and discussion of

modeling and implementation issues. A comparison of the analytical model and experimentally measured

model for vibration suppression studies is presented.

• Objectives

• Experimental setup description

• Modeling and model reduction

• Controller designs and experiment

• Summary/Future work

*References 1-16 axe cited in text.
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OBJECTIVES

The NASA Langley Phase 0 CSI evolutionary model (CEM) used cold gas thrusters as actuation

devices for line of sight pointing and vibration suppression testing [6]. Since the use of thrusters for

flexible body vibration control may be impractical, alternative actuation devices are considered for the

Phase 1 and 2 models of the CEM. Piezoelectric strut actuators show promise in this application. The

objective of this work is to obtain experience in the application of these devices to vibration suppression of

a truss structure. This includes modeling and control law design and implementation.

• Demonstrate use of piezoelectric actuators and

sensors for vibration suppression of a truss structure

• Derive model of structure system with active devices

• Obtain practical "hands on" experience using available

piezoelectric actuators and sensors
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TEST SET-UP DESCRIPTION

The following figure is a drawing of the tenbay truss test article, showing the sensor and

piezoelectric strut actuator locations. The truss is in an inverted L shape, with a 20 inch section

cantilevered horizontally from a base plate and a 90 inch section extending vertically downward. There are

a total of ten bays, each bay of the truss is 10 in. x 10 in. x 10 in. in size. The individual struts are made

of aluminum, as are the corner ball joints connecting each bay; threaded steel rods are used to secure the

struts to the ball joints. In addition, six steel bars of 7 pounds each are mounted on the lower truss

battens, 3 each on either side, to reduce the bending frequencies of the structural modes (the In'st two

modes were lowered to below 10 Hz).

Two commercial piezoelectric struts, obtained from Physik Instrumente of Germany, are mounted

in the truss bay closest to the support - one as the lower horizontal member (longeron) and one as the

adjacent diagonal member. These actuators take the places of the nominal struts, with steel support studs

used to connect the piezoelectric struts to the ball joints. The chosen locations correspond to those

determined by a finite element model (FEM) of the truss that had the highest strain energy.

Instrumentation consists of a strain gage and a piezo film mounted on opposite ends of each

actuator, a tri-axial servo accelerometer set mounted on the free end of the truss and a single axis servo

accelerometer mounted midway up the truss. The piezo film is a pre-cut strip of piezoeleclric material

which senses the relative velocity between its two ends. An additional piezo film sensor and strain gage

are placed on the diagonal strut in the truss bay face directly opposite to the face containing the

piezoelectric struts. The two piezoelectric strut actuators are driven by a two channel Model 50/750 high

voltage power amplifier, from Trek, Inc. of Medina, N.Y., capable of producing DC voltages of up to

1500 V at an average current level of 50 mA. Separate current amplifiers convert the current collected by

the piezo f'dms to voltage outputs. This instrumentation is interfaced to a Control and Measurement and

Control (CAMAC) rack, which performs the analog to digital (A/D) and the digital to analog (D/A)

conversions and the analog filtering of the sensor signals, and a Vax workstation 3200 for real-time

control tests. A GenRad 2515 is also used for frequency response measurements.
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CLOSE UP OF TRUSS BAY
WITH THE PIEZO STRUTS

Y

Z

Schematic of a tenbay active structure
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PIEZOELECTRIC SENSOR AND ACTUATOR

The constitutive equations of a piezoelectric material describe the relationships of the six strains,

six stresses, three electric displacements, and three electric fields at any time and any point in the

piezoelectric material [7-8]. A piezoelectric material is anisotropic, and its constitutive conditions depend

on the polarization direction. Due to the piezoelectric effect, a piezoelectric device can transfer mechanical

energy to electric energy, or vice versa. In the generator mode, charge and electric field are produced

when external forces are applied, and a piezoelectric transducer can be used as a sensor. In the motor

mode, dimensional changes occur when electric sources are applied, and it can be used as an actuator.

• Constitutive equations: electro-mechanical coupled

equations

• Properties of a piezoelectric material

o Direct piezoelectric effect: charge produced when

forces are applied

o Indirect piezoelectric effect: dimension changed

when electric sources are applied
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PIEZOELECTRIC ACTUATOR

The piezo strut is made of a stack of piezoceramic disks. It has a preload mechanism to prevent the

piezoceramics from experiencing tensile forces. To prevent depolarization of the piezoceramic, an electric

field is applied in the same direction as the DC electric field that polarized the piezoceramic. Normally, the

housing of a piezo strut is grounded, and a negative voltage is applied to the piezoceramics inside the

housing. For a dynamic application, a piezo strut is biased by a negative DC voltage with an AC dynamic

signal superimposed.

 iiiiiiiiii

Commercial Piezoelectric Strut Data [14]

Strut Parameter

Model No.

Expansion at -1000 volts
Expansion at -1500 volts

Stiffness (Ib/in) ,

Total length (in)

Weisht (Ib)
Resonant frequency (Hz)

Longeron Strut [

P243.30
40 microns

60 microns

1.1992 x 106

4.58

2.75

4500

Diagonal Strut

P243.40

60 microns

90 microns

0.7995 x 106

5.67

3.25

2200
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PIEZOELECTRIC SENSOR AND CURRENT AMPLIFIER

A piezo film sensor is a self-generating transducer, and does not require an external power supply.

However, a signal conditioner is needed to convert the charges collected on the electrodes of the piezo

film. A current amplifier converts the current drawn from the piezo film to a voltage output. The circuit

diagram of a current amplifier is illustrated below.

Cf (Optional)
!

i- - -or - - - "t

, -" i I11
I I

piezo
sensor

T y: output
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STRAIN AND RELATIVE VELOCITY MEASUREMENTS

The use of the piezo film as a relative velocity sensor can be seen in the following figures. The top

figure shows the respective phase plots for a strain gage and a piezo film strip collocated on the tenbay

truss; the bottom figure shows the magnitude plots of the two sensors. The two measurements are not

independent, but differ only by a scalar factor ofjc0, implying a phase lag of _2 and a magnitude ratio of

0).

Test Data - Piezo Film Sensor and Strain Gage
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SYSTEM MODELING

System governing equations are derived here based on an energy method developed in Ref. [13].

Lagrangian is defined as a function of internal energy, kinetic energy, and work done by the external

forces and voltages. The internal energy consists of elastic energy, mutual energy, and dielectric energy,

and is a function of mechanical and elecwic displacements. The kinetic energy is a function of velocity.

The work is done by the surface tractions applied on the surface of the piezoelectric medium less the flux

of electric energy flowing outward across the surface [9]. The variational principle yields the displacement

equations of motion and Maxwell's second equation, and they are coupled through the piezoelectric effect.

The equations of motion describe the force equilibrium conditions, and Maxwell's second equation states

that the curl of electric fields is zero in the electrostatic case. The applied mechanical forces appeared in the

equations of motion as driving forces, and the external electric voltages in Maxwelrs second equation.

INTERNAL ENERGY]

includes
Elastic Energy [_1
Mutual Energy I I

KINETIC ENERGY

function of velocity

VARIATIONAL PRINCIPLI

LAGRAN-
GIAN

EQS. OF MOTION

MAXWELL'S EQ.
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MODEL REDUCTION OF A STRUCTURE WITH PIEZO STRUTS

Since only a quasi-static electric field is considered, Maxwelrs second equation is algebraic in the

electric displacement. One can solve Maxwelrs second equation for electric displacement in terms of

mechanical displacements, and back substitute into the equations of motion to decouple the mechanical and

electric displacements in the equations of motion. By doing this, the external electric voltage is converted

to a pair of piezoelectric axial forces asserted on the nodal point of the piezo strut. The piezoelectric axial

forces have the same magnitude but opposite sign.

A polyvinylidene fluoride film (PVDF) can be used as a piezo sensor. A current amplifier is used

to convert the current generated from the piezo film to electric voltage. The input terminals of the current

amplifier are virtually grounded, therefore the system governing equations described above are good for a

piezo medium used as either a sensor or actuator. The piezo film incorporated with a current amplifier

generates a signal proportional to the relative velocity of the ends of the piezo film [3,10-11].

A reduced model was derived from a finite element model by considering the piezo strut and the

supporting studs as a single element. Transfer functions calculated from the model were compared with

the test data. Although the model predicted the global responses accurately, large errors were observed for

the sensors situated in the same and the adjacent truss elements of piezo struts. It indicated strong local

stress concentration is introduced from the forces asserted by the piezo strut. Static mode shapes were

used together with vibrational mode shapes in the model reduction to alleviate the modeling error due to the

local effect [12-13].

• Internal forces are produced from the piezoelectric
strut due to the piezoelectric effect

• Local strain concentration is introduced from the

forces applied by the piezoelectric strut

• Static mode shapes are used together with vibrational
mode shapes in the model reduction to alleviate
modeling error due to the local effect
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MODELING ISSUES

The improvement to the analytical model of the tenbay truss brought on by including the static

modes can be seen in the following figures. The bottom figure shows the magnitude plots for the

respective transfer functions between a piezo strut and a sensor located in an adjacent strut, as directly

measured on the GenRad, as computed from a finite element model (FEM) with vibrational modes only,

and as computed from a model which included both vibrational and static modes. The top figure shows

the phase plots for the three respective transfer functions. As both figures show, the model with the static

modes better represents the dynamics of the tenbay truss, particularly in the region around the first two

modes.
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EXPERIMENTAL PROCEDURE

Each controller was tested on the truss structure by commanding the two piezo struts at 8.4 Hz

and 9.5 Hz respectively for 4.5 seconds to excite the fh'st two bending modes of the structure. For the

open loop case, the structure was allowed to free decay for the remainder of the 5.5 second test duration.

For the closed loop tests, the controller was switched on at 4.5 seconds to actively damp the truss. The

open loop response is shown below overlaid with simulated results from the finite element model. The

"beating" effect was not observed in the simulated results due to modal frequencies being slightly different

from the actual system.
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CONTROLLER DESIGNS - LQG

Linear quadratic gaussian (LQG) controller design is a model based technique. For this

application, a system identification approach was taken. Three 30 second data sets were obtained, using

a 15 Hz bandwidth random signal as input to the piezo struts, collocated strains as the output, and a 250

Hz sample rate. Using the Observer/Kalman Filter Identification (OKID) technique in the System/Observer/

Controller Identification Toolbox (SOCIT) for MATLAB [15], a discrete 40 state, 2 input, 2 output model

was obtained. A balanced model reduction was performed on this model to obtain a 10 state LQR design

model. Using diagonal state weight (Wx=10) and control weight (Wu=0.01) matrices, LQR gains were

obtained and coupled with the identified observer to form the LQG compensator. This controller was

tested on the truss structure, with the damping of the rust two modes increased to 7.25% and 6.7%

respectively.
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CONTROLLER DESIGNS - SECOND ORDER DECENTRALIZED

A second order decentralized controller which digitally simulates a second order spring-mass-

damper system at the piezoelectric strut/strain gage location was designed. With collocated actuators and

sensors, this provides the necessary temporal phase shift to effect damping using strain measurements.

The controllers were designed as SISO for each mode at each actuator/sensor pair. Test results are shown

below.
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CONTROLLER DESIGNS - DIRECT RATE FEEDBACK

Collocation of actuator and sensor pair implies that the output influence matrix is the transpose of

the input influence matrix. A piezo film sensor is compatible with a piezo strut, and measures relative

velocity if a current amplifier is used as a signal conditioner. Therefore, a piezo film/piezo actuator pair

closes a direct rate feedback loop. The constant gain matrix, a positive definite diagonal matrix, results in

a decentralized controller. When the damping matrix of the closed loop system is positive definite, the

closed loop system is guaranteed to be stable [16]. The analytical and test results are shown below.

CLOSED LOOP STRAIN GAGE RESPONSES - DIRECT RATE FEEDBACK

0.2

0.15

0.1

0.05

0

-0.05

-0.1

-0.15

-0 .2

Resp

(v)

i i i

"_;'1 ......... slm -_
I ', ........ I I

4 6 8 10

Time (Sec)

408



SUMMARY

In this paper, an active truss structure using piezoelectric sensors and struts was modelled and

tested. By comparing with the test data, the truncated finite element model obtained based on the modal

mode model reduction scheme cannot predict the local stress concentration introduced by the forces

applied by the piezo struts. Numerical results indicated that increasing either vibrational modes or nodal

points on the active member did not improve the ability of the truncated model to predict the local effect.

Combining static mode shapes with the dynamic modes adequately represents the deformations induced by

the piezo struts. Closed loop tests using centralized and decentralized controllers demonstrated the ability

to perform vibration suppression with piezoelectric devices on a truss structure.

• Obtained practical experience in use of piezoelectric
sensors and actuators

• Derived model of an active structure with piezoelectric
devices

• Local stress concentration is observed due to the
forces applied by the piezo strut

• Static mode shapes are used together with the
vibrational mode shapes in the model reduction to
emphasize the local effect

• Demonstrated ability to perform vibration suppression
with these devices on a truss structure
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FUTURE WORK

With the experience obtained in this application of piezoelectric devices, several areas of future

work are identified. In order to ensure sensor/actuator collocation, a piezoelectric strut with an integral

strain gage sensor and/or piezoelectric film sensor will be built. On a large structure such as the Phase 2

CEM, it must be determined how many active struts are required to meet a performance objective, and

what locations are best. This optimization process is currently underway. After piezo struts are installed

in the Phase 2 structure, open and closed loop testing will be required to validate design methodologies. A

final goal is creation of a "smart" structure, in which the structure, sensors, actuators, and controllers are

integrated to form a total system.

• Piezoelectric strut with built in piezoelectric sensor

or strain gage to ensure sensor/actuatOr Collocation

• Optimization of locations for sensors and actuators

• Open and closed loop testing on the more realistic
testbeds

• Integration of structure/sensors/actuators/controller
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