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ABSTRACT

A flight experiment entitled the Middeck Active
Control Experiment (MACE) Proposed by the Space
Engineering Research Center (SERC) at the
Massachusetts Institute of Technology is described. The
objective of this program is to investigate and validate
the modeling of the dynamics of an actively controlled
flexible, articulating, multibody platform free floating in
Zero gravity. A rationale and experimental approach for
the program are presented. The rationale shows that on-
orbit testing, coupled with ground testing and a strong
analytical program, is necessary in order to fully
understand both how flexibility of the platform affects
the pointing problem, as well as how grawity perturbs
this structural flexibility causing deviations between 1-
and O-gravity behavior. The experimental approach
captures the essential physics of multibody platforms, by
identifying the appropriate attributes, tests, and
performance metrics of the test article, and defines the
tests required to successfully validate the analytical
framework.

INTRODUCTION

Large spacecraft have become the focus of intense
scientific and engineering research in recent years.
Beginning with Space Station Freedom, spacecraft will
no longer be restricted to the mass and volume limita
imposed by a single launch vehicle. Instead, they can be
assembled on-orbit, using astronauts on EVA or
telerobotic equipment. These Large Space Structures
(LSS) will have increasingly stringent pointing or shape
requirements, and a simultaneous reduction in their
structural mass and associated stiffness. [t will often be
impossible to fully test such a structure on the ground
before its operational deployment. Therefore, the
question that must be dealt with is how can confidence in
the designer's ability to predict the on-orbit structural
dynamic behavior of such spacecraft be increased in
order to assure operational success of its mission? The
answer implies the development of an effective and
efficient LSS qualification procedure.

Figure 1 shows the possible qualification tests that
can be performed on a spacecraft in order to characterize
its on-orbit open and closed-loop structural dynamic
behavior. Each cell in the matrix corresponds to a test or
accurate analysis which the designer must be capable of
performing before qualifying the operational vehicle.
The least expensive test, a scaled test of a spacecraft
component performed in atmosphere on the ground, is in
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the upper left corner. The most expensive test, a full
scale 0-g test performed in vacuum, is in the lower right
corner. The goal is to develop the most efficient
sequence of tests and analyses, in this matrix, which
leads to a high leve] of confidence in the performance of
the operational vehicle.

The goal of the Middeck O-gravity Dynamics
Experiment (MODE) family of flight experiment
facilities, conducted by the MIT Space Engineering
Research Center, is to explore the gravity-dependent
aspects of this matrix in order to develop the analytical
tools and test sequences necessary to conduct an
effective and efficient spacecraft qualification procedure.
This development is accomplished through a series of
small, relatively inexpensive flight experiments
conducted in the interactive shirtsleeve environment of
the Space Shuttle Middeck.
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MODE -1, which is to be flown in August 1991, wil
conduct a series of open-loop dynamic experiments on
fluid tanks, deployable and erectable trusses, flexible
appendages, and rotary joints typical of future
spacecraft.! MODE.-1 is funded under the NASA OAET
In-Step program.

MODE.-2, which is to be flown in September 1993, is
a reflight of the MODE.1 instrumentation with the new
Middeck Active Control Experiment (MACE) test
arncle.? It will continue the work begun in MODE-1 but
will extend it to include structures utilizing Controlled
Structures Technology (CST). CST uses active control
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OVERVIEW

The Space Engineering Research Center (SERC) at MIT, started in
July 1988, has completed two years of research. The Center is approaching
the operational phase of its first testbed, is midway through the
construction of a second testbed and is in the design phase of a third. We
presently have seven participating faculty, four participating staff
members, ten graduate students and numerous undergraduates.

This report reviews the testbed programs, individual graduate
research, other SERC activities not fundeg> by the Center, interaction with
non-MIT organizations, and SERC milestones. Published papers made
possible by SERC funding are included at the end of the report.



Testbed Program

OPTICAL INTERFEROMETER TESTBED

The first of the MIT SERC testbeds is based on a design for a 35 meter
space-based optical interferometer, chosen for the stringent alignment and
structural control requirements placed on such a structure by scientific
mission objectives. At the time of the last report, a scaled 3.5 meter
tetrahedraf truss frame had been assembled and suspended in the
laboratory, and optical component design was underway for an internal
laser metrology system capable of measuring structural misalignment to
an accuracy oﬂo nanometers. At the time of this writing, the construction
and integration of testbed optics, sensors, real time comguter, and support
hardware is well underway, and preliminary tests have been performed on
the structure. The reader is referred to a full description of the state of the
testbed in the publication MIT's Interferometer Testbed (included at the
back of this report), prepared in August for inclusion in the proceedings of
the JPL Workshop on 'gechnologies for Space Interferometry, which two
students attended in April. A brief summary is presented here to highlight
the areas of activity for the testbed.

Optics: Hardware for a six-axis laser metrology system has been
installed in the tetrahedral truss to measure internal pathlength changes
due to structural flexibility. A 670 pyWatt HP laser and beam steering optics
are mounted to a truss vertex and powers optical measurement legs to
three (cat's eye) retroreflectors at distant locations in the truss. Am ient
laboratory disturbances measured by one optical leg are approximately 20
nm rms (broadband) which is 2-3" times below the desired closed-{oop
stability level (in the presence of scaled disturbances) dictated by our
performance metric.

Control Hardware: Three piezoelectric struts have been integrated to
the truss with a suite of collocate sensors. Active piezoelectric mounts are
under construction for the three cat's eye retroreflectors, which will be used
for output compensation in the range of +/- 5 um. Software is being written
for a VME based real time control computer capable of handling 32+ states
at sample rates of up to 2 kHz: the harcfware for this system is complete and
can handle a total of 16 inputs and 10 outputs.

System Identification: A multichannel spectrum analyzer and a
suite of 32 accelerometers has been integrated to the testbed and used to
perform a system identification of the “naked truss” frame. The data
indicates very low damping (.1% and lower) and tightly spaced modes
occuring in clumps.

Finite Element Model: A 228 node finite element model predicts a
frequency of the first mode that is in 10% error with results of the system ID

Passive Dampinf: Several truss members have been constructed
with viscoelastic material and will be installed in the truss to establish a
nominal level of damping in the testbed. The struts are being tested in a

axial component tester constructed during the summer.
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Control Experiments; Local anal_Oﬁ loops using velocity feedback
have been closed around active members with acceptable results.

During the next six months, the interferometer testbed will be
completed and will enter the research phase of use by graduate students.
In particular, the following issues will be addressed:

1) completion of all six legs of the laser metrology system
2) integration and testing of active mirror mounts

3) real time computer software
4) integration of a scaled disturbance source
5) system identification and finite element correlation of the

naked truss, followed by a system identification of the
completed truss.

6) passive damping treatment

MULTIBODY TESTBED

Work is proceeding on the ground version of the Middeck Active
Control Experiment (MACE). For details, see the next section. This
experiment i8 designed to study the behavior of structures that utilize active
control to modify their dynamics and whose structural characteristics
change between 1- and 0-% environments. SERC has selected a ground
based engineerin model of the MACE test article as the Center's second
testbed. This will function as the basis for a flight experiment on the STS
Middeck in 1994.

Structure: This Engineering Model structural bus consists of four
flexible Lexan, tubular segments interconnected to the other test article
elements at five rigid, metallic nodes. A gimballed payload will be located
at each end of the bus. The gimbals rotate in two axes (pitch and yaw but no
roll about payload line-of-sight). Rif‘id body control i8 supplied by three
orthogonally oriented torque wheels ocated at the center of the bus. The

ensemble will be suspended from three CSA zero-g suspension devices.
The test article is shown in the figure below.

Sensors: Baseline sensors located along the bus include three 3-axis
rate gyro packages and three tri-ax accelerometer units, each of which can
be attached to any node of the bus. Four Strain gauges will be bonded to
each strut, a load cell will be attached between the test article and each of
the suspension devices, and optical encoders will be attached to the gimbal
motors.

s of control tests: Tests on the engineering model will consist of
pointing, scanning and multiple control system interaction. Pointin
involves active reduction of two-axis stability and jitter of one payloas
reacting against the flexible structure. Scanning involves active reduction
of two-axis angular deviation from a reference scanning profile. Multiple

interaction tests involve simultaneous pointing and scanning of both
payloads.

Hardware status: All hardware, sensors, and actuators slated to be
used on the MACE EM have arrived with the exception of the active bending
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segment, the gimbals, and the CSA suspension devices. The active
segment will consist of a square Lexan rod with piezoelectric ceramic
mounted on its edges. It is in the final design stages and will replace one of
the passive segments and provide localized bendnif in the structure. The
first gimbal is currently being assembled at LSMC, and is ex ected for
delivery in mid-December. LSMC is providing supFon to the L&CE over
the next two fiscal years in the development of the EM and control
methodologies, and in the redesigns of the gimbal actuators, The CSA
suspension devices are in the final stages of the manufacturer's testing and
are also expected for delivery in mid-December.

Instrumentation and signal conditioning equipment have been
acquired and are in the final stages of integration with the AC-100 Real-
Time computer we have purchased and received. The AC-100 in
conjunction with the CSA suspension devices will serve as a zero-
simulation and real-time digital control facility after its initia
responsibility of supporting the MACE program.

Present work: Work is continuing to study control issues involves
with the MACE. The attached paper entitled'Dynamics and Control of
Multipayload Platforms: The Middeck Active Control Experiment (MACE)"
was delivered at the CSI conference in Dresden, GDR in early October.
Also included at the back of this report is the set of annotated viewgraphs
entitled "The MODE Family of On-Orbit Experiment: The Middeck Active
Control Experiment (MACE)" which was presented at the 1990 CSI
Conference. A matrix of possible control methodologies has been developed
to be included in the sample problem we have issued to various CSI experts
for their analysis and input.

Open-loop Identification: Dynamic testing of the MACE EM has been
initiated with the results being used to verify a NASTRAN model also being
developed. A fully representative model is expected to be completed by the
end of January to coincide with expected completion of the ENF testbed. At
that point closed-loop testing will begin.

y
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Research Programs

This section gives a discussion of the individual graduate research
_ programs that are funded through the M.LT. SERC grant. Each
~ discussion is composed of a description of progress made during the last six
months and expected progress to be made during the next six months. In
addition, a specific testbe affiliation is listed under the researcher’'s names
to indicate tﬁe motivation for the research. The phrase general affiliation
implies that the research is not tied to a specific testbed.

DESIGN OF STRUCTURES FOR CONTROL

Mr. Robert N. Jacques and Dr. David W. Miller
(Interferometer Testbed)

In the past, the design of the structural and control subsystems of
spacecraft has been done independently, with control design taking place
late in the design process. However, as new space structures become
larger, and pointing and alignment requirements become tighter, many
. flexible modes of the sFacecraﬂ: will have frequencies inside the needed
" bandwidth of the controller. The resulting interaction of the structure with
the control is very strong and argues against designing these subsystems
separately. Currently, the approach to this roblem is to use a computer
program which iterates over a precisely c&ﬁned set of structural and
control design variables (e.g. sizin of members in a truss, Or controller
gains) to find a design which optimally meets one or several objectives such
as minimum structural mass or RMS motion. The difficulty with this
approach is that even when an optimal design is obtained, there is very
little insight into why it is optimal. This understanding is crucial in the
very early stages of design when many possible design options prohibit
formal optimization. Even when a computer program is to be used in the
design of the system, en ineering insight is needed in selecting the general
layout of the system an the design variables. The work done here is an
attempt to take a step back from numerical optimization of these systems
and develop some "rules of thumb” which can be used in the preliminary
design of a controlled structure.

Currently, the approach has proceeded in two parts. In the first
part, very simple controlled structures were used to study some of the
fundamental aspects of the interaction of the structure with the control.
These were simple spring-mass-dashpot systems. The advantage of this
simple model is that it is analogous to the interaction of a controller and
- disturbance with a single mode of a structure, and its simplicity makes it
possible to derive the optimal control gains in closed form. This made it
possible to obtain analytic expressions for the performance of the system.
From analysis of these t ical sections, an initial set of design rules of
thumb was developed. The second part of the approach used a finite
element Bernoulli-Euler beam as a esign example. Structural design
parameters (such as element thicknesses) and control of this beam were
optimized numerically for different problem formulations. The goal was to
see if the designs suggested by the typical sections were similar to the
numerically optimal designs.



Some of the conclusions revealed by this approach have been quite
interesting. The first concerns the role of damping in a controlled
structure. It was found that in a perfectly modelle system, passive
damping is very important when no control is used, however as the evel of
control is increaseg, the need for passive damping eventually vanishes.
This was because at higher levels of control, the damping tended to resist
the control force instead of aiding it. However, when the control is designed
for a structure that has unmodelled dynamics, it was found that the
damping was extremely important in the unmodelled modes, particularly
at high gain. A second conclusion was that the most common way to
optimize a structure was to make it less sensitive to disturbances, as
opposed to letting the disturbance into the structure and trying to control it
out. When the disturbances were step loads, this implied that the structure
should be made very stiff to reduce its displacement due to these loads, and
when the disturbances were impulses or white noise, the structure should
be made to have high inertia where the disturbances are applied. Third, it
was found, that the design strategy one should use can depend on the
amount of control effort available. Other methods for improving the
controlled performance, such as making the structure more sensitive to
actuation were found to help only in very special cases.

In the future, several areas still need to be investigated. The beam
example used was very simple. It remains to be shown that the rules of
thumg can be used on a more complex system. The SERC interferometer
testbed is a good candidate for this analysis. Computer models of the
structure have been developed. Also, it will be possible to perform
experiments on the actual testbed to verify the results of computer analysis.
Another area that needs to be investigated is the effect of controller type on
design strategy. So far, the controllers used in this research have been
optimal LQR/EYQG. These controllers work very well in perfectly modelled
systems, but have been shown to have some serious short comings in the
way of robustness. Actual MIMO controllers used on space structures will
probably be based on He. methods. Their influence on structural design
will be important.

A STATISTICAL MODELLING APPROACH FOR BROADBAND
CONTROL OF UNCERTAIN STRUCTURES

Mr. Douglas G. MacMartin and Prof. Steven R. Hall
(Interferometer Testbed)

BACKGROUND

The goal of this research is to develop a methodology for designing
optimal active control systems for broadband control of uncertain flexible
structures. Thus a control system is required which will give good
performance over many modes, while being robust to parametric
uncertainties in these modes. Rather than modelling the detailed modal
behaviour of the structure using state space based methods, it may be more
useful to model only some statistical aspects of the response. One approach
that uses this philosophy is Statistical Energy Analysis, and the mogellin
assumptions from SEA will also be used in this research. It is assume
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that the individual modal amplitudes are not important, and that only the
modal energies, averaged over some number of modes, are important. The
cost can be related to these energies, and the energy can be related to the
power input and dissipation using conservation of energy.

In order to apply this, the power flow from the structure to the control
system is required. A dpower flow model of the structure can be developed
using a dereverberate " mobility description, which accurately models the
local dynamics of the structure near the sensor/actuator pair. This leads to
a characterization of the closed loop dynamics via a transfer function H,
defined such that H*H is the relative power reflected into the structure, and
I-H*H is the relative power dissipated. The transfer function H is
analagous to a reflection coefficient in a 1-D waveguide, where the
amplitude of the outioing wave is Hwj; for an incoming wave @j. Since

e

power is quadratic, t outgoing wave has power H*H for an incoming
wave of unit power.

Combining this model with the assumﬁtions inherent in Statistical
Energy Analysis, the cost functional which reflects the best estimate of the
true performance metric of interest i8

J={.Clnr{{(I-H*H) H* H|}1,(@)do

where C measures the cost associated with the modes in each frequency
band, and Ilj, measures the power input from external disturbances in
each frequency band.

COST FUNCTIONAL MINIMIZATION

This cost functional combines aspects of both the 7% and % problems.
Much of the research to date has focused on finding an approach for
obtaining compensators that minimize this cost functional. Preliminary
results are summarized in [1] which is included at the back of this report.

One approach to optimizing the cost functional is based on finding
the necessary conditions using a Lagrange multiplier approach. The cost
can be evaluated using a single Riccati and a single Lyapunov equation.
For a given, fixed, compensator order, the Riccati and Lyapunov equations
required to evaluate the cost can be a pended to the cost using Lagrange

multipliers, and the first variation of this augmented cost set to zero. The
necessary conditions are easily obtained from this approach, but they are
difficult to simplify and understand. In the 72 or LQG problem, the
conditions for a fixed-order compensator are simg_}iﬁed greatly by
introducing a projection operator (3]. This operator is difficult to identify for
this problem due to the structure of the necessa conditions, resulting in
what is known as a “«Jouble A. problem.” This results because the
dynamics of the compensator appear in the problem twice: once in the
Riccati equation and once in the Lyapunov equation that is used to evaluate

the cost.

There are a number of simpler such “«double A.“ optimization
problems, and the solution of these should help indicate how to solve the
current optimization problem. Three such problems were investigated,
these are the multi-model fixed-order approximation, estimation and
control problems. One compensator (or estimator, or approximate) is
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desired, to be applied to a finite set of models. This approach can be applied
to give robustness to parametric uncertainty, by choosing a finite number of
different models to represent the range of parameter variation. It is also
applicable to certain fault tolerance applications, where there may actually
be a finite set of models which are possible. The multi-model
approximation and estimation problems have been solved by identifying an
appropriate projection operator, and in both of these, there is a maximum
orcfer for the approximant or estimator that is optimal [2] (also included in
the back of this report). For the optimal control problem, there is no q priori
bound on the order of a compensator which is optimal, and this is directly
related to the difficulty in analyzing the necessary conditions. This result is
also (apparently) true for our problem.

Another related problem is that of finding a stable compensator that
optimizes an #2 performance. (Note that the optimal compensator for a
given system might not be stable.) This problem can be formulated so that it
has the same “gouble A’ structure as the multi-model control problem,
and the cost functional in Equation (2). A variety of researchers have
investigated this problem in the past, without obtaining a particularly
satisfactory algoritfxm. One conclusion of this body of research is that for a
finite order, rational plant, the optimal compensator may be irrational, A
rational (state space) approximation of this compensator must be of
arbitrarily high order.

There is, however, reason to believe that in all of these problems, a
suboptimal compensator exists with finite order comparable to that of the
plant, and with almost the same cost as the optimal, infinite order
compensator. ~The rationale for this belief comes from numrical
optimizations that have been carried out using a quasi-Newton algorithm.
Both the multi-model problem, and the #o/7L, cost functional have been
studied in this manner. In both cases, and for several different lants, the
optimal fixed order compensator of degree equal to the plant had a cost
within a few percent of higher order compensators. With a compensator of
twice_eblthis order, there was virtually no further improvement in the cost
possible.

It may also be possible to minimize the cost by representing it in
another form more amenable to different techniques. ong this line,
connections have been noted between this HyH cost functional, and the
work of Zhou et al. [4], where the combined Ho/He. problem was studied from
an input-output induced norm point of view. The cost in [4] is the induced
norm of a plant with two inputs. If the second input is restricted to be
causal, then the problem is equivalent to the %57, problem studied by
Bernstein et al. FS]. If the restriction is removed, tﬁen the problem is
equivalent to our #o/%, problem. Zhou et al. have not solved this case, but
this representation of the problem may lead to solution techniques.

The cost in Equation (2) also has a time domain formulation in terms
of a stochastic Stackelberg non-zero sum differential game. The control u
minimizes the two norm of z under the influence of a white noise input wj;
and a deterministic but unknown worst case noise wj. Once the control
Law is chosen, the deterministic noise uses this information and optimizes
a modified cost. A set of equations identical to those obtained from the
Lagragge multiplier approach can be obtained using this framework
instead. ‘
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COST FUNCTIONAL INTERPRETATION

The dereverberation procedure can be interpreted as averaging all
possible plants over some class of uncertainty. If there is no knowledge of
the frequency of the plant poles, then the avera%g plant is the
dereverberated model, which has poles on the real axis. the uncertainly
" in frequency is smaller, then the appropriate model to use is one where the
poles have been left shifted, but not all the way to the real axis. This is
again an average of the possible plants.

It is not sufficient to blindly design the control system for this model;
the fact that the real structure is conservative must be reintroduced into the
problem. This is what the cost functional in Equation (2) is intended to do.
The worst case noise in the Stackelberg interpretation of this cost can be
thought of as the noise that gives the worst possible conservative 8 stem.
this can be shown by choosing a control law and a level of left-shift, and
finding the optimum noise. The resulting open loop system 1is8
conservative,and the frequency is shifted in the direction which increases

the cost.

FUTURE WORK

Ultimately, an experimental test of the approach being developed is
desired. This will be done on the MIT Space Engineering Research Center
interferometer testbed. Some work has already begun in examining the use
of an active structural element in this truss for local control. The first
experiment will be to perform rate feedback.

An understanding of the optimal solution of the Ho/Hw, multi-model
control, and stable #2 compensator problems is still desired. The
numerical algorithm for the #/% cost needs to be improved in order to be a
viable approach for obtaining the compensator. Once this is done, it can be
used to study the robustness that this control design approach offers.

Other goals of the research include formalizing the argument to
allow information about lower modes into the model, and comparing the
resulting approach with the MEOP approach of Bernstein and Hyland [6].
A generalization for noncollocated sensors and actuators is desired, as is
ifnc gding robustness to time delays, actuator and sensor dynamics and so
orth.
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SYSTEMS ENGINEERING APPROACHES TO THE DESIGN OF CST
SPACECRAFT

Prof. Joseph F. Shea

The design of a CST spacecraft must be examined from a systems
engineering perspective. The characteristics of a very flexible structure
with precision pointing requirements places constraints on the spacecraft
design, and the choice of subsystems can strongly interact with the CST
tools used for disturbance minimization. There are two research projects
investigating the systems engineering approaches to the design of CST
spacecraft.

A SYSTEMS ENGINEERING APPROACH TO DISTURBANCE
MINIMIZATION FOR SPACECRAFT UTILIZING CST

Mr. Christopher E. Eyerman and Prof. Joseph F. Shea
(Interferometer Testbed)

An MS thesis, completed in June 1990, presented a systems design
method for disturbance minimization in the context of a space-based optical
interferometer. The thesis first characterizes disturbances due to both
environmental and on-board sources to which the spacecraft may be
subjected. It then reviews the various CST techniques available for
disturbance minimization, and formulates a numerical model of a full-
scale version of the SERC interferometer testbed. As examples of the
proposed system design method, three of the spacecraft subsystems are
examined in detail: the power, attitude control, and interferometer &
metrology subsystems. ptions for each are examined with respect to
performance requirements and disturbance minimization. After t e best
option is selected, recommendations are made on the use of CST tools to
bring the system response to disturbances within performance limits.

VEHICLE DESIGN OF A SPACE-BASED OPTICAL INTERFEROMETER
Mr. Andrew M. Nisbet and Prof. Joseph F. Shea
(Interferometer Testbed)

As a follow-on to the previously described research, and to
complement the development of the SERC interferometer testbed, a new
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project has been started to complete a full design of an interferometric
spacecraft, accepting onl the tetrahedral truss structure as a given. Work
to date has been in understandin the basic science requirements of the
mission and the methods of disturbance minimization available. The next
step will be to determine which of several methods for gathering the science
data is the best. Methods are differentiated by the number of
mirror/detector assemblies rz}cuired and whether siderostat translation
along the truss legs or spacecr attitude adjustment is used to produce the
various baseline lengths and directions. The methods will be measured by
their performance, in terms of minimizing disturbances and maximizing
science time, and their cost in terms of mass, power, and equipment. The
revious research has shown that selection of the science gathering mode
will drive the design of the other subsystems, so detailed design of the
remaining spacecraft subsystems will come after this initial trade.

ROBUST MULTIVARIABLE CONTROL STUDIES

Prof. Michael Athans
(Interferometer Testbed)

This research deals with the development of concepts, theories,
methodologies and techniques for the design of multivariable control
systems for large space structures, with special emphasis on the stability
and performance robustness characteristics. During this time period the
SERC interferometer testbed provided the main ve icle for planning and
carrying out the research described in the sequel.

The work is supervised by Professor Michael Athans, assisted by two
graduate students research assistants: Joel Douglas of the Electrical
Engineering and Computer Science Department, and Leonard Lublin of the
Aeronautics and Astronautics Department. Both graduate students are
working toward their MS thesis.

Mr. Lublin continued his research related to the development of
nominal models, and quantification of unstructured modeling errors, for
the interferometer testbed and continues to be a key participant of the
interferometer group. During this time period he obtained a higher fidelity
finite-element model of the interferometer by explicitly modeling the twelve
bay truss structure for each leg of the pyramid usjng two elements for each
strut. The complexity fo the resultant finite-element problem requred the
use of a CRAY supercomputer. The new model agrees closely with the
simpler beam model deve oped during the previous reporting period, at
least for the low frequency modes.

We seek models of reasonable accuracy for initiating different
multivariable control system designs; however, of equal importance is to
fully understand the nature of, and bound on, modeling errors. These
errors are both parametric due to uncertainties in damping, stiffness,
geometry, etc. as well as dynamic in terms of poorly known hig%\-frequency
modes and other parasitic dynamic phenomena. However, ons of the key
findings during this reporting period was that significant modeling errors
can also arise in the modeling of the actuators and sensors, which will
impart the nominal values and directions of the multivariable
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transmission zeros of the transfer funct.ion matrix used to model the
interferometer structure in control synthesis studies.

Errors associated with the location and directional properties of
transmission zeros may have serious impact upon the Ferformance of the
control system for disturbance rejection, especially if these are lightly
damped zeros, forcing a low bandwidth control system implementation.
These issues were investigated by Mr. Lublin, who compared the transfer
function matrices of a two-dimensional truss structure with that obtained

by a simpler beam approximation, and the models obtained using finite

ef;ment methods. Although the modes of both systems were very close, the
~ difference between point force and moment controls vs their physical
distributed implementation resulted in a very significant modeling error in
the transmission zeros and their directions. It is becoming more and more
apparent that finite-element models may not be sufficiently accurate to
implement a high bandwidth control system. Also, modeling errors in both
pol%s and zeroes may require larger damging than one may have initially
suspected. Thus, these models must be refined by empirical data. For these
reasons we have started planning for multivariable identification of the
interferometer testbed.

Mr. Douglas devoted most of his time in researching design
methodologies for stability-robustness and performance-robustness of
control systems with significant parametric uncertainty. During this
reporting period we were able to derive some new results that can be used to
design multivariable control systems using full state feedback strategies.
We tested the designs for a simple mass-spring system, which has been
used lately as a benchmark for assessing performance robustness for
diverse control synthesis methods (Bernstein-Wei in 1990 ACC). We found
that our formulation results in remarkable performance robustness in the
presence of significant uncertainty in the potential energy stored by the
spring (uncertain spring constant). The state variable feedback gains are
computed by means of a modified algebraic Riccati equation in which the
nature and size of the parameter uncertainties are manifested in two extra
terms: one that looks like the term that appears in the Hee formation, and
seems to explain the fact that parameter errors can be partially modeled as
extra disturbances in the nominal design; the other term modifies the
original state variable penalties, and tries to force the system to move
towards operating regimes that minimize the impact of uncertain energy
stored in the system. These encouraging results have motivated us to
continue our theoretical research along these directions. It should be noted
that the present methodology cannot be directly applied to the
interferometer

testbed, because we do not measure enough state variables. We must
extend the currently available results in a very non-trivial way before they
can be used in conjunction with the postulated sensors and actuators in the
interferometer testbed.

We have also continued our theoritical effort that may provide us
with explicit guidance regarding performance limitations, say in terms of
disturbance-rejection, for dynamic systems characterize by lightly-
damped stable poles and minimum phase zeros. Such performance
limitations are understood for unsta le and/or nonminimum phase
systems using results from advanced complex variable theory (Poisson

integrals, etc.). For the types of structures (e.g. the interferometer testbed)
13



under consideration, in the absence of modeling errors and other nonlinear
actuator/sensor effects, the dynamic systems are “gtably invertible” 8o in
principle it i8 possible to obtain excellent disturbance-rejection performance
using dynamic multivariable compensators of very high order. However,
from a pragmatic point of view, modeling errors, no inearities, reduced

" - complexity controllers and decentralized implementation will impose a

~ limit on achievable disturbance-rejection performance while maintaining
stability. We seek a theoretical framework that (hopefully) will make these
tradeoffs transparent, and reduce the amount of trial and error desiEn
iterations that control designers must currently execute. Although the
theory is still at its infancy, it confirms the insight gained bivon Flotow and
his students on single-input single-output systems in that a minimum
pole/zero damping may be necessary to ensure stability if there exists
significant uncertainty in the location of pole-zero pairs bear the imaginary
axis.

BROADBAND INPUT/OUTPUT ISOLATION ON A FLEXIBLE
STRUCTURE WITH UNCERTAIN DYNAMICS

Mr. Gary Blackwood and Prof. A. von Flotow
(Interferometer Testbed)

The optical interferometer testbed has several optical mirror
components that have small mass compared to the mass of the entire
structure. The control task is to maintain the relative pathlength
differences between these components to a tolerance of 50 nanometers rms
in the presence of scaled space disturbances (primarily a reaction wheel
disturbance model, with both broadband and narrowgand components).
The testbed is representative of a class of space-based optical systems under
consideration by astronomers, the relative degree o Fassive and active
control necessary to meet performance objectives is still an open question.
In related work, Jim Garcia demonstrated in his MS thesis the feasibility of
single-axis broadband positioning of a mirror mounted to a flexible
structrue. The degree to which a control design could ignore the structural
flexibility of the substructure depended on the ratio of the mirror mass to
the structure's individual global modal masses, and upon the modal
damping ratios.

As an extension to Garcia's MS thesis, three-axis active mirror
mounts will be used to position the various optical components in the optical
interferometer testbed. Extensions of the theory for the multi-input-multi-
output case will be made to develop structural model error bounds for low-
order control systems that are designed ignoring selected (perhaps all)
flexible modes of the testbed structure. Within this analytical framework,
dynamic modifications (both active and passive) will be investigated for
their effects in reducing modelling uncertainty and in peré)rmance
improvement. These approaches will be studied both for the optical output
location as well as for disturbance input locations, and will form the basis
of Blackwood's PhD dissertation, At the present time, three three-axis
mirror mounts usin piezoelectric and electrostrictive stacks have been
designed and are under construction. Calibration and integration of theses
components to the testbed will occur over the next few months, and open
loop input-output testing will begin.
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REALIZATION OF IMPEDANCE MATCHING FOR UNi CERTAIN
STRUCTURES USING PASSIVE ELEMENTS

Mr. Ron Spangler and Prof. Steven Hall
(Interferometer Testbed)
The idea on which this research is based is that it should be possible

)

to constrain any optimal control problem in such a way that the resulting

structure at each frequency. The resulting controllers are positive real
impedances, and thus could be implemented using a network of passive
elements, but with a connection to ground.

One direction that this research has taken, therefore, has been to
investigate the theory of positive real systems, with an eye toward
fromulating a set of algebraic (state-space domain) constraints on a system
(a controller) such that it be assive and space-realizable. The seminal
reference is B. D. O. Anderson F2], [3]. His Positive Real Lemma provides a
connection between the frequency-domain definition of a positive real
system and a state-space-domain representation. Briefly, a positive real
system has a transfer function matrix G(s) with the following properties:

- G(s) has no poles in Re[s] > 0
- GT*(8) + G(s) is positive semidefinite hermitian in Re[s]>0

The Positive Real Lemma states that for any minimal state-space
realization of G(s), call it (A,B,C,D}, there exist matrices P, L, and W with P
symmetric positive definite such that

PA + ATP=. LT
PB=CT.Lw

WTW=D+DT (1)

Now for a given (P,L,W) which satisfy these equations one could
adjoin these three equations to any cost functional to constrain the resulting
closed-loop system, or impedance compensator, to be positive real, and thus



implementable passively, though not necessarily space-realizably. The
problem is that there are a number of solutions {P,L,W} to the equations
above, so the resulting compensator may not be the best optimum.

In Network Analysis and Synthesis, Anderson states that the
solution {P,L,W)} to the positive real lemma equations is used in the
synthesis of the passive network represented bi; G(s). A first step is to
determine a set of algebraic constraints w ich would result in a
compensator which is not only positive real but implementable using only
resistors and capacitors (or dashpots and springs), allowing connection to
ground. I seems possible that the positive real lemma and some knowledge
of network synthesis theory may yield these constraints, which would serve
as a starting point. (The next step would be to replace the ground with a

i i cfation.) A search of the
iterature for more recent papers in which the principle of positivity is used
in designing controllers is in progress, and research in this area is

expected to continue in the next six months.

More recently, however, another a proach to the design of optimal
passive controllers has been formulatecr. This numerical optimization
approach uses a cost-functional approach to get both the matrix necessary
conditions for optimality of the absorber damping (C) and stiffness (K)
matrices, which are im ossible to solve in closed form, and the gradients of
the cost functional with respect to each element in the absorber network
(each sprin%1 and damper) for use in a numerical gradient search. In

either case the masses in the network are given a fixed vaue.

The structural plant used is a uniform cantilevered Bernoulli-Euler
beam (big surprise) with a unit intensity white noise disturbance force d at
the mid-span. The passive controller networks are placed at the beam tip
(see Figure 1). The cost functional penalizes the %2 norm of the sum of the
tip displacement and the tip velocity, weighted via a block-diagonal matrix
Q to approximate total energy of vibration.

’

7
7
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passive
network

Figure 1: Test Case for numerical Optimization of passive controllers.

The plant model is that of an undamped beam in modal coordinates
(i.e., diagonal stiffness matrix and identity mass matrix) rendered in state-
space form. The open-loop output vector includes the tip displacement and
velocity. The mechanical network, being used as a controller rather than a
plant, has an input-output relationship converse to what we're used to in
dealing with mass-s ring-dashpot systems. That is, its inputs are the
beam tip position and velocity and its output is a force. As such, the values
of certain springs and dampers appear in the input and output matrices of

the controller model. The two models are interconnected just as a generic
dynamic controller is connected to any plant, so the closed-loop state vector

16



includes both the open loop controller and plant states. The disturbance
input has closed-loop influence matrix Be.

To find the matrix necessary conditions for optimality of the
controller K and C matrices write the closed-loop cost as

J = tr(PV)

PA+ATP+ Q=0 (2

where A is the closed-loop system matrix and V = E{d2?}B¢B:T. Adjoinin
the Lyapunov equation to the cost in (2) via Lagrange multiplier matrix
and taking matrix partial derivatives with respect to P, H, I?, and C yields
the necessary conditions. The A matrix is a 4x4 block matrix with C and K
in several of its blocks, so the necessary conditions resulting from the
derivatives with respect to these matrices are in terms of corresponding
blocks of H and P, and are hideously complex. Thus there is no closed-form

solution for the optimal K and C matrices.

So finding the optimal values is a numerical optimization problem
requiring the gradient of the cost with respect to each of the network
elements (each spring and damper). It can be shown that this gradient is,
for parameter p

aJ { aA}
— =2tr{ HP —
% ol (@3

where P solves the Lyapunov equation in (2) and H, the Lagrange
multiplier referred to above, solves

AH +HAT+V =0 4)

To find the gradient of A with respect to p requires specifying the
topology of the controller network, so that the controller C and K matrices
as functions of the individual parameters are known.

Thus far two cases of the above controllers have been investigated,
with one mass and two masses, each of value m. The single mass case has
only two parameters to be optimized (a single spring and damper), and the
two mass case has six, as seen below. All optimizations were performed for
a value of m/beam mass = 0.1, Using a matlab function which performs a
gradient search given a set of initial parameters several optimizations have

een performed to date. In all cases the parameters are constrained to be
nonnegative, thus insuring positive definite X and C. In most cases there
will be a number (possibly infinite) of local minima of the cost, any number
of which can be reached given the proper initial parameter set.
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Figure 3, the closed-loop transfer function from disturbance to tip
velocity, shows the result of this procedure using a single mass network on
a ten-mode beam model. Note that the controller has tuned to the first
mode, with the result looking very similar to the classical vibration
absorber result. It is not exactly the same, as can be seen by optimizing this
controller using a single mode beam model, as the minimum energy
condition for optimality here differs from the classical problem’s minimum
of maximum response (really an Heo criterion).

A two mass controller has also been optimized using both a two and a
ten mode beam model. In the two mode case several minima have been
found which are on the constraints, i.e. in which one or more of the
parameter values are zero. A local minimum has also been found using
different initial conditions in which two of the parameters (k2 and c2) have
no effect, remaining at whatever initial value is selected. It i8 believed
there is a better minimum in the interior of the six-dimensional parameter
space which has not yet been found. It is probably very sharp, and will be
reached from a relatively small set of initial conditions. Several "clever”

schemes for identifying this optimum have not yielded results. In the ten

mode case the best optimum ound is still on the constraints, with k2 = 0.
This is shown in Figure 4. Again, it seems possible that a better minimum
exists in which all degrees of eedom in the controller are utilized.

It is possible, however, that this is not the case. The cost over
which this passive controller is optimized 1is certainly contributed to most
strongly by the first mode response. It could be the case that doing the best
job possible on this mode and ignoring the others yields the optimum. In
this case, all degrees of frredom afforded by a two-mass damper are not
needed, rather it is the increased mass that is desired. Tuning single mass
controllers to modes other than the first and applying them to the multi-
mode model has shown that the "closed-loop" cost is still much higher than

the more general optima discussed above.

With the above in mind, current efforts are in the area of alternate
cost functionals which would jead to more broadband performance of the
resulting passive compensators. The most broadband results would be
gained by minimizing the 7. norm of the closed loop system matrix, but
gradients of this norm are difficult to obtain for use in a numerical
procedure. There is a great deal of research being carried out currently,
however, in the area of mixed Hol Heo control in which a performance
criterion is minimized while simultaneously satisfying an %o norm-bound
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constraint. Many of these problems becon;e the problem in the limit of a
single scalar parameter in the cost functional, but do possess calculable
gradients for numerical optimization purposes.
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POINTING CONTROL FOR PAYLOADS USING VARIOUS
MEASUREMENT TOPOLOGIES

Mr. Mark E. Campbell and Prof. Edward Crawley
(Multibody Testbed)

OBJECTIVE

The objective of this research is to quantify, through analysis and
experiment, the performance improvements made by successive relaxation

of the constraints on the topology and successive additions to the hardware
of the Middeck Active Control Experiment(MACE) model.

APPROACH
The approach will be as follows:

1. Develop a simple two dimensional model of MACE and
compare it to typical section models.

2. Develop control schemes for the model by working through a
matrix of combining the relaxation of the constraints on the
topology and adding hardware to the system. Some of the
controf’;chemes to be addressed will be simplification of LQG
and LQR, successive loop closures, and interpretation of
Mathieu Mercadal's analysis of the finite element model and
the full three dimensionalysystem.

3. After selecting a few of the elements of the matrix as the best
control approaches, these will be implemented and tested in
the lab on the actual MACE test article.

WORK TO DATE

My research began with the investigation of the dynamics of the
planar model of MAC%. First, the dynamics of a simple rigid bar and
payload were derived. There were four degrees of ﬁ'eedom(D.g.F.): three
rigid body D.O.F.’s including horizontal amf.r vertical translation of the bus,
and rotation of the bus; and the relative angle between the bus and
articulating payload. The dynamics were examined for the origin of the
various terms, such as coriolis, centripetal, etc.

Two more D.O.F.s were then added to the model: one flexible
vibration mode of the bus and one axial vibration mode of the bus. The
sgstem was truncated down to a three D.O.F. model: the rotation of the bus;

and articulating payload. The dynamics were also linearized around a
nonlx)ilnal state. The basis for the nominal state was the MACE sample
problem.

This new model was then compared to the Non-CG mount, flexible
model of the typical section models written by David Miller in Linear Closed
Loop Analysis, version 1.0. This showed the two models to be very similar.

21



The immediate future of the research is to begin a linear control
analysis of the three D.O.F. model. Classical sequential loop closures will
be investigated initially and some MIMO control techniques will be looked
into at a later date. The plan is to begin taking the linear model through the
matrix of control options in the MA sample problem. The results of this
simplified system could then be used for comparison to the more
complicated systems, such as the finite element model.

The order or size of most of the nonlinear terms in the six D.O.F.
model will also be investigated, just to know what is being thrown away
when the nonlinear system is linearized.

PLANNED RESULTS

The planned results are that we will fully understand the advantages
and disadvantages of the matrix control options of the planar model and
how this adds to the analysis of the MACE test article. An analogy has
already been formulated between the linearized system of the planar model
and the typical section models. The plan is to also develop an analogy
betzlvelen the more complicated models of MACE and the simple planar
model.

CLOSED-LOOP STABILITY OF MULTIBODY SYSTEMS WITH
DISTRIBUTED FLEXIBILITY

Mr. Carlos E. Padilla and Prof. Andreas H. von Flotow
(Multibody Testbed)

In the past few months we have been investigatins the Broblem of
closed-loop stability of multibody systems with distributed flexibility (e.g.,
robotic manipulators, MACE test article). Using existing results for the
control of rigid manipulators as a starting point, I am trying to obtain exact
stability results for systems whose models are known exactly and for which
all the states are available for feedback. (Note that the concept of state
feedback for a distributed parameter system needs to be clarified/defined by
this research). It can be shown that for independent joint PID control of
flexible manipulators stability is guaranteed. This is done using energy
considerations independently of the specific model for the distributed
parameter system.

Recent literature results attempt to show exponential stability of the
tracking control for multi-joint flexible-link manipulators.
generalization of the computed torques approach for flexible manipulators,
together with the Positive-Real Lemma, are used to show that stability of the
closed loop system is guaranteed when a class of positive real (passive)
controllers are used as joint controllersl. However, this result depends on
both the joint controller and the structure being sufficiently stiff and havin
enough damping. Further, in order to take into account structura
damping to increase the implied performance guarantees, the observability
of the modes used to model the flexible members from the joint sensor must
be considered. This indicates that both stability and performance may
depend on the choice of mode shapes: a modelling choice. I am trying, on
the one hand, to generalize this result to the case when full state feedback is

2



available for control. On the other hand, I would like to investigate further
the modelling issues affecting the stability proof and if possible extend the
results to practical cases (i.e, non-vanishing regions of convergence).

These issues have become evident in my stability analzysis of the
MACE test article for "not-quite-independent” joint PD control?. Stability
results depend on the model and in particular stability bounds seem to
depend on the particular choice of mode shapes used to discretize the
distributed flexibility. I am at present looking at these and other
"modelling for control design" issues and my efforts will be directed
towards completing a paper to appear in the 32nd SDM conference: Further
Approximations in Flexible Multibody Dynamics. Specifically, I want to
investigate how far a given set of dynamic equations, for the type of systems
under consideration, can be simplified given a set of operational constraints
in terms of maximum rigid body displacements and rates. It 18 foreseen
that the degree of simplification will be tied again to the modelling choice of
mode shapes. This suggests that some mode shapes capture the "essence”
of the physical system better than others. I am interested in finding
fundamental conditions (e.g., the satisfaction of certain ener integrals)
that will yield the best choice of mode shapes given that only a finite number
of them will be used to model the distributed parameter system.
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GRAVITY-SUSPENSION SYSTEM EFFECTS
Mr. Daniel A. Rey and Prof. Harold Alexander
(Multibody Testbed)

Significant progress has been made since the last report towards a
comprehensive understanding of the differential stiffening effects of axial,
bengin and shear loads on a beam in the presence of axial, bending or
shear geformations. It was found that axial loads are the only load type
which contribute homogeneous stiffening while all other loag’ types are
coupled to off-diagonal elastic degrees of freedom. An example of such a
coupled stiffening effect to the suspended MACE test article is the increased
honzontal plane bending stiffness which arises when a vertical bending
moment is applied to the torsionally deformed test article as a payload out of
the vertical plane slews towards the longitudinal axis and away from the
center of the test article. Contributions to the shear mode of deformation
have yet to be determined. This analytical understanding will be
complemented by future research which will investigate the extent to which
existing finite element software ackages capture these effects. A
parametric variation analysis will then follow using analytical and
numerical modelling techniques to determine how differential stiffening
affects the system eigenstructure; tracking also the slope and curvature
node positions for the first three flexible modes.
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An initial study of the first order effects of a suspension system on a
suspended test article has identified the different static and dynamic
mechanisms by which a suspension system alters the test article
dynamics. Horizontal stiffness is imparted at each attachment point due to
the static simple pendulum stiffeness and the dynamic impedances of the
suspension violin modes. Vertical stiffening occurs as a result of static test
article sag and suspension axial stiffness. Compound pendulum effects
were stiffen the torsional degree of freedom of the test article while
corrupting both the horizont and vertical bending modes. Modelling
techniques or analytical approximations have been ound for all of these
effects except for the magnitude of the dynamic impedance contributions of
the suspension violin modes. It is clear that approximate solution
techniques will have to be used for all suspension co rations with three
or more cables as the structure becomes overdet,ermineg.u The nature of the
predicted perturbations to the naked MACE test article with a three point
soft spring suspension system were qualitatively confirmed by experiment.

COMMAND SHAPING FOR THE MULTIBODY TESTBED

Mr. James Hyde and Prof. Warren Seering
(Multibody Testbed)
Work in the last six months has concentrated on:
1) Solidifying a M.S. thesis topic,
2) Completing the MACE inertial wheels,

3) Performing and presenting initial modeling and simulation
results,

4) Identifying areas for future work.

The thesis title has narrowed to: "Using Input Command Shaping to
Minimize Multiple-Mode Vibration in Robotic Systems.” This work will
extend and expand an earlier Mechanical Engineering Ph.D. thesis by Neil
Singer, one of Prof. Seering's former students. Since Seering's group is
located in the MIT Artificial Intelligence Laboratory, we have clarified a
framework for communicating and working with the SERC laboratory, the
main link being the MACE experiment, which will be used to attempt to
validate the central concepts of the thesis. Ongoing mechanical design
support will augment this cooperation.

A particular recent desi effort has been the MACE inertial wheels,
which were completed and elivered in mid-summer. The parts were
manufactured with some alignment errors, and only after significant
modification in the AI Lab shop were they acceptable for inclusion in the
experiment hardware. Alignment and stability validation was conducted
in the Al Lab, and controller development and construction was completed
by SERC personnel.

Specific preliminary thesis research began in February 1990. The
first research focus was understanding Singer's Impulse Sequence Input
Shaping techniques and working on a new approach to achieve multiple-
mode shaping. Singer cancelled multiple-mode vibration by convolvin
various single mode shapers into a longer sequence; the new method wil
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yield multiple mode shapers as a direct solution to a set of constraint
equations. The new sequences will be shorter than the convolved
sequences, thus minimizing system response delays. The major problem
with this approach is that the constraint equations are a set of
simultaneous, non-linear, transcendental equations, which are very
difficult to solve.

Non-linear equation solvers perform well when they are provided
with good initial guesses, hence our next step was to linearize the
equations, and through an optimization process, generate approximate
. multiple mode shapers. These approximate shapers were interpreted and
fed into a standard non-linear equation solver as initial guesses for the
exact solution of the full equations. The exact sequence, theoretically, could
be used to eliminate multiple mode residual vibration in a flexible system.

To validate this concept, we employed a finite element MatLab model
of MACE. After identifying the system eigenvalues and constructing an
input shaping sequence, we conducted simulations of response to shaped
and unshaped slewing maneuvers. The input shaper removed about 90% of
the l_\:il()lration in the system, identifying serious potential for the shaping
method.

These and similar tests were collected and presented at the 1990
NASA/DoD Controls-Structures Interaction Conference, and also
submitted to the 1991 IEEE Conference on Robotics and Automation and the
1991 Automatic Control Conference (see the attached paper for details). The
response at the CSI conference was favorable, and several attendees stated
intentions of using the technique on some of their test articles - a success
considering our major aim of raising the technique's level of familiarity
within the aerospace community.

Current work is aimed at increasing the number of vibrational
modes that can be eliminated by a single input shaping sequence. We have
had success at raising this number to five modes for some of our current
models; we hope to develop shapers capable of eliminating vibration in up to
ten or fifteen modes. The major obstacle at this point is the robustness of
the current non-linear equation solver, and we are going to try various
other solvers in the coming weeks.

Future activity will include the use of non-linear models of MACE.
The equations defining the shapers are derived from linear flexible system
theory, and the exact effects of system non-linearity on the input shaper's
effectiveness are unclear. The new models will allow us to identify some of
the problems caused by non-linearities, and hgpefully assist in developin
approaches for dealing with those problems. Sometime in March or Apn
we hope to be conducting tests on the physical MACE experiment, still
under construction at SERC.



NONLINEAR ANALYSIS OF COMMAND SHAPING

Mr. Ken Chang and Prof. Warren Seering
(Multibody Testbed)

It was determined that Jim Hyde's work on inﬁut shaping required a
nonlinear model of MACE. For this Eurpose, we have been working on
installing DISCOS on a SUN S;lmrc workstation at the Al lab. The rigid and
flexible models of MACE deve oped by Carlos Padilla have been obtained
from Cambridge Research and are now being implemented at the lab.
Much of our time has been spent modifying the program to function on the
Al lab's upgraded UNIX system. The program is now working and resides
on the hard disk.

The next logical step in this non-linear modelin% work is to include
the input shaper in the model. This requires first finding the natural
frequencies of the system to any chosen input. Then, these frequencies are
used to determine tlie shaping technique. We will then shage the input and
see the effects on residual vibration. Since the shaper works outside of the
plant, we can fairly easily implement it by manip ating/shaping the input
before it goes into the DISCOS program.

HIGH BANDWIDTH CONTROL OF LOW AREA DENSITY
DEFORMABLE MIRRORS

Mr. Eric Anderson, Mr. Jonathan How,
Prof. Steven Hall and Dr. David Miller
(Possible Third SERC Testbed)

INTRODUCTION

A project to investigate the applicability of Controlled Structures
Technology to control of large precision optical surfaces has been initiated.
The objective of the work is to develop surface shape control technolo
which will allow the reduction of mirror mass densities around 200 kg/m=,
associated with current techniques, to a more practical 50 kg/m2. It is
understood that such a reduction is not straightforward. A reduction in
area mass density will result in relatively low frequency structural
resonances and higher open-loop surface inaccuracies which will require
the focussed attention of the structural and control designers. Provided
such an improvement is successful, active mirror surface control
technology should become cheaper and more available to a wider class of
applications.

PROBLEM STATEMENT

A brief survey of the available literature shows that designs to control
mirror surfaces have existed for over twenty years!. A little more analysis
shows that a key characteristic of many of these mirrors is that they are
very stiff. This is beneficial because the stiffer the mirror, the smaller the

deformation for a given disturbance, and the performance can be achieved



by controlling the surface in its quasi-static regime. The flexible modes are
found at a high frequencies, beyond the required bandwidth. Consequently,
for the purposes of the control design, it is possible to treat the mirror as a
collection of rigid panels and ignore the flexible dynamics. Many of these
designs have been developed using a combination of wavefront and edge
sensors, piezoelectric actuators, and a static figure control feedback. This
approach assumes that the control roll-off would be such that the flexible
modes of the stiff structure would not be destabilized. Very few of the
available control aﬂ)roaches discuss the topic of accounting for the effects of
control spillover. However, it is recognized that the mass per unit surface
area of the mirrors must be reduced from about 200 kg/m2 to 50 kg/m?2
before the much larger designs envisioned for future space missions
become feasible. Weight reduction will result in a much more flexible
structure. Future control designs must account for this increased
flexibility to avoid spillover destabilization of these modes.

For this work, we will specifically be looking at reducing the weight
of the structure even further with an emphasis on reducing the
manufacturing (e.g. face grinding) costs by actively compensating for lon
wavelength flaws in the mirror surface. The objective is to use a mucg
cheaper high precision active structure for the mirror combined with a
large’ amount of active control to achieve performance comparable to the
previous designs. The resulting mirror will then be better in terms of both
cost and weight.

Control systems for current mirrors typically use actuators which
ush off a backplane which is of comparable stiffness to the mirror. This
ackplane typically constitutes a significant contribution to the total mass

of the mirror structure. Our aim is to develop a self-straining structure
(which eliminates the need for the backplane), and the corresponding
control architecture to improve the shape performance of a very flexible
primary mirror over a wide range of frequencies in the presence of
disturbances and modelling errors. The controller will be based on
feedback of a combination of structural and optical measurements. A
typical representation of the relative control authority of these two feedback
loops is shown in FiFure 1. Note that there are (at least) two main sets of
sensors, but probably only one set of actuators. As shown, the feedback
from the structural measurements will be used to control the mirror over a
wide frequency range. In Farticular. it is important to be able to minimize
the bandwidth f;. This will allow for a signigcant overlap between the two
control approaches even when the target object is a faint star and hoton
limitations result in a very low wavefront sensor update rate. At the higher
frequency end, the aim will be to improve the sﬁape performance of the
modes which will contribute to the RMS ripple error but typically have a low
damping ratio.

OVERALL APPROACH

This research will develop analytical solutions to thE problem which
will be verified on an experimental testbed to be designed and constructed.
The experimental issues will deal with the final deSlEn and lay-up of the
test structure, the identification of its properties, and the implementation of
the controllers. This work can also be separated into the design of the
controller and the structure, but it is recognized that the boundary between
the two is not distinct since both will have to deal with issues such as the



sensor and actuator type and architecture. The approaches that will be
taken are discussed in the following two sections.

* APPROACH TO THE STRUCTURAL DESIGN

The structural design will proceed in close coordination with the
control design along both analytical and experimental paths. The concept
of an 'active structure,23:4 which possesses integrated sensing, actuation,
and potentially processing, will be employed. The goal of the analytical
development is to allow the results obtained to be applied to larger, more
complicated flexible controlled structures.

The practical capabilities and limitations of self-straining active
structures will be examined with a goal of determining for which problems
active structures are best suited. A region of effectiveness compared to the
conventional approach of mirror surface control will be established based
on such factors as weight savings, processing requirements, reliability,
and simplicity of design and manufacture. Performance objectives for
precision control will be incorporated in the structural design.

The design will start with a structure with desirable '‘passive’
~ properties, including a very low coefficient of thermal expansion, tailored
mass and stiffness distributions, and some passive damping. The selection
and distribution of active components in the structure will depend strongly
on the proposed control architecture, and the expected disturbance
environment. The number, placement, and required accuracy of sensors
and actuators will be evaluated, with allowance for some redundancy and

fault tolerance.

The structure will be modeled well enough to do control design and
sensor/actuator placement. The appropriate roles of active isolation and

gaEsIgié/e damping will be explored in conjunction with ongoing efforts in

In parallel with the analytical development, an experimental
demonstration structure will be tested. Structural sensor and actuator
options will be considered and evaluated for accuracy at the submicron
displacement level using optical reference measurements. The test
structure will then be designed based on results of the initial series of tests
and early analytical results. Open loop control to submicron displacements
will be demonstrated. The structure will then be actively controlled in the
presence of disturbances to the best precision possible.

APPROACH TO THE CONTROL DESIGN

The control design for this testbed will consist of determining the
solution to several complex problems which involve modelling, sensor and
actuator, implementation, and control architecture issues. The approach
will be to perform an analytic evaluation of the best alternatives by
performing a trade-off analysis of the implementation costs versus the
gerformance, and then doing an experimental comparison of the final

esigns.

There are several factors about this problem that will strongly
influence the control design. The aim is to control the dynamic motion of a
flexible mirror to meet performance objectives which are a fraction of the

B



wavelength of light. This typically will require a very dense array of both
sensors and actuators. onsecLuently, the number of measurements
available to the controller will be very large for any reasonably sized
problem, so the control architecture must be esigned to efficiently handle
this information. Since the aim is also to design a controller for a large
frequency range (see Figure 1), either a good model must be developed fgor
the higher frequency regions or the controller must be designed for
robustness to parameter uncertainty. Another factor in the tradeoff
analysis is that the control commands will be calculated based on the
measurements from at least two sets of different sensors, so the controller
must be able to combine these in an intelligent fashion.

The approach that will be taken in this work will be to investigate
various control architectures, and in the process develop a list of the
advantages and disadvantages of each in terms of the issues iven above.
Other criteria, such as the communication requirements, the flexibility of
redesign after failure, and the performance with noisy measurements, will
also be addressed. Some o? the control architectures that will be
investigated are:

I. Centralized design
II.  Fully decentralized design

III. Decentralized design with communication allowed between
controllers

IV. Multi-level design

where the decentralization will probably be at the mirror segment level.
Clearly, each of these designs has some obvious advantages and
disadvantages. A centralize design would provide ve good overall
performance, but will be hard to implement due to %e amount of
information available. Fully decentralized designs are much simpler to
implement, but have performance problems. Multi-level designs combine
many of the advantages of these approaches, but there are potential stability
problems from control spillover. It is expected that some form of
decentralized controller in a multi-level architecture will provide the best
overall performance for this type of problem with a large amount of sensor
information. Results from previous design studies have certainly indicated
that this is the case56.7. An analysis based on these points should eliminate
some potential designs, and further computer simulations will indicate
which designs are worth implementing on the final testbed.

Some of the other issues to be addressed during the initial stages of
the control design include a determination of the anticipated noise levels in
the measurements, since this might require that the controllers include a
filter. An algebraic expression for the performance objective will also have
to be developed. This could be in the form of compensating the modes of the
structure directly, or by controlling the optical modes of the mirror through
the use of the Zernike polynomials.8 Once the final designs are selected, a
decision of how to implement the controllers (i.e., digital, analog. or digital
analog) will have to be made. The controllers will then have to be
redesigned for this specialized implementation case and to include the
sensor and actuator dynamics.



NEAR-TERM PLANS

Important tasks to be undertaken early in the project:

I. Modelling issues such as the feasibility of accurately modeling
the high frequency modes or the needy for the controller to be
explicitly designed for robustness will be addressed (mode vs.
wave modelling, active vs. passive damping).

II. The type, location for good performance, dynamic range,
resolution and dynamics of the sensors and actuators will be
evaluated, and the appropriate sensor-actuator matching for
efficient control will be studied.

I1I. Efficient combination of low and high bandwidth control, usins
wavefront and structural control sensors, will be investigate
(where does the break in frequency (Figure 1) occur?).

IV. An algebraic representation of the performance criterion will
be expressed.

V. Several control architectures employing dynamic or static
feedback approaches will be compared.

VI. The 1D testbed will be constructed using a gelf-straining beam
with distributed sensing and actuation.

VII Mounting of the beam, as well as optimal mass, stiffness, and
damping distributions will be addressed.

VIII. An optical reference system will be designed to acquire
displacement measurements to judge the control performance
(discrete points or continuous surface).
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ROBUST PERFORMANCE FOR SYSTEMS WITH PARAMETERIC
UNCERTAINTY

Mr. Nesbitt Hagood and Prof. Edward Crawley
(General Affiliation)

There has been much renewed interest in the problem of designin
robust control systems for plants which have highlg structured, "rea
parameter” uncertainty. This type of uncertainty can be found in flexible
structures were higher modes of the plant can have poorly known natural
frequencies and damping. Since the uncertain modes are usually in_the
critical rolloff region of the structural controller, they can lead to
degradation of system stability and performance. Such is the case for the
interferometer structure being developed as a testbed for structural
controllers. In complicated structures like the interferometer the finite
element models rarely represent the structural dynamics to the accuracy
needed in conventional Linear Quadratic Gaussian (LQG) design
methodologies. The existing design methodologies must be modified and
reevaluated in the light of the difficult structura control problem especially
in the area of robustness to uncertainty.

In the area of robustness to parametric uncertainty, the particular
technique chosen for evaluation is based on considering the average
performance of the plant over a set described by the uncertain parameters.
It has been shown that if the average performance is finite, then no plant in
the set can have an unstable response. This is intuitive since if any plant
was unstable it would drive up the average response. This idea can be used
to design controllers for uncertain sets of systems by finding controllers
which minimize the average quadratic cost. If such a controller can be
found it will both guarantee stability and increase the average system
performance. The idea of using the average has been used in the past by
Bryson, Skelton and others to design robust controllers for aerospace
systems. The present work has concentrated on providing a formalism to
average cost design.

The difficulty with designing controllers to minimize the average cost
lies in computing the average. For systems with many uncertainties,
computing the average amounts to performing a high dimensional
integration. There are some established ways for approaching this problem
such as Monte-Carlo or Fast Probabilit Integration but they are to
computationally intensive for use in contro synthesis. The impetus of the
present work has been to develop efficient ways to compute approximations
to the average which can then be incorporated into the design. One such
efficient approximation to the average cost, known as the Bouret equation,
was found in the area of random wave ropagation, turbulence modelling
and Quantum mechanics. It is ideally suited for calculation of the
approximate average cost because of its linearity and capability to handle
large numbers of uncertainty.

The past six months have been spend developing control
methodologies base on the Bouret approximations to the average cost and a
related equation which overbounds the average cost. While minimization of
the Bouret approximation will provide robustness but not guarantee system
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stability @ priori; minimization of the overbound does guarantee a priori
stability. Vghjle it seems that such guaranteed stability would be desirable
for flexible structures, the guarantee caries with it much lower

erformance and high required control effort. The past six months have

een spent quantifying the tradeoff between those controllers which
guarantee stability and those which provide robustness but not necessarily
stability throughout the set of possible systems. In the coming six months,
this trade-off will become more clear as the average based controllers are
first simulated and finaly implemented on the SERC interferometer testbed.
The two competing controllers, the Bouret approximate average and the
average bounding controller will be implemented and compared to existing
robust control methodologies such as %, and LQG/loop transfer recovery.
The controllers will be compared on the basis of robustness offered, control
cost, and performance.

AREA-AVERAGING SENSORS
Mr. Simon Collins, Dr. David W. Miller and Dr. Marthinus van Schoor
(General Affiliation)

Area-averaging sensors which exhibit magnitude rolloff without
associated ghase ag have been experimentally demonstrated. This work
was published in a paper entitled “Development of Spatially Convolving
Sensors_for Structural Control Applications” which was presented at the
1990 AIAA Structures, Dynamics and Materials Conference in Long
Beach, CA. Achieving magnitude rolloff without phase lag enables gain
stabilization without sacrificing phase margin. Future work in this area
will first involve demonstrating the advantages of zero phase lag sensor
over a point sensor, with or without rolloff dynamics, in an actuxj closed-
loop experiment.

Work during the last six months has focused on the spatial nature of
optimal control solutions. In this effort, full state Linear Quadratic
Regulator solutions to discrete approximations of distributed parameter
systems is formulated. It is realized that the finite set of feedback gains,
associated with measurements of structural motion at various locations,
are simply discrete approximations of the continuously distributed feedback
kernel wf‘;ich convolves with the state function to generate the control
command. By observing the discrete gains, this kernel can be inferred. It
is then shown that displacement and rotation feedback kernels can be
transformed into equivalent curvature feedback kernels. This facilitates
implemention using the area-averaﬁing sensor concept. The paper entitled
"Formulation of Full State Feedback for Infinite Order Structural Systems”
will be presented at the First Joint U.S./Japan Conference on Adaptive
Structures in Maui, Hawaii. Future work will involve the experimental
implementation of the optimal feedback kernel.



THE NEED FOR PASSIVE DAMPING IN FEEDBACK CONTROLLED
STRUCTURE

Prof. Andreas .H. von Flotow
(General Affiliation)

It is well established that an infinite dimensional mathematical
model of a flexible structure cannot be stabilized with finite bandwidth
control; the required gain stabilization beyond the bandwidth model is
negated by the infinite structural gain at each resonance. Thus, even a
mathematical model with no modeling uncertainty will show that passive
damping is critical to enabling active control. What is less well known are
the geneﬁts of passive damping for the robust control of real structures.
There has been a tendency, In the research literature, to define the
research problem to consist of developing control approaches for the
broadband control (many modes in the control bandwidth) of poorly
modeled, lightly damped, modally dense structures. There is ample reason
to believe that such control is practically unachievable and that the attribute
“lightly damped” is one of the most easily and readily remedied
characteristics of such a problem structure.

This paper reports upon the enabling effect of passive damping in the
control of uncertain flexible structures, particularly with dis ocated
actuators and sensors. Quantitative results are all single-input single-
output and the benefits of passive damping are then understandable in
terms of classical ideas of gain and phase stabilization. The paper derives
approximate expressions for the minimum acceptable level of passive
damping in terms of modeling uncertainty and desired bandwidth. These
relationships can then be interpreted as specil;ying either a minimum level
of passive damping or a minimum level of modeling fidelity. If the
requirement is not met, robust control with the bandwidth including
uncertain flexible dynamics, is not possible with linear time invariant (LTI)
compensation.

These ideas were exploited in the MS thesis of Jim Garcia (June
1990), in which unacceptable interaction of a flexible structure and a low-
order control system was limited by passive damping. In this project, a
small mirror, fastened to a flexible beam via a piezo-ceramic mount was
controlled such that the distance from this mirror to a second mirror
statically fastened to the same beam was regulated to remain constant.
Commanded motion of the piezo-ceramically mounted mirror excited the
beam, influencing the motion of both mirrors and thus the desired
distance. This work quantifies the level <l)f Fassive damping required to

ol o

enable low-order broadband feedback contr this system.
REFERENCES
1. A.H. von Flotow, D.W. Vos, The Virtues of Passive Damping in Controlled

Structures, Proceedings of the 61st Shock and Vibration Symposium, Pasadena,
CA, October 1990.



2. J.G. Garcia, L.A. Sievers, A.H. von Flotow, “Broadband Posgitioning Control of
Small Payloads Mounted on a Flexible Structure,” Proceedings of the ASME
Winter Annual Mtg., Dallas, TX, November 28, 1990.



Other SERC Activities

MIDDECK 0-GRAVITY DYNAMICS EXPERIMENT(MODE)

Prof. Edward Crawley, Dr. Marthinus C. van Schoor, Dr. David W. Miller

MODE is an STS middeck flight experiment funded under the NASA
In-Step program. MODE was conceived as a dynamics test facility uniquely
suited to conducting tests of nonlinear dynamic systems in the zero-gravity
environment on the shuttle middeck. During its first flight, tentatively
scheduled for September 1991, MODE will test the non-linear dynamics of a
fluid volume coupled to a simulated spacecraft mode and jointed truss
structure.

The MODE program completed its Critical Desi Review (CDR) in
March 1990. Construction of flight hardware is proceeding with completion
in January, 1991.

MIDDECK ACTIVE CONTROL EXPERIMENT (MACE)

Prof. Edward Crawley and Dr. David W. Miller

MACE was a Phase B study, funded by NASA Langley Research
Center, to study the possibility of developing a controlled structure test
facility for the shuttle middeck based upon the MODE concept. Recently,
this experiment became part of the NASA In-Step program. As presently
envisioned, the first flight would involve the testing of a large angle
articulating, multibody platform representative of generic multipayload
platforms. The objective is to study the effect of gravity perturbations on
closed-loop performance. The ground-based engineering model is the
SERC multibody testbed.



Government and Industry Interaction

ITEK INVOLVEMENT

As a result of the Center, SERC has become aware of the research
and development in active shape control being performed at ITEK and ITEK
has become familiar with the research effort in the Center. This has led to
the evolution of a joint research program in the development of li htweight,
_ active mirror technology. An actively deformable, precision surface is the
third SERC testbed and is presently in the conceptual phase.

JPL INVOLVEMENT

SERC and JPL have continued their close relationship by working on
research into active struts, fostered by SERC graduate stud?ents residing at
JPL during the past year, and through an effort to understand the
rel(ziat}%riship between certain similar research results achieved at SERC
an .

JPL, through Dr. Robert Laskin, has started to participate in the
Middeck Active Control Experiment (MACE).

NASA LANGLEY RESEARCH CENTER

While coordination with efforts at NASA LaRC has been good in the
past, it was recently suggested that such coordination could be
strengthened. The present plan is to better coordinate SERC's multibody
testbed and LaRC's evolutionary CSI testbed. The August 1990 Summer
SERC Symposium was held at NASA LaRC.

MCDONNELL DOUGLAS SPACE SYSTEMS COMPANY

MDSSC is continuing its participation in the Middeck 0-Gravity
Dynamics Exg[eximent (MODE) and is part of the Middeck Active Control
Experiment (MACE) team.

LOCKHEED MISSILES AND SPACE COMPANY

LMSC has joined the Middeck Active Control Experiment (MACE)
team and supported several undergraduate and graduate students at
LMSC during the summer of 1990 to work on MACE component
technologies. LMSC plans to significantly increase involvement in MACE
in calendar year 1991.



Milestones

PAST
Event Objective Date
SERC Presented August 1990
Symposium research (held at
NASA LaRC).
Multibody Formalize design|February 1990
Testbed Critical | of multibody
Design Review testbed.
FUTURE
Event Objective Date
Steering Review the SERC |January 1991
Committee and |program
Technical
Representative
Meeting
Science Advisory | Review the Spring 1991
Committee interferometer
Meeting testbed.
Review science
issues for
multibody
testbed.
SERC Present research |June 1991
Symposium (to be held at
M.I.T.).
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Abstract

Spacecraft, space-borne robotic systems, and manufacturing
equipment often utilize li?hrweight materials and configurations that
give rise to vibration problems. Prior research has led to the
development of input command pre-shapers that can significantly
reduce residual vibration. These shapers exhibit marked insensitivity
to errors in natural frequency estimates and can be combined to
minimize vibration at more than one frequency. This paper presents a
method for the development of multiple mode input shapers which
are simpler to implement than previous designs and produce smaller
system response delays. The new technique involves the solution of a
group of simultaneous non-linear impulse constraint equations. The
resulting shapers were tested on a model of MACE, an MIT/NASA
experimental flexible structure.

Introduction

Space-borne robotic systems and vehicles often employ lightweight materials
and configurations that result in a high degree of system flexibility. The
system's light weight facilitates launching, but chronic vibration problems are

a common result. Manufacturing equipment also increasingly utilizes lighter
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structural elements, a main objective being improving the speed of
automated assembly. The combination of a lightweight structure with high
performance requirements often leads to serious vibration problems. The
growing demand for high accuracy manipulation is in no way aided by these
simultaneous attempts to increase speed and decrease weight. Partial or
complete suppression of system vibration can improve spacecraft durability
and performance, and would allow manufacturing systems to operate faster
and more economically.

Attempts to decrease the vibration inherent in flexible systems have
enjoyed varied success over the past decade. Cannon and Schmitz [1]
experimented with the non-colocated feedback control of a flexible beam.
Through the use of accurate system models and optical tip position sensing
they achieved significant vibration reduction in their planar test article.

Yurkovich and Tzes [8] reduced vibration in the presence of unknown
and/or varying payloads by employing on line system identification and
controller tuning. By using frequency domain techniques to examine the
System response following a sample input, enough information was gained to
adjust the controller gain scheduling to compensate for vibration problems.

Wie [9] employed He, controllers to reduce vibration while providing
robustness to modelling errors. This technique displayed solid performance,
but was relatively difficult to implement.

Input command shaping is an attractive vibration reduction method
because it is essentially "hands off;" inputs can be fed through a shaper and
into the system, and ideally the resulting system output will be vibration free.
Shapers also usually reside completely outside of a given control system and

are thus easily compatible with other vibration schemes (see figure 1). Smith
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Figure 1: Shaper Position in Control System

(6] conducted early shaping investigations, largely through the use of posicast
control.

Meck! [3] examined the use of shaped force profiles to reduce vibration
in manufacturing systems. Meckl created profiles by using a versine (1-
cosine ) function to modify force commands. When integrated twice, these
force profiles became input trajectories that reduced system vibration at a
structure's first natural frequency.

A major problem with command shaping is that its success usually
depends on solid prior knowledge of plant dynamics. Many attempts at input
shaping have been criticized because the shapers exhibited significant
dependence on precise system models.

Singer (4] presented a simple shaping algorithm that demonstrated
strong insensitivity to modelling errors. The shapers were assembled from
impulse sequences and produced only small delays in system response times,
on the order of one period of a system'’s natural frequency. This technique
performed notable vibration reduction in tests of a full scale mockup of the
Space Shuttle Robotic Manipulator System, conducted at NASA's

Manipulator Development Fadility at the Johnson Space Flight Center.
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Tzes, Englehart, and Yurkovich (7] studied the effects of combining
input shaping with a closed loop, acceleration feedback controller. They
conducted tests on a flexible beam and proved that each technique can
complement the other, resulting in enhanced vibration reduction. This work
supports the assertion that input command shaping can be used concurrently
with other vibration suppression schemes.

Singer [4] originally assembled shapers designed to cancel single mode
vibration and later expanded the algorithm to handle multiple mode
problems. The initial multiple mode technique was somewhat cumbersome,
however, and the main purpose of this paper is to present an improved
method for developing multiple mode shapers. Simpler impulse trains can
be assembled by directly solving a full set of multiple mode vibration
equations. These new shapers have all the vibration reduction capabilities of
the original shapers, and yet exhibit savings in implementation complexity
and response time. We present an approach for solving the vibration
equations and offer evidence of the new shapers’ potential through tests
conducted on a model of MACE, an MIT/NASA experimental flexible

structure.

Single Mode Shaping
To develop a single mode input shaper, we first note that the second

order system response to an impulse input is described by:

yi()) = A; e$9¢-) sin((r—t)wV 1 - Cz) (1)

where yij(t) is the output, Aj is the impulse amplitude and tj is the time at
which the impulse occurs. The system's vibration frequency is @, with

damping {. If the system is linear, its total response to a series of N impulses
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can be expressed as a sum of the the responses to each impulse "i." The

magnitude of the total response following the Nth impulse is given by:
N
Amp = [(Z A, e-Sote-t) sin(twV 1 - §2 ))2 +
i=1
N 1/2
(Z A; e5o(w-1 cos(toV 1 - ¢ ))2]
i=1 Q

)
A train of properly arranged impulses can suppress residual vibration
by forcing Amp to equal zero. This can only happen when both the sine and

cosine terms in equation (2) independently equal zero:
N
3 A; el sin(toV 1-47) =0
i=1
N
Y A el cos(t;@V 1 - Cz) =0 @
i=1

To construct an impulse sequence that will act as a vibration reducing

input shaper, we start by imposing two initial constraints:
=0 (4)

N
i§=:1 Aim! 5)
The first is simply an origin specification, and the second is a normalization
constraint. Normalizing a shaper's impulse magnitudes ensures that a
shaped input will not exceed limitations imposed on the original input, such
as actuator or stress limits. We specify an arbitrary value for A1, and with N
= 2, we can use equations (3) to solve for the time and amplitude of the
second impulse in a two-impulse shaper.

This shaper will completely cancel residual vibration in a single mode

system, as long as the natural frequency and damping ratio are perfectly
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known. To account for possible modelling inaccuracies, the shaper should
exhibit some insensitivity to errors in natural frequency and damping ratio
estimates. By differentiating equations (3) with respect to natural frequency,
we generate two additional impulse constraints:

N
Z At ebux sin(t,w¥V 1 -Cz) =0

i=]

N
2 At eScos(toy 1 - ;2 )=0 ©
i=1

Setting the partial derivative with respect to natural frequency equal to zero
also sets the partial derivative with respect to damping ratio equal to zero [4].
These new constraints require the addition of a third impulse to our
sequence; we have four equations, we need two unknown amplitudes and
two unknown times. The three impulse sequence will force the residual
vibration to be low even if the system parameters are not precisely known.
The standard three impulse, single mode shaper features impulses
with a 1-2-1 magnitude configuration and times that are equally spaced. A

typical sequence is shown in figure 2.

Amplitude -
(N li l] - -

Time (sec)

Figure 2: Typical single mode three impulse shaper.
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Note: these impulses are constrained to having positive amplitudes.
By using negative impulses, the time of a series' final impulse can be
decreased, but negative impulses tend to tax a system’s actuators and
introduce high stress levels. In the remainder of this paper, all shapers will
utilize impulses with positive amplitudes. For a full derivation of the above

equations, see Singer [4].

Adding Modes

To cancel multiple mode vibration, we can convolve several single mode
i;'npulse sequences into longer trains. Convolution results in a sequence
whose final impulse is located at a time equal to the sum of the damped
periods of the cancelled modes. The value of the final impulse's time will be
referred to as the shaper's "length.” The number of impulses in the
convolved sequence is equal to 3M where m equals the number of modes. A
standard three fnode convolved shaper is shown in figure 3. This sequence
was solved for a zero damping case, so the twenty-seven impulses are

arranged symmetrically about the center of the pattern.

-

AT

Figure 3: Three mode convolved impulse sequence.
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The convolved multiple mode sequences are easily generated, but their
failings become clear when the cancellation of higher mode vibration is
desired. The number of impulses in a convolved shaper increases
exponentially with added modes, and by the time the third or fourth mode is
added, the sequence has become packed with impulses and can be difficult to
implement in real time. Shapers with more impulses increase the time
required to modify an input, and might force a decrease in servo rate.

The solution to these problems is to build multiple mode sequences
not through convolution of single mode sequences, but through a direct
solution of the constraint equations, (3) and (6), as written to include an
arbitrary number of modes:

N
z A; eSort sin(tiO)jV 1- Cjz) =0

i=l

N
3 A eSO cos(tiw;V 1 - Cf) =0 7a)
i=l a

N
z At eSO sin(ti(ojv 1 —Cjz) =0

=]

N
T Ait; el cos(tayV 1 -5 ) =0 (7b)
i=l

Repeating equations (7) for additional modes “j" generates a set of
simultaneous non-linear impulse expressions. Solving these equations can
yield shapers with shorter lengths than the convolved shapers. Shorter
sequence lengths decrease the delay in system response caused by using the
shaper. The direct solution sequences, moreover, use only (2*m) + 1
impulses, m being the number of cancelled modes. This linearly increasing
impulse population leads to vastly fewer impulses in higher mode shapers,

reducing implementation time.
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The savings in length and impulse density that the direct solution
sequences support are offset by an increase in sequence generation complexity.
The single mode shaper equations, given the constraints of positive impulse
amplitudes and shortest possible overall length, had a closed form solution.
As written for the multiple mode case, the shaper equations require a strict set
of constraints just to limit their infinite solution space, and no general

solution has been found.

Solving the Equations
The key to solving the multiple mode equations thus far has been to employ
a linear approximation. Equations (7) are non-linear only in terms of
impulse time. A straightforward approach is to pick a time for the sequence’s
final impulse, essentially defining a sequence length, and then divide the
length into a fine time mesh. An impulse is placed at each time slot, with
unknown amplitude but known time. The equations are now under
constrained, but a linear approximation to the exact shaper sequence can be
generated through optimization.

The constraints for the optimization problem are the multiple mode
equations (7) and the normalization requirement (5). The cost function is the
sum of the second derivatives of equations (7a):

Cost-|§ i A; & ckonsin(toV 1 -G ) +

jul iml

E ﬁ A; 2 ebou cos(t Y 1-;,-7) l ©
=1 isl 8

Minimizing the second derivative expressions forces the impulse sequence to

be even more insensitive to modelling errors. With these guidelines, the
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linear problem becomes "minimize the cost function subject to the stated

constraints.”

Solution of the linear problem was accomplished using GAMS, a
standard optimization package. GAMS utilizes a version of the primal
simplex method to perform linear optimization. If M is the number of
modes to be cancelled, ¢ is the length of the sequence, and dt is the value of a
single time mesh element, GAMS' constraint matrix consists of:

rows: r=(4*M) + 1

columns: c=0/ dt
The variable vector is the series of impulse amplitudes, Aj. The simplex
method dictates that at least (c - r) amplitudes will equal zero, and additional
impulses are occasionally set with zero amplitude. The optimized GAMS
output yielded an impulse train with a number of impulses that was less than
or equal to r. This train was a linear approximation to the exact multiple
mode shaper.

The second phase of the linear work was to find the feasible solution
with the smallest possible final impulse time. This was achieved through
multiple GAMS runs, systematically reducing the time of the final impulse
and using a binary search algorithm that recognized when GAMS returned an
infeasible solution, meaning that the time had been reduced too far. This
technique ensured that the final GAMS output was the shortest possible
approximation. Figure 4 shows a typical final GAMS result from a three

mode problem.

10
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s s i

Amplitude
(Normalized) -

——
) Y
I
- -
33t 33 H) 3 H HN

Time (sec)

Figure 4 GAMS output for a standard three mode system.

In many cases, this output could stand alone as an effective shaper
sequence, especially if the time mesh was set at a digital controller's servo
rate. The raw GAMS output, however, had about twice as many impulses as
the exact solution demanded. Our goal was to arrive at a sequence with as
few impulses as possible, so we used the GAMS output as an initial guess in a
non-linear equation solver.

Given the large number of impulses in the final approximate sequence,
the GAMS output had to be interpreted to obtain useful guesses of the exact
solutions to equations (7). GAMS would often place impulses in adjacent
time intervals; these impulses were replaced by single spikes that combined
the amplitudes of the neighbors and adopted their exact average time. To
further reduce the number of impulses, the interpretation algorithm sought
out the closest non-adjacent neighbors. These pairs were combined by
summing their amplitudes and taking a weighted average of their times.

This set of techniques yielded a sequence whose number of impulses matched

that required by the non-linear multiple mode shaper equations (7).

1
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Mathematica™ was used as the non-linear equation solver, mainly
because of its additional potential as a programming language that could
envelop the entire computational side of the impulse sequence generation.
The time and amplitude of the first (i = 1) impulse in equations (7) were held
constant, matching the first impulse from the interpreted GAMS output. The
remaining times and amplitudes were allowed to vary, with initial guesses of
their values provided by the reduced GAMS sequence.

Mathematica employs a Newtonian gradient search algorithm to arrive
at its solutions. This method worked quite well, as long as our guesses were
sufficiently close to the optimal solutions. As the non-linear equations are
continuous and differentiable, adequate gradients are readily available, and
points of singularity are usually easy to avoid. The resultant exact impulse
sequence, after interpreting the GAMS output in Figure 4 to find initial
guesses, is shown in Figure 5. The impulses in the Mathematica result were

re-normalized to ensure that the constraint of equation (5) was upheld.

Amplitude WY
(Normalized)

oI

= Y y .12

Time (sec)

Figure 5: Exact impulse sequence solution, output from Mathematica.
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We found that Mathematica could solve the equations only part of the
time. A particular structure’s absolute modal values and relative modal
spacing could disrupt the GAMS program, or Mathematica, or both, resulting
in a group of unsolved equations. A variety of different approaches have
been used to increase the robustness of the solution process, the ultimate goal
being the discovery of a closed form solution. While current work is
continuing in this area, the linear approximation/non-linear solution
algorithm has successfully generated workable impulse sequences for

different groups of three and five modes.

Modeling and Results

The three mode case of particular interest involves a set of frequendes found
using a model of an actual flexible system, the MACE test article. The MACE
experiment is a joint MIT/NASA project designed to study methods for
controlling flexible systems in micro or zero gravity fields. MACE is a flexible
structure with two multi-axis pointing payloads residing on either end of a
tubular bus. The system incorporates attitude control through a set of three-
axis torque wheels, and utilizes inertial position sensing information gained
from gyroscope packages mounted at the center of the bus and inside each

payload. A simple system schematic is shown in Figure 6.

L Pointing/Tracking Payload (2)

g / Active Segment
@) —(= & =or— =3

¥ Inertial Pladform

‘F Approx. 1.5m $‘

Figure 6: The MACE flexible test article.
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The MACE project consists of a Ground Test Article, to reside at MIT ,
and a Flight Test Article, scheduled for a Space Shuttle launch in 1993. The
Ground Test Article is currently being assembled and should be available for
testing in December of 1990. The ground article will be actively suspended to
emulate a flexible spacecraft in a micro gravity field. This experiment is a
prime candidate for practical validation of the command shaper techniques.

While the physical MACE structure has been under construction,
personnel at MIT's Space Engineering Research Center (SERC) have
developed several computer models of the experiment. The frequencies used
in the three mode case mentioned above were found using a linear finite
element MatLab model of MACE. The planar model depicted the segmented

bus and one of the pointing payloads, as shown in Figure 7.

Rotating Cantlevered Mass
(Payload) \

Segmented Beam
(Bus)

R R X ] e N

Payload Rotation

Nodal Displacements and Rotations

Mp

Figure 7: Finite element model of MACE.
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The first three eigenvalues of the model were fed into the GAMS /
Mathematica routine, generating the shaper sequence shown in Figure 5.
Next, simple torque inputs were fed through the shapers and into the
modelled payload's gimbal axis, producing the adjusted inputs shown in
figure 8. The resulting translation of the beam element on the opposite end
of the bus is shown in figure 9, and detailed views of the unshaped and
shaped response are provided by figures 10 and 11, respectively. The model
had a system of eight modes of vibration, and only the first three were used in
forming the input shaper. It is clear from the figures, however, that

cancelling these three modes was sufficient to suppress the majority of the

structure's vibration.

06 1 | T 1 1 ] i 1 T
. : . : Unshaped Input
L : ‘ :
Y] S A R L o] meeaa Shaped Inpwt |- —
M ' : : ;
' ' : : : : : : : :
' H ,
! 1
02f1--- S LI S L A A "
2 e
. '
v : : :
----- A PR
. . ' .
: £ .
: : ' !
02k Teerebeenn L & IR LI SRR, .
: : I K
T e T 'r :7 ........................................... -
. . 1
.o.‘ i i l i L ' i ' I
] 02 04 0.6 08 1 12 1.4 1.6 18 2

Time (sec)

Figure 8: System inputs adjusted by the input shaper.
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Response to Shaped Input 7]
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.................. St
Y I R S S S R S
"0 02 04 06 oOf i 12 14 16 18 2

0.245

026 ..........o ) .. ....... . R

Endpoint
Position (m)

Time (sec)

Figure 10: Response to unshaped input (detail).
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Figure 11: Response to shaped input (detail).

Conclusions

These MatLab results are somewhat predictable. The input shapers are
defined by equations that predict the response of linear systems, and the
MatLab model ‘was also linear. Cancelling the vibrations of the MatLab
model, therefore, served mainly as a confirmation of the proper solution of
the constraint equations, and allowed for concrete visualization of what a
system experiences when the input shapers are employed. The lessons
learned from this initial case will also be valuable When more complex,
higher mode shapers are developed.

The next step in this program is to employ more accurate models of
MACE. The test article has been simulated non-linearly, using the DISCOS
program. This model will likely predict some of the shaper's failings in
suppressing vibration in non-linear systems.

The second major future task is to improve the equation solving

algorithm to fadilitate the construction of higher mode shapers. Sequences

17
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that can cancel up to ten or fifteen modes are not out of the question. In
addition to increasing the number of cancelled modes, we are devoting effort
to decreasing the sequence generation time. We have shown that the direct
solution sequences are easier to implement than the convolved sequences,
but they are much more difficult to generate. These continued efforts to solve
the constraint equations, coupled with the lessons learned from the DISCOS
model, will aid in the generation of input shapers capable of effectively

reducing vibrations in the actual MACE structure.

Acknowledgements

This paper describes research performed at the Massachusetts Institute of
Technology Artificial Intelligence Laboratory and Space Engineering Research
Center. Funding for this work was provided in part by the National
Aeronautics and Space Administration under grant #NAGW-1335.
Additional support was provided by the Office of Naval Research under the
University Research Initiative contract #N00014-86-K-0685.

References

[1] Cannon, Robert H., and Schmitz, Eric,
"Initial Experiments on the End-Point Control of a Flexible One-
Link Robot,” The International Journal of Robotics Research, Vol. 3,
No.3, Fall 1984.

(2] Hollars, Michael G., and Cannon, Robert H,
“Initial Experiments on the End-Point Control of a Two-Link
Manipulator with Flexible Tendons,” ASME Winter Annual
Meeting, November 1985.

18



Submitted to the 1991 [EEE International Conference on Robotics and Automation

3] Meckl, Peter H. and Seering, Warren P.,
"Controlling Velodity-Limited Systems to Reduce Residual
Vibration," IEEE Conference on Robotics and Automation, April

1988.

4] Singer, Neil C,
"Residual Vibration Reduction in Computer Controlled Machines,”
MIT Artificial Intelligence Laboratory Technical Report #1030,
February 1989.

(5] Singhose, William E.,
"Shaping Inputs to Reduce Residual Vibration: A Vector Diagram
Approach,” MIT Bachelor of Science Thesis, February 1990.

6] Smith, O.]. M.,

Feedback Control Systems, McGraw-Hill Book Company, Inc., New
York, N. Y., 1958.

(7] Tzes, A. P., Englehart, M. J., and Yurkovich, S.,
"Input Preshaping With Frequency Domain Information For
Flexible-Link Manipulator Control,” AIAA Guidance, Navigation,
and Control Conference, August 1989.

8] Yurkovich, S., Pacheco, F. E., and Tzes, A. P,
"On-Line Frequency Domain Information for Control of a Flexible-
Link robot with Varying Payload,” Ohio State University Control
Research Laboratory Report #CRL-1036-Su88-P, 1989.

O] Wie, Bong and Liu, Qiang,
"Feedforward/Feedback Control Synthesis for Performance and
Robustness,” AIAA Guidance, Navigation, and Control Conference,
1990.

19






/
N93°2J‘38

0661 JIQUIDAON

NSSAN soorg Apuy “i(
OSIN'T uewpfe PN "IN
ISd smr] op Iomep I(
LIN ID[[TN M Pwred 1d

LIN Komer) " prempy Joid

(TOVI) INAWIHAdXH
TOAINOD HALLOV MOAAAIN AH.L

:SINAWIHAIXH
LIGHO-NO A0 XTINVA AAON HH.L

21u2) -~
Puuaunifug, 1K
20ds

nw &




1omaurel) reanfeue ay) ajepiea A[[nyssaoons 03 parmbai
$1591 9y} sauyap pue ‘opd1jae 159) 93} Jo soLow ddueuLIopad pue ‘sy59)
‘soqnquiyye ajeudoadde 9y} ukjryuapr £q ‘surtojyerd Apoquynu jo so1sAyd
[eTjuassa ay) saunides yoeoadde [Bruowriadxa ayf, -roweyaq Ajaeis
"0 PU® -T Uaamjaq suonjeiaap 3uisned Aqxayy [eanjonags S1Y3 sqaniiad
£31ae13 moy se [jom se ‘watqoad Junjurod ayy S399)y8 waojivld ayy
Jo Ayqixay moy yjoq pugjsiapun £[[nj 03 19p.1o ut L1essasau s1 ‘wreadoad
[edn3d[eue Juorjs e pue 8uyssy punoid yym paidnos ‘3uysay jquo
~U0 1BY]} SMOYs a[euorjel ay[, "pojuasaid are werdosd 943 10jJ yowvoiadde
[ejudwLadxo pue apeuorjed V ‘£f31aea3 oxaz ut 3uysoyy 231y urzojyeid
Apoquynuw ‘unemonie ‘dIqIxayy poyoajuod A[aA1308 ue jo sotweulp
943 Jo Zuijapow ayjy ajepifea pue ajedisaaut 03 st wesdoad AOVIN 343
Jo 8A1303(qo ayy, ‘Lywead osoz Ul S3INJoniys SSNI) pue spiny paurejuod
JO l1omaeyaq reautjuou ayy sajedyysaaul Yym (4AON) Jusmrradx gy
sotweud(q Aj1aean-g YOIPPIN 9y} st 181y ayy, LTI e padojaaap
Butaq syuswLiadxa Y31y Jo A[twrey e ur puodas Y3 S1 SIy], -paqLiIsap
St A3ojouyda], jo 9InJISuU] s3jasnydessepy ayj je (DYIS) 19jua)
YoaBasey Buusauiduy 9dedg ayy £q pasodoad (IDVIN) judmuradxy
[03U0]) A1y YI9ppUN By} papjijua juswizadxs ydy vy

LOVHLSHV



Lrewwng

$159} J1G10-UQ
yoroiadde juswdo[aaap 90UIDG
UOISSTUI STI00] PUE d[eUOIIRI ‘SIATIR(q0

(AOVIN) FuswLiadxy] [o13uo)) SA1PY HO9PPIN UL
JuowiLiadxy] sotureuf(q £11ae1)-0197 YIOPPI 9Y3 JO MITAIIA0

squowiLiodxo Jo Ararey JAON

ANI'TL10



‘uutojjerd peojfed-ynw ‘a[qixay e jo duBULIOjIdd dooy-pasopd ayy
ut Iotaeyaq juapuadap £j1aeld ayj aednsaaut 0 pasn st £Ji[oe] AqeSNaAL
‘poylpowr sy, -sjudwradxa [013u0d dA1308 dooj-pasopd Sutwioyrad
10J A31iqedes ayj apnpur 03 A3ijdej 1593 sotwevuAp Y} sayjipowr
Y31y puodas Yy, "A3AeL3 019z UL SIINOTU}S SSTLI} pue spInyj jo zoweyaq
Jeautuou ay3 ajedysoaut 0} L3I[Ioe] 159) dlWBUAP 3[qeSNaI B S3Isn KJi[Loe]
181y Y], "YOIPPIN SIS dY} JO JUIWUOIIAUD JAII[S MIYS ‘DAI}IBIIIUL
943 j10[dxo 03 poudisop sjuewrLiadxa [01ju0d pue dtwreukp aAtsuadxaut
A[2A1je[aa ‘[[ews Jo saLIas & sI sjuawLadxa jo A[rwey YQON Y,

SUINANWIHAIXH A0 ATINVA AAONW dHL



VSVN 01 1s2193ut Jo £30[0uyd9) U
1YS1[J 9AT}O9JJO-1S0D JO DIUIN

€661 JPquadag
T# W3NA

wwtopeld ApoquNN
® JO [043U0)) JAIPY

opPIAY 1591, AOVIN

N

a3 uo K}Aeiy) JO dUIANJUT

‘S9INJONIS PI[OIJUO0D JO BAI. Y] Ul

1661 ISn3ny

1 #Y3nd

BApE 0} pougdisap syuowrtrodxo
bas 1eo1307 ® Jo 1aed st HOVIN

_/

N

£j1aear) 0197,
ul S9INYPNIIG SSTL, pajutop
JO SotwBUA(] 183Ul]-UON

(VLS)
oMY 189, [eMmPnng

£ywean)
0497 Ul saINPIG
pue spinjj jo sotweuiq
Jeaur-uoN pardno)

(V1)
oPUIY 159, PMLA
_J

SINIWIFAIXA 40 X TINVA dAON HH.IL



(V.LS) d[2THE 1593 [eAN101U)S B JO SILIJOWO0IT [BI9AIS PUR (8,Y L) SI[1}IE
159} PIny [B19A3S JO SISUOD [[Lm S3[AIMIE 1S Y3 ‘GAOW JO Y3y 381y ayy
104 °S9[d13re 3593 SNOLIBA 9}BPOWUI0IIE 0} paindijuodal aq ued yoym
SOIUOI}O9[ 103ENIOE pUB I0SUIS pue WIISASs adeio)s pue uonjisinboe
ejep ‘19yndwod [01ju0d JudWILIddXd 8y} SISNOY ‘AINIO[ HISPPIJ U0
Ul pautejuod ST YIIYM WSH Y], SI[IIME 1593 Jo sadLy om) ay) pue L[we}
3593 dtwreudp owduas B jo [Bo1dA) Juswdinba ayy Sururejuod (NSH)
o[mpout yroddns juswLiadxa 3y3 :SyusUWIA[a OM) JO SISISU0d IO

(Zadon)
INANWIAAdXH SOINVNAA ALIAVYD-0 XOAAAIW AHIL



‘SOOTIIE 1S9) JO sod 7 TUDIBYJTP Joyjel om] 159} 0] 1y31(J 11y Y3} uo
pasn aq [[M Yarym AJ1[Ioe] 1593 sotureufp ajqesnal e sopuoxd FAOW

(VLS) 2P™V
1S9, [ermonng
—]  INTWTUNSVIN  — plic it (verce:
viva vivd
N\
TOULNOD
- NOLLV.LIOXH il LNAWTHAIXE
SIPHY 9MPOoN
jaoddng peyuRurLradxy]

(AAONW) INAWITIAdXH
SOIWVNAA ALIAVID-0 YOTAdAIN HH.L



"ydeidmara sty3 uo paurerdxa st pue pado[aAap uaaq sBY }1qI0
-Uo JudwIadxa v, 9y} Jo aduewriojrad 9y} Suljuiysn( a[euorjer y

HOVOdddV ANV SINAWAIINOTY «WNE&ONHNQ VLA



gynsal 1593 punoid pue WS HAOW HHM suotjotpad AJLIOA
“U0T}e}10Xd druouLIey 0} 199(qns suorenbd IeouTUOU SA[0S
-apdrount s,o8ueade]
guifjdde £q suorjenbs [eIUIIOPIP Surtu1aA03 AN
-S97eUTPI00) PIZI[BIdudd
JO SULI9} UI S91310U9 reruxjod pue d1rUT] ssaadxy
‘SUOTIN[OS UOIJOW JdeLINS 1] pue rerjumod moyj pmyy putd
yoeoidde Jul[[dpON o
92.10] YSO[S JO JUdWAINSEIN
UoNB}I0Xd JTUOULIEH
apowt Jyerdsdeds pajdnod jo uorje[nuIg
pmy pajepowt JNRET (R
yue)} pafeds
sjuowoImbay e

‘[opOUl [EILISWNU JO UOTJB[OLI0D 10J 9suodsal 1Jerodoeds
pue 9210J Yso[s U0 &jep aArjejrjuEnb urejqo pue JolAeydq Ysois
§-0 [erusWIEpUN] JZLIFJOBIBYD 0} St 9A1309(q0 IOUBIOS Suueouduy e

HOVOYddV
ANV SINTWIIINOTY ‘SAALLOALd0 V.11

} '



'UMO[} 3q S,V L] N0} Jo [303 B Jey) saambaa sy, ‘1ajem pue [t0 uodi[is
-P231891 9q [[IM spiny jo sadA} Juatagip om, “I18pul[£> wojjoq [eoLayds
€ pue Iapulj4d> wojjoq jepj e :pasn aJe S.V.ILJ JO soujawoad om],

SONSLIDIORIBYD IBIUI[UOU 3] [BIAAL 0} S[9AI] Butd10§ Jualagyp dvay)
e paurtoyrad st deams sty ], apouwr yeasaoeds pazisayjuds A[[eo1uo1309[d
Ue y3im pajdnod pinyj ays jo uorjow ysoys Y3 YIM PIBIIOSSE SADUBUOSII
oM} 9yj} sossedwodus yorym doams Aouanbaiy Juiseardop pue
duiseaxndur ue yjoq ySnoayy ‘PaYdeIIE S1 Y L0 oY) Yorym o} ‘aduereq 9010j
oY} 59310x3 A[[edluouLrey layeys ayj, 'SILUOIINVD INSH Y} 0} 19yeys
1B9UI[ 9y} pue SI0SUdS YIJ SNOLIBA 3Y} §399UUO0D ‘umoys jou st Yorym
‘[ediqun uy “WSH Y3 jo [pued juo.ly ay3 03 payoejje st ‘uipue| pus
{ouney 105 I19)do] o3esedas € ut pato)s st Yorym ‘A[quiasse VAR ELURS

NOLLVINODIINOD VIA



.09

Ive ) e ey Isjuen iy

. 4 1/ / l/ s\ //
L0DY verimiey 1931140A . N . p /
. N .
. / / \ [§
\ \ \\\
® N4 /
\ ’
R ™~ \ 081"
S———T e i oy
\ [RARA J
\
\
- _— I/ll
- ..
\\\ . .. ~.
— .
\\ A
- \
\ [ \ /
\ \
/ | .,
.— 1
(o] _ - 4 ,uv//
- y /l
1 ] ™~
- [, .O .
o
\\ .
v [ )
2]
o
V4 /4
° ° Joung jo juedy ul)
89| e jeue ] Wnw| Koy
@ . o .~ . (-] __ozou s jusasg up)
1 . 991 ue) B iey §8 40 jus)
* ¥ o\ - €0°01 ‘teniPeY whw | xopN
- - * s o °
. O, ° N\
-]
..... ver @ ° - - . LI .o ° o s
0OOOOOOOOOOOOO0.00~OOO0.000




"Ydeidmata sty uo pauredxoa St pue pado[aaap usaq sey 31qio
~Uo jJuswuadxa y 14 9y} jo SdueuLIoprad ayy Buifjisnf sjeuoryBa Vv

HOVOdddV ANV SINAWAAINOTY ‘SHALLDALr9O VIS



-sj[nsal 159} punois pue Y3 FAOW yyum suorjotpald AJLIOA
‘POYI9 douereq OUOULIEH Sutsn asuodsal padIo)
10J 9A[0S pUE [9POUI [BQO[3 OJUT SUOHPUTY Surquiosap 319sU]
-dey 91€15-9010] W04} sUOTOUNY Surqriosap dopad(
-squauoduwIod-qns Jeautf-uou jo dey 271815-9010,] doaad(
-gjep 159} [epow pue NH Sutsn [9pont reaut] [eqofs8 doas(d
yoeoadde SUI[[SPOIN e

‘sfeq 9[qe}dd19 pue arqeAordap yjm ssnry 9[qen3yu0ddy
-suor}Ipuod peol-a1d jurol/£y1aeld [BI9AS UL 10TABYR]

IeoUI[UOU 159} 0} peo[-a1d d[qeLIeA YIm syutof TeaUI[UON

‘soInjonyys soeds aininj Jo SHUIUWI( SutuTejuod AINJPNIIS SSTLL],

sjuowaAmbay o

-S[opOUI [EJLIDWINU Y}IM UOHE[DII00 10 ejep aAneuenb

urejqo 0} pue ‘s1aquiawt uo peo] Ayae1 pue uotsuadsns

JO dduasqe 3y} 03 aNp saSueyd ayy Aynuenb o} ‘gyurof uo £J1aersd

JO douasqe 0} NP 8-¢ u1 sorwreukp ut sogueyd [ejudurepuny
oY) 9ZLI9oBIBYD 0} dI® S9AT}29((0 9OUDIS Suueauiduy e

HOVOY4ddV ¥ SINAWAIINOTY ‘STALLOALrd0 V.LS



"I01ABYaq
P32.10J SV LS 943 JO Sa1ISLIdjORIRYD JBIUT[UOU BY) AJuapt 03 sgaAd[ Juidaog
JUBISIp 291y} je sdoams Aousanbaiy aajoaur [[m 3unsay, -aqqejsnlpe
st sfeq a[qekodap ayy jo auo uo §9[qEO 9yj ut uolsua) Y], 'sa[qes uolsuay
peopad aaey sAeq sjqedordap [y ‘skeq 9]q®30313 33 Jo SApou ay3 ajedtpul
S30p }de[q ad.re] ay) pue jurof eydye ue st SuoeINZYU0d IN0J aY) JO FaIYY
ur UL ayy, 'pajse} aq [[IM VIS 943 Yolym ut suoljeandyuod jJusiafyip
inoj ayjy smoys yderdmou styj, -adepuadde 9[qIX3[j e pue sassBW pud
pu (A[quiasse jurof eydye ue ‘sAeq ssTuy 9[qe}0a.o om) ‘SII[qUIISSB SSTLI)
9[qeso[dap Leq 1noj om3 :sjyuswele Jo sad4£y aAy jo s3sisu0d y g ay,

SNOLLVINOIINOD VIS



STA CONFIGURATIONS

=+

A\\""' Ty
NS5
Kt

>,
!..‘v-,: Syl

MIT Space Engineering Research Center



"SJTU0I}I9[d dALIP J03BNIOE [01JU0d Y]} pue 13jnduwod
[013U00 oeqpady dwrjeal 3yl WSH AIVIN Y3l 03 anbun ase yoiym
sjuduodwos aie saxoq papeysun ay], ‘WSH AAOW 2Y3 Ul ISIXd os[e
Yoym sjusuodwod are WSH 9y} ut saxoq papeys ayJ, ‘swaopeid peojfed
spdyynuw ‘uonjdey sseuwr Y3y jo aanejussasdaa uiojyerd Apoqunu B }53)
03 pasn SI WSH Uy ‘HAOW se 3daouod awres ayj shojdwa FOVIN

(HOVH) INAWIYAIXT TOHINOD FALLOV MOAAAIN THL



-559901d UOT)ROYII30/UOTIRIZIUL UT SFUIALS Juedyrudig o

_aremijos/eremprey WWSH JO AJ[BUOWIWOD [eRjUBISqny o

— > 12p1033Y eieq
JUIINSBI A
eieq
‘ swynt03dy
| o= jo1u0)

uonendY 1
10uanbag
uoneNdXy - yunsdxg

PIAY 15, uLogIeld APON
£poaniniN ADVI Hoddng jusuniadxy
NS

(ADVI) INAWIHAdXH
TONINOD TALLOV XDAAdIN HH.L



‘Ajuoyine [013U0d Jo §[2A3[ o3a8[ A[LIRI}IqIE
Je Jotaeyaq doo[-pasopd jo uorpipaid ajeansde adjuerend o3 jusdINS
st Aoerndoe [ppowr dooj-uado jo ainseaw ou jeyj} St om3 Ay} PEEVINET|
9JUAIIYIP [ejudWEpUN] By ], 'PajoIpald aq ued Joiaeyaq dooj-uado ‘y1qao
-uo yPoym yim Asernode ayj sajediysaaul IO Seddaym poajotpaid
9q Uued JotaByaq doo[-paso[d }1qi0-uo Ay} Ydlym Yjm AdeIndos ayj
sa7eS1SeAUL OV 18Y) ISuds Y} Ul JAOW WOoIJ SI_dPIP JOVIN

HATVNOILVYH ANV SAALLOAr4d0



500} 9593} do[aAop
01 suoro1pald [eorA[eue pue 3ursay punoa3d yim uosureduiod 10§
Sunysey doo[-pasopo 31q10-uo uLioj1od 03 [BTIUSSSD ST 1 AI0JISY,L

-101aeyaq d0Oo[-paso[d 13}[e A[renyuelsqns ued Yorym suorjequmited
asned JUIUIUOIIAUD }1qI0-U0 pue punoid a9y} usamidq sooudIdI(d

- I9JJTp 07 Sotwreukp 3-Q pue
3-1 oy 9sned [[IM SO £y1aea3 10911p pue uotsuadsns aIayMm
punois 3y3 uo Indd0 A[ox[1[ 3soul [[im 3UT}so) uorneoyifenb aPTYIA

-poambau st dursdy dooj-pasopo ‘Ajuoyine
joxju0d potjdde jo [2A3] Y3} 03 pajeal A[ejemijul St SsouUISNqod
aoueurio)rad pue £)I[iqess 10§ paambal £31{apy [PpOU 9} UIG

*11QI0 U0 IM3onLs 3}
J0 Sutunj} pue uoresyruspt mo[[e 03 udisap ayj} ut £[IesIaA Juans
Mo[[e 10 Joweya( 31q.10-uo jotpaad 01 d[qe 8] 1oY3o 0} SIoU3ISIp
MO[[® [[I4 7eY) S[007 JO 19S POYLIdA 1om & dofeasp 0} :9A1399(q0O

ATVNOILLVYH ANV SHALLOALdO



‘utoyerd peojAed aidyynu e jo aaryejuasardaa 9[d1jIe
1593 B JO SoypsuajdeLeyd [B1IUISSD 3] JO QWIOS $3s1] ydeadmoata siyy, iquao
uo 31pad £[a3eanade aio5o10y} pue puno.3 ayj uo 3593 03 JnALIp Jsouwr
94} jnoqe pxjussad speojfed sjdiynu Jo 3utuueds sj3ue ad1e| ISNBIAQ
OPIHE 3591 HOVIN @Y} 10 SNd0j uoissIw 9Y3} s pajos[as a1om suiojjerd
peojfed aidymp ‘seotaap ajoqor pue swaoyrerd peojded apdiynu
‘sadepans [eordo 9lqeuLlojop ‘sadodsafey dlarjeuwrosajIajul papnjout
9SIYJ, 'PIMIIADL 9IOM SAIIYIA UOISSIII posodoud jo sad£} [eraasg

SINAWTNINOTN
dTOLLYV LSAL ‘SOISAH TVIINASST TH.L ONIINLIV)



‘uorjowl a[qrxa[j pardnods pue dryewauUy (I-¢ ([N SP03I9pUN
sP1IE 1531 9Y) Jey) yons A1jowodgd xo[dwod Ajusnyns o

-dooap pue Suruapnys £j1aead ‘urydnod uorsuadsns 3quyxa 03
pue Yipmpueq I3[[0I)U0d Y] UYIIM SIOUBUOSIL YJIM STq SIQTX3[] o

* 19OTAIAS J110QO1 B pUE SIDTAdP uoijoey sseur.y3ry 3oedurod

Jo aAnjejuUasaidal ‘odepuadde ajqxay) € pue speojfed piduIom) .
*S9A1399(q0 Juapuadapur Ym SWaISAS [01JU0D FUTjoRIIUT

srdumu jo uorejuswaidur ajqeus 0} speojAed Jurjjequitsd om} o
‘sjuawaImbal soueuLI0)I9d [BIJUISSI

o} Surarasaid s[ym Yoappruwr dY3 ut 13 03 pa[eds £foyeudoadde o

:s9InqLIjje SUIMO[[0] 9Y) YIM d[dTIe )59 ©
So7e)ISS099U ‘sjuswaambai Suruoryisod pue Sunjutod Yim sodepuadde
Surjenonre pue speojfed YIm S[ITYA € JO UOHJB[NUIS Y,

SINTIWANINOTT ATOILAV
ISTL ‘SOISAHd TVIINASSH HH.L ONIHNLdVI

) 1



"1661 Jo dutuuidaq
a3} £q aja[dwod aq p[noys I aY3 jo A[quasse pue uoljeduiqe, ‘pojsal
Suraq st sfequitd sIxe-om) omj} jo Jsiy 3y} pue pajadurod st A[quiasse
[99ym anbuioy 92ayj ay ], 'paIsay A[[eotweudp Juraq st ‘wojjerd [eraut
ay) pue speo[fed ay)} UdIM}OIQ JIIUUOIIIJUL [BINJONIIS Y} SI YIIym
‘snq pajusawidas 9y, "L 'I'IN e pojeouqej dutdq Appuasaid st WH YL
*99uatds dofaaap 03 st (W) [PPOIN Sureautdusy ay) jo asodind ayyg,

AAdLSAL TAAON ONIHAANIONA dASVE AN1OAHI



U] ‘Swd)SAQ pajelrdaju] wody Jopndurod [01ju0d dwy [edl 00TV e

“WIUI C*gQ JO 9Y0I)S WNUITXBW Y}IM FULISdUIdus Y woyy
5001A9p uotsuadsns oujoaprewnoud ojer Jurids 019z I, e

w ¢'| "xoxddy —>

A

(2) peolfed 3unel]/Bunutod

J Juamag ANV /

\‘ -

wa0jy8ld [eTHaU] uoisuadsng 3AnOY

AALLSAL TAAONW ONIHTANIONT dASVE ANN1OTD



"‘wd[qoad ayj} uo saouanyfur L1av.d
10 Juipuejsiapun Y3 st judwitadxa Jydiy ay) 0} [ejudwepung (9

‘dutysay punoid aduajjeyd
J9YUTy 0} pasn aq UBI $314Jow0d3 2101340 1537 x3]dwi0d 240py (G

‘uonejuswajdut 10§ swyjLIOZ[e JALISP 03 Pasn SI [ppow A}1[2pY 1saySiy
93 3[Iym jy3isul [ejudwrepuny saplacid [apowr £1[apy }SIMO[ Y3} ‘Spiom
4930 U] "PIsSWIAXd 3q [[M SUOIJE[NUIIO) [0IJUOD 3SAY) YOIYM U0 S[apoul
9y3 jo Axa[dwmod pue Adeindde ayj 03 sIdjax A71xaydwod japopy (¥

'PAALIBP 3q [[m suryjLIod]e
[013U00 3y} yowym Aq poyjaw 9ayj 03 siajad yovouddv josjuoy (g

‘9qe[leA. dW009q dleMpIRY JO SA}INS [BUOL}IPPE SB paule}qo
juswaAoxdul ssauisnqol pue duewlopad ayy Suiojdxa 03 s13joa sajins
94DMPUDE] “SJULBIISUOD UOIJBIIINUL SWIISAS JUIIILIP 03 INP ISIXI 0}
pamoje a1e yowym syjed yoeqpady ayj 03 sisjad sardojodoy jo4juoy (g

‘dutuueds pue Sunjutod peojfed ajdynuw pus
9[3uls Jo suorjeulquIod snoLrea SulApnys 0y IdJal $2a1793(q0 1043u0) (]

"Y31]J 351y Y3 10 pansand aq [[Im J9SqNS € A[UO ‘AJ[BOI U] "XLIJBUI 59

pue sisA[eue JSEA B JIJUL SINUIAR 3SaY) ‘9oue|d 11y Jy '90UBWS YOHVIN
93 Jo juswdo[aAap ay3 ut pansind Julaq aie SANUIAE JUIIIPIP XIS

HOVOdddV UINAWdOTAAAA AINIAIOS AIDVIH



- 101ABY9q d00[-pPaso[d uo Ay1aead jo souenpur (9

*S9LIOW093
xordurod d1o0ur 0} uorjran3yuod [eInpPnLs Jo uonnoay (G

-K[op1) [opow [BINPNL]S JO uonnioay (¥
-suro[qoad duruueds pue Sunyutod 9y} 01 yoroadde jox3uo)y (¢
‘§97IMS 1078N0E/I0SUdS pUe sa1dojodoy [o13u0) (3

saArpalqo oxyuo) (1

-9INJONIYS SN I[YIXI[} B U0 speojfed apdrymut 10j SI9[0IJU0D
Surdo[oAap Ul SINUIAE JUIIYIP x1s ansand [[Im wreadoxd 4OVIN 2UL

HOVOYddV INIWdOTIATd FONAIOS HOVA



‘A10jeue[dxa-j[os st ydeadmarp

SHALLOALd0 TOYINOD
‘HOVOYddV INIWdOTIAAA HINAIOS



‘peojfed pa[[o1Iuod
‘3UT)oRIUI UR JO UOTIIPPE YIIM PI)BI0SSE douruLIojrod
peo[Aed 9[3UIS W01} UOTIINPII--UOTIEPRIIIP JUIDIII] e
"I9ANdUBW
970[dur0o 0} parmbal dw}--oWII} ISUOASIT MI[S

-a[goad doua19jal Suruuess 10 Jy3is

Jo aury Surjurod Inoqe sjel Je[ndue sixe-g SINY--IONIL o
-aryoad 9ouaiajal Jutuueds 10 JYIJIs Jo

aury Surjuiod noqe uornyisod xeniue swe-z SINY--ANIQEIS o

:SOLIJOJ\ QOUBULIOJID]

‘speorAed ojdiynut pue a3uts Jo sueuLiojrod Juruuedg o
‘speojAed s[dynu pue J[3urs jo soueuLiojrod Junurod e

:S9ATI3[q QO [013U0))

SHALLOALd0 TOHUINOD
‘HOVOdddV INAWdOTIAAA AIONIIIS



"23INS [BUOI}IPPE Yora JO J1Jouaq,}sod
9y} 93e3ysoaut 0} st uoissardoad suy} jo asodand ayJ, ‘pappe aae AN[IqLxay)
[013U0D 0} pasn s10jenjoe ‘A[[eur] -I[qe[leAe aw0d3q snq aYj ut LY[IqIXa[j
Y3 aanseauwr 0} SI UOIIUNJ [0S ISOYM SIOSUIS ‘UIYJ, 'SIIpodud ajdue
pue soaf3 ajea ‘sjequild ‘s[aym anbioj se yons aiempaey Juluueds
pue 3urjutod 3urysixa 03 pajyiwil| ST dAeMpIeY [0IJU0D dY]F ‘}SIL

‘s9sodand uosuredwod
J0j oLreudds aduewrojrad ydy ayy se pasn st £3ojodoy sy, -peojded
943 uo pue snq Y3 uo SJUIWAINSBIW IpNIJje [eruaul sapraoad pue sdooj
YoBqpag) a[qemo](e a3 uo sjuresjsuod ou saoe(d Ldojodoy ynqop3 ay,

"SI0SUIS d[qe[leAe I13Yj0 pue snq
aY3 JO 133Ul 93 e IPNJI}Je [BIAUL Y] JO JUSWAINSEIW B WO} Ipnj}je
[eryraut st 13jut peojded ayj jey) saatnbaa £Fojodoy pazyn.yuao ayg,

‘[[ed0] painseauw s1 peojAed ayj Jo apnjiyje [erjaaul ay3 pue L[[BI0] paso[d
are sdoo| yoeqpaay peojAed [|e ‘a10ja1ay], ‘udisop snq jo juapuadapul
st udisap [oajuod peojfed jey) sawnsse £3ojodo) paznrop ayg,

[

‘pareduwod aie sudisap 19Yj0
yotym jsurede aurpeseq uted mo[ ayj se pasn st £Jojodoy  [eajuadd, siy],
‘Ipouwr J[QIXI[J ISy aY3 JO Yjudj-auo 0} [enba yjpmpueq e Y3m uiajjed
Yromaaing e ut axe sajod doo[-paso[d ayJ, "A[quasse ayj jo apnjjje ayj
[043U0D 03 pasn aie s[daym anbioj ayj pue snq ayj o} padwe|o speojled
Y3} SeY J0L3uad pa[[ed Isay Y], ‘pajedysaaul aq [[m sotdojodo) anoyg

SHALINS AIVMAYVH ANV SAID010d0.L
‘HOVOUdddV INANWdOTIAAA AINAHIOS



s107EN)OY ANIqIXI]

$40SUJG X3

$105U3g X3

dl
19poduy ﬂ % \\Jm.:m J3poduy

N

dI sng

s10suag ANIqIXald

$10SUIG XL
dapoduy % uﬂw 13poduy > dl

Q —o—
~N -
&! disng 4
d
aaempael 3unsxy _
dI dl
13poduy sng dapoduy sng
Sy ey Yy
>
&ﬂ disng d1
, | Ve
pRzZIBeIud) PIzZIed0]

| SALINS AYVMAIVH ANV SAIH0T0dOL
- *HOVOIddV INIAWNdOTIAZA HONHIOS



S9uIdYas [013u0d dArydepe duduad arow 10 [01JU0D
opow 3urpys ‘Burnpayos ured se Yons parmbaa aq Lew spoyjow ugisap
[013U00 IB3ulUOU ‘a10Jo1aY], ‘33enbapeur yoeoirdde deaul] e Jopualx Lew
Yeaodoeds ayj jo suorpely Juvdyudis JO SMJ[s adie 03 anp sotwreudp ayy
ul uorjeurioysueay jueprodur ayy ‘I9AIMOR] "waqouad styj o3 apqeaydde
9q Aewr wapqoad Sunyurod ayy ur pasn sanbruyday tesuyj ayy, ‘wajqord
wistueyaouwoALds € jo o[dwexa o1sse(d e st 9A130alqo 3uluuess ayy,

‘Buridnos 198uoays YIM SuId)sAs
x9[dwod aIow 10§ SALIIP 03 IaiSED §1 pue woysAs ayy jo sarradoad ayy
3utpuejsiapun uo ssa| Sa[aa 3] ‘wapqoad ayj yoeoxdde 03 Kem 1yjoue
st uonjeziuntydo aayq ‘suorydwinsse Zutdnoaop 9sayy uo A[ox sanbiuyoa)
uonjeqiniiad pue feirry j3sinbAN 9sIdAu] ‘Aesry jsinbAN ‘aansopd
doo[ aAlssadong -uonjeredas 9[eds aw} 10 Jurdnod wajshsqns yeam
opnput sarradold 3uijdnossp yong ‘washs 943 03 juazayut satpadoad
3urdnodap uo £[a1 asayy jo SO “adnpuais payiduits yym swyjuodpe
[013U00 Teaul| d3e10udd 03 sINbIUYIA} dwos S)SIXD Apeaaje aaayy,

‘sanbruy29} 1eauI[UOU YILM P3[puey aq 03 aAey Lewr wajqoad
duluueds ayj ‘uorjeuriojap pue uonjow jo junowre ayj uo Suipuada(y
‘[013uU0d JBAUI] J9pun A[Jo¥aIp Siow S[rej wajqoxd Junured ayy,
‘dutuueds pue Surjutod :83A1303(q0 [0a3U0D 0M) A|[edtseq axe asayy,

HOVOdddV TOYINOOD
‘HOVOAddV INTWIOTIAAA AINTIDS



[oxyuod aandepy
(s10su9s
Aypenb ySry ‘snorowmu aimbai) [013u0d dSpowr JUIPIS
(a8uel opIm ‘Suruueds MO[s) FuINpayds urep
K1ess999u JI SpoYjaul IedUul[UoN
(9A0QE 0} Ie[TWITS) SPOYIOUW WSTURYIDIWOAIIS TBIUT']
Sutuuedg e
sonbruyo9)
uorjezruur}do J991Tp 19410 pUE HPHT 2INIIANYDIe pAUTBIISUO])
(Anqrqess
aAT)oauU0d ‘Jurjdnod yeam) sonbruyda) uoryeq.Iniidd
spoyjeut Keary jsmbAN os1aau] ‘Aelry 1SmbAN
a1nsoo doo[ 9AISS9ING

dunpurog e

HOVOYddV TOHYLNOO
HOVOAddV INAWdOTAATd TONHIOS



BACAL
uo pajuswarduwt A[fenjoe aie jey) swyjLodfe [01JU0d Y} IIR[NULIOJ 0}
posn st [apouws siy], ‘A[[ejuswLiadxo payLIaA Udaq Sey Yaym W [enjoe
943} JO [3pOoW pI[IB}IP B ST J2POUW JDUOISUIWIP-II1Y] IDIUTJUOU Y],

"SUSISIP [043U0D JWIGNS 0} SIIYDILISIL PIISAIIIUL J[QBUD 0] JUIWINIOP
e se J[qe[teae s1 wa[qoxd ajdwes seue(d siy], -aInjoa}IYdIe [0IIU0D
Je[notired e jo SSaUIAIIAYYI aY) Jo uoljeraidiajul 131sed Juimol[e [apouwr
ay3 Jo Ayxardwod ayy soyrydwis Ajeaad sy, -K13owo0d3 s opow 3y} £q
pauyop sueld ay) uyjm 3| 03 pajoLIISal SI UOIJOW ‘AIAIMOR] 'I[d1IE 1S3}
[enjoe ayj jo dA1jejuasaidar srow st wajqoud ajdwos upuvyd ay],

‘woqoad
9Y3} Jo [9pow erpaul-padwin] e St S1YJ, 'snq I[qIxa[j & 03 payoejje peojLed
pajunowr ssew jo Jdjudd-uou e Juiuueds pue Jurjutod jo wayqoad
[ejudwepuny ayj Apnjis 03 pasn SI [9pow u01203s DI1dA} Y],

ALIXATdHWOI TAAON
‘HOVOUddV INIWdOTIATd JONIIOS



[OPOJN [BUOISUSWI(J-99Y], JedUI[UON

- wel —
o= —o —~ —op O — m@
Juawidag APy z N
‘/ X
(1) peojfed ' @ vao_?.a_ Q)
wd[qol] djdweg Ieue|d uorjoag [eord4],
l!u...uu h.h..._u 2w
o
ol L..H. - w p
. L ﬁ%ﬂx‘ .
st _ 2%
3
pworked naﬁ
/ | K |
|
////f I
*

ALIXATdWOD THAON
HOVOIddV INIWJOTIATAA AINHIOS

| i



‘sjoued Jejos £q
pasned Juidnos 3utpuaq/qiox 3y} Jo sAanejuasaidoa ‘sadepuadde ajqixayy
0M} pue ‘J3IJIAIIS I110q0I B jO dAljejuasaidol ‘peojAed Zuryernorjae
dIqixay ' sapnput uoreindyuod aFopuaddo 2)qixay) ayg,

‘3urpudq aue[d-jo-no pue -ut
Yioq pue 3ut{dnod uoisi03/Buipuaq asned 0} pPauBISap JnIIs uoI3IIS-SS0ID
le[nduelpar e pue ', ue sey uoryeandyuod |DUOISUdWID-32.4Y] Y,

‘PaIpnys aq [[m 3BY) dUO aY) St uoljRANSYUOD 2UISDq BY,

'$3099 A}1aeld pue uoisuadsns ayj yjm
alow 31dnod L3y} asnesaq punoid ayj uo 1593 0} J3paey aie SaLI}OW 093
xo[du10d 9I0[ ‘soLIjOW0dT SNOLIBA Ul W Y3} Jo A[quasse sajqBUd
SIYL 'S9pou pue sjnrls s[qeAOWal jo pasodurod st snq WH YL

SNOLLVINOIINOD AYVNOILNTOAHA
‘HOVOdddV INAWdOTIAAA AINAIDS



odepuaddy a[qxorq

Saued rsjog,
supwwAg slqixald

jJuawdag \

aanpy ~ PYOIAR alqualy

[equIt)/I010] BIXY OMJ,

uLtopy8|J [81IauU]

O
&/
ot
erete®,
eete®
X
el
0y

pwojAeq Bunjoui]/Auguiod aduyre] olhn ney

[BUOISUSWI(]-994Y], aurpseyq

Fg UolR9s 88010 _ w g1 ‘xoaddy “
uauwidag sy

uofIe[d [BrMaU]
(2) peoikeq JunyoeLy/Bunuiod

(2) peolheq w:iuaua\m_ﬁ:_o&

" SNOLLVINODIINOD XYVNOLLATOAA
HOVOIIIY INTWIOTIATA AINAIDS



‘L10yeur(dxa-}[3s St ydeadmalp

SAINHNTANI ALIAVHO
‘HOVOAddV INHAWdOTIAAA AINHIOS



‘s19rowreted

Wo)SAS [RUOISUSUIIP-UOU 3} U0 pIseq SOTWIBUAD
[eanjongs ayj uo joedurt jo 1op1o Ut sod £y 103]J° oY1 Juey e
*$){NSAI JUIWS[D APUY YA SINSIL eonAreue aredwo)) o

‘gorureukp

wa)sAS 93} uo 139 93 Jo stsA[eue oujpwedred e uriojxod

pue 309jj9 juejioduwt yoes 10} 19jourexed souanpjul
uorsuadsns 10 £jaeid [eUOISUSWIIP-UOU B AJ1yuap] e

, -suoryeqanitad
uotsuadsns/f}1aeI3 JO sod £} JounsTp 9yl AJ1IUapP] e

:yqoeorddy

‘ap1Ie 159 HOVIN 243 JO SOTWRUAD
9y} U0 WeIsAs uoisuadsns e pue p3Y £y1aead e Jo 1090
uoneqanirad 9yl Jo apnjrudeut 9y} £jyuenb pue AJ1Iusp]

:9AT199(q0

STONANTINI ALIAVHD
HOVOIddV INIWdOTIATd HONHIOS



Judwruoaaud £3aead-auo 943 ut saunjonags jo 3uiysay
9U3 Ul [el3uasss st ‘10308} Judousnyur Y} St yoiym ‘wayshs uoisuodsns
943} OSnedaq J03IIpUL 1B 3SAY], ‘9INJITIIS 9Y3} uo speo] uoisuadsns se
pazLajoereyd ale 30959 Ajaead $9341puy  "2INJOTLIIS Y} U0 S30.10j Apoq
PIINQLISIp jo uoryeatidde ayy £q PIZLIdJ0RIEYD 318 PUB UWN[0D I Y}
Ul umoys are s309jj0 Ay1aead joaa1g 10949 £y1ae1d Jo2a1pul ue 10 3R
A31aea3 100a1p © 19Y}d se pazuajereys aq ued 3090 ANAead y

SHONANTANI ALIAVID
‘HOVOAddV INTWAOTAAAA TAINAIDS



(2] 14 7 ! e u,

hw wdureq o_mco%:mv » _ _ mu__:_ djynsaq/3utudy s Aia Ou * —_ _—
=) gy e ¢
.__882 mns&eo ne _m

SHONHANTANI ALIAVHOD
‘HOVOYddV INAWdOTIAAA AONAIOS




v "PIISI) A [[IM QIO UO I[IHE 359)
oyj aunj 03 K}I[iqe ay) ‘py], ‘peuluLIalep ¥q [[m Jotaeyaq doo[-pasold
11q10-uo Jo1paid 03 KJI[Iqe 9Y) ‘puUOIIG 'PAUIULISIAP 3 [[M Juedyruds
aw023q K3y} a1dym AJLI0yIne [0I3U0d JO [IAJ[ Y} pue payljuapt aq [[Im
wopqoad ay) 2duUdN[JUL JSOUW YIIYM 5399)Jd KJ1aead oY) “IsIf 'S9A133(qO
AOVIN 921y} ayj aAa1yoe 03 paudisap ade s3Isd} 31qL0-U0 Y[,

ZIFY0O NO AAINIANWTTINI
a9 TTIM SWHLIHOITV TOHINOD A0 SASSVIO HHIH.L



*JIqI0 UO PaUN] 9q UBD WYJLIOI[E [0IIU0D
S, 9[PTIE 159) 9] YoTym 03 KIIqe 9y AJTjuapl §1593 3sAY], -
‘suryjLiod[e [0I3U0d pIjeIdosse
jo yurdn pue uorjedyryuapt doof-uado Jo JuIUMOP
a[qeus 0} pado[aaap Suraq st Lyiqededs Jurjumop/yurdn -
‘soTwreukp [eanjonays 9y} Jo (I doof-uado ue st 159 811 -
"[9pOW PAYHIUAPI 1qt0-uo uodn poseq sUIYjLIOZ[e quowddwy (g
| -pajtpaid aq ueo sdueurto)rad dooy
-pasopd 8-0 Yorym 0} LorINdOE JY) SUTULISIOP §359) 9S3Y ], -
"POALIOPAI dJe SWILIOZ[e [01JU0I Y]
pUE 049z 0} 39S ST [9powt 3-T Y3} Ut Jojouwreed £jaead ayJ, -
-101ARYaq 3-0 paorpad jo [spout Uo paseq swiyjuode juswedwy] (3
‘quejaoduwit 9u0d3q Aoy] (ures jeym) uaym pue quejaoduat
axe suorjeqaniiad Ajaead yeym AJrjuapt d[oy s3s9) 9say, -
*§109]J0 uotsuadsns
pue £j1aei3 S9pnoul YoTym [9powt uo paseq SWYJLIO3[Y -
punois ayj} uo pajuswo(dul se suryjuiode aures juowdrdwy (T

LIFY0 NO AAINAWATINI Td TTIM
SWH.LINODTV TOdINOD A0 SASSVIO JH4dH.L



"}1G.0 U0 J[I1}IB }SI} Y3} aunj} 0}
A iqe ayj [eoaaa [dpow siy} uodn paseq suyjuogd[e [0a1juo)) ‘SdOIWBUAP
3[o1Ie 1S9 aYyj JO uonjedYyruapt Jqio-uo uodn paseq st jey} auo si
[apow jo adA} payj a9y, "Iotaeyaq 31qlo-uo ipatd 03 Ljiiqe ayy AJjryuapt
[9pow siyj} uodn paseq swyjuios|e [013U0)) ‘0I3Z 0} 39S SWAd} Aj1aead
y3m [opowr £jaeud-auo ayj sasn [apowr jJo ad£) puodas ayJ, -juelrodut
3W029q A9} LjLI0yjne [0I3U0D JO [2AJ] Jeym je pue juelrodul are Yorym
$399]j9 Ajaead jo sad£) ay) Ajyuapt [opowr Siy) uodn paseq swyjLiodje
[013u0)) '$393]J3 uoisuadsns pue £aeI3 YIm J[d13ae 3S9] AY3 JO [opow aY)
ST [0poW JSaYy Y], "d[d1IE 1S9} Y3} JO S[@pOoW JUaLdJIp a1y} uodn paseq
Q10 uo pajuawdfdwr aq [[ImM swyjLiod[e [01jU0d JUIIIJJIP ddIY],

HHOMANWVHA TVOLLATVNY AHL A0 NOILLVAITVA



-reatd£y st gp (9 Jo @8uel JIUIBUAP I0SUDS o

‘SSOUIATIIRYIO LSO
S971BIISUOWdP SIY) ‘[9A9] goueuriojtad anjosqe Jo quopuadopu] e
qp 09 ﬂ
OUeULIO}3]
door1-paso[) RARL — o 1
H ajueyorueulq
10SUAG
aauanyyup
£naean) a[qeansedy ar ozl
aouem 1oy dooj-uddQ —— apr o0 «

-anjea doof-uado 19A0 P OF
£q 9oueuriojrad Suruueoss/3unyutod oaoxdurt 0] ST [BO3 J1IST[BIY e

-3unse} uorjedyIenb yydrgead jo reord4y
‘s109]J0 Kjaeasd pue uotsuadsns 9pnoul [[ImM JUl}Sd) punoLy) e

SFOMAWVIA TVOLLATVNV HHAL J0 NOILLVdITVA



‘A10yeue[dxa-j[os st ydeidmarp

AdVHHNS



‘pauyal
aq ued saanpadoad uoryedyTIUIPL 31q.10-UO 10 sonjijiqeded
aArporpaid [eonf[eue I9Y}P INdD0 SUOTIBIAID goueuLIo}tad
9s9Y] 949Yym AjLIOYINE [0IJU0D JO [SAS] Y} Sunjou Ag -
"PayIIULP!T 3 [[1M 5-0
0] T woJj adueyd ayj 0} anp sorwreuip ayj} ut suorjeqanitaed
‘8unys9) j1qI0-Uuo pue punoid uasamiaq £uoyjne
[0I7U0D JO UOT}OUN] € SE ooueuriojrad urredwod A9 -
‘soanjonags 9oeds pasodoad jo sotureudp doo[-pasofd 3y}
0} Juaurjaad euawouayd juapriodap Aaead sojedrsaaut JOVIN

"Joopprur SIS 241 Uo

JUAWUOIIAUS dnbrun oy} sy0[dxa pue soN[0e] S1593 [01jU0d pue
oTwreuAp 9[qesnad sosn syuswLtadxa Y3ty Jo Aprurey JAOW 9UL
‘sornjona)s aoeds pasodoxd jo 1o1aeyaq

Juapuadap £j1aerd ayj Jo1paid 0y padoaaap s[00} [eonfeue
AJu1oA 0} pauSisap st syuswriedxa Jy31y jo Ajrwey FAOW °4L

XIVANS






M.LT. SPACE ENGINEERING RESEARCH CENTER
Semi-Annual Report: August 1990

Prof. Edward F. Crawley, Director
Dr. David W. Miller, Research Associate

December 1990 SERC # 17-90-R
(Under the Sponsorship of NASA)






MIT's Interferometer CST Testbed

Tupper Hyde*, Ed Kim**, Eric Anderson**, Gary Blackwood**, and Leonard Lublin**

L 22
Space Engineering Research Center ,/ A L,/

Massachusetts Institute of Technology
Cambridge, MA 02139

Introduction

The MIT Space Engineering Research Center (SERC) has developed a controlled structures
technology (CST) testbed based on one design for a space-based optical interferometer. The role
of the testbed is to provide a versatile platform for experimental investigation and discovery of CST
approaches. In particular, it will serve as the focus for experimental verification of CSI
methodologies and control strategies at SERC. The testbed program has an emphasis on
experimental CST--incorporating a broad suite of actuators and sensors, active struts, system
identification, passive damping, active mirror mounts, and precision component characterizaton.

The SERC testbed represents a one-tenth scaled version of an optical interferometer concept
based on an inherently rigid tetrahedral configuration with collecting apertures on one face. The
testbed consists of six 3.5 meter long truss legs joined at four vertices and is suspended with
attachment points at three vertices (Figure 1). Each aluminum leg has a 0.2m by 0.2m by 0.25m
triangular cross-section. The structure has a first flexible mode at 31 Hz and has over 50 global
modes below 200 Hz. The stiff tetrahedral design differs from similar testbeds (such as the JPL
Phase B) in that the structural topology is closed. The tetrahedral design minimizes structural
deflections at the vertices (site of optical components for maximum baseline) resulting in reduced
stroke requirements for isolation and pointing of optics. Typical total light path length stability
goals are on the order of 4/20, with a wavelength of light, 2, of roughly 500 nanometers [1]. Itis
expected that active structural control will be necessary 10 achieve this goal in the presence of
disturbances.

A unique feature of the SERC testbed is the implementation of a multi-axis laser metrology,
incorporating complex bends in multiple beam path lengths. At three mock siderostat locations are
precision three-axis active mirror mounts. The fourth vertex holds a laser head and other optics.
These optical components provide laser interferometric displacement measurements for baseline
metrology (six axes define the position of the mock collecting apertures relative to the fourth
reference point). We are concerned that the testbed represents a scaled model of an actual scientific
observatory as closely as possible. At the same time, we seek to perform CST research which is
generic and applicable in different areas.

The structure is instrumented with accelerometers, load cells, strain gages, experimental
piezoceramic and piezopolymer sensors, and (initially) three piezoceramic active strut members.
The stiffness of the active struts has been selected to approximately match the impedance of
structure as seen by the actuator at the active strut mounting location, leading naturally to control
designs based on passive shunting, wave impedance, or balanced bridge feedback.

A finite element model of the testbed was constructed and a conventional system
identification using an external excitation source will be carried out. The results (frequencies,
mode shapes) will be compared and the subsequent roles of each of these models in the control
design determined. Because of inherent inaccuracies of the finite element model in representing
lightly damped closely spaced modes, the experimentally determined modal model is preferred for
control design. Methods for generating uncertainty information from the system identification for
application in robust control methodologies, and studies of model reduction techniques are
planned.
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Three-axis active mirror mounts have been designed which provide +3.5 microns of stroke
over a frequency range of 500 Hz. Two mounts employ conventional piezoelectric actuators; the
third mount utilizes electrostrictive actuators that exhibit superior bidirectional repeatability, a
result of greater linearity and reduced hysteresis as compared to piezoelectrics. The moving mirror
mass has been sized to reflect the approximate scaled masses of siderostats of the proposed space-
based optical interferometer. The actual moving mass of the the mirrors will be varied to determine
the level at which interaction with the structural flexibility becomes significant.

The remainder of the paper begins with a description of the optics portion of the testbed.
Then the testbed CST program is reviewed with attention focussed in six areas: results from other
research closely-related to the testbed, finite element modelling, system identification, passive
damping, an axial component tester, and control experiments.

Optics

In this section, the optical components of the testbed are described. The focus here is on
the implementation of the on-board metrology system. Functional explanations of space-based
interferometry can be found elsewhere in this volume.

Beam-combining coherence requirements for an actual space-based interferometer will
require on-board sensing and correction mechanisms capable of controlling path lengths to A/20.
Multi-aperture non-interferometric imaging instruments with similar baselines and operating
wavelengths can have more demanding requirements. The sensing system for orienting the
instrument relative to an external reference coordinate frame should have resolution and stability on
par with the resolution and stability of the intemnal metrology system. Our immediate concern is the
reduction in errors due to flexibility (Figure 2).

Internal Flexible External Rigid Body = External Flexible

Figure 22 Sources of Path Length Error

The Interferometer CST Testbed under construction at MIT addresses the problem of most
direct relevance to CST: control of the instrument geometry in order to control projected baselines
and internal path lengths. The testbed control goal is to maintain fixed distances between points on



the structure which represent collecting apertures (mock siderostats) and metrology nodes, since
relative motion among these points changes both projected baselines and internal path lengths.

A sample interferometer mission to image a tenth magnitude object at visible wavelengths
with one milliarcsecond resolution using one meter apertures leads to path length stability
requirements of approximately 80 nm rms. The basic testbed configuration is intended to include
enough detail to be representative without being overly complex and costly. Many of the features
may be applicable to other spacecraft requiring precision control. Sensing of the external (rigid
body) orientation of the testbed and the science optics are not currently addressed, although
metrology systems for both of these could be tied directly into the on-board baseline metrology
system with little difficulty. Additionally, each mock siderostat mount includes provisions for
mounting a small flat mirror with its reflecting surface coplanar with the vertex of the metrology
system at that siderostat. Such a mirror might form part of a future science optics chain.

A six-axis laser metrology system forming an optical tetrahedron (Figure 3) will provide
the primary measure of control effectiveness. One vertex is located at each of the three mock
siderostats with the fourth vertex containing the out-of-plane reference point. The outputs of the
near and far legs will yield relative displacements among the vertices with the minimum number of
laser axes. The vertices of the optical and structural tetrahedrons typically do not coincide since the
siderostat locations were chosen to represent non-redundant baselines without necessarily requiring
rigid body tilting of the entire instrument. In the initial configuration, one siderostat plate will be
located near one structural vertex; the others are roughly 1/2 and 1/3 of the distance down two
different legs. The relative angles between the actively-mounted cat's eyes will be less than 96.5
degrees, which is within the cone of operation.

LINE OF SIGHT
TO STAR
SIDEROSTAT
FACE

SIDEROSTAT
ASSEMBLY (3

FARLEGOF (3)
OPTICAL TRUSS

PHYSICAL TRUSS
(SIX 3.5 m LEGS)

NEAR LEG OF (3)
OPTICAL TRUSS

Figure 3: Illustration of the Structural and Optical Tetrahedral Trusses

The power required to operate six axes, instead of the nine that would be needed to
determine Ax,Ay,Az for the three siderostats, permitted the use of a commercially available laser
measurement system using a single laser head mounted on the testbed. We are using a dual-
frequency stabilized laser head (670 W total power), detectors, and fringe counting electronics
manufactured by Hewlett-Packard Corporation. A lens and 45-degree polarizer assembly plus a
short length of optical fiber allow the detector electronics packages to be located out of the way of



the measurement optics and associated mounting fixtures. The VME-based fringe counting
electronics provide a seamless link to our real-ume control computer.

Figure 4 details one measurement axis. The measurement resolution is limited by the HP-
supplied electronics to A/64 at A = 633 nm, or approximately 10 nm. Greater resolution can be
obtained with alternate electronics, such as the VME modules developed by Mike Shao's group at
JPL. For operation in air without wavelength tracking over short time scales and in a laboratory
disturbance environment, we feel that 10 nm resolution will be adequate. Our closed loop control
frequency range is 2-200 Hz, so changes in the refractive index of air and other sources of error
with long time constants will not pose any problem. A preliminary error budget suggests that
measurement resolution will be ~ 17 nm.

Fiber
Feed Remote Detector
Polarizing BS
+ 2 QWP's (<
Common Endpoint
Retroreflector
2CP oCP
Beams from
i her axes
Beams from Axis other ax
other axes ;ﬁle;d 2CP
2CP

Figure 4 One Axis of the Laser Metrology System

Cat’s Eve Retroreflectors

Cat's eye retroreflectors will be used to provide wide fields of view at the vertices of the optical
tetrahedron. These are similar to cat's eyes used by C. Townes (UC Berkeley 10um
interferometer) and D. Hutter (US Naval Observatory Astrometric Interferometer) although in this
application there is no siderostat slew range to contend with. The minimum size of the cat's eye
for a given amount of spherical aberration is a function of the laser bearn diameter and the refractive
index of the cat's eye glass. The metrology laser beam diameter of 6 mm at the laser head led to a
cat's eye size and mirror mass which was unnecessarily cumbersome for implementation on a
moving platform. Reducing the beam diameter permits the cat's eye size to be reduced while
maintaining the same spherical aberration performance. Lenses reduce the collimated beam
diameter to 4 mm without reducing the available power. The cat's eye parameters are:

glass index at 633 nm 1.72 (Schott SF 10)
radius of small hemisphere 25 mm

radius of large hemisphere 34.7 mm

max. AOPL across beam cross section A0

mass Stlg

usable field of view: +/- 60 degree cone (see Figure 5)
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Figure 5. Cat's Eye Retroreflector
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Figure 6: Layout of Fourth Vertex



Modifying the radii to generate a small amount of focusing will help counteract the increased
divergence of the smaller beam diameter and produce better overlap at the detectors. The curved
surface of the large hemisphere will have a silver reflective coating with a protective overcoat. The
curved surface of the small hemisphere will be coated with a broadband anti-reflective coating
targetted to be the proper thickness for A = 633 nm at half the cone angle. Anti-reflective
performance at other angles will depend on the spectral response of the coating. The hemispheres
will be aligned after coating and joined by optical contacting.

The remainder of the optics for each measurement leg consists of a polarizing beamsplitter
cube with crystal quartz quarter wave plates cemented to opposite faces, plus the associated feed
optics. Each beamsplitter-waveplate assembly is mounted in a semi-custom mount which provides
the adjustment degrees of freedom needed to align the measurement beam with respect to its
retroreflector endpoints. Three of these mounts are rigidly attached to an open pyramidal "bucket”
that is itself rigidly attached to the main fourth vertex optics plate (Figure 6). The remaining three
mounts are rigidly attached to the siderostat optics plates (Figure 7) in the far leg measurement
paths. These rigid mounts are designed to prevent motion of the beamsplitter optics from
appearing as motion of the retroreflectors. The feed optics must maintain the orthogonality of the

laser polarizations through complex bends in order to minimize errors due to polarization mixing.

Far Leg
_——» to Other
Siderostat
Plate

Structural
Node (3)

Far Leg
\ from Other
Siderostat
Plate

Near Leg Far Leg
Feed

Figure 7: Layout of Siderostat Plate



Results from Recent Testbed-Related Research

In conjunction with the development of the testbed, several other areas of research are
being pursued. Three studies have been completed, and are documented elsewhere [1-3]. Some
relevant results are summarized below.

ms Level Disturbance Minimization Usin ntr res Technolo

Disturbances present on a typical large space-based observatory are detailed. The spectrum
of disturbances is divided into those which depend on the space (Earth orbital) environment and
those which are internal. Various CST techniques for minimizing the effect of disturbances on
mission requirements are reviewed. These include passive structural tailoring, passive damping,
vibration isolation, and active structural control. The full-scale 35-meter baseline version of the
interferometer testbed is used as a case study for evaluating the flowdown of systems level
information to the structural requirements. The power, attitude control, and interferometer and
metrology subsystems are discussed with respect to their role as disturbance sources. Finally, an
approach for systems level disturbance minimization is outlined.

Experimental Characterization of Damping at Nanostrain Levels

In light of the increasing trend towards nanometer-level requirements on structural stability,
it was considered beneficial to characterize damping at extremely small displacement and strain
levels. There has been discussion in the CSI community recently regarding dynamic behavior of
structures at extremely low vibration levels. In particular, it was not known whether there was a
radical change in properties below a particular vibration or displacement floor. In this study,
damping was measured in aluminum and graphite/epoxy material specimens in air and in vacuum,
and in the bare interferometer testbed truss. It was demonstrated that material damping was
independent of strain from ten microstrain down to one nanostrain. Excellent correlation with
thermoelastic material models was obtained. Damping in the testbed was found to be independent
of strain below one microstrain (Figure 8). The linearity can be exploited by doing system
identification at micron displacement levels instead of nanometer levels. The results were
immediately instrumental in allowing the use of relatively inexpensive accelerometers for system
identification on the testbed, rather than the extremely accurate high cost sensors.

10°°;
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2 IR ] [ [ ﬂ
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T @ Damping Ratio, zeta
[id =
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£
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10°¢ T T .
10~ 10 10 10

Maximum Strain
Figure 8: Experimentally Determined Damping in 44 Hz Testbed Mode
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Figure 9: Experimental Approach for Investigating Path Length Control

1819 g d an eter-level Acnve Control of g exib slst:
In this approach to structural control, the flexibility of the structure is ignored to the greatest
extent possible. Instead of controlling the structure, a mirror mass was moved to maintain an
optical path length in the presence of disturbances propagating through the structure (Figure 9)
using a control striegy that ignored the structural dynamics of the flexible base structure. The
approach was successful provided that the actuated mass was small compared to modal masses of
the structure. The effect of damping was investigated and quantified. An order of magnitude




reduction in vibration levels was demonstrated (Figure 10). This concept--implemented only for a
single input single output case--will be extended to the interferometer testbed, where active mirror
mounts will be used to position the cat's eye retroreflectors in three displacement degrees of
freedom. Preliminary analysis of the finite element model suggests that the ratio of the moving
mirror mass to the modal masses of the structure are small enough to allow the design of a high
performance stable controller without further considerations of the structural dynamics. Research
into active isolation will focus on the extension of this approach to cases involving noncollocation,
multple flexible modes, and mult input multi output systems.

Moti fon .
(0-20.000 Hz) (0-20,000 Hz)

Fixed Block

Uncontrolled 17 nm 16 nm

Controlled 0.77 nm -27 dB 5 nm @ piezo mode

Collocated

Uncontrolied 77 nm 250 nm @ lst mode

Controlled 3.1 nm -26.8dB Il nm @ piezo mode

on-Cofl x=

Uncontrolled 45nm 190 nm @ Ist mode

Controlled 3.9 nm -21.2 dB 10 nm @ piczo mode

Figure 10: Results from Path Length Control Experiment

Finite Element Model

The purpose of the finite element model is to provide a basis for analytical studies of
structural modification, and to serve as one basis for control design. The accuracy of the finite
element model is verified by comparison of frequencies and mode shapes with an experimentally
derived modal model. Itis not likely that the model will be used for control desi gn if experimental
models are available. The effort in finite element modelling is outlined in Figure 11.

Two finite element models have been constructed using ADINA: a continuum beam model
and a model which contains separate elements for each strut. The continuum model has sufficient
accuracy to make it useful for examining various approaches to control. Some features of the
models are described below.

Continuum Model
* Equivalent continuum cross-sectional properties for each leg of the truss were
derived. (The six legs have identical cross-sections.)
» Each of the six legs was then modeled with 14 Timoshenko beam elements.
* The first flexible mode is at 38 Hz.
* The low mode shapes are characterized by 1st and 2nd bendin g and the torsion of

individual legs.



Continuum Model Full Struts Correlation with Parametric
Model Modal Model Studies
equivalent beam strut stiffness and joint ADINA-matlab link disturbance-to-
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shapes shapes location search
documentation iteration on properties active member
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adjustment based modelling of additional point impedance
on system id hardware calculation
(vertices,optics),
iteration
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testbed global damping
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Full Struts Model

¢ There are

Figure 11: Near Term Efforts on Testbed Finite Element Model

228 nodes representing the aluminum joints.

« Each of the 696 struts is modeled with a Timoshenko beam.

« The first flexible mode is at 34.56 Hz.

« The model runs in under 2 minutes on the Cray IL.

« The low mode shapes are characterized by 1

individual legs.
« There are 35 flexible modes below 200 Hz.

st and 2nd bending and torsion of the

Frequency (Hz)

10

20 30

Mode Number

Figure 12: Frequency Distribution of First 39 Finite Element Modes




Figure 12 shows the frequency vs. mode number for the first 39 modes based on the full
struts model. Because of the inherent symmetry of the structure, there are repeated eigenvalues
(multiplicity 2 or 3) present. Further, there is a separation between clumps of modes from 54-98
Hz and from 142-194 Hz. The repeated roots and clumping of modes will disappear once
concentrated mass of the three siderostats and the fourth vertex are added. Also, the added mass
will drop the frequencies further so that there will be more than 50 modes below 200 Hz.

D, 'n

The eigenvectors from the full struts model have been used to calculate strain energy
distributions for each mode. The elements can be ranked from most to least strain energy by mode
or sum of modes. This information will be used to choose passive damping element locations, and
later as an initial criterion for active member location selection. With an improved model (including
optics) we will be able to calculate a rough optical path performance metric to rank locations on an
‘open loop’ controllability basis (i.e. without simulating performance of the closed loop system).

In separate work, a two-dimensional truss model has been used as a sample problem to
develop necessary tools for control based on state-space models from the ADINA output.
Implications of the close modal spacing and light damping are being studied.

in
The finite element model will be augmented with experimentally determined damping
values. In addition, damping will be added in select elements in conjunction with the viscoelastic
struts experiment. A more careful study optimizing passive damping locations will be carried out
later.

he Finite Element Model

The finite element model in its current form is a useful tool for parametric studies, mode
shape visualization, calculation of strain energy distributions, and selection of system ID
accelerometer locations. We have improved the accuracy of the model, but it is still not perfect.
With initial ID data we will be able to make a direct comparison between finite element and
experimental data.

At some point a broader discussion of the role of finite element models in CST may be in
order. There are several points which must be addressed. From the academic perspective at
SERC, these include:

* The ‘need’ to develop a highly accurate finite element model because it is standard
practice in industry.

* The value of a finite element model for laying out identification and control
architectures

* The inadequacy of finite element models as a basis for control in a complex lightly
damped structure

+ The relatve value of finite element models and experimental system identification

+ The realistic potential for on-orbit system identification

* The need for an accurate finite element model if system identification is not
possible

* The role of a hybrid approach which could include subscale and component
identification
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potential disturbance sources, some sort of vibration alleviation will also be necessary. The
introduction of an active control system can greatly improve performance at the expense of
complexity, cost, and the possibility of instability. Passive damping augmentation is a far less
glamorous, but nevertheless effective alternative. When an active structural control system is
considered necessary, passive damping can only be beneficial. It does not make sense to
implement aggressive structural control on a plant with only 0.05% inherent damping. Our initial
goal is to conduct enough tests to establish the basis for later comprehensive experimental studies
of passive damping schemes to be carried out in the future. The program has been broken into
four areas representing different approaches to passive damping. These are shown in Figure 13.

Viscoelastic . _

Constrained layer viscoelastic struts have been tested in a small cantilevered truss. Poron
and Scotchdamp materials were compared, and Scotchdamp was found to be more effective. The
effectiveness of different Viscoelastic layer thicknesses has been judged based on ringdown
experiments in a first bending mode. A significant component of the strain energy of the structure
is in the damper strut. This allowed high loss factors (25 %), and large drops in frequency.

Twelve of these simple highly effective struts have been manufactured. With information
from the component tester, it will be possible to model the struts with equivalent axial stiffness and
viscous damping. This information will be integrated into the finite element model where a
prediction of the added global damping due to several viscoelastic struts is possible. A repeat of
the ID experiments will yield a measured value for damping.

Shunted Piezoelectrics

A resistively-shunted strut [4] was built and tested in a small cantilevered truss. The initial
results were discouraging, with damping values below those expected. Subsequent re-engineering
of the strut yielded no improvement. The use of a commercial Physik Instrumente actuator in the
strut gave no better results. Although the experiment was designed to concentrate a large amount
of strain energy in the piezoceramic material, this was apparently not the case. A careful test of the
strut in the component tester will provide an accurate accounting of strain energy distribution. The
active member actuator stiffnesses were selected with consideration of appropriate stiffness
properties for the shunting application in the large testbed.

anggms

The difficult problem we face in adding significant global damping is the large number of
struts (696) in the testbed. The damping members must be selectively placed, perhaps near critical
payloads. At this point, the constrained layer Viscoelastic struts are by far the least expensive and
easiest to make. Drawbacks include the frequency-dependent loss factor and material
propertytemperature sensitivity. The shunted piezoceramics are potentially more effective than we
have demonstrated to date, but are expensive. A device based on the Honeywell D-Strut design,
which is capable of broadband viscous damping and is relatively temperature-independent is
desirable, but is at this point prohibitively expensive to incorporate into the testbed.

Component Tester

An axial component tester has been constructed and is operational on an optics bench. This
facility includes a Physik Instrumente piezoceramic strut to drive various test articles which
represent subcomponents of the testbed. Mainly, these are passive or active replacements for the
aluminum struts. Load and displacement are measured, the latter with a Zygo Axiom 2/20
interferometer system. The tester will be used in the 0.1-200 Hz frequency range, with
displacements from 1 nm to 60 um. Initial measurements to be conducted are:

+ stiffness of truss longerons and diagonals
» stiffness of active struts

* voltage/deflection plots of active struts

* viscoelastic strut characterization



The facility will be available in the future for characterization of other passive or active
components.

Control Experiments

We do not forsee having the capability to do absolute shape control in the near future, since
that requires rigid body control of the testbed. The initial effort involves separation of the
structural control and optical metrology path length control loops. Capabilities will be established
in each through simple closed-loop experiments. Figure 14 shows the near term goals for control
experiments.

Software Structural Control Optical Path
) ontrol
Integration with User environment number of actuators mirror mount
hardware dynamics
interface to laser streamlining active member accelerometer
metrology characteristics measurements
integration of vector matlab links (pseudo- actuator locations interferometer
Processor autocode) measurements
tradeoffs between input/output displays control design single axis piston
number of states vs.
speed (benchmarks)
data storage input/output saturation collocated velocity multi-mirror, multi-
capability flags axis
matlab links internal state displays collocated force and
strain
documentation optical performance
measure

Figure 14: Near Term Efforts on Control Experiments

Model Basis for Control Design .

There are several methods for generating a model which is a suitable basis for control
design. These include finite element models (usually augmented with experimental damping
values), measured models based on modal models from system identification, and measured
models based on direct information from input-output actuator-sensor pairs. The third approach is
preferred if the proper measurements can be made. For all these designs model reduction may be
necessary in the plant and controller.

Real Time Software

The software to do linear, constant coefficient, digital control is functionally complete. The
code is called MatCon for matrix control. The user interface is through Matlab, where a typical
continuous control design is discretized. The discrete matrices and some other constants (number
of inputs, outputs, and states, scaling factors, and the sampling period) are saved in a standard
Matlab .mar file. The real-time computer then reads this data and starts the controller. The
following algorithm is used.

input vector y from A/D

= +
x +1 Fllx" F

n lZy"

u, =F, x,

output vector u to D/A
wait for next sample time



While the controller is running the user can stop and start the controller, record states, inputs, and
outputs, and scale inputs and outputs. The data file of input vectors is stored in on-board memory,
until a set number of samples has been saved. The controller is then stopped and the data
transferred to the hard disk on a Sun Sparcstation, where it can be read back into Matlab. States
and outputs can be reconstructed from the saved input data for full analysis. There is a direct
interface to the six HP laser measurement boards. Four-pole Bessel anti-alias filters with a corner
frequency set by digital input-output from the real-time computer are used. The filter cards also
provide a digitally programmed gain of 1,2,4,8,0r 16 to help amplify low-level sensor signals.
We will have the capability to process 16 inputs, 10 outputs, 32 states at 1kHz. The control
bandwidth is not expected to exceed 150 Hz.

Active Struts

The active strut design is shown in Figure 15. In addition to the load cell and internal strain
gage measurements, two accelerometers are mounted to the strut to provide an inertial collocated
measurement and to permit system identification using the active struts. Three struts are currently
available, and an additional homemade unit will initially be used as a disturbance source generator.
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Figure 15: Active Strut Configuration




Active Mirror M

Active mirror mounts will be used to maintain to A/20 the linear positions of the cat’s eye
retroreflectors, which are located at the three mock siderostat locations shown in Figure 3. Output
position control will be achieved by moving the cat's eye and mounting table using three
microactuators: 0.7" piezoelectric stacks for two of the active mirror mounts and 0.4"
electrostrictive stacks for the third, as shown in Figure 16. The actuators will be run in common
mode to actuate piston, or z, motion of the point M of the cat's eye. In differential mode, the cat's
eye and table will be tilted; resulting in x and y displacements through the lever arm and flexure
assembly. The rotations and lateral displacements cannot be controlled independently, but this
constraint will not be a problem for the envisioned set of control experiments in the near to medium
term. Simultaneous displacements of +/- 3.5 pm can be achieved in all three directions. The
mirror mount design includes the flexibility to introduce additional mass to simulate the scaled
mass of the retroreflectors. Additionally, the mounts can later be modified to incorporate mass
reactuation, where the he effect of moving the mass of the cat’s eye is reduced or even cancelled.
The result will be a reduction in the interaction between the mirror control system and the truss
flexibility.

static ring

__— piezo actuators

_— science mirror

support

\ cat's eye
structure N —
\

siderostat plate

/
C ]

Figure 16: Active Mirror Mount Functional Drawing

The active mirror mount is a small stroke device intended to control only path length errors
in the flexible truss. These errors will result from disturbance sources that are introduced
intentionally to simulate space disturbances and from disturbances present in the ambient noise
environment of the laboratory. Figure 17 shows the ambient acceleration power spectral density
(PSD) in the worst-case direction measured by a triax of moderate-sensitivity accelerometers
(1V/g) at a proposed active mirror mount location on the truss. In this very preliminary study, the
structural dynamic response, starting at 30 Hz, is also corrupted by electrical noise and various
lower frequency suspension modes. A displacement PSD is calculated by scaling the acceleration
PSD by 1/w?, which leads to an estimate of rms displacement of 22 nm in the frequency band of
20-100 Hz. Assuming that a point corresponding to a siderostat on another leg experiences the
same disturbance and vibrates out of phase with the first point throughout this frequency range, an
ambient path length error of 44 nm rms can be expected. The actual error may be less once
electrical noise is removed and the additional mass of the active mirror mounts is added to the
truss.



Electrostrictive Actuators :

In separate work [5], electrostrictive ceramic PMN:BA, a material of interest to structural
control engineers, was characterized for test parameters of frequency, amplitude, and temperature.
Results indicate that at room temperature the material strain response is quite linear with almost
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Figure 17 Acceleration Power Spectral Density in Worst-case Direction at Proposed Active
Mirror Mount Location
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Figure 18 Displacement Power Spectral Density in Worst-case Direction at Proposed Active
Mirror Mount Location (Derived from Acceleration Measurement)

no phase due to hysteresis, unlike piezoelectrics, and is constant with frequency. However, the
induced strain sensitivity is highly dependent on temperature, and hysteresis increases rapidly
below room temperature. Since electrostrictive actuators will be used in one of the three active



mirror mounts, the operating temperature of the actuators will need to be monitored during
calibration and usage.

Summary

The SERC interferometer CST testbed will soon be fully operational. The facility will
address concerns regarding extremely tight constraints imposed on structural motion in future
space observatories. At the same time, the testbed will serve as a platform for exploration of a
broad range of controlled structure technologies and approaches.

Work described in this paper was funded by NASA Grant NAGW-1335.
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Abstract

A cost functional is proposed and investigated which is moti-
vated by minimizing the energy in a structure using only collo-
cated feedback. Defined for an H e —noOrm bounded system, this
cost functional also overbounds the H; cost. Some properties of
this cost functional are given, and preliminary resulits oo the pro-
cedure for minimizing it are presented. The frequency domain cost
functional is shown to have a time domain representation in terms
of a Stackelberg non-zero sum differential game.

Introduction

This paper examines the properties, evaluation algorithm, and
an optimization approach for a cost functional for combined
Hy/H e control. Combined H; and Ho controlis of interest since
it combines the problems of nominal performaace and robust sta-
bility. Related work includes M, optimization with an He coo-
straint {1-4], minimum entropy He control [4, 5], and mixed M,
and M. control [6,7]. The cost functional of interest to us is
defined as follows.

Definition 1 Consider a system H(s) = [Ho(s) Hi(s)] and a
number v € R, with Ho € RM;,, H, € RHe, and |Hill, <7
Then the cost L(H,7) is defined by

UHm) = o [ e {( -7 iH]) T Holls o (1)

The specific form of this cost is motivated by minimising the to-
tal vibrational energy of a structure with only a model of the local
dynamics near an actuator and collocated sensor. Previous work
with this type of model has used M, (8] and Ha '9) optimizations
of the power flow. Briefly, the fraction of the input power flow
that is reflected into the structure at the actuator location i3 &
quadratic at each frequency, and can be represeated by a transfer
function H H*. The fraction of the power that is dissipated is then
(I - HH"), and the total power dissipated is (I — HH*)E where
E is the structural energy as & function of frequency. If the power
flow into the structure from external disturbance sources is given
by ®(jw), then & power balance yields that the total energy in the
structure is given by L([H H®#},1). A more detailed explanation
may be found in [10].

In (7], a framework for mixed M3/ Mo control problems is con-
sidered. There the cost functional is motivated in an input/output
sense. The system is subject to two inputs, one of bounded spec-
trum, and the other with bounded power. For the case where
the first input signal is white and the second is causal, necessary
and sufficient conditions are given for the existence of & controller
which minimizes the cost. The non-white and pon-causal case is
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described but not solved (see Section 3.3.) This case is, however,
of particular interest as the cost theu equals L{H,v), revealing a
close relationship between the present approach azd the approach
taken in (7). This connection is currently under investigation.
The final section of this paper gives a third interpretation of
this cost in terms of a Stackelberg non-zero sum differential game.

Properties

The following basic properties of L{H,~) will be stated without
proof, and can be easily showa to hold.
Proposition 2 Let H(s) and v satisfy the conditions in Defins-
tion [. Then

(i) L(H,v) v well defined.
(ii) L(H,¥) 20, and L(H,v) =0 <= Ho =0

(i) LUHV,~) = L(H,7) for any U,V € Rlw with U'U =
VVe =1

)

Io the case where A, = Ho, further properties of the cost
L(H,~) can be established by relating it to the entropy I(H,v) of
a system defined, for example, in Reference {5).

Definition 3 For H € RMy, v € R, and ||Hll, < 7, the en-
tropy ot infinity 19 defined by

I(H,7) ~.=-g; [ 1njdet (I-+7*H"H)|dw (2

Also let C(H) be the usual H; cost associated with the system H,

C(H) = El; [ ace (" HY dw (3)

Proposition 4 For H = (Ho Ho) , with Ho and ¥ satisfying the
conditions in Definition 3, consider the cost L(H,7), the entropy
I(Ho, ), and the My cost C(Ho). Define § = 73, then

(i) L(H,7) = & (E(Ho,7))
(i) L(H,7) 2 {(Ho,7) 2 C(Ho).

Proof: The first assertion follows directly from the proof of
Proposition 2.3.2 in Reference [5]. The first inequality in (i) fol-
lows from L(H,v) = I(Ho,7) + §; (I(Ho, 7)) and the result from
Proposition 2.3.2 in (5] that §( (I(Ho,7)) 2 0. The final inequal-
ity is obtained from the result that I{Ho, ) itself bounds the M,

a

cost.
That L(H,7) overbounds an H, cost can also be shown to hold

for the case Hy # Ho.
Proposition 8 L(H,7) 2 C(Ho).



Proof:  Since IH e < v, (4 - T 'H\H?) < 1 and -
Y H\H})' < 1. The result then follows directly from the defi-
nition of L(H,v) in Equation (1). o

Finally, note that relaxing the M-norm bound completely re-
covers the M, cost.

Proposition 6 1li.zx.l. L(H,v) = C(H,).

Proof:  This follows directly from the definition of L(H,v) in
Equation (1) and the Dominated Convergence Theorem. 0

Evaluation of the Cost

Consider a state Space representation for a strictly proper sys-
tem H = [H, H,),

A| B, B,

H= [ 0 ] =C(sl- A)"' (B, B,] (4)

The aim is to evalyate L(H,v) in terms of the state space data.
Note that a non-zero term Dy could be included; H, is made
strictly proper only to simplify the results.

Lemma 7 Let H = (Ho Hi] be given by Equation {4), v € R,
and |H,||_ <v. Then

L(H,) = trace {€QCT} (5)

where P, Q satisfy (A + 772B, BT P) stable and

PA+ATP+47PBBTP + CTC = ¢ (6)

(A+97'B,BTP)Q + Q(A + Y'BiBIP)T + BoBT =0 (1)
Proof: Since HiH! <y Yw, then IM*! ¢ RHq. given by

M'M = H3(I - T HH} ) H, (8)

A state space representation for M *M can be found by noting

that M*M is the transfer function of the feedback system shown
in Figure 1. So

A ‘7-,318{ Bo
MM=|-ctc _at' | (9)
0 Bl |o

With P given by Equation (6), then

M-{A-{»‘y"B;B}'PIBoJ (10)

o o

is the stable factor of M*M above 1. Substituting Equation (8)
into (1), it is clear from (3) that the cost L(H,v) is then given

by |M]l,, where IM]l, = trace {CQC’T} and Q satisfies the Lya
punov equation (7) [13]. o

| 8o |--O—{c(ar - A Hi-ar - A7) T 5T

Figure 1: Block Diagram for M*M

K
Figure 2: Feedback System

Optimization

The goal of this section is to Present an approach for solvin_
for the optimum controller that minimizes a cost functional of
the form (1). Linear time-invariant controllers will be assumed
throughout, but this form is not proven to yield minimal cost. The
Decessary conditions that an optimal compensator must satisfy ar,_
presented. Conditions for the existence of such a coatroller are not
discussed here.

The system can be described by the block diagram in Figure 2
P can be realized in state space as

Al B, B B,
P=1C 0 0 Dy (e
Ci|Dp Dy 0

and H is then given by the lower linear fractional transformation,
H=F(PK)= [Py Pu] +Pak(I- PuK)™ [Py Py (120
Admissible compensators K will be those which stabilize P, and
satisfy [|H,|| < v. The problem statement is then -
mkin {L(H,v): K sdmissible} (13)
By a scaling of H, without loss of generality consider the cas.
¥y=1.
The full state feedback problem is examined first, with normal-
ized control weighting, so that CT =[CT 0] and DY, = forn.

Theorem 8 Consider the problem statement (1), with Acy =
A+ByF. IfF s a static feedback matrniz that solves Equation (13),

then: .. )
F=-Bl(PQ+PQ)Q+ Q! (14
where P, Q P, and Q 38t3fy Agmy = (Acy + B BT P) stable an:

PAcL + AL P+ PBBTP +CTC+FTF =g (15
AmyQ + QAT + BBT = ¢ (16
PAwm, + AL P +CTC+FTF = ar

Awo+045.,+QF.’BxB,T+B;B,’PQ=0 (18

Act | B, B,
Proof: The closed loop system is H = 0 0 |. Fror
F 10 o0

Proposition 7, the cost is J = trace {CQCT + FQFT}, where (
solves the Lyapunov equation (16), and P satisfies the Ricca
equation (15). Appending these two equations to the cost as cor
straints with Lagrange multipliers p and (o} respectively yields th
equations for P, Q and F upon differentiating with respect to (
Pand F.

Preliminary results indicate that o iterative approach to sol
ing these equations converges rapidly to the optimal feedback la
F. Given aa initial guess for F (say, from the minimum entrog
control problem (§]), P, Q, B, and § can be computed sequential
as the solution of Riccati and Lyapunov equations. Equation (1
caa then be evaluated for F, and the process repeated.

For a system of order n and o fixed order compensator of «
der n,, the necessary conditions for the optimum can be foun
again using a Lagrange multiplier approach, in terms of 4 orc
n + n. matrix equations similar to Equations (15)(18). Work
currently in progress to simplify and interpret these results for ¢
dynamic compensation problern. Note that there is no o f2aY
reason to expect that 0o improvement in the cost can be achiev
for n, > n.
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Time Domain Interpretation

The form of the augmented cost for the linear control problem
Jeads to an interesting differential games interpretation. It is well
known that the central controller in the Ho ptoblem can be found
as the solution to a zero-sum differential game [14], where for miz-
imizing || Trwll o, the control u and noise w solve the optimization
problems:

(19)
(20)

u

L]
ugtmn/ Tz —y'wlwdt
0

[ ]
w ugmin/ ~Tz 4y wTwdt
o
u has some information y about the state, and w has full informa-
tion.

With the current cost functional, and under the assumption of

linear feedback, the optimization problem is again equivalent to a
differential game, but it is no longer a zero-sum game. Whether
the two problems are equivalent when both are allowed nonlinear
feedback is unknown.
Proposition 9 If an optimal linear compensator ezists for prob-
lem (13), then it is the same as that of & Stackelberg differential
game with u as leader, uy as follower and we as unit intensity
white nowe, where u and w, solve the following optimuzation prob-
lems:

u = argmin EEI. E {zrz} (21)
w, = argminlim E {—z"z + 1’wfwl} (22)

u has some information y about the state, and w has full informa-
tion.

Proof: Assuming a linear control law for u, the optimization
problem for w, is easily solved with a single Riccati equation
(which is Equation (15) for the state feedback case.) Append-
ing this as a constraint for the optimization problem (21) results
in an identical problem formulation to that of problem (13). T

This game seems to be a more natural problem to pose than
the pure Ho, differential game, since the control does not benefit
from the use of noise, but instead optimizes an M, type of cost
functional, while the deterministic noise w; solves the same opti-
mization problem as before. In addition, the plant is subject to a
white noise input wo. This looks similar to the framework of [6,7]
since a single output is minimized in the presence of two distur-
bance inputs, one of which is associated with the 7{; nature of the
problem while the other is associated with the M, nature.

Note that for a non-zero sum differential game, the solution
depends on how the optimality is defined. For the Stackelberg
ot leader-follower solution [15-17], one player (here the control u)
acts as leader and announces a strategy, and knowing this strategy,
the follower {here the noise wy) solves its optirmuzation problem.
Also note that in general, the optimal control for the Stackelberg
problem is known to be nonlinear {17]. Similar equations to (15)-
(18) have been reported in [16], where the optimal linear state
feedback law for a Stackelberg problem was found. The nonlinear,
team optimal strategy obtained, for example, in (17) does not ap-
ply to this problem since the leader u cannot increase the follower
wy’s cost indefinitely, and therefore cannot induce w, to follow a
strategy desirable to u.

The differential games representation of problem (13) allows
the matrices of Equations (15)(18) to be given an interpretation.
—P and +P correspond to the optimal cost-to-go for the costs
associated with wy, and u respectively, Q is the covariance of the
state, and @ is the sensitivity of the cost for u to changes in the
cost for wy.
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Abstract

In certain applications modeling uncertainty can be represented by a finite number
of plant models. This paper considers the problems of determining a feedback con-
troller or estimator that optimizes an M, performance criterion involving a collection
of plant models. The approach is based upon fixed-structure optimization in which
the estimator or controller order are fixed prior to the development of optimality

conditions.

b

1 Introduction

The goal of robust control design is to obtain controllers that maintain desirable per-
formance in the face of modeling uncertainty. In certain cases modeling uncertainty
can be adequately represented by means of a finite number of plant models. This
multi-model problem arises for example, if the plant can undergo sensor or actuator
failure modes. A finite set of models has also been used to design for robustness to
an infinite set of models, as in the case of parametric uncertainty (1], high frequency
uncertainty [2], or parameter variations (e.g. for different flight regimes) [3].

A fundamental issue in multi-model problems is the simultaneous or reliable sta-
bilization problem. Here the goal is to design controllers that stabilize each model in
a finite collection of plant models. Considerable progress has been made in solving
this problem [4-10].

The goal of the present paper is to consider a multi-model optimization problem.
Specifically, we consider a quadratic (,) performance criterion involving a collection
of plant models controlled by a single feedback compensator. The approach we take
involves fixing the order of the compensator and optimizing over the feedback gains.
This approach is similar to that of [11] where static output feedback controllers were
considered.

One of our principal objectives in considering the Multi-Model Control Problem

1s to examine the issue of compensator order. In [6] it is shown that simultaneous

1



stabilization of a pair of plants of bounded degree may require a compensator of
arbitrarily high order. In the present paper we show how this issue manifests itself
in the structure of the necessary conditions for optimality.

To further elucidate the role of compensator order we also consider two related
problems that are simpler in structure but that involve analogous issues. The ob-
jective of the Multi-Model Approximation Problem is to determine a single model
that simultaneously approximates a finite collection of models. For a collection of r
models each of order n;, i = 1,...,r, the maximal-order solution is given by a model
of order i_: n;, which is larger than the order of each of the given plant models.

Ina ;;llated vein we also consider the Multi-Model Estimation Problem wherein
we seek an estimator for each model in a given collection of plant models. As in the
Multi-Model Approximation Problem the maximal-order solution has order greater
than the individual plant models.

The fixed-structure approach applied to the multi-model problems is a direct
extension of the technique utilized in [12-14]. Indeed, by specializing these results to

the case of a single model, the results of [12-14] are immediately recovered.

2 Multi-Model Approximation

Consider the following problem.

Problem 1 (Optimal Multi-Model Approximation Problem) Given a set of

r controllable and observable systems H;, i = 1...r, with state space representations

= Ci(sI — A;) ' B; (1)

and a set of r numbersa; € R, @i >0, 1=1...7, find a single approzimation model

of fized order nn,, with state space representation

A, | B
H, = (2)
c.l o



that minimizes the weighted H, model-approzimation criterion,
: 2
J(Hn) =Y oi||Hi — Hall; (3)
=1

To guarantee finite cost J, assume that each H; is stable, and also restrict the
optimization to the set of stable approximation models H,,. Furthermore, since the
value of J is independent of the internal realization of H,,, assume that the realization
in Equation (2) is controllable and observable. Thus require that (Am, Bm,Cm) € R

where
R = {(Am, Bm,Cm) : Am stable, (A, By) controllable, (Am,Cpm) observable}

Without loss of generality, the weightings o, can be assumed to be normalized so that

Sa=l
1=1

With this normalization, the weighting a; can then be associated with the probability
that H; accurately models the dynamics of the system.

The necessary conditions for an optimal solution to this problem are given in
Theorem 4. The approach used to obtain them is presented briefly here for comparison
with the approach required for the multi-model estimation and control problems in
Sections 3 and 4, and for the single model problems in [12-14].

The model approximation error transfer function H; — H,, can be represented in

state space as

(4)

The cost J is then
J(Hn)=3 tr {a.-é,-Q’.- '.-T} (5)

AQi+ QAT + BB =0 (6)



Appending these constraints to the cost with Lagrange multipliers P; yields first order
necessary conditions for a solution upon differentiation with respect to Q;, Am, Bm,
and C,,. Each matrix P; and Q; has dimension (n; + N )x(ni + nm) and can be

partitioned into n;xn;, NixNm, Nmxni and 7y, xn,, blocks as

3= [ i Qi } ™
Qin Qiu

~or
I
—
2o
-
-
- t
-
%)

oJ e e em=  zmx

— = PA+ATP, +CIC;=0 V¥ 8

- ’ ®

6] r - r
m = L a; P, Bm + ; o;P;,B; =0 (9)
o) Cn S @iQiyy — Y CiQsy, = 0 (10)
acm =1 1=1

oJ r - - . s

= Za"(P\'nQi:: + PinQin) =0 (11)

0Am =

The equation obtained from differentiation with respect to Apm is of particular im-
portance in simplifying and understanding the structure of the necessary conditions.

In the case of a single model (r = 1), Equation (11) yields

In. =§—P23‘szzgélzé;}1 (12)
T GT

A projection operator 7 = GTT' = 7% is then used to simplify the equations [12].
For the multi-model approximation case, from Equation (6) each Q.,, satisfies an
identical equation,
AmQiry + Qi AR + BmB7, =0 (13)

Hence the Q;,, satisfy Q.,, = Qa2, i = 1...r. Similarly, each P,,, satisfies

PinA‘m + Aipin + C:C"l =0 (14)



and hence P, = Py, i=1...r. Furthermore, from Equations (13) and (14), Q,; and
Py, are the controllability and observability grammians, respectively, of the system

H,.. With these simplifications Equation (11) can be written as
PZ?Q.” + z ai(}-)izt Qiu) =0 (15)
=1
This immediately gives the following result:

Proposition 2 Given a fized order model that is optimal for Problem 1, of order
nm > N = i: n,, there ezists a model of order N with the same cost. Hence with no
=1

fized order constraint, the optimal system for multi-model approzimation has order

no larger than N.

Proof: Vi, rank {P,-n Q~,~"} < n;, hence rank {‘g a.-}.’.-nQin} < N. So, from
Equation (15), rank {f’nQn} < N. If n, > N, either P;; or @, or both must not
be full rank, and thus the representation of H,, must have states which are either
uncontrollable or unobservable. (The maximum number of states which are both
observable and controllable is N.) Removing any uncontrollable or unobservable
states yields a system with identical cost and at most N states. o

With the controllability and observability assumptions on the representation of

Hp, P, and @3, must be positive definite, and thus Equation (15) can be written

on = 2 (P Po) Qi 0) (16)
- = o
Define
r = [[‘1 . T, (17)
¢ =a 6] (18)
T=GTT (19)
ro=Iy—1 (20)



Then 7 is again an oblique projection operator, that is 72 = 7. Note that in general,
T is oblique rather than orthogonal, since it need not be symmetric.

The following lemma from [12] is required for the statement of the main theorem.

Lemma 3 Suppose Q, P € RN are positive semi-definite. Then Qf’ is nonneg-
ative semisimple (has non-negative eigenvalues). Furthermore, if rank{@ﬁ} = N,

then there ezist G,T € R™*N and positive semisimple M € R *" such that
QP =GTMT (21)
6T = I, (22)

Matrices G, T, and M satisfying the conditions of the lemma will be referred to as a

projective factorization of QP.

It will be convenient to compile the state space information about all of the models

into a single set of matrices (A, B,C,), where

(4, 0 - 0 ] [ B, |
X 0 A . | B
A= : B=|""
(23)
| 0 A | | B |
C'a = [ (1101 (1202 e afo ]

The subscript a on ¢, indicates that it depends on a;.

Theorem 4 Suppose (Am, Bm,Cm) solves the optimal multi-model approzimation
problem (1). Then there ezist positive semi-definite matrices Q, Pe RN*N such

that, for some projective factorization of QP, A, Bm, and Cm are given by

An = TAGT (24)
B, = B (25)
Cm = CaG” (26)



and such that the following conditions are satisfied:

rank {Q} = rank {P} = rank {QP} =Ny, (27)
AQ+ QAT + BBT — 7. BBT:T = (28)
PA+ATP+CTC - 1T¢TC0r, =0 (29)

Proof: Define Q = GT7(),,G and P = I'7P;,T, and note that 7Q = Q, and Pr = P.
Pre- and post-multiplying the Lyapunov equations (13) and (14) for @, and Py, by
either I, =TGT or I, = GI7 yields the following equations:
r[4Q + QAT + BBT| =0 (30)
[PA+ATP+é§éa]r =0 (31)
The (1,2) sub-blocks of the Lyapunov equations (6) and (8) yield identical equations.
Equation (30) is equivalent to Equation (28) since Equation (28)=(30)+(30)T—(30)r,
and Equation (30)=7(28). Similarly, Equations (31) and (29) are equivalent. Note
that only two Lyapunov equations are required for the necessary conditions because
the (1,1) sub-blocks of both Equation (6) and Equation (8) are superfluous.
Equations (25) and (26) follow directly from (9) and (10). Equation (24) for A,
is obtained from the (2,2) block of either ('gr:] a;(Eq’n S)Q;) or (.éx o;P,(Eq’n 6))),
either of which yield that ‘Z::l (a‘l.’;.lng-i) = 0. ]
Because the form of the equations is identical to that of the single model case,
the discussion in [12] applies for this problem as well. As in [12], the form is a result
of optimality, and not fixed beforehand. If (Am, Bm, Cp) satisfies the necessary con-
ditions, so does (T'A,,T-!, T B,,, CmT"!) for an arbitrary nonsingular transformation
matrix T'. Further, there exists a similarity transformation which diagonalizes QP

and 7 simultaneously. Representing r in terms of QP as in [12] leads to numerical

algorithms for the optimal multi-model approximation problem.



Remark 5 In the “full order” case nm = N, then 7 = G =T = Iy, giving Am = A,
B, = B, and Cpm = C.. Thus Hp = zr: a;H;. This is ezactly the ezpected result; the

=1
best possible approzimation is simply the weighted average of all the models.

Remark 6 For a single model (r = 1), the equations clearly collapse to the equations

of [12].

3 Multi-Model Estimation

Consider the following problem.

Problem 7 (Optimal Multi-Model Estimation Problem) Given a set of r sys-

tems H;, i =1...r, with state space representations

[ C‘l ] i { 0 }
= (SI - A,) IB" + _ (32)
Ci, D;

and a set of r numbers o; € R, ai > 0,i=1...r, find a single estimator of fized

order n., with state space representation

H. = { A | B ] (33)
C.| O

that minimizes the weighted H, model-estimation criterion,
J(H) = Y o || Hyy — HeHall (34)
1=1
where H; is partitioned into H;, and H;, according to the two outputs.

The estimation problem can be illustrated by the block diagram as shown in
Figure 1.

The following assumptions about the problem will be made:



2 + ~ €

et H; |y, -]
H, |

Figure 1: Estimation problem for each system.

(i) Each H; is stable, and each (Ai, Cy,) is detectable.
(i) Yoo =1
=1
(iii) For clarity in understanding the form of the equations, the process and mea-
surement noise for each model will be assumed to be uncorrelated, so B;D7 = 0.

Without loss of generality, assume B, = [B; 0] and D; = [0 D] -

(iv) Require that the measurement noise have no singular directions common to all
models, so i a;D;DT > 0. This is a generalization of the usual single model
assumption'c—); nonsingular measurement noise, DDT > Q.

It is interesting to note that each D; need not have full row rank, hence the
estimation problem for each individual model may be singular without the multi-
model problem being singular.

As in the multi-model approximation case, require (4., B,,C,) € R.

The model estimation error transfer function H, — H.H,, can be represented in

state space as

A 0 |B:i 0
H,-HH,=|B.C, A |0 B.D |= (35)
C. ~-C.]o o
The cost J can again be written in the form of Equation (5),
J(H,) = Ztr {a;é,'Q.,'C.'.'T} (36)
=1

9



where each {, satisfies a Lyapunov equation identical to Equation (6)).

Necessary conditions can again be obtained using a Lagrange multiplier approach.
The Lyapunov equations for B: are identical to Equations (8). The equation obtained
by differentiating with respect to A, is the same as Equation (11), and once again this
will be the key equation for understanding the structure of the necessary conditions.

For this problem, each Q;,, satisfies

Aeoizz + Qiz:Az‘ + BGC‘: Qiu + QinC'TBeT + BﬂBeT =0 (37)

12

Each Q,,, now satisfies a distinct equation, and thus Qiyy # Qiny» 1 # j- The critical
observation for this problem, however, is that each P,,, still satisfies Equation (14).
Thus it is still true that 13.-,, = Py, i = 1...r. This is sufficient to obtain the
elements of a projection operator from Equation (11), and to prove the following

result, analogous to Proposition 2.

Proposition 8 Given a fized order model that is optimal for Problem 7, of order
nm > N = Z': ni, there ezists a model of order N with the same cost. Hence with
=1

no fized order constraint, the optimal system for multi-model estimation has order no

larger than N.

Proof: As in the Multi-Model Approximation case, rank {‘Z:: oq}—’,'uQ.-u} < N.
From Equation (11), rank {ng Zf: a;Qi,,} < N. If np, > N, either Py; or )5 Qi
or both must not be full ranktﬂf’zg is the observability grammian of th:lsystem
(A, B., C.), and thus is not full rank if and only if (4., C.) is unobservable. Also,
'Z::l a;Q;,, is not full rank if and only if (A., B) is not controllable. This result will

be proven in Proposition 13. Proposition 8 then follows in the same manner as the

proof of Proposition 2. a

Remark 9 The estimator must obtain all the information possible about the state
from the output y. Since all state information from all the models has a finite di-

mension N, there is an estimator state vector of dimension N that contains the most

10



information possible about the state vectors of the H;. Any additional estimator states

must be redundant.

As noted earlier, P, is the observability grammian for H, and therefore must be

T -
positive definite. Proposition 13 proves that }° ;Q;,, must also be positive definite.
=1

1=

Hence for the multi-model estimation problem, Equation (11) can be written as

by = & (o5 o) Qo (S i) ) (38)
) ~ G’:T ’

With G, T, and 7 defined as in Equations (17-19), 7 is again a projection operator,
satisfying 72 = 1.
In addition to the definitions of 4 and B, given in Equation (23), this problem

requires C’a, and C‘a,, defined analogously to C,, and

(BBT o ... 0o ]

h=| 0 BE (39)
0 B.BT |

Vi =3 aDiDT (40)

=1
Theorem 10 Suppose (A., B., C.) solves the optimal multi-model estimation problem
(7). Then there ezist positive semi-definite matrices Q, Q, P € RV such that, for

some projective factorization of QP, A., B., and C. are given by

A. = TAGT - B.C,,G" (41)
Be = I‘QC"Z;‘/:.-I (42)
C. = C,GT (43)

and such that the following conditions are satisfied:
AQ+ QAT+ Wi - QCLV;%¢.,Q + 1.QCT V2 C,,Qry = 0 (44)

11



AQ+ QAT + QCLV;1C.,Q - 71QCTV; 1 CayQrL =0 (45)
B(A = QCT V" Car) + (A — QCL, V7 CarTP + €T, Cay = maCh,Carri =0 (46)

Proof: The derivation of these equations is similar to that for the necessary con-
ditions for the multi-model approximation problem. Define Q=G" (.2::1 a.-Q.',,) G,
P = T'TP,T, and Q = diag {a;‘ IQ.;“} ~ Q. Substituting into the Lya;unov equa-
tions defining Q; and P; yields Equations (45) and (46) from both the (1,2) and
(2,2) sub-blocks. The (1,1) sub-block of the Q; Lyapunov equation can be used
to obtain Equation (44), and the (1,1) sub-block of the P; equation is superfluous.
Equations (42) and (43) follow directly from the equations obtained by differentiating
the augmented cost with respect to B, and C,. Equation (41) for A, is obtained in
an analogous fashion to the approximation problem. o

As in the multi-model approximation case, the necessary conditions obtained here
are similar in form to those for the single model case [13]. Again, the necessary
conditions hold for any non-singular state transformation of the estimator. Numerical
algorithms developed for solving the equations in [13] can be applied to this problem

as well.

Remark 11 In the “full order” case ne = N, then 7 = G = [ = Iy, giving A, =
A-B.C,,, B.= Q(:’Z;V,‘l, and Ce = C,,. Only the Riccati equation for Q needs to
be solved, and this has the same form as the Kalman filter equation. Because of the
coupling of the multiple models in Q, the full order estimator is not simply a weighted

average of the individual model estimators.

Remark 12 For a single model (r = 1), the equations clearly collapse to the equa- |
tions of [12]. Forr =1 and n, = N, the equations collapse to the standard Kalman
filter result.

Finally, the proposition used in the proof of Proposition 8 needs to be proven.

Proposition 13 § = 3 a;Qs,, is full rank if and only if (A, Be) is controllable.
=1
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Proof: @ satisfies the Lyapunov equation
(Ae + B.Ca;, GT)Q + Q(Ae + B.C.,GT)T + B.V;BT =0 (47)

This follows from summing Equations (37) and representing Q;,, in terms of G
and Q. Q is therefore a controllability grammian, and is full rank if and only if
(Ae + B.C.,GT, B,) is controllable. This system is controllable if and only if (A,, B.)

is controllable. O

4 Multi-Model Control

A simple form of the necessary conditions for the multi-model control problem is sig-
nificantly harder to obtain than for either of the two previously considered problems.
A form of the equations similar to the single model case has not yet been obtained.
The problem will be set up here, and the critical issues discussed. In particular, the
question of controller order is investigated.

Consider the following problem.

Problem 14 (Optimal Multi-Model Control Problem) Given a set of r sys-

tems H;, 1 =1...r, with state space representations

A; | B, B,
Hi=1C,| 0 D, (48)
C| D"?l 0

and a set of r numbers s €ER, a; >0, 1 =1...r, find a single compensator of fixzed

order n., with state space representation

A, | B,
H, = (49)
C.| 0
that minimizes the weighted H; model-control criterion,
J(H) = Y aillHil; (50)
=1

13



Ht'u + H"nHC(I - Hi::HC)—lHin : (51)

r

i=1

H; is partitioned into H,,, H;,, H,, and H;

.3 according to the two inputs and two

outputs. The closed loop transfer function H;,, is obtained from the lower linear
= F(H;, H.).

fractional transformation, H;

w

The control problem can be illustrated by the block diagram as shown in Figure 2.

w Lz _
u H; Yy

H,

Figure 2: Control problem for each system.

The following assumptions about the problem will be made.

(i) Each system H; must satisfy (A;, B;,) stabilizable and (4;, C;,) detectable.
(i) Xaw=1

(iii) For a compensator H, to exist which gives finite cost J, the set of systems H;
must be simultaneously stabilizable. Conditions for simultaneous stabilization

have been studied by Ghosh and Byrnes [6].

(iv) As in the estimation problem, assume uncorrelated process and measurement

noise, so B; DT = 0. Without loss of generality, again take B; = [B; 0] and

LF )

Di,, = [0 D;,,] - Further, require that the measurement noise have no singular

directions common to all the models, so ¥ a;D;,, DT > 0.
1=1

(v) The dual assumptions to (iv) will also be made. That is, CTD;, =0, C;, =

Ci = 0 r
jl, D;, = [ ], and 3 o;D;,DF. > 0. Note that for any individual
12

4 12
0 1=1

H;, the control weighting D;,, DT, may be singular.

14



The optimization will be restricted to the (non-empty) set of simultaneously sta-
bilizing compensators H,, with controllable and observable realizations.

The closed loop transfer function H;,, can be represented in state space as

A B.C.|B, 0 |
B.C;, A. |0 B.D; A; | B;
H,'", = : = = py (52)
c. 0 |0 o G| o
0 D,C|lO0 0 |
The cost J can again be written in the form of Equation (5),
J(Hc) = Z tr {a,'c-'.'Q-gé.'T} (53)
=1

and again, each Q; satisfies a Lyapunov equation identical to Equation (6).
Necessary conditions can again be obtained using a Lagrange multiplier approach.
The Lyapunov equations for P; are identical to Equations (8). Once again, the equa-
tion obtained by differentiating with respect to A, is the same as Equation (11).
However, for the control problem, there is a crucial difference. Each Q,, and B,

satisfy, respectively,

ACQ*:: + Qiz:AZ + BCC‘: Qil: + Qin CTB: + BCB:T =0 (54)

2

P,A.+ATP

i23 Pin Bi: C.+ Cg’Bgi)lu + CcTCC =0 (55)
Thus for this problem, every §;,, and every B, is different, that is Q;, # Q@s,, 1 # 4,
and P,, # P;,, i # j. As a result, Equation (11) is difficult to factor, and this also

22

has serious implications on the order of the compensator.

Proposition 15 There is no a priori bound on the order of a compensator which is

optimal for Problem 14.

Proof: Ghosh and Byrnes 7] give an example of two second order systems, param-
eterized by A, which require an arbitrarily high order compensator for simultaneous
stabilization as A tends to some limit. Since any optimal compensator must be si-

multaneously stabilizing, it also may be of arbitrarily high order. O

15



Remark 16 The result in Proposition 15 has been shown before; the purpose of re-

stating it here is to illustrate how the result manifests itself in the present contezt.

For all three of the problems investigated in this paper, Zr: a; P;,, Qi,, has at most
i=1

rank N. Equation (11) then yields that 2': a; P;,, Q;,, has rank less than or equal to
=1

N. For controllable and observable systems H,,, He, and H., each term in this last

sum has rank nm, e, or n.. In the approximation case, this sum can be factored as

r

P323,Q32, and in the estimation case, it can be factored as Pi; | ag@;,,. Sylvester’s
inequality [15] can then be used to show that this second sum‘;as rank equal to nn,
or n,. From this, the conclusion that n,, < N, andn. < N follows. In the multi-
model control problem, the sum i agl-’.-,, Q-,',, may have maximum rank N while the
individual terms in the sum can h:vle larger rank n.. That is, the optimal compensator

may be both observable and controllable for arbitrarily large order n..

Theorem 17 Suppose (Ac, B.,C.) solves the optimal multi-model control problem
(14). Then there ezist positive semi-definité matrices Q., P € R(mt+ne)x(nitne) gych
that A, B., and C. are the solutions of

za" (I-)‘:: ACQ‘:: + Pin A‘Qiu + P‘:: BCC!':Q‘;: + P"n Bi:CCQ"n) =0 (56)

=1
Z & (Piz: BCDin D;I;l + (Pl'n Qiu + Pi:: Qin)cg) =0 (57)
=1
Z o (D']:: D‘lchQi':: + Bg(pilz Qi:: + p‘u oiu )) =0 (58)
=1

where Q; and P; satisfy Equations (6) and (8) respectively, with the appropriate par-
titioning given by Equation (7).

Proof: Equations (57) and (58) are the necessary conditions obtained directly
from differentiating the augmented cost with respect to B, and C.. Equation (56) for
A, is obtained in the same manner as for the approximation and estimation problems.

ju]
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Remark 18 Equation (56) can be solved for A, using Kronecker algebra [16];

vec{A.} = (i QT ® f’,,,)—l X
=1
Z': & (( -?:z ® pl'n) vec {Al} + vec {}5‘:: BcCi:Q.iu + Pl'nB‘:CCQiz: }) (59)
=1

Note that the inverse in Equation (59) exists. To see this, note that each P,,, and Q,,,
are positive definite, and their Kronecker product is therefore positive definite [16].

The sum of these products is therefore nonsingular.

Remark 19 If D,;, = p;Dj;, i =1...r (which may not be an unreasonable assump-
tion,) then Equation (57) can be written as
r -1 7 ¥
B~ (Sakn) (SalPudu+Pu@u)l)W =0 (@

where

V2 = (i ams) Dy D3, (61)

1=1

In general, B, can be solved using Kronecker algebra. Similar comments apply to the

calculation of C..

5 Conclusions

The simultaneous optimal approximation, estimation and control problems for mul-
tiple models has been investigated. In each problem, the order of the system to be
found is fixed, and the necessary conditions that an optimal solution must satisfy are
found. For both the approximation and estimation cases, the optimal model can be
written as an optimal projection of a “full order” model with order N = Z': n;. There
is no improvement in the optimal cost that can be obtained by using a.‘_r;xodel with

order larger than N. In the control case, there is no such a priori bound in terms of

the individual model orders n; that can be placed on the optimal compensator order.
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ABSTRACT

The exact Linear Quadratic Regulator solution for infinite order structures is
the convolution of spatially distributed feedback kernels with spatially
continuous state functions. For structures, several state functions exist that
completely describe the state of the structure at any given point in time. The
continuous control function is then the convolution of one of these state
functions with an appropriate feedback kernel. If another state function is
selected, a new feedback kernel can be derived that will yield identical closed-
loop performance. The appropriate state function should be selected based
upon the ease with which it can be measured.

This paper discusses the estimation of exact displacement and displacement
rate feedback kernels from finite dimensional control solutions based on finite
clement structural models. These kernels are then transformed to equivalent
curvature and curvature rate feedback kernels. These curvature kernels are
augmented with single point displacement and rotation feedback to account for
rigid body motions. The curvature and curvature rate state functions can be
measured using a growing class of sensors known as area averaging sensors.
The output of area averaging sensors equals the convolution of all structural
curvature states with the spatial sensitivity function of the sensor.
Transforming the discrete feedback gains into continuous feedback kernels
and using area averaging sensors enables the implementation of full state
feedback for infinite order structural systems.

-

-
-



INTRODUCTION

Rationale

Structures are infinite order systems. To obtain a mathematically exact
structural model requires the use of a set of partial differential equations
subjected to the appropriate boundary conditions. However, in practice it is
difficult or impossible to find the exact closed-form Linear Quadratic
Regulator! (LQR) solution for most structures. Therefore, structures are often
modelled by discretization of the structure. This is even true for some very
simple structures. The most common method of discretization is finite
elements. When the structure is discretized, the order of the model is reduced.
Instead of being modelled by an infinite order system, the structure is now
modelled with a finite number of degrees-of-freedom. The result is a matrix
ordinary differential equation which will approximate the temporal and
spatial behavior of the structure.

Given the possibility to model a structure as an infinite order system or as a
discrete finite dimensional model, it is prudent to define the terminology used
in this paper. A state function corresponds to a motion variable which is a
continuous function of both space and time. Discrete states or degrees-of-
freedom correspond to point motion variables, which are functions only of
time, at a finite number or locations throughout the structure (Fig. 1). The
feedback of spatially discrete structural states involves feedback gains,
whereas the feedback of a spatially continuous state function involves feedback
kernels.

For control design, Linear Quadratic Regulator (LQR) methods exist that can
be used to formulate optimal structural control solutions for these matrix
ordinary differential descriptions. Given that model truncation is one of the
major contributors to the control spillover problem, it is desirable to include as
many degrees-of-freedom as possible in the control model. This is a costly
approach, both in terms of money and in implementation since the increased

1 2,v v(x) v,
v n
g f
\ __ ELpA |~
N
x=0 x=L

Figure 1. Graphical representation of state vector
and state function description of a structure




number of degrees-of-freedom requires more state sensors and the controller
needs to multiply state feedback gains with the increased number of state
measurements to obtain the feedback command. However, the derivation and
implementation of a LQR solution, based on a infinite order model, that
convolves a spatially distributed feedback kernel(s) with a spatially continuous
state function(s) would completely avoid the model truncation, spatial aliasing
and cost of implementation problems.

This approach contradicts two common beliefs that stems from the use of
approximate, reduced order structural models. A common belief is that that
the feedback architecture is typically the multiplication of gains with discrete
point measurements (or estimates) of the structural motion. These
measurements typically correspond to degrees-of-freedom in a finite element
model. The second belief is that the type of degrees-of-freedom (displacement,
rotation and their rates) used in the reduced order model are the appropriate
state variables to measure.

It is also important to realize that the feedback kernels can be transformed as
desired to accommodate measurements other than the states variables used in
the model. Such a transformation can allow the use of not only displacement
or rotation but also curvature as measurements for the infinite order
controller. This paper discusses the estimation of exact feedback kernels from
finite dimensional control solutions and the transformation of these kernels to
accommodate the measurement of curvature. Posing the feedback in terms of
curvature allows the use of a growing class of sensors known as area
averaging sensors. These sensors can provide the gpatially continuous
measurement of the curvature required by the infinite order controller.

Implementation issues associated with these sensors are also discussed in
order to demonstrate one technique for realizing the use of these feedback
kernels. In this sense, the continuous kernel represents the full state feedback
solution for infinite order structural systems, and the availability of at least
one implementation technique makes this solution more than just a
mathematical exercise.

Background

The description that is obtained of a structural system from a finite element
model is a set of second order, matrix ordinary differential equations of the
form

Mi(t)+Cx(t)+ Kx(t)=f(t) (1)

where M, C and K are the mass, damping and stiffness matrices, respectively.
The vectors x and f contain discrete point degrees-of-freedom and force inputs,
respectively. This system can be placed in first order, state-space form

z2(t) = Az(t) + Bul(t) (2a)

where



£ [ o0 I Hx}_ { 0 } ;
{i}‘[—u"x -MIcjlxf M1 b)

The Linear Quadratic Regulator minimizes a cost

]

J= i j{zTQz + uTRu}dt

0 (3)

for this system by formulating a feedback gain matrix G such that
u(t)=-R BT Pz(t) = -Gz(¢) @)

where P is the solution to the steady-state matrix Riccati equation
PA+ATP+Q-PBR'BTP=0 )

-

The feedback form in Eq. 4 consists of multiplying the feedback gains contained
in G by the state vector in 2z, whose entries correspond to the temporal motions
of spatially discrete points throughout the structure. The resultant products
are summed to arrive at the appropriate control actions which are placed in
the vector u. This feedback architecture is simply an artifact of the need to use
a finite dimensional (reduced order) structural model to implement the control
design.

In actuality, structures do not undergo motion only at discrete points
corresponding to the model's nodes but also deform continuously throughout
the region between nodes (See Fig. 1).  The exact motion of the structure is
described by state functions which are continuously distributed along the
length of the structure. Therefore, for infinite order structural systems, the
mathematically exact control inputs are not the sum of products of discrete
gains with discrete motions but the general form of the control is the spatial
convolution of the state function with a feedback kernel.

In order to demonstrate the concept of using infinite order structural models
for control, a simple structural beam can be used as an example. The partial
differential equation description of a uniform beam is

fu(x t) %ulx t)
— + — = f(x,t)
P ©)

This description can be placed into state-space, spatial operator form2

EI

iz(x.t) =a(x)z(x,t)+b(x)u(x,t)
ot (7N

by choosing the state functions as those which determine the potential (strain)
and kinetic energy in the beam (curvature and transverse velocity)
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The parameter E is the modulus of elasticity, I is the area moment of inertia,

A is the cross-sectional area and p is the volumetric mass density.
The cost is defined by

J= 1? T(< qz,z >+ < ru,u >)dxdt
20— ' (9)

where the matrices ¢ and r are matrix operators penalizing the state and
control functions, respectively. Note that q and r are not constants but are
spatial operators and that the inner integral indicates that the beam is
assumed to be of infinite extent. An infinite extent beam was chosen to
facilitate the acquisition of a closed-form, exact solution. However, the
operator form for a finite extent beam can also be posed, although the solution
will probably require numerical techniques.

The feedback structure is found from the solution pz to the functional
Riccati equation

0= paz+ a‘pz +qQqz- pbr’lb‘pz Vz (10)

where the symbol "*" signifies the adjoint operator. The feedback is the spatial
convolution of a kernel matrix x with the state function z

w(x,t)=—r"b (pzAxt)=- Tx(x— w)z(w,t)dw
—oe (11)

where x corresponds to the location on the structure where control is applied
and w indicates where states are measured. Equation 11 is the general
solution because it represents the control action at any location as a function of
the state functions along the entire extent of the structure. This feedback is
analogous to that in Eq. 4 in the sense that it represents the continuous sum of
gains times the states of the structure.

The implementation of these continuously distributed feedback kernels
requires the use of a continuously distributed sensor. Several researchers
have demonstrated the use of continuously distributed curvature sensors and
actuators. C.K. Lee34, S.E. Miller3, S. Collins® and D. Miller” have worked on
the development of area averaging sensors. These authors use spatially
distributed sensors to achieve certain measurement characteristics. C.K.
Lee3:4 and S. Collins® used sensors shaped as particular mode shapes to obtain
a measurement of the generalized coordinate of that mode. S. Collins® and D.
Miller? developed sensors which roll off with frequency without exhibiting
phase lag. It will be shown in this paper that area averaging sensors can be
used to implement the feedback solution to a partial differential equation
description of a finite extent structure.



Approach

An over optimistic goal for this research would have been to attempt to solve
the infinite dimensional structural control problem. This goal is not realistic
because first it would require the exact partial differential equations (PDE) and
boundary conditions (BC's) that describe the dynamics of the structure and
second it would be impossible in most cases to find the LQR solution even if an
exact model existed. de Luis2?, for example used an infinite extent beam in
solving the infinite dimensional control problem in order to find a closed-form,
exact control solution. The same infinite dimensional control problem can
also be posed for a finite extent beam8. However, this problem is much more
difficult to solve due to the existence of boundary conditions.

A more realistic approach is to model the structures with the more familiar
finite reduced order models (Eqs. 2 through 5) and to hope that by increasing
the fidelity (number of degrees-of-freedom) of the model, the continuous
feedback kernel can be inferred from the distribution of the discrete gains.

The following section discusses the derivation and implementation of
continuously distributed feedback kernels. Several important steps are
involved in this derivation. First, spatially discrete displacement and rotation
gains derived using standard matrix Riccati techniques on finite element
structural models must be converted into spatially continuous feedback
kernels. Second, these kernels must be transformed into feedback of
distributed curvature to facilitate implementation using area averaging
sensors. An alternative approach, also discussed in the next section, is to first
convert discrete displacement and rotation gains into discrete curvature gains
and then to convert these gains into a spatially continuous curvature feedback
kernel. Numerical examples are interspersed with these formulations to
demonstrate these techniques. After the section on feedback kernel
formulation, a discussion of general control issues of interest is presented
along with an additional numerical examples.

Reference Example

Throughout the rest of this paper, these techniques are formulated for the
cantilevered beam of length L shown in Figure 2. A control moment is applied
to a point on the beam 1/10th of the distance from the clamped root to the free
tip. This moment actuator is used to represent an equivalent piezoelectric
actuator at the cantilevered end. de Luis et a/2 demonstrate that one valid way
of modelling the influence of a piezoelectric curvature actuator is to derive
equivalent moments at the two ends of the actuator, which are of equal
magnitude but of opposite sign. In this problem, if it is assumed that the
piezoelectric actuator runs from the root, the companion moment at the
clamped end of the beam does not enter the problem and is therefore not
shown. The pertinent parameters of the problem are listed in Table 1. The
performance metric is the transverse displacement of the tip of the beam (veip).
The entry in the state penalty matrix (Q) corresponding to this displacement is



assumed to be unity. This state penalty in equation form, from Eq. 3, is

Th .2
2" Q2 =Ugp (12)
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Figure 2. Cantilevered, Bernoulli-Euler beam.

FEEDBACK KERNEL FORMULATION

This formulation process is shown in Figure 3. The upper left box represents
the formulation of discrete displacement and rotation gains using classical
finite element models. The objective is to evaluate the continuous curvature
kernel represented by the bottom, right box. Two paths (1 and 2) can be
followed to obtain the curvature kernel from the displacement and rotation
gains. Following either path involves the same three steps but in different
order. In either case, the first step is to evaluate the discrete displacement and
rotation gains. For brevity, reference to displacement, rotation and curvature
rate gains and kernels are omitted from the discussion although they are an
integral part of any control design. However the evaluation of these rate gains
and kernels are identical to the processes shown for the displacement, rotation

and curvature gains and kernels.

Following path one, the second step involves calculating the continuous
displacement kernel from the discrete displacement and rotation gains (Path
1a in Fig.3). This displacement kernel completely describes the feedback. The
evaluation of a rotation kernel is redundant since it would simply be derived
using the same gains that were used in deriving the displacement kernel. The
third step (1b) involves transforming the displacement kernel into a curvature
kernel which convolves with distributed curvature to generate the control
action. This path is discussed in detail in the rest of this section.

Table 1. Parameters for cantilevered beam exam le.

Bending stiffness EI 1.0 Nm?
Mass per unit length pA 1.0 kg/m
Length L 1.0 m
Actuator location xa 0.1m
Control effort penalty | R 0.001
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Figure 3. Matrix of feedback options.

Following path two, the second step involves transforming the discrete
displacement and rotation gains into discrete curvature gains (2a). The third
step then involves using these gains to find the continuous curvature kernel
(2b). This path is used, in the following discussion, as a check of the first path
since both paths should yield approximately the same curvature kernel.

Evaluation of the Discrete Displacement and Rotation Gains

The first step in evaluating the discrete displacement and rotation gains is to
develop a finite element model of the cantilevered beam. The mass and
stiffness finite elements that are used in the following analysis are

(156 221 54 -131] (12 61 -12 6l
221 412 131 -3 Er| 61 412 -6 212
Mele=420| 54 131 156 -221| € T |12 a1 12 a1
-131 =312 -221 4% | |61 212 -6l 41% 13




with the corresponding finite element nodal degrees-of-freedom
T _[y. v v '
Vele —[U; Vi Uil "i+1] (14)

where [ is the element length and is equal to the total length of the beam (L)
divided by the number of elements. The other parameters are listed in Table 1.

It is assumed that the model is undamped. The entry in the state penalty
matrix @ corresponding to this displacement is set equal to one.

Using a ten element model of the beam, the gains obtained from the LQR solver
are shown in Figure 4. The gains in the upper left window are the
displacement gains at discrete locations along the structure. The lower left
window shows the rotation gains. Notice that no discernable spatial
distribution can be seen in these gains. The windows in the upper and lower
right display the displacement rate and rotation rate gains, respectively.
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Figure 4. Discrete gains at nodal positions along the structure for controlling tip
displacement. The individual windows show gains for (a) displacement, (b) displacement
rate, (c) rotation and (d) rotation rate.




These displacement and displacement rate gain distributions indicate the
shape that the respective continuous kernels will have, but not the
magnitudes. This is only an approximate indication of the continuous shapes
since the displacement kernel combines the information from both the discrete
displacement and rotation gains. In other words, a single kernel contains all
of the gain information displayed in a single column of Figure 4.

Evaluation of the Spatially Continuous Feedback Kernel

The next objective in the analysis is to find the spatially continuous feedback
kernel from the spatially discrete gains evaluated in the previous section (Path
la in Fig. 3). To this end, the beam finite element displacement and rotation
gains will be used to derive the continuous displacement feedback kernel
which convolves with the displacement state function. Since the reference
example has a point actuator, the feedback convolution in Eq. 11 degenerates to
the integral of a kernel times the state function. It is also convenient to use a
kernel that is defined over the length of the beam, rather than having the
kernel be defined, as in Eq. 11, in terms of the actuator location (x4). Using
this kernel transformation, the feedback is given by

L
u(t)= - wzw,Hdw=- | [x¢  xpglw) 95002 w,t)dw
o —_—
ot

L 0 L
=—ch(w)gw—g(w,t)dw—jKDR(w)%(w,t)dw

o (o]

L L ov
=-f{xpwv(w,t)dw - f KDR (w)g(w,t)dw

0 o
=up(t)+upgr(t) (15)

Note that the state functions shown in Eq. 8 include the curvature of the beam.
Eq. 15 shows part of the feedback to be the integral of curvature times a
curvature kernel. Alternatively, this can equivalently be expressed as the
integral of the displacement state functions times a displacement kernel. This
displacement kernel is derived in the next paragraph.

The integration over the entire length of the beam can be divided into the sum

of integrals over segments of the structure corresponding to the finite element
domains as shown in Fig. 5.
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Figure 5. Graphical representation of integration of kernel with state function

The first half of Eq. 15 then becomes

L
up(t)=-[xpwhiw,t)dw

(o]
Wiy Wiy2
=..- |kpwplwt)dw- [xpw(wt)dw-..
wy Wis]
=...up; +uDl.+1+... (16)

The element interpolation function description of the displacement anywhere
within the element located between w; and wi+J

2 3 2 3y .
u(é,t)= (1— 3‘§—Z+ 2?—3}0,-(0 +(% - 2§1—2- +—§3—]lv‘-(t)
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can be substituted into each of these element convolutions. Then, the control
action associated with an element is a function of that element's nodal
degrees-of-freedom

Wiv1
2 3 2
up,t)=- J""D(w){(l é %]v;(m[%-zf f )lv,(t)+
w;
2 3 2 23\ .
(35—2- - 2%}:,41(:) - [f—z - f—z]lvi,, ,(z)}dw where &=w-w,
(18)

If the form for xp were known, then the integral in Eq. 18 could be evaluated to
find the the gains for the nodal degrees-of-freedom. Conversely, in this case
these gains are known from the solution to the matrix Riccati equation and

instead it is the form of the kernel xp that is being sought. To estimate this
kernel, a form for the kernel, containing unknown parameters, can be selected
so that the spatial integral in Eq. 18 can be evaluated. Then, these parameters
can be found by equating the elements of this integration to the discrete gains.
A cubic form for the kernel is chosen
)2

xDi(w)=a,'(w-w,-)3+b,-(w—wi +ew-wy)+d; forw; Swswi,,

(19)
Given the polynomial order (cubic) assumed for the four degree-of-freedom
finite element, a cubic polynomial for the internal curvature distribution is the
highest order polynomial for which the unknown coefficients can be uniquely
found.

If the form in Eq. 19 is inserted into Eq. 18, and the integral is evaluated, the
result will be the contribution that the continuous kernel across that element
makes to the gains associated with that element's nodal degrees-of-freedom.
In other words, at one of the element's nodes, Eq. 18 yields partial gains for the
nodal degrees-of-freedom which, if summed with the gain contributions from
the adjacent element, will give the total gains associated with that node's
degrees-of-freedom. Thus, the gain contributions from the elements
neighboring a shared node can be used to find the total displacement and
rotation gains associated with that shared node

l
2 3
8y = J(al§3+b,§2+c,§+d)[ é %Jd§+

0
l

3
J(awlé +bz+1§ "'Culg*du-l)(I -3 +2§ }ié
0 (20a)
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2 3
J(ai+1¢3 +bi+162 +Ci+1‘: +di+l{ - 2%‘*-‘5—3— dé
[}

(20b)

where g, and g, are that node's displacement and rotation gains,
i
respectively, as shown in Fig. 4.

These two relations give two conditions for finding for the elemental kernel
coefficients aj, bi, ¢ci and dij. Two more conditions are required in order to
ensure a unique solution. These two additional conditions are found by
requiring continuity of the kernel magnitude and slope at a shared node.
These are found by using Eq. 19 to evaluate the magnitude and slope at the
right end of the ith kernel and equating that to the magnitude and slope of the
(i+Dth kernel at its left end yielding

a,-l3 +2bi12 +cil+d‘- "di+1 =0 (21)
3a,-12+2b1-l+ci—c,-+1 =0 (22)
These four conditions can be expressed in matrix form as
a; |
[ 14 3 2 4 3 2 ] bl
3 41 71 T 3”1 c (g,)
4 15 20 2 28 15 20 2| ° v

I S A A A A S o | R O L

Ly s L L 2 - = — -J°v
2 30 20 12 105 60 30 12|q.,[ |0
B 12 1 1 0 o0 0 -I
2 i1 L 0
(32 224 1 0 0 0 -1 0]
Ci+1
(i1 (23)

where the first two rows are found by evaluating the integrals in Eqgs. 20a and
20b. A global matrix can be assembled, using Eq. 23 as the sub-matrices, to
yield a linear equation relating the coefficients of the cubic-fitted kernel

functions to the discrete gains
Tc=g (24)



The desired coefficients are then given by

-1
c=T"g (25)

The approximate shape of the spatially continuous displacement feedback
kernel can be calculated by evaluating this piecewise cubic kernel along the
length of the structure. This evaluation is made by using the coefficients in ¢
which are appropriate for the given segment of the structure within which the
kernel is being evaluated.

Using the discrete gains of the ten element finite element model (shown in Fig.
4) to evaluate the coefficients in Eq. 19 of the piecewise cubic displacement and
displacement rate kernels, the functions in Figure 6 are found. These
functions are the piecewise cubic kernels combined into a single curve.

Notice the erratic shape of the displacement kernel. This erratic shape may
correspond to some weighted sum of mode shapes. Given that the tip
displacement (performance metric) can be represented as a sum of
displacement mode shapes, and that the applied moment (control input) can be
represented by the sum of curvature mode shapes, the shapes in Figure 6
could correspond to some combination of the displacement and/or curvature
mode shapes. In other words, these shapes may correspond to some type of
mode shape 'feedthrough' from the control input to the performance metric.
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| Figure 8. Spatially continuous feedback kernels as a function of location along the beam for |
. controlling tip displacement. The individual windows show the kernels for (a) displacement |
and (b) displacement rate. ‘
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Equivalent Feedback Using Alternative State Functions

The feedback architecture using the kernel derived in the previous section has
the form in Eq. 16. This involves the spatial integral of the kernel times the
displacement state function. However, the continuously distributed
displacement state function may not be a measurable quantity. Therefore, it
may be convenient to express the same control in terms of another, more
measurable state function.

Extensive work in the area of area averaging sensors4.5.6,7.8 has shown that
continuously distributed measurements of curvature-induced strain can be
made using polyvinylidene flouride (PVDF). Therefore, the displacement
feedback kernel of Eq. 16 must be transformed into equivalent feedback of the
curvature state function.

Integration by parts can be used to transform the feedback form in Eq. 16 into
equivalent feedback of the curvature state function plus point measurements of
rotation and displacement, in order to retain rigid body control. This
transformation is given by

L
up(t)= fxp(wvlw,t)dw
0

L LL
= wot) xplwidw+ 2 [ frp(yididw-
o Ow
LwL 2
jHKD(r)duiya v(év)dw
00y ow (26)

While the point measurements of displacement and rotation must be made in
order to retain rigid body measurement, the actual location on the structure
where these measurements are made is arbitrary. The displacement or
rotation of a point on the structure can be related to the displacement or
rotation of any other point by integrating the intervening strain appropriately.
For example,

L
ou(L,t) Ju(0.t) J uv(w,t)
= — + dw

ox ox ow?
0 27D



Substituting this translation of the rotation measurement into Eq. 26 gives the
equivalent feedback as

ou(0,t)LL

L
up(t)=v(0,t) [xp(w)dw +

E” [[xp(y)dWdw +
[0} ow
LLL 2
{1 fxp(tidady St gy,

Notice that in this equation, the first two terms, representing the feedback
gains associated with point displacement and rotation measurements, can be
evaluated directly from the displacement feedback kernel. The outer integral
in the third term corresponds to the integration of the distributed curvature
kernel with the curvature state function. The inner two integrals evaluate the
curvature kernel from the displacement kernel. This curvature kernel is
given by .

LL

kcw)= | [xp(r)dudy
wy (29)

The boundary conditions in the reference example were conveniently chosen to
exclude rigid body motion thereby eliminating the need for any point
displacement or rotation measurements. The motion of the structure is
completely describable by the curvature state function because

ov(0,t)

v(0,t)= =0 30)
Substituting Eq. 30 into Eq. 28 yields
LLL 2
up(t)= [ [ fxp(tiddy S 4y,
owy ow 31)

as the feedback law in terms of the displacement kernel. To calculate the
shape of the continuous curvature kernel, Eq. 29 is employed. Equation 31 can
also be used to evaluate the curvature rate kernel if the displacement rate

kernel (xpg) is used in place of the displacement kernel (xp).

Figure 7 depicts the resulting curvature and curvature rate kernels for the ten
node finite element model (Figure 4 and 6). Notice that, unlike the
displacement kernel, the curvature kernel is smoother. This is predominantly
due to the smoothing process inherent in the double integration of Eq. 31. Also
notice that the magnitude of the kernels in Fig. 7 are largest where the
cantilevered beam tends to exhibit the largest curvature: the root. In Fig. 6,
the magnitude of the displacement kernel is not the largest where the beam
tends to exhibit maximum displacement; namely the tip.

16
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Although not shown, for this reference example, increasing control authority
by decreasing the control effort penalty (R) does not change the kernel shapes.
Instead, it changes the absolute and relative magnitudes of the kernels. A
change in the shape of the kernel will be achieved by a change in the spatial
nature of the problem such as moving the actuator or selecting a different
performance metric. This observation is supported by an additional example
presented later in the paper. Actual implementation of these sensors is the
topic of a follow-on paper.

The results in Fig. 7 correspond to the objective represented by the lower, right
box in Figure 3. The next step would be to implement these two kernel shapes
using area averaging sensors. The details of this process will be discussed in
the section on implementation issues. Prior to that, the next section discusses
the alternate path in Fig. 3; namely path number 2.
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Equivalent Feedback Gains using Curvature States

An alternative procedure to evaluating the continuous curvature kernel is to
first derive the discrete curvature gains from the discrete displacement and
rotation gains, as shown by path 2a in Fig. 3. This can be done in two ways.
The first involves using the transformation matrix given by de Luis et al2

r

U,"
|- 24 6 2
{v;}_ [ L N RO
o 2 6 4
Vit 1 }67 T 2 1 Uf*’
Wi+ 1) (32)

This elemental sub-matrix can be assembled into a global state transformation
matrix. The number of degrees-of-freedom are not reduced by this
transformation because now there exist two independent curvatures at each
node. Remember, curvature is not constrained to be continuous in the beam
finite element formulation because applied point moments can induce
discontinuous curvature. Originally, displacement and rotation were the two
nodal DOFs. Now, a node has two curvatures, one associated with the left and
one with the right-hand element.

The 'o' symbols in Figure 8 indicate the net curvature gains at each node as
derived using this transformation. The net curvature gain at a particular
node is found by summing the individual curvature gains at that node. This
procedure is justified at nodes where external moments are not applied
because the two curvature gains correspond to the feedback of curvature
measurements acquired an infinitesimal distance to either side of the node.
Without an externally applied moment, it can be assumed that these curvature
measurements are identical and therefore the net gain is the sum of the two
gains.

The second approach to deriving discrete curvature gains is to integrate the
displacement and rotation gain vectors to get the curvature vector. Unlike Eq.
29, this integration process involves both the displacement and rotation gains.
This integral can be approximately evaluated element by element by summing -
the products of the gains with the element width. Other standard numerical
integration techniques can also be used.

The '*' symbols in Fig. 8 represent the curvature and curvature rate gains
found using this integration approach.
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Notice the good agreement between the curvature and curvature rate gains
found using the transformation and integration techniques. The agreement
may seem to improve near the tip of the beam but when calculated it was found
that the relative error is more less constant along the beam.

The final step in Figure 3 (2b) involves calculating the curvature and curvature

rate kernels from the discrete curvature and curvature rate gains. Rather

than using the technique in Eqgs. 15 through 25, it can be observed that each of
the discrete gains at a node roughly represents the area under the continuous
kernel for the region between the midpoints of that node's neighboring
clements Therefore, if the gain is divided by the length of an element, the
result should be approximately equal to the magnitude of the kernel at the
nodal location.

Figure 9, when compared with Fig. 7, shows that this is the case.
Furthermore, Fig. 9 shows the overlay of the gains divided by respective
element lengths for different fidelity models. This reveals that the magnitude
of the kernel is captured quite well at nodal locations for rather coarse models
for this simple reference example. This is an important result since in
practice it would be generally impossible to find the exact feedback kernel from
a continuous model. However, Fig. 9 illustrates that as the order of the model
is increased the kernel shape is asymptotically approaching some shape. It is
this shape that represents the infinite order solution and that must be
implemented.
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Implementation Issues

The possibility of implementing infinite order structural controllers is made
possible by the existence of area averaging sensors such as those described in
References 4,5,7 and 8. Once the curvature kernel is obtained, it is a simple
calculation to alter the kernel for equivalent feedback of curvature-induced
surface strain. This simply requires knowledge of the distance of the surface
mounted sensor from the centroidal axis in the structure. Once this kernel is
found, the sensor can be built.

Polyvinylidene flouride (PVDF)? is suggested for this sensor for several
reasons. First, PVDF is a strain sensitive material which can be continuously
distributed along the surface of a structure and whose accumulated charge on
a surface electrode equals the integral over the length of the PVDF of the
electrode width times the surface strain in the structure. Second, PVDF has
an elasticity which is relatively small when compared to the elasticity of
conventional structural materials. This allows the sensor to be rather non-
intrusive into the dynamics of the structure. Third, the shape of the electrode
can be easily altered to equal that of the kernel while leaving the actual PVDF
material uniformly distributed. This achieves the strain sensitivity
appropriate for implementing the kernel while keeping the small dynamic
influence that the PVDF does exert on the structure uniformly distributed. In
addition, removal of electrode from near the edge of the PVDF greatly reduces
the possibility of the sensor shorting its bottom and top surface electrodes. A
fourth and final reason for using PVDF is its high strain sensitivity which
provides an excellent signal to noise ratio for control purposes.

One drawback of implementing the feedback kernel through the shaping of the



electrode is that once the electrode is shaped and the material is mounted on
the structure, the kernel is effectively fixed and cannot be altered. Feedback
gains which reside in a computer can be readily altered if alteration is
required. However, C. K. Lee in Reference 4 has developed a method which
could be used to circumvent this inflexibility in the gains. He uses an area
averaging sensor whose electrode is segmented into numerous squares and
the voltages on these squares are summed as appropriate for a particular gain
distribution. If the gain distribution needs to be altered, the manner in which
these voltages are summed can be changed.

Throughout the discussion of full state feedback for infinite order systems,
there was an implicit assumption that high frequency dynamics in the
structure consisted solely of additional modes which would be properly
modelled given the use of a sufficient number of finite elements. However, this
is seldom, if ever, the case in actual structures. Often, torsion or out-of-plane
bending modes exist irrespective of whether only in-plane bending was
modelled. These dynamics may feed through to the output of the sensor.
Therefore, the spatial wavenumber filtering concepts presented in Reference 8
could be used to roll off, without phase lag, the frequency response of the
spatially continuous sensor.

Figure 10 illustrates the way in which a PVDF area averaging sensor was
implemented in Reference 8. The electrode is shaped as a decreasing
exponential in two directions. Note that the sensor may have to be segmented
if the PVDF sheet is not as long as the kernel. Given that PVDF is a polarized
material, a negative part of the kernel can be implemented by either flipping
that segment of the PVDF or reversing leads (see Reference 8).

For the reference example discussed thus far, two PVDF electrodes could be
shaped: one each as shown in Figs. 7a and 7b. Bonding these two sensors to
either side of the cantilevered beam, one sensor for the curvature kernel and
one for the curvature rate kernel, the two sensor voltages can be summed
appropriately and used to drive the control moment.

The unique feature of this technique is that the processes of multiplying the
gains times the curvature measurements and accumulating these products is
performed by the sensor. This feature significantly reduces the control
implementation effort associated with numerous point sensors.

>
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Figure 10. Nlustration of the implementation of an area averaging sensor using PVDF shaped
in an exponential fashion.




Issues associated with controllers based on classical beam finite
elements

The previous section has shown how PVDF sensors can be used to implement
infinite order controllers. It was also shown in Figure 9, that finite elements
models can be used to predict the shape of the infinite order feedback kernel.
The hope is that by progressively increasing the order (accuracy or fidelity) of
the finite element model, the shape of the feedback kernel will approach some
asymptotic shape. It is this shape that represents the infinite order feedback
kernel and that must be implemented with PVDF.

Classical finite elements are the obvious elements to be used in such a model
refinement process. This study has identified two implementation problems
that are uniquely associated with these classical beam finite elements. The
first is that the stiffness matrix obtained with these classical beam elements
becomes ill-conditioned as the element size decreases. Decreasing the element
size is typically associated with increasing model fidelity. This is illustrated by
looking at the conditioning number of the stiffness matrix of a cantilevered
beam obtained by using the following classical beam finite element:

(12 61 -12 61
. _lelw —61 21°
e\ 12 61 12 -6l
L6l 212 -6l 41 (33)

The conditioning number for a matrix is the ratio obtained by dividing the
largest eigenvalue by the smallest eigenvalue of the matrix. The higher the
conditioning number of a matrix, the more ill-conditioned the matrix is and
the more likely that matrix will be susceptible to computer round-off errors. It
can be shownl0 that the conditioning number is proportional to:

Cond <
] (34)

Thus as more elements are used and the element length (/) decreases, the
matrix becomes ill-conditioned and results from the LQR routine will become
less reliable.

A second problem associated with classical finite element models is a problem
of non-uniqueness. From finite difference theory it is known that rotation can
be estimated from discretized displacements as:

v; = 21 =HmL 4 1)

2! (35)

In Eq. 35, v; is the nodal rotation and v;'s is the nodal deflection. The
truncation error, which is of order 12, will decrease as the element size (I)



decreases, indicating that the finite element nodal rotations (v;) can be
expressed as linear combinations of the nodal displacements (v;) with
increasing accuracy. The manifestation of this problem lies in the
interpretation of the feedback gains calculated by the LQR algorithm. Given
that the nodal rotations may become linearly dependent on the nodal
displacements (or vice versa), the gains obtained by the LQR algorithm may
yield an optimal solution but the displacement and rotation gains may not be
unique.

These two problems are investigated by comparing the results of two
discretized models used to solve the reference cantilevered beam example. The
first model is the classical finite element beam model, while the second is a
second order accurate finite difference model. In the finite difference mode,
the stiffness term in the governing differential equation (Eq. 6) is approximated

by:

El; = Er[—LL"'+ “Bvi-» 413‘ —aLt M]‘“O(lz)

(36)

The effects of ill-conditioning and non-uniqueness are investigated by
comparing the results of models in which the fidelity of the model is increased
by increasing the number of nodes. Both these models should exhibit the ill-
conditioning problem since the finite difference model also has a conditioning
number that will increase (deteriorate) as the element size decreases since the
conditioning number is approximately 1/(12) 10, The finite difference model,
however, should not exhibit the non-uniqueness problem associated with the
finite element model. These conclusions are supported by the results of the
investigation.- Although not shown, both the models exhibit ill-conditioning
problems and the Riccati solver failed to yield a solution for a model with 40
nodes (or 80 degrees-of-freedom) for the finite element model and 80 degrees-of-
freedom for the finite difference model. However, the finite element model
may exhibit the non-uniqueness problem as the fidelity of the model is
increased. In Fig. 11 the distribution of curvature gains becomes erratic as the
number of nodes are increased above 10. The finite difference model on the
other hand, as shown in Fig. 12 does not exhibit this behavior. Even with these
erratic gains, the closed loop finite element models are stable with identical
closed loop poles for the first five modes. This observation leads to the
conclusion that this behavior may be due to the non-uniqueness problem
associated with these elements.

Note that the slow convergence to the “infinite” shape of the finite difference
model is due to the method in which the point moment is applied to the
structure. An applied point moment is achieved by applying appropriate
forces to nodes neighboring the node to which the moment must be applied.
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AN ADDITIONAL NUMERICAL EXAMPLE

An additional numerical example involves the control of the relative
transverse displacement between the tip and the middle of the beam. This
state penalty has the form

2 2 2
q (Utip - vmiddle) = Q(Utip = 2VtipUmiddle + Umiddle) a7
For this example, the scalar g is unity.

Figure 13 shows the discrete gains. Again, the displacement and rotation
gains are rather erratic. However, the curvature and curvature rate gains are
smooth. Figure 14 shows the continuous feedback kernels. While the
curvature rate kernel has a shape similar to that in the previous example, the
curvature kernel now undergoes a change in sign. All the curves seem to
have an inflection point near the midpoint of the beam (x=0.5).

CONCLUSIONS

A technique has been presented for inferring the exact, spatially continuous
LQR feedback solution to the control of structures from the discrete feedback
gains derived using finite dimensional structural descriptions. These
feedback kernels possess several unique attributes. First, it has been shown
that feedback of the state functions can be transformed to equivalent feedback of
other state functions. This aids in implementation because the feedback can be
derived in terms of the state function that is most easily measured. Area
averaging sensors provide one means for implementing these spatially
continuous feedback kernels. Second, these continuous sensors can eliminate
spatial aliasing. Spatial aliasing is one of the primary causes of spillover in
structural control. Third, all of the feedback computation can be effectively
performed by an area averaging sensor.

The research presented in this paper must be seen as the first step in an
attempt to formulate and implement full state feedback for infinite order
structural systems. Several issues must be resolved before this approach can
be considered a viable alternative to reduced order controllers. For example:
the accuracy with which the area averaging sensors must match the desired
kernel must be investigated. Robustness of this control approach must be
determined and the theory must be demonstrated in the laboratory. The
researchers are presently working on these topics and plan to implement an
infinite order controller on a cantilevered beam using the actuator and
performance metric presented in the reference example.
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Figure 13. Discrete gains at nodal positions along the structure for controlling relative

displacement between the tip and midpoint. The individual windows show gains for (a)

displacement, (b) displacement rate. (c) rotation, (d) rotation rate, (e) curvature and (f)
curvature rate.




150

displacement kemel

‘. 0.2 04 0.6 0.8 i
\ location on beam
|

(a)

curvature kernel

L5
\ 0 02 04 06 08 1
| Jocation on beam

(c)

£
g
%
&
=]
-5
0 0.2 04 0.6 0.8 1
location on beam
(b)
g
[}]
g
[}
5
3
5

(d)

Figure 14. Spatially continuous feedback kernels as a function of location along the beam for
. controlling relative tip displacement. The individual windows show the kernels for (8)

displacement, (b) displacement rate,

(¢) curvature and (d) curvature rate.

|
|
|
|
|

¥



ACKNOWLEDGEMENTS

This research was funded by the NASA grant supporting M.I.T.'s Space
Engineering Research Center. Special acknowledgement goes to Dr. Javier de
Luis whose research motivated this work. The authors wish to thank him for
his time and patience in answering our many questions.

REFERENCES
1. Kwakernaak, H and Sivan, R., Linear Optimgl Control Systems, John

Wiley and Sons, Inc., New York, 1972.

2. de Luis, J., Crawley, E.F. and Hall, SR, "Design and Implementation
of Optimal Controllers for Intelligent Structures Using Infinite Order
Structural Models,” Space* Systems Laboratory Report No. 3-89, M.L.T.,
Cambridge, MA, 1989,

3. Lee, C. K., "Piezoelectric Laminates for Torsional and Bending Modal
Control: Theory and Experiment,” PhD Dissertation, Cornell University,
Ithaca, NY, 1987.

4. Lee, C. K., Chiang, W. W. and O'Sullivan, T.C., "Piezoelectric Modal
Sensors and Actuators Achieving Critical Damping on a Cantilever Plate,”
Proc. of the AIAA/ASME/ASCE/AHS/ASC 30th Structures, Structural
Dynamics and Materials Conference, Mobile, AL, April 3-5, 1989,
pp. 2018-2026.

5. Miller, S.E., Hubbard, J., "Theoretical and Experimental Analysis of
Spatially Distributed Sensors on a Bernoulli-Euler Beam,” Charles Stark
Draper Laboratory Report C-5953, Cambridge, MA, 1987.

6. Collins, S.A., Notestine, R.J., Padilla, C.E., Ramey, M., Schmitz, E. and
von Flotow, A.H., "Design, Manufacture, and Application to Space Robotics of
Distributed Piezoelectric Film Sensors,” Proceedings of the 31st
AIAA/ASME/ASCE/AHS/ASC  Structures, Structural Dynamics and
Materials Conference, Long Beach, CA, April 2-4, 1990, Paper No. AIAA-90-
0949, pp. 1899-1906.

7. Miller, D. W., Collins, S. A. and Peltzman, S. P., "Development of
Spatially Convolving Sensors for Structural Control Applications,” Paper #
AIAA-90-1127, Proceedings of the 31st AIAA/ASME/ASCE/AHS Structures,
Structural Dynamics, and Materials Conference, Long Beach, CA., April 1990,
pp. 2283-2297.

8. Bailey, T., Hubbard, J. E., "Distributed Piezoelectric-Polymer Active
Vibration Control of a Cantilevered Beam," Journal of Guidance, Control and
Dynamics, Volume 8, Number 5, Sept. 1985, pp. 605-611.

9. KYNAR Piezo Film Technical Manual, Pennwalt Corp., Valley Forge,
PA, 1987.

10.  Strang, G., Linegr Algebra agnd Its Applicgtions, Second Edition,

Academic Press, New York, 1980.



on a structure in order to modify its dynamic behavior to
meet its performance requirements. Unfortunately,
active control introduces the possibility of exciting the
structure in an unstable manner making it critical that
either confidence in the prediction of on-orbit behavior
be improved or the types of tests required for
qualification be identified.

Before proceeding with a discussion of the
experimental approach to developing qualification
procedures, it is necessary to present the rationale that
lead to MACE. After all, conducting experiments on-
orbit, even those which are performed on the STS
middeck, is technically risky, expensive, requires
extensive planning, and produces less data than would
be obtained in a comparable ground experiment. The
program must clearly exploit the unique aspects of the
on-orbit environment in order to justify its conduct.

The objective of this paper is to portray the rationale
for conducting this type of flight experiment and to pose
the scientific questions to be addressed through this
research. Additionally, the test article will be described,
along with the ground and on-orbit experiment support
equipment. This paper concludes with a discussion of
planned on-orbit activities.

OBJECTIVES AND RATIONALE

* The goal of MACE is to develop a well verified set of
CST tools that will allow designers to either be able to
predict on-orbit behavior or allow sufficient versatlity in
the design to allow identification and tuning of the
structure on-orbit. A number of different options exist
for deriving this set of tools. The first and least expensive
is to rely on analysis for the design and qualification of
spacecraft which incorporate CST. Unfortunately, this
approach is far less than satisfactory. The scientific
literature is riddled with examples of both closed and
open-loop experiments whose performance varied
greatly from that predicted by state-of-the-art analytical
methods. The reasons behind this are varied. Often the
structural or sensor/actuator characteristic which
contributes to this performance degradation is not the
next detail that would have been included in the
analytical model. Its existence is usually not predicted
but instead is discovered through experimentation. This
experience illustrates that analysis alone is not sufficient.

The question that next arises is what sort of testing
needs to be performed, along with analysis, in order to
develop an effective and efficient spacecraft

qualification procedurs. Four different options exist.

Listed in ascending order from lowest to highest cost and
complexity, they are: ground-based open-loop
experiments, ground-based closed-loop experiments, on-
orbit open-loop experiments and on-orbit closed-loop
experiments.

Ground-based open-loop testing is the simplest type
of experimental program that can be carmed out to
verify the validity of analytical models. [t :s an
absolutely necessary step, since the quantities that are
most required for closed-loop control design are exactly
those which are hard to predict analytically For
example, structural modal frequencies can be predicted
using numerical methods with a relatively high degree
of accuracy. Conversely, modal damping vaiues are

_extremely hard to predict analytically on large complex
structures where many energy dissipation mecranisms
are present. Unfortunately, closed-loop contro.lers for

structures usually require accurate knowledge of the
modal damping because damping determines stability
margins and therefore performance. This problem is
exal‘cggbaned in structures that are lightly damped, such
as LSS,

It is easily concluded, therefore, that ground-based
open-loop testing is essential to quantify the accuracy of
analytical models. However, thess tests by themselves
are not sufficient to validate the appropriateness of an
analytical model or the performance of a closed-loop
system. Skelton? has demonstrated that no measures of
accuracy of the open-loop model are sufficient to
guarantee stability of a closed-loop system at arbitrarily
high gain. This implies that the acquisition of the open-
loop model can never be sufficient to predict closed-loop
performance. Therefore, ground-based closed-loop
testing is absolutely necessary for the successful
application of CST to realistic structures.

Since CST structures will be used in the space
environment, it is important to investigate whether those
characteristics that are present on-orbit and cannot be
adequately simulated on earth affect the open and
closed-loop tests. In Table 1 various vehicle parameters
are listed along with four significant differences that
occur between on orbit and ground-based tests. The
table indicates that these differences do affect the vehicle
parameters.

Table1 The varioas sirectural, kinematic and dynamic parametets that
aa differ between on-orbit and ground tests.

Aero/ Suspension Gravity Thermal/

Acoustic Radiation -
Stiffness no yes yes yes
Damping yes yes yes yes
Mass yes yes no no
Forcing yes yes no no

Kinematics no yes yes no

The important issue is whether the differences in
Table 1 cause regular or singular perturbations to the
problem. A regular perturbation is one whose affect on
the vehicle parameter disappears as the perturbation is
allowed to approach zero. This is in contrast with a
singular perturbation whose presence substantially
modifies the vehicle parameter even as the perturbation
approaches zero. If the perturbations are regular, then
they can be modelled and the results from the ground-
based tests can be more easily used to predict on-orbit
behavior. However, they may still have a very
substantial, although predictable effect on the structural

meter. For example, small changes in the plant can
often lead to large changes in the modal damping or in
the mode shapes, two quantities that have a direct effect
on closed-loop stability and actuator and sensor
performance. Therefore, if the plant is highly sensitive to
regular perturbations due to influences listed in Table 1,
it is probably necessary to conduct open-loop on-orbit
testing. If the perturbations are singular, it is essential to
conduct open-loop testing on-orbit in order to identify
and adjust for these perturbations.

The only issue that now remains to be addressed is
whether on-orbit closed-loop testing is still required. The
answer to this question depends on whether any singular
perturbations are identified during the on-orbit open-
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loop experiments, or whether any regular perturbations
cause significant unpredictable changes in the plant. If
the answer to either of these questions is “yes", then on-
orbit closed-loop testing is essential.

A preliminary analysis does not reveal any singular
perturbations arising from one of the four sources shown
in Table 1. Non-convective potential aercacoustic
equations do not give rise to singularities, nor do
conservative fields such as gravity. So long as
suspension devices are passive or collocated active, they
do not introduce singularities. Since the
thermal/radiation terms only affect otherwise symmetric
stiffness and damping parameters, they also do not give
rise to singular perturbations.

However, a situation in which a regular
perturbation can have significant effect on the closed-
loop performance of the structure can be easily
imagined. The stiffness added by a suspension system,
even if small, can change the modal structure.
Additionally, for an articulated test article, a suspension
system could introduce an unexpected kinematic
constraint. Gravity can change preload on a joint, and
hence damping. Gravity will also cause otherwise
straight members to curve, causing significant changes
in the modal structure, such as nonplanar coupling of
modes. Therefore, while no singular perturbations have
been identified, there are a number of regular
perturbations which can cause significant changes in the
plant that could result in control performance being
degraded.

Therefors, the conclusion that is reached is that
ground-based open and closed-loop testing is not
sufficient for the verification of CST technology. At a
minimum, on-orbit open-loop testing would need to be
conducted to test for the presence of any singular
perturbations, or any significant regular perturbations.
If these perturbations are found to exist, then on-orbit
closed-loop testing becomes essential as argued by
Skelton. If they are not present, then the closed-loop tests
might still be needed if a suitable ground-based
performance metric or disturbance environment is
unobtainable, or, more likely, if the additiona) cost of
conducting the closed-loop experiments were
incremental.

Having demonstrated the likely necessity of on-orbit
closed-loop testing, a test article on which to perform the
experiments must now be selected. A survey of proposed
future spacecraft was undertaken and an evaluation was
made on which type of spacecraft exhibit the most
requirements for CST and which were most limited by
earth-bound testing.45 Some of the spacecraft types that
were considered included two point alignment occulting
instruments, multipoint alignment interferometric
devices, shape control of reflective surfaces, flexible
manipulators, and multipayload platforms. This latter
type was selected because the large angle motions of the
payloads stress state-of-the-art suspension devices and
because of its applicability to missions of near term
interest.

Proposed missions which will use this type of
spacecraft include low and geosynchronous platforms in
the Mission to Planet Earth, the evoiutionary
International Space Station, and the planetary orbiting
platforms of the Exploration Initiative. As these

platforms become larger and more complex, the

propensity for individual on-board controllers to :nteract

with each other and with the bus attitude control system
will grow. This propensity is exacerbated by increasing
payload mass fraction associated with larger
instruments and robotic devices, decreasing structural
bus stiffness associated with larger platforms, increasing
authority of the controllers associated with tighter
pointing and positioning requirements, and the
increasing need to reject disturbances which originate at
other payloads. This rationale makes clear the need to
develop a well verified set of CST tools. This
development must include:

1. The development of a comprehensive analytical
CST framework for the design and analysis of controlled
muitibody platforms. This analysis begins with an
understanding of how flexibility influences the pointing
and tracking performance of multibody platforms, and
must be able to include the influences of suspension and
gravity for use in correlating with ground test results,
and to exclude the influence of suspension and gravity
for use in predicting on-orbit results.

2. The validation of the analytical framework by
comparison with a set of ground based experiments with
a test article which incorporates the essential physical
characteristics of a multibody platform. This test will, of
necessity, include the influence of gravity and
suspension, and will be typical of the preflight ground
testing of an actual platform.

3. The validation of the analytical framework by
comparison with a set of on-orbit zero gravity
experiments which eliminate the influence of gravity
and suspension.

The specific criteria which will determine
experiment success of MACE are the identification of the
regular (and, if they exist, singular) perturbations in the
dynamics which occur as a result of the change from one
to zero gravity, and the production of the data for the
final validation of the analytical framework. The
ultimate result of MACE will be a well verified modelling
capability for the controlled structures design and
qualification of future multibody platforms, and a
detailed understanding of the parametric tendencies in
vehicle dynamics, geometry and performance
requirements, which cause the zero gravity closed-loop
behavior to differ from the one gravity results. This
capability can be exploited by future spacecraft
designers to either obtain confidence in the on-orbit
performance of their CST spacecraft before they are
deployed, or to design enough versatility into the
spacecraft in order to accommodate any unexpected
deviation between ground and on-orbit behavior.

EXPERIMENTAL APPROACH

The fuifillment of the basic objective of the MODE 2
program requires two steps. First, the research must
validate the analytical framework for the design and
analysis of controlled multibody platforms by
comparison with a set of ground based experiments on a
test article which incorporates the essential physical
characteristics of envisioned multibody platforms.
Second, the research must also validate the analytical
framework by comparison with a set of zero gravity
experiments with a test article similar to that used in the
ground tests. These objectives necessitate two aspects of
the expenmental approach: the capture of the essential
physical characteristics of multibody platforms in the
design of the MACE test article, and the performance of



meaningful tests which validate the analytical
framework through a coherent on-orbit and ground test

program.

Capturing the Essential Physics

To arrive at the essential physical characteristics of
multibody platforms, one must consider the vehicle
architecture of the missions which are envisioned by the
international space community.® In such platforms, the
payloads and articulating appendages each have
pointing or positioning requirements, and corresponding
attitude sensors, pointing gimbals and control systems.
The spacecraft structural bus is flexible and has its own
attitude control system. The simulation of this vehicle
architecture, in its associated operational environment,
necessitates a test article with the following attributes:
¢ g test article designed with the appropriate multiple

scaling laws to allow it to fit in the middeck, yet
preserve the essential performance requirements of a
full scale test article,

* the incorporation of at least two gimballing payloads
to enable the implementation of multiple interacung
control systems with independent objectives,

¢ the incorporation of two rigid payloads,
representative of compact but high mass fraction
devices, and a flexible appendage, interchangeable
with one payload, representative of an articulating
appendage such as a robotic servicer,

» asufficently flexible structural bus such that flexible
resonances lie within the controller bandwidth,

¢ a sufficiently flexible structural bus which, when
suspended even from state-of-the-art suspension
devices, exhibits a degree of suspension coupling,
gravity stiffening and droop,

* a sufficiently low structural damping so that the test
article is representative of structures incorporating
typical aerospace materials,

* and a sufficiently complex geometry so that the test
article undergoes full 3-D kinematic and coupled
flexible motion further stressing state-of-the-art
suspension systems.

In order to develop the appropriately refined CST
tools, representative test objectives with appropriate
disturbances and performance metrics must be used.
The tests that will be carried out as part of MACE include
pointing and tracking of single and multiple payloads.
For each experiment run, performance will bs measured
in the presence of random broadband disturbances,
which originate on the structural bus, and narrowband
disturbances due to the planar and non-planar slewing of
a second payload.

The performancs metrics of all the closed-loop tests
will be derived from inertial angular rate data obtained
from bi-axis gyroscope packages mounted on the
payloads. Specifically, the performance metrcs for the
various tests are stability (i.e., RMS 2-axis angular
position about pointing line of sight or traciung reference
profile), jitter (i.e., RMS 2-axis angular rate about
pointing line of sight or tracking reference profiie., slew
response time (i.e.,, time required to complete
maneuver) and percent degradation of stapbii:ty and
jitter from single payload performance ‘i e,
quantification of multiple interacting control
performance).
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Different types of controllers, both linear and
nonlinear, will be implemented on the MACE test article
depending on the performance objective and payload
amplitude. Three families of controllers will be used
during the on-orbit test. One family will be identical to
those used in the ground test. This family will explicitly
identify the differences in one-gravity and zero-gravity
performance. The second family will be those which
analytically corrected beforeshand for the absence of
suspension and gravity effects. This family will
explicitly verify the ability to model the known
differences between ground and flight and identify the
importance of unexpected perturbations. The third
family will be based upon on-orbit identification of the
test article. Between these three families, the objectives
of MACE will be met.

Validation of the Analytical Framework

Given a test article which captures the essential
physical characteristics of the generic class of multibody
platforms, a test program which validates the analytical
CST tools must be formulated. Such a program must
incorporate both ground-based and zero-gravity testing.

Based upon SERC’s previous experience in
laboratory active structural control experiments, it was
concluded that a challenging yet realistic goal for MACE
would be to attempt to improve closed-loop
pointing/tracking performance by 40 dB over its open-
loop value (Fig. 2). Independent of the absolute level of
performance, this level of performance improvement
will demonstrate the effectiveness of the controlled
structures technology.

—0dB === Opan-Loop Performance

2048

Sensor

Measurable Gravity
[nfluence
DynamicRange

0B . Target Closed-Loop
Performance

‘ 6048
Figure3 MACE Test Article Requirement

Both the ground testing and on-orbit testing will
begin by measuring the open-loop performance. Then
the authority of the controller will be increased, and
closed-loop performance in the presence of scaled
disturbances will be measured. By comparing closed-
loop performance as a function of control authority
between ground and on-orbit testing, regular (and if they
exist, singular) perturbations in the dynamics which
oceur as a result of the change from one to zero gravity
will be identified. To extract maximum benefit from the
on-orbit data, it is desirable for these perturbations to
begin to manifest themselves at the level of control
authority which achieves half of the performance in the
1.g environment (i.e., at 20 dB). In this way, there is a
senes of tests (i.e., 0 to 20 dB) where ground and orbital
results should be similar, and a series of tests (ie., 20 t0 40
dB) where significant deviation might be expected.




Singular perturbations could cause significant deviations
throughout the 0 to 40 dB range.

This experimental approach is formulated to study
the levels of control authority where the gravity
perturbations become important (i.e., the transition
regime). Testing only at levels below this transition
regime does not justify an on-orbit experiment. Testing
only at levels above this transition regime may not yield
meaningful data. Valuable information can only be
uncovered by testing at levels which span the transition
regime because these tests gradually reveal the
fundamental ways in which the pertinent gravity
dependent phenomena perturb the control problem.

Thus the MACE test article and associated tests are
representative of an important class of future NASA,
ESA, and NASDA missions, and they are designed to
exhibit gravity dependent characteristics which become
important to closed-loop performance as control
authority is increased. By its design, the program
exhibits mission applicability, technical relevancy and a
fundamental exploitation of the environment unique to
the STS system.

POINTING ON A FLEXTBLE STRUCTURAL Bus

A preliminary analysis of the linear pointing
problem is presented to illustrate the research approach.
In this section, performance degradation due to
unmodelled flexibility will be investigated. There are
two fundamental questions that need to be answered for
the problem of pointing while mounted on a flexble
structural bus. They are:

1) How does unmodelled flexibility degrade payload
pointing performance? and

2) How are controllers designed and implemented
on a modelled flexible bus?

The first identifies the problem and the second identifies
the solution. The actual control analysis tasks that will be

used as this research progresses are:

Task 1. Design a controller assuming the structural bus
is rigid.

Evaluate the performance of this controller on
an evaluation model which incorporates
flexibility in the structural bus.

Use a flexible model to design the active
controller using existing pointing and tracking
hardware.

Allow the flexible model controller to use
additional sensors which measure flexbie
motion of the bus.

Allow the flexible model controller to also use
actuators to control this flexible motion.

Task 2.
Task 3.
Task 4.

Task 5.

The first two tasks address the first question. The
control algorithm derived using the rigid design model in
task 1 will be applied, in task 2, to a flexible evaluation
model using two different sensor configuratons referred
to as localized and centralized, which are depicted in Fig.
3

In the localized configuration, the inertial atatude of
the payload is measured directly by an inertial piatform
(IP). In the centralized configuration, the inertal atttude

of the payload is inferred from the inertial attitude of the
structural bus at the [P and a measure of the relative
angle at the gimbal. Now, flexibility lies between the
payload and the inertial measurement. If the structural
bus were rigid the performance using the centralized and
localized configurations would be equivalent. In the
centralized configuration, however, flexibility in the
structural bus can introduce an additional angle between
the [P and the end of the structural bus where the gimbal
is located. Left unmeasured, this flexibility induced angle
can degrade pointing performance.

g__ p»

Cantralized

Figure 3 Localised and centralised configurstions for impinging design
model control lawe on the fiextbis evaluation model

In this paper, only typical section analyses® will be
dealt with to investigate the manner in which structural
bus flexibility degrades payload pointing performance
(tasks 1 and 2). The typical section models employ
lumped masses and inertias to capture the fundamental
physics embedded in the linear pointing problem.
Ultimately, these various control design and analysis
tasks will be performed on models of increasing
complexity.

There are two basic classes of rigid payloads: center
of gravity (CG) mounted payloads and non-CG mounted
payloads. As wll be shown, CG mounted payloads
exhibit certain desirable charactsristics which make their
control significantly easier.

The simplest model which captures the
fundamentals of CG mounted payload pointing is the
two inertia model shown in Fig. 4. The inertia J
represents a structural bus on which an attitude contmi
torque 7, is applied. The inertia J, represents the painted
payload with the torque T representing the gimbal torque
between the payload and the structural bus. The two
angle coordinates 8, and 6, are the inertial rotations of
the structural bus and payload, respectively. This model
is used as the rigid control design model.

In the Linear Quadratic Regulator (LQR)
formulation the inertial angle of the payload can be
penalized to improve payload painting stability as

J= {f(er z+uTR u)dt
° 1)

8, 0000

62 0o voo T a 0
=4 . = = dR:
=160 0 0 o|* {:}‘“ [Oﬁ

6, 0000 (2)

where J is the cost, z is the state vector, @ is the state
penalty matrix, u is the control input vector, and R is the
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control effort penalty matrix. The feedback solution to
the steady-state Riccati equation gives

0 0 0 0 |l

i :
4 0 \[E? 0 IR 4% ||%

(3

Figure4 wdﬂnmddhocmnudwbd.

Notice that this control only feeds the inertial payload
angle and angular rate to the gimbal torque. No atutude
control or measurement of the structural bus attitude are
required. The control stiffens and damps the payload
motion with respect to a particular orientation in inertal
space by using the structural bus as a reaction inertia.
The closed-loop eigenvalues are

= 1 Y1t
a-o,o,mﬁ( 1i)

As might be expected, the pointing mode is in a
Butterworth pattern with damping equal to 70.71% of
critical.

The closed-loop variance of the payload inertial
angle about its nominal line-of-sight can be calculated
assuming a steady-state additive white noise
disturbance. This disturbance is assumed to be present
either at the attitude control location or at the payload
gimbal. Other work has looked at stability bounds
associated with unmodelled flexibility.?

The variance is found by solving the closed-loop
Lyapunov equation relating the driving noise covanance
matrix V to the state covariance matrix X.

XAL + AyXx=-V

where A _, is the closed-loop state dynamics matrix of the
plant. 'Iﬁﬂ variance of the payload inertial angle 1s

(4)

(8)

ey

W4
25 3)
Notice that the variance is only a function of the
additive gimbal torque noise (Pgey)- If there is no gimbal
torque noise, the variance is zero. The atctude control
noise does not disturb the payload because the motion of
the payload is decoupled from the motion of the
structural bus. The cost is proportional to tne Zmbal

torque noise and decreases with increasing payload
inertia and increasing control authority (v:f).

(6)

Having derived the controller using the design
model, it is now possible to investigate how unmodelled
flexibility degrades the pointing performance by
impinging the control law (Eq. 3) upon a flexible
evaluation model (Fig 5).

Figure 3 Mum.nuuccmwu

Assuming that 8, can be measured directly (the localized
configuration), the closed-loop eigenvalues are given by
1 v w Ly +d
$=0,0, —(=1%i), ¢ AT B
;}2‘]2 J; Judiz

Notice that the rigid body mode is unaffected since the
attitude control torque is not used. The poles associated
with the pointing mode are equivalent to the poles for the
system without flexibility (Eq. 4). The remaining poles
are identical to the flexible mode poles of the open-loop
system.

Control spillover exists because the gimbal torque
disturbs the structure. However, there is no observation
spillover because there is no measurement of any motion
associated with the mismodelled structure. The
measurement of the payload inertial motion is
reconstructed exactly and therefore eliminates spillover.
The closed-loop variance of the payload angle is identical
to that in Eq. 6. Therefore, flexibility does not degrade
the pointing performance when local inertial
measurements are fed back to a CG mounted payload.

In the centralized configuration, the inertial angle of
the payload equals the inertal angle of J,4 (8,3) plus the
gimbal angle (65). However, the inemé angle of the
structural bus is assumed to be measured at the attitude
control location on J ;. Therefore, the flexibility induced
rotation 6,, -6, is not measured.

The closed-loop variance of the payload's inertial
angle is shown in Fig. 6a (for gimbal noise) and Fig. 6b
(for attitude control noise). The horizontal axs
represents the ratio v/B as the cost of the control (8 is
decreased. The solid line in Fig. 6a is the variance, from
Eq. 6, for the rigid design model subject to gimbal noise.
The dashed line represents the variance associated with
the flexible evaluation model. Notice that feedback from
inertial measurements at the attitude control location to
the gimbal, acrass the flexbility, couples the flexible
motion to the payload angle causing performance
degradation which increases with increasing control
authonity (v/f).

In the case of attitude control noise (Fig. 6b), only the
variance associated with the evaluation model is shown
because the variance associated with the rigid design
model (Eq. 6) is zero. This variance is now nonzero
because the centralized configuration fails to account for
the flexibility induced angle between the inertial
platform and the locanon where the gimbal is attached
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(8,,-8,,). This flexibility-induced angle corrupts the
estimate of the payload inertial angle. Since the payload
attempts to track this estimate, this error causes a
degradation in pointing performance.

Multibody platforms can also have non-CG
mounted payloads attached to the structural bus. The
non-CG mount couples rotation (6,) of the structural bus
with rotation 6, of the payload. T}me rigid control design
model is shown in Fig. 7.

Figure7 Rigid dasign model for non-CG mounted paytoad

Penalizing the inertial angle of the payload gives the
feedback as

: 1 v 2 /v 6,
(1?3 0 g
RYWRY AN YU E 9 A1
‘ ° ﬂ"”\/: ° p%ﬂ: 6, .

where
1,2 1,9
p==bh =
- iz pbm .
byg = - TARELE
den

622 = (’711 *"lg)Jx**mlfng(El*-tz)
den a0

den:(mx+m2)J1J2 +(J153+J2£f)m1mg (11)

Notice that while both the attitude control and gimbal
actuators are used, only the inertial states of the payload
are measured. The closed-loop poles are given by

$=0, 0, 7%#7;4_(—1::’)

(12)

Again, the Butterworth pattern exists. The control now
requires feedback to the structural bus' attitude control
torque since angular motion of the structural bus and
payload are coupled in open-loop.

This control can be impinged upon a flexible
evaluation model such as the one shown in Fig. 8.

Figue 8 Flexibie evaluation mode! for non-0G mounted payload.

Flexible motion of the structural bus, caused by gimbal
and attitude control torque noise, perturbs the angle of
the payload. This results in both control and observation
spillover.

Impinging the feedback in Eq. 8 on the svaluation
model in Fig. 8, using the localized configuration, gives
the results shown in Figs. 9a and 9b. The overlaid solid
and dashed lines in Fig. 9a show that the level to which
gimbal noise disturbs the payload angle barely changes



between the design and evaluation models. The solid
curve in Fig. 9b shows the variance of the payload angle
associated with the design model (Fig. 7) in the presence
of attitude control torque noise. Notice that since
structural bus rotation couples with payload rotation,
attitude control noise now disturbs the payload in the
design model. The dashed line in Fig. 9b shows the
variance associated with the evaluation model.
Excitation of the flexible motion couples with payload
rotation to cause performance degradation, even though
a localized configuration is used. The evaluation model
is more susceptible to performance degradation as a
function of control authority when the noise is
introduced at the attitude control location than when it is
introduced at the gimbal. This is because the unmodelled
flexibility lies between the disturbance and the payload
thereby frequency shaping the disturbance on the
payload in the former case, while the disturbance is
impinged directly upon the payload in the latter.

Figures 9¢ and 9d show the variance caused by the
two different noise sources for the non-CG mounted
systems when a centralized configuration is used. I[n
both figures, the solid curves represent the variance
associated with the design model. The dashed curves are
the variances of the evaluation model. Notice in Fig. 9¢
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that the variance associated with gimbal noise deviates
from that for the design model at high levels of control
authority. This was not the case for the localized
configuration (Fig. 9a). For the case of attitude control
noise (Fig. 9d), deviation again occurs between the
variance of the design and evaluation models. Note,
however, that for either noise source the variance
eventually increases with increasing control authority
and that the level of control authority which minimizes
the variance depends on which noise source exists.

The above analysis has served to illustrate the
degradation in performance that can occur when
controllers designed using rigid models are applied to
flexible spacecraft. The open-loop coupling of the
unmodelled flexibility to the payload angle makes the
non-CG systems more susceptible to performance
degradation than the CG system. Centralized
configurations exhibit more deviation from the expected
rigid body performance than localized configurations
because the feedback paths are closed across the
flexibility thereby coupling the unmodelled flexdbility to
payload motion. However, centralized configurations
are programmatically advantageous because the various
payloads share an expensive common Tesource, the [P.
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EFFECT OF GRAVITY ON THE POINTING AND TRACKING
ProBLEMS

Multibody platforms were chosen as the reference
mission configuration not only because they characterize
many proposed missions but also because they are
arguably the most susceptible to gravity influences. The
essence of the on-orbit phase of the MACE program is to
identify and characterize these influences. To thisend, a
set of sample problems was selected each of which
captures a different type of gravity perturbation. The
objective of this line of research is to analytically predict
the manner and degree to which these influences perturb
the closed-loop control problem.

Gravity will cause changes between dynamics
measured on the ground and on-orbit. These
perturbations can be grouped in two broad categories:
those resulting directly from the presence of the gravity
field, and those which are a result of the mechanical
suspension system required for 1-g tests. These are
illustrated in Fig. 10. The first category includes: modal
coupling which occurs due to the static sag of a
structural member, gravity stiffening (in tension) or
destiffening (in compression) of structures along the
gravity vector, and dynamic buckling which occurs
when the structural members deform transversely to the
gravity vector. The second category of problems
includes: added stiffness and mass of the suspension
system, added damping of the suspension system, and
modal coupling of the suspension dynamics with the test
article. All of these influences result in perturbations of
the system frequencies, damping and mode shapes
which can fundamentally alter the stability and
performance of a controller, and must be taken into
account in design.

GROUND-BASED ENGINEERING MODEL TESTRED

The initial configuration of the MACE test article is
shown in Fig. 11. It consists of a segmented straight
tubular bus with a two axis pointing/tracking payload at
each end. An active, strain-inducing segment is located
along the bus. The MACE test article will have a closely
coupled set of flexible modes with a fundamental
bending frequency below 2 Hz. This is done through the
choice of material (Lexan) and geometry of the bus.

3
Static Droop and Subsequent
Bending/Torvion Coupiing

A segmented design of tubular members connectsd
by universal joints was chosen as the bus structure for a
number of reasons. First, it provides an evolutionary test
article since it is straightforward to modify its geometry
to represent more complex structures. It is also possible
to add and change the locations of passive and active
members. These include piezoelectric members and
members with a high level of passive damping. Discrete
devices such as torque wheels, accelerometers and proof
mass actuators can be attached at the joints.

The overall length of the test article is approximately
1.5 m. The MACE engineering model (EM) node
provides for attachment of the members through the
MACE joint and provides a standard hole pattern for
attachment of the payloads, inertial platforms and other
instrumentation. Each member is .4 m in length and 25.4
mm in diameter. Four members are used in the MACE
initial configuration.

Two types of payloads are currently envisioned:

* Pointing/tracking. These payloads are mounted to
the bus through a two axis motorized gimbal
mount. The payloads are rigid, and capable of
120° motion in two axes.

* Flexible appendage. This payload consists of a
flexible, instrumented boom mounted on a two
axis motorized gimbal. The gimbal is capable of
120° motion in two axes, and the fundamental
frequency of the flexible boom is less than the
gxndamental frequency of the bus structure (<2

z).

The DC torque actuators in the gimbals will be used
to align the payloads or to sweep them through a pre-
determined tracking profile. Rate gyroscopes located on
the rigid pointing/tracking payloads and the flexible
appendage will provide a measure of the inertial angular
rate of the payloads for feedback and performance
measure. The gimbal motors will have integrated
encoders.

In addition to the sensors and actuators located on
the payloads, the following sensors and actuators will
also be used:

* Torque Wheels. A set of three torque wheels is
situated at the center node of the structural bus.
The purpose of these torque wheels is to provide
both three axis attitude control and structural
control.
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Figure 10 Sampie probiems illustrating the effect of gravity on structures
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o Active Member. The MACE active member
consists of a square Lexan rod with piezoelectric
ceramics mounted on the sides. It will be capable
of bending about two axes. The member will be
instrumented with surface bonded strain gauges.

o Rate Gyroscopes. A set of three rate gyroscopes
will be collocated with the torque wheels forming
an inertial attitude control platform.

Additional sensors such as strain gauges,
accelerometers, etc. can be placed along the test article as
required by the various control algorithms.

Given the recognized need to perform closed-loop
ground-based tests, the question arises as to how does
one best approximate the boundary conditions of space.
Required is a system which will support the payload
weight while having a minimal impact on the test article
dynamics. A zero spring rate pneumatic/electric
suspension device from CSA Engineering Inc. of Palo
Alto, California will be used to support the test article in
1-g. The suspension system will have a 63.5 mm

majority
include
computer,
data acquisition, storage,

of the computer system. Modifications will
the addition of a real time high speed control
and downlink/uplink capability. All MACE
signal processing and signal

generation will be performed by Payload Systems
SensorNet Experiment Computer.

The purpose of
orbit identification,

the downlink/uplink is to allow on-
downlink of identified parameters

and uplink of new control algorithms in the event that

unexpected behavior occurs.
data interleaving on the STS

accomplished through

Downlink will be

video channel. Uplink will be accomplished through the
STS Text and Graphics System (TAGS). :

Required Resources

MACE resource requirements are summarized in

Table 2 below.

Table2 MACE Resowvce Requiremests Summary Table

maximum vertical stroke, a maximum payload of 17.4 ESM
kg, and will use displacement and acceleration feedback. Weight 54 lbs.

Volume, operational 1 Middeck Locker

FLIGHT TESTRED Volume, stowed 1 Mi%deckgocku\'mc
The MACE flight testbed consists of (1) the Power requirement 113 Watts @ +28
Experiment Support Module (ESM), which contains all Telemetry Downlink/uplink
experiment electronics in one standard middeck locker, Crew activiies  Set-up, operations
and (2) the MACE test article which is stowed in a second Data processing Performed by ESM
middeck locker (Fig. 12).19 The primary difference MACE Test Article
between the ground-based EM and the flight testbed will Weight 54,.“’" Y ane
be the manner in which the various active components of Volume, operational 30" x 8" x 60
the test article will be connected to each other and to the Volume, stowed 1 Middeck Locker
bus will be Power requirement 15 Watts

ESM. Electrical connections along the
accomplished by modifying the EM joint to provide
simultaneous eiectrical and mechanical connections.
This will be accomplished by inserting a multipin
electrical connector inside the joint. Wiring will run
inside the hollow Lexan members. Finally, the test article
will be connected to the ESM through a single umbilical
which will also attach to a test article node. This greatly
simplifies on-orbit assembly time thereby maximizing
testing time.

Experiment Support Module (ESM)

Much of the MODE 2 ESM will be identical to the
MODE 1 ESM, utilizing many similar or identical
components. These will include the ESM support frame,
data storage device, analog circuit card cage, and the

Crew activities Setfugi oarau'ons

Flight Operations

MODE-2 calls for operation by the crew on two

separate days.

activation and operation o

Procedures require configuration,
f MODE-2 by one crew

member during a normal eight hour work period. If the

test sequence proceeds flawlessly,

the crew task for all

the MACE tests will involve assembling the test article in

a predetermined configuration,

running open-loop

identification tests over a specified frequency range, and

beginning closed-loop operations. The

probable testing

scenario would be to excite the structure using a pre-
determined excitation profile with one of the on-board
actuators, then, after steady-state has been achieved, to



Figure 12. The MACE tast artécle deployed on the STS Middock

initiate the active control using low gain values.
Assuming no instabilities are found, the performance
metric and sensor outputs will be recorded and the
experiment can be repeated with higher gain values,
until all the predetermined gains have been implemented
or an instability is reached. Testing would proceed to
additional configurations or control algorithms as time
permits. This procedure is illustrated in Fig. 13.

Formulats sigonthems

identification UBING New mMode

oher wets ang ‘ol

Cotug wrwe pertermwng)

L Power down and "l"j

Figure 13 Testing procodure decision Sowchart

After the first day, video and video encoded data will
be transmitted to the ground to be analyzed by the PI
team and new control algorithms, if necessary, will be
uplinked to the crew prior to the second day’'s operation.
While no real time communications, audio or video, are
required, this infrequent access to the STS video and
TAGS system will be necessary for up/down link
activities.

CONCLUSIONS

There is a clear need to develop an effect:ve and
efficient analytical and test procedure for qualifying CST
spacecraft. The goal is to determine the degree o which
gravity perturbs the closed-loop performance of Large
Space Structures which cannot be fully or accurately
tested on the ground.

The MODE-2 program, using the MACE test article,
is designed to develop this qualification procedurse by
formulating a set of CST design and qualification tools
and validating these tools through extensive ground and
on-orbit testing. By conducting these open and closed-
loop tests using a relatively inexpensive test article, a cost
effective preliminary search can be performed to
identify the presence of gravitational perturbations to the
control problem. The specific criteria which will
determine experiment success are the identification of
the regular (and, if they exist, singular) perturbations in
the dynamics which occur as a result of the change from
one to zero gravity, and the development of validated
analytical and experimental CST tools needed to insure
the operational success of a CST spacecraft.
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