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PREFACE

Papers presented at the Goddard Conference on Mass Storage Systems ani Technologies that
were submitted for publication in advance of the Conference appear In volume 1 of these

Proceedings. Volume 2 contains additional papers and view graphs which were made available
at the time of the Conference, as well as reports of the keynote address, the after-dinner speech.
and the two panel discussions. We are grateful to all the authors for their contributions.

Dr. David Nelson, Director of the Office of Scientific Computing, De, artment of Energy. opened
the conference with a keynote address that began by identifying projecis and activitics that
are, or will be, generating massive volumes of data. Some of the grand challenge problems of
the High Performmance Computing and Communications initiative are likely to rival. or even
surpass. the Earth Observing System in the amount of data they create. Managing such large
archives is itself likely to prove 2 grand challenge. He referred to inaccessible data as the
“landfill of cyberspace.” Learning to answer unanticipated questions, revising data structures
as requirements evolve, doing this in a cost-effective and practical manner in a hierarchical
storage system, and dealing with distributed data bases that are networked together will tax
both human ingenuity and resources.

Mass storage systemns have now truly begun to be massive, with data ingestion rates
approaching terabytes per day. At the same time, the identiflable unit for processing purposes
(flle. granule. dataset or some st-:llar object). has aiso increased in size, and could begin to pose
a challenge tc traditional file syitems that impose limits on both the size of the objects, and
tne number 2f objects in the file systemn. Even the casual user needs more than the object name,
the size and date of the creaticn of the object. and the limited metadata provided with classical
directory systems. Some of these issues are addressed by the IEEE Mass Storage System
Reference Model (MSS RM), which is seeking to provide a framework in which hardware and
software from different vendors can act cooperatively and harmoniously to store, manage and
distribute data. Dr. Sain Coleman of the Lawrence Livermore National Laboratory and Mr. Bob
Coyne of the IBM Federal Sector Division discussed the history and current status of the
Reference Model. Version 5 of the MSS RM will appear in April 1993 as a Recomnmended
Practice instead of as a Guide. The emphasis of the Storage Systems Standards Working Group
(SSS WG) is focused on decomposing storage systems into inieroperable functional modules
which vendors may offer as separate products, and cn defining standard interfaces through
which clients may be provided dlrect access to storagc systems services Eghmmm_gm

sending e- mail to leee- msa -request@naes.nasa.gov with the request that their name and address
be included in the WG reflector. General discussions on rass storage prcblems are also
published in the USENET newsgroup comp.arch.storage.

Standards are essential to ensure wide availability, muli-sourcing, and interchangeability.
Mr. Al Dwyer, representing the NASA-OSSA Office of Standards and Technology. spoke about
the role of this office. He was foliowed by Mr. Jean-Paul Emard, ANSI X3 Committee Director,
Mr. Sam Cheathan: of the X3B5 Cummittee. and Mr. Ken Hallam of the X3u. [ Committee who
discussed the ANSI standards-making process, the work on magnetic media standards. and the
status of the optical media standards, respectively.

The sheer size of the Luventor.es makes distributed systems attractive. Bob Coyne discussed
the National Storage Assetl Lahoratory at the National Fnergy Research Supercoimputer Center
of th= Department of Energy: this will be a testbed for network-attached storage devices. In this
conliguration, the devices will be nodes in a network, and will provide read/write services to
authorized clienis on the network without the need for the data to pass through the memory of
a computer controlling the devices. Experiences from the archives al NOAA, the Natjonal
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Space Science Data Center at NASA, the Eros Data Center of the USGS! , and the National
Library of Medicine were complemented by a discussion of the information management
challenge posed by the Earth Observing System. Dr. Ackerman of the National Library of
Medicine pointed out that while there ts much discussion of gigabit networks and petabyte-
sized inventories, ihere are still problems today in distributing much smalier flles o a user
community not fortunate encugh to be plugged into the latest wideband network. Browsing is a
significant component of the activily at large holdings. and Dr. Ken Salem described one way
to hand'e this.

tiign volume bholdings require high-performance storage devices. The idea of using a
Redundant Array of Inexpensive Disks to provide increased bandwidth and rellability had
previously been espoused by Garth Cibson, and others, and Dr. Gibson provided a simplified
explanation of it in his tutorial lecture. A natural outgrowth of the RAID idea is that of RATS
(Redundant Array of Tape Systems), and Ms. Ann Drapeau of the University of California at
Berkeley took up this topic in her tutorial.

Professor Mark Kryder. Director of the Engineering Research Center in Data Storage Sysiems
at Carnegle Mellon University, Pittsburgh, FA discussed the future evolution of magnetic and
magneto-optic storage sysiems in his talk on ultra-high density recording technologies. In
cooperation with the Naticnal Storage Industry Consortium, the Center has selected the gcais
of achieving 10 Gbit/in? recording density in magnetic and magneto-optic disk recording, and
1 Thit/in3 in magnetic tape recording.

The National Media Laboratory (NML) has been in existence since 1989, and Dr. Gary Ashton
provided an overview of its structure, scope and mi!ssion and reported on NML testing results of
D-1 cassettes. A difierent perspective, that of the system integrator, was furnished by Mr.
Richard Lee n his talk on grand challenges {n mass storage.

Recent magnetic and oplical recording technologies were described in a number of papers.
Optical recording, traditicnally available on disks, is now possible on tape. ICI Imagedata,
which has ploneered the concept of the digital paper. and subjected its product to one of the
largest sulile of tests, now has competition from the Dow Chemical Company and from
Eastman Kodak. While optical storage has generally been understoed (o involve ablation (pit-
forrming), phase change, or alloy formation (respectively the modes of the ICI, Eastman Kodak
and the Dow preducts), Optex has a medium that uses a different technique for optical data
storage. This involves excitation of electrons, and trapping the excited electrons {n metasiable
states on a receptor ion. The method is Interesting and intriguing because, unlike other
technologies, it exhibits a linear response and can therefore store more than just one bit per
"cell.” A panel discussion on the comparative merits of magnetic and optical storage, and their
future, followed these papers.

Dr. Dennis Speliotis. a veteran in the {leld of magnetic storage, was the after-dinner speaker at
tne Conference Banguet. He reminisced about his experiences aver more than three decades in
magnetic storage and related stories of both success and failure. His parting werds were
significant: the way to make progress is through evolution, not revolution; the chances of
failure when one attempts a dramatic change, a drastic departure from ihe conventional, are
very high, cerfainly in the sheort term; but small, evoiutionary step-charnges are more likely to
succeed.

Mr. Dale Lancaster of Convex Systems presented what the "state ol the art" is in Mass Storage
Technology. Drs. Elizabeth Williams and Tom Myers discussed the nieed for, and the natuie of,
the types of measurements and metrics of distribuied and hetlerog=necus storage systems.
Measuremenis were reporied by Ms. Nancy Yeager of the Nationa!l Center {or Supercomputing
Applications. Mr. Biill Collins of the Los Alamos National Laboratory presented an overview of
the High Performance Data System being developed there and Dr. Milt Halem, trom the NASA

1 Although John Boyd was unable to presenit his paper "Interim Report on Landsat National
Archive Activities,” It Is nevertheless included tn these prnceedings



Goddard Space Flight Center gave a criticai and comparative analysis of three applicailon-
dependen’ mass storage systems being bullt at Goddard.

Mr. James F Berry, ol the Department of Defense, chaired a parel discussion on High
Performance Helical Scan Recording Systems. Representatives from Ampex, Datatape. GE.
Sony and StorageTek ware the participants.

The performance of the low-end helical scan tape drives was the topic of papers by Dr.
Chinnaswamy. formerly oi Digital Equipment Corporation, and by Mr. Gerry Schadegg of
Exabyte Corporation. Exabyte now provides an on-line Technical Support Bulletin Board
Svstermn (EBS). Banana Boat, as the BBS is called. can be accessed by dialing {303) 442-4323.
The BBS contains ‘nformation such as microcode history technical bulleting, white papers
and articles of interest to 8 mm product users. Mr, S¢

those drives were n¢! designed for 100% duty cucle. but only for 20% o 30%, He also cautioned
users that the small. i>andy size of the cassette should not iull them into thinking that the
media does not require a controlied environmernt for storage. shipping and operation. Finally,
tips on reducing tile read latencies were discussed by Mr. R. Hugo Patterson of Carnegie Mellon
U.adversity.

A number of posters were presented on the first day of the conference.
Our thanks go, In addition to the authors, to the fellowlng persons and organizations:

Dr. David Nelson, Department of Enetgy, the keyncte speaker,
Dr. Dennis Spelictis. the after-dinner speaker,

the following session and panel discussion chairs:

Dr. Joe King. NASA/GSFC,

Dr. Mark Kryder, Carnegle Mellon University,
Dr. Milt Halem, NASA/GSFC.,

Mr. James F Berry, Department of Defense,

the following members of the programn comrnittee:

Mr. Jean-Jacques Bedet, Hughes STX Corporation,

Mr. Bill Callicott, NOAA,

Dr. Sam Coleman, Lawrence Livermore National Laboratory.
Mr. Alan M Dwyer, Hughes STX Corporation,

Dr. Susan Hauser, National Library of Medicine,

Dr. Sanjay Ranade, Infotech SA, Inc.,

Dr. Elizabeth Williams, Supercomputing Fesearch Center,

and to:

Ms. Nicki Fritz, the conference coordinator,
Westover Consulting for conference arrangements.

and Mr. Len Blassc and Ms. Ann Lipscomb f{or their help with the production of this document.

We are grateful to Mr. Laurence Lueck, President of Magnctlic Media Irformation Services, for
permission to reproduce the David-and-Goliath cover art from Volume Xili., Number 1. of the
Magnetic Media intermational Newsletter.

Ben Kobler, NASA/GSFC
Jo' - Berbert, NASA/GSFC
P C .artharan, Hughes STX Corporation
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1. Prefece

The purpose of this reference model s to
identify the high level abstractions that
underlie mndem storage systems. The in-
forrnation to generate the mode! was col-
lected from major practitioners who have
built and uperated largs storage facilities,
ana represents a disullation of the wisdom
they have acquired over the yzars. The
model provides a ccnunon terminology and
set of concepts 10 ai-)w existing systems io
be examined and new syst*ms to be
discussed and bullt. it ts intendsd that the
model and the interfaces Wentified from it
will allow and encourage vendors to
develop mutvally compatible storage
components that can be combined to form
integrated storage systems and services.

The reference model presents an abstract
view of the concepts and organization of
s‘orage systems. From th's abstraciton will
come the identification of the interfaces
and moduies that will be used in IEEE
s'orage system standards. The model is nct
yet suitable ac a standard: it does noi
contair. implementation deuisions, such as
how abstract objects should be broken up
intc softwure micdules or how software
modules should be mapped to hosts; it dozs
not give policy specifications, such as when
files should be migrated: dots not d=scribe
how the abstract objects should be used or
connecled: and does not refer 1o specific
hardware components. In vparticular, (t
does a0t fully specify the interfaces.

A slorage system is the portion of a com:-
puting facllity responsible for the long-
terma storage of large amouuts o! informa-
tion. It is usually viewsd as a shared facility
and has traditionally been organized
around specialized hardware devices. It
usuallv contains a vaitety of storage media
that offer a range ol tradestils among cost,
performance. reliabiliiy. density, ano
powe. requiremerts. The storzge system
inciudes the hardware devices fur storing
informatio:i, the communication media for
transferring information, and the scitware
modules for controlling the nar.ware and
managing the storage.

The stze and complexity of this software ts
often :verlooked. and its tmpcrtance is
growing as computing systems become
larger and more complex. Large storage
facilities tend to grow over a period of years
and. as a result, mus: accommodate a col-
iection of heterogeneous equipment from a
variety of vendors. Modern computing fa-
cllities are putting increasing demands on
their storage facilities. Often, large num-
bzrs of workstations as well as specialized
computing machines such as mainframes.
mini-supercomputers, and suptrcomputers
are attached to the storage system by a
communication network. These computing
facilities are able to generate both large
numbers of files and large files, and tte
requirements for transferring information
to ana from the storage system often
overwiielms the networks.

The type of environment described above is
the one that places the greatest strain on a
storage system design, and the one that
most needs a storage system. Tne
abstractions in the reference model were
selected to accommodate this type of
environment. While they are also suitable
for simpler environments, their
desirability is perhaps best appreciated
when viewed from the percreciive of the
most complicated environmenu.

There is a spectrum of system architectures,
from storage services being _.pplied as
single nodes specializing in long-term
storage tc what Is referred to as “fully
distributed systems®. The steps In this
spectrum are most easily distinguished by
the transparencies that they provide, where
they are provided In the site configuration,
and whether they are provided ty a site
administrator or by system mar.agement
scftware. The trend toward distributed sys-
tems 1s appealing because it allows ali
storage to be viewed in the same way, as
part of a single large, transparent storage
space that can be globally optimized. This
is espcelally important as systems grow
more complex and better use of storage Is
required to achieve satisfactory
rerformance levels. Distributed systemns

“ﬂ-&.__mm“



also tend to break the dependence on single,
powerfu: storage processors and may
increase avaflability by reduciig reltance
on single nodes.

1.1 Transparencies

Many aspects of z distrihuted system are
trrelevant to a user of the sysiem. As a
result. it is often desiranle to hide these
detalls from the user and provide a higher-
level abstraction of the system. Hiding de-
tails of system operaion or behavior from
users is known as providing transparency
for those details. Providing transparency
has the effect of reducing the complexity of
interacting with the system and thereby
improving the dependability. maintain-
abflity. and usability of applicaticns.
Transparency also makes it possible to
change the un-erlying system because the
hidden detai!s will not be embedded in ap-
plication programs or operating practices.

The disadvaniage of using transparency is
that some efficiency can be lost In resource
usage or performance. This occurs because
the mechanism that provides the trans-
parency masks semantic information and
causes the system to be used conservatively.
High-performance data base systems. ior
eraraple, may need to organize disk storage
directly and schedule disk operations to
gain performance, rather than depend on
lower-level file systems with their own
structure, scheduling, and policies for
caching and migration.

There is a rarge of support that can be
provided for distributed systems in a
computer network. A system with few
transparencies is often called a networked
system. The simplest kind of networked
system provides utilities to allow a
progrcm to be started on a specified host
and information to be transferred beiween
specified storage devices. Examples include
TELNET and FTP, respectively. This type of
system rarely proviaes support for
heterogeneity. At the other end of the
spectrum are fully distributed syste:..s that
provide many transparencies. An example
is LOCUS. In <stributed systemns, a goal is
for workstations to appear to have
unlimited storage and processing
capacities.

System and application designers must
think carefully about what transparencies
will be provided and whether they will be
mandatory. It is possible for applications
te provide certain transparencies and nct
others. Fundamental ransparencies can be
implemented by the system, saving each
user from re-implementing them. A
common impiementation will also
improve the likelihood that the
transparency will be implemented
eff.ciently

The common transparencies are:

Access
Clients a0 not know if otjects or scrvices
are local or remote.

Concurrency
Clients are not aware that other clients
are using services concurrently.

Data representation
Clients are not aware that different data
representations are used in different
parts of the systemn.

Execution
Programs can execute in any location
without being changed.

Fault
Clients are not aware that certain faults
have occurred.

Identity
Services do not make use of the identity
of their clients.

Location
Clients do not know where objects or
services are located.

Migration
Clients are not aware that services have
moved.

Naming
Objects have globally unique nzmes
which are independent of resource and
accessor location.

Performance
Clients see the same performance re-
gardless of the location of objects and
services (this is not always achievahle



unless the user is willing to slow down
local performance).

Repihation
Zlients do not know if objects or services
are replicated. and services do not know
if clients are replicated.

Semantic
The behavior of operations is
independent of the iocation of operands
and the type of fatlures that occur.

Syntactic
Clients use the same operations and pa-
rameters to access local and remote ob-
jects and services.

Some of the transparencies overlap or in-
clude others.

With this ir mind, it is incumbent upon the
Storage System Standard:; Working Group
to identily interfaces and modules that are
invariant from single storage nodes to fully
distributed systems. Many sites are not
likely to embrace fully distributed systems
in a single step. Rather, they are likely to
evoive gradually as growing system size and
complexity dictate and as vendors make
available products supporting fully dis-
tributed systems.

1.2 Requirements

Modern compuiing facilities are large and
complex. They contain a diverse cellection
of I ardware connected by communication
ne.works, and are used by a wide variety of
users with a spectrum of ofteri-conflicting
requirements. The hardware includes a
range of processors from persona! com-
puters and workstations to mainframes
and supercomputers, and many types of
storage devices such as magnetic disks,
opiical disks, and magnetic tapes. This
equipment is typically supplied by a variety
of vendors and. as a result, Is usually
heterogeneous. Both the hardware
characteristics and the user requirements
make this type of facility extremely
complicated.

To insure that the reference model applies
to many computer environments, the IEEE
Technical Committee on Mass Storage
Systemns and Technology identified the fol-
lowing requirements:

The model should support beth cen-
tralized and distributed hierarchical,
multi-media file systems.

The mode] should support the simplest
randomly addressable flle abstraction
out of wlhich higher level flle structures
can be created ».g., a segnwent ol bits ar
bytes and a header of attributes).

Where the defineg services are ap-
propriate, the model should use na-
tional or international standard opro-
tocols and interfaces, or subsels
thereof.

The model should be modular such that
it meets the following needs:

- The modules should make sense to
produce commercially.

- It should be reasonable to integrate
modules from two or more vendors.

- The modules should integrate with
ecach other and existing operating
systems (centralized and dis-
tributed). singly or together.

- It should be possible to build hier-
archical centralized or distributed
systems from the standard modules.
The hierarchy might include. for
example, solid state disks, rotating
disks {local and remote), an on-line
library of archival tape ~ rtridges
or optical disks, and an off-line,
manually-operated arci.ival vaulit.

- Module interfaces should remain
the same even though
implementations may te replaced
and upgraded over time.

- Modules should have standardized
interfaces hiding implementation
detalls. Access to module obiects
should only be through these i-iter-
faces. Interfaces should bz specified
by the abstract object data struc-
tures visible at those interfaces.

- Module interfaces shouid be media
independent.



File operations and parameters should
meet the foliowing requirements:

- Access to local and remote resources
should use the same operations and
parameters.

- Behavior of an operaticn shculd be
independent of operand location.

- Performance should be as indepen-
dent of locailon as possible.

- It should be possible to read and
write both whole flles and arbi-
trary-sized., randomly-accesstble
pieces of flles.

- The model should separate policy
and mechanism such that it
supports standard as well as vendor-
or site-speciiic policy submodules
and interfaces for a~cess control, ac-
counting, allocation, sile manage-
ment, security. and migration.

- The model! should provide lor de-
bugging. diagnostics. and mainte-
nance.

- The model should support a re-
quest/reply (transaction) oriented
communication odel.

- Request and data communication
assoctations should be separated to
support high speed direct source to
destination data channels.

- Transformation. services (e.g.
translation, c¢ieck summing. en-
cryption) should be supported.

The model shouid :neet the following
naming requirements:

- Objects should have globally
unique. wmaciiine-oriented names
which are independent of resource
and access location.

- Each operating system or site en-
vironment may have a a Jerent
human-oriented naming system,
therefore human- and mack.ne-
oriented naming should be ciearly
separated.

- Globally unique, distributively
generated. opaque flle tdentifiers
shouid be used at the client-to-
storage-system interface.

The model shouid support ihe
following proilection mechanism
requirements:

- System security mechanisms
should assume mutuai suspicion
between nodes and networks.

- Mechanism should exist to
establish access rights independent
of location.

- Access list, capability or other site,
vendor, or operating system specific
access control should be
supportable.

- Security or privacy 'abels should
exst for all ¢biects.

The model should support appropriate
lock types for concurrent flle access.

l.ock mechanisms for automatic mi-
gration and caching {(i.e., multiple
copies of the same data or files) should
b+ provided.

The model should provide mechanisms
to ald recovery from network. client,
server crashes and protection against
netiwork or interface errors. In pa:-
ticular, except for file locks, the f{ile
server should be stateless (e.g.. no state
maintained between “open® and
“close™ calls).

The model shoula support the concept
of fixed and removable logical volumes
as separate abstractions from: physical
voiumes.

It should be possible to store one or
many logical voclumes on a physical
vilume, and one logical volume should
be able to span multiple physical vol-
umes.



2 Introductioz.

2.1 Background

From the early days of :omputers, “storage”
has been used to refer i) the levels of storage
outside the central ;i cessor. If “memory”
is differentiated to ' . inside the central
processor and “storsr :° to be cutside, (i.e.,
requiring an .npu.-output channel to
access). the first "evel of storage is called
“prim.ary storag:” iGrossman 89). The
predominant techrology for this level of
storage has bsen magnetic disk, or solid-
state memory con{'gured to emulate mag-
netic disks, and wi'! remain so for the
foreseeable future ir. irtually every size of
computer sys:iem. {1 personal computers
to supcrconpuaters. .Mdagnetic disks con-
nected directly to 1/i) channeis are often
called “local” cisks while magnetic disks
accessed througt a neiwork are referred to
as “remote” or ‘centn: I° disks. Sometimes
a solid-state cache is interposed between
the main memory and primary storage.
Because networks have 3itered the access to
primary storage w * will use the terms “local
storage™ and ‘remonte storage® to
differentiate (he diTerent roles of disks.

The next level of da'a storage is oflen a
magnetic tape libi ary. Magnetic tape has
also played severa! roles

s On-line archive k1ewn as ".ung term
storage™ (e.g.. less aclive storags than
magnetic disk),

s off-line archival si)rage (pussibly off-
site),

s backup for critical .1les, and

s as an I/0 medium (tra.1sfer {0 an._ irom
other systems).

Magnetic tape has been ur~d i{n these roles
because it has enjoyed te lowest cost-per-
bit of any of the widely used technologies.
As an /O medium. .nagnetic tape must
conform to standa- .sucl that the tape can
be written on - .c¢ syst:m and rea’ on
another. This s not necessarily t.ue for
archival or backup storuge raes, where

nonstandard tape sizes and formats can be
used., even though there are potential
disadvantages if standards arc not used
even for these purposes.

In the early 1970s nearly every major
computer vendor, a number of new com-
panies. and vendors not ctherwise in the
computer business, developed some type of
large peripheral storage device. Burroughs
and Bryant experimented with spindles of
4-ft diameter magnetic disks. Control Data
experimenied with 12 in. wide magnetic
tape wrapped nearly all the way around a
drum with a head per track. The tape was
moved to an indexed location and siopped
while the drum rotated for operation.
(Davis 82 presents an interesting com-
parison of devices that actually got io the
marketplace.)

Examples of carly storage systems are the
Ampex Terabit Memory (TBM) (Wildmann
75), IBM 1360 Photostore (Kuehler 66),
Braegan Automated Tape Library, IBM 3850
Mass Storage System (Harris 75, Johnson
75)., Fujitsu M861, and the Control Data
38500. One of the earliest systems to em-
ploy these devices was the Department of
Defense Tablon system (Gentile 71), which
made use of both the Ampex TBM and the
IBM Photostore. Much was leamed about
the sofiware requirements from this
installation.

The IBM 1360, first delivered in the late
1960s, used write-once, read-many (WORM)
chips of photographic film. Each chip
measured 1.4 x 2.8 in. and stored 5 megabits
of data. “File modules™ were formed of
either 2250 or 4500 cells of 32 chips each.
The entire process of writing a chip.
photographically developing it, inserting
the chip in a cell, and a cell in a flle module,
storing and retrieving for read, etc., was
managed by a control prucessor similar to
an IBM 1800. The complex chemical and
mechanical processing required consider
able maintenance expertise and, while the
Photostore almost never lost data, the
maintenance cost was largely respoansible



for its retircment. A terabit system could
retrieve a file in under 10 seconds.

The TBM, first delivered in 1971, was a
magnetic tape drive that used 2-inch-wide
magnetic tape in large 25.,00C-foot reels.
Each reel of tape had a capacity of 44 giga-
bits and a fle could be retrieved, on the
average. in under 17 seccnds. With two
drives per module, a ten module (plus two
control modules} system provided a terabit
of storage. The drive was a digital re-
engineering of broadcast video rechnology.
The drive connected to a channel through a
controller, and cataloging was the respon-
sibility of the host system.

The Braegan Automated Tape Library was
first delivered in the mid 1970s and con-
sisted of special shelf storage housing
several thousand half-inch magnetic tape
reels, a robctic mechanism for moving
reels between shelf storage and self-
threading tape drives, and a control
vrocessor. This conceptually simple system
was originally developed by Xytecs, sold te
Calcomp. and then to Brzegan. In late 1986.
the production rights were acquired by
Digital Storage Systems. Longmont,
Colorado. Sizes vary. but up to 8,000 tape
reels (9.6 teiabits) and 12 tape drives per
cabinet are fairly common.

The IBM 3850 (Johnson 75, Ha:ris 75) used
a cartridge with a 2.7-inch-wide, 770-in.
long magnetic tape. A robotic cartridge
handler moved cartridges between their
physical storage location (sometimes called
the honeycomb wall) and read/write
devices. Data accessed by the host was
staged to magnetic disk for host accezs. De-
staging the changed pages (about 2
megabits) occurred when those pages
became the least recently used pagec on the
staging disks. Stagiig ssks consisted of a
few real disk devicc:, which served as
buffers to the entire tape cartridge library.
The real disks were divided inte pages and
used to make up many virtual disk devices
that could appear to be on-line at any given
time.

Manufactured by Fujitsu and marketed in
this country by MASSTOR and Control
Data the M861 storage module uses the
same data cartridge as the IBM 3850;
however, it Is formatted to hold 175
megabytes per cartridge. The M861 holds up

to 316 cartridges and provides unit capacity
of 0.44 terabits. The physical caitridges are
stored on the periphe:y of a cylinder, where
a rodbotic mechanism picks them for the
read-write station. The unit achieves about
i12-second access time and 500
mounts/dismounts per hour.

A spectrum of interconnection
mechanisms was described (Howie 75) that
included:

¢ The host being entirelv 1~sponsible for
special hardware charac!eristics of the
storage system device,

e the device characteristics being
translated (by emulation in the storage
system) to a device known by the host
operating system, and

s the storage system and host software
being comnbined to create a general sys-
tem.

This has sometimes been termned moving
from tightly coupled to loosely coupled sys-
tems. Loosely coupled systems use message
passing between autonomous elements.

The evolution of the architectural view of
what constitutes a large storage system has
been shaped by the growth in sheer size of
systems, more rapid growth of interactive
rather than batch processing, the growth of
networks, distributed computing, and the
growth of personal computers. worksta-
tions, and filc servers.

Many commercial systems have tracked
growth rates of 60-100% per year over
many years. As systeins grow, a number of
things change jusi because of size. it be-
comes difficult for large numbers of people
to handie tape reels, so automating the
fetching and returning and the .mounting
and dismounting of reels becomes
important. As size iIncreases, it also
beccmes more difficuit for humans to
decide which devices to use for load
balancing.

Because of this growth, early users of
storage systems were lorced to do much of
the sysiemns integration in their own site
envirenments. Large portions (software
and hardware) of many existing systems
(Gentile 71, Penny 73, Fletcher 75, Collins



82, Coleman 84) were developed by user
organizations that were faced with the
problem of storing, retrieving. and
managing trilllons of dits and cataloging
millions of flles. The sheer size of such
storage problems meant that only organi-
zations such as government labcratories.
which possesscd sufficient systems engt-
neering resources and talent to complete
the integration. initially took on the
development task. These individualized
developments and integrations resulted in
storage systems that were heavily
intertwined with other elements of each
unique site.

These systems initiated an evolution in
storage products in which three stages are
readlly recognizable today. During the first
siage. a storage system was viewed as a very
large peripheral device serving a single
system attached to an 1/O channel on a
central processor in the same manner as
other peripheral devices. Tasks to catalog
the files and free space of the device,
manage the flow of dxta to and from it, take
care of backup and recovery. and the many
other flle management tasks. were added as
application programs within the systems
environment. Many decisions. such as
when to migrate a flle, were left to the user
or to a manual operator. If data was moved
from the storage system to local disk, two
host channels (one for each device) were -e-
quired plus a significant amount of ma!n
memory space and central processing ca-
pabil‘ty (Davis 82).

During this stage. the primary effort in
design was machine-room automation to
reduce the need to manuaily mount and
dismount magr.etic tapes.

The second stage (late 1970s to present) has
been characterized by centralized shared
service that iakes advantage of the
economies of scale and provides file server
nodes to serve several, perhaps heteroge-
neous, systems (Svobodova 84).

This stage of the storage sys‘em evolution is
the one that ts most prevalent today. The
storage system node entalls using a control
processor to perform the functions of the
reference model in a storage hierarchy
(O'Lear 82). The cost of the storage system
makes 1t desirable to share these
centralized facilities among several

compuiational systems ratier than provide
a storage system for eac’: computational
system. This is espec‘ally true when
supercomputers Lerome a part of the site
configuration,

This approach to providing storage has
several advantages:

e The number of processors that have
access to a fil= i1s larger than that
which can share a peripheral device.
(This type of access is not the same as
sharing a file, which implies
concurrent acess.)

e Multiple read-only copies of data can
be provided, circumventing the need
for a large number of processors
having access to common storage
devices.

» Processors of different architeciures
car. have access to common storage,
and therefore to common data. if they
are attached io a network and use a
common protocol for bit-siream
transfer.

* The independence between the levcls of
storage allows the inclusion of new
storage devices as they become com-
mercially available.

Some of the earliest systems in this shared
service stage were at the Lawrence Berkeley
National Laboratory (Penny 70) and
Lawrence Liverraore National Laboratory
(LLNL) {Fletcher 75, Watson 80).

The Los Alamos Common File System
(Collins 82, McLany 84) and the system at
the National Center for Atmospheric
Research (Nelson 87, O'Lear 82) are more
recent examples ol shared. centralized
storage system nodes.

The third stage is the emerging distribuied
system. An essential feature of a distributed
sysiem (Enslow 78. Watson §la, 84, 88) is
ihat the network nodes are autonoinous,
employing cooperative communication
with other nodes on the network. The
control processors of storage systems
developed during this stage provide this
capabiiity.



The view of a storage system as a
distributed storage hierarchy is neither a
device nor a single service node, bul Is the
integration of distributed computing
sysiems and storage system architectures
with the elements that provide the stcrage
service distributed throughoui the system.
The distributed computing cornmually has
been very interested in the problems of
providing fil= management services, albei’,
geaerally on smaller systems (Almes 83,
Birrell 82, Brownbridge 82, Donnelley 80,
Leach 82, Svobodova 84, Watson 8la).
Probably the best known example at the
workstation level is the SUN Microsystems
“network flle server” {Sandberg 85).

Several elements are necessary for a system
to be classed as “distributed” ‘Enslow 78):

e A multiplicity of general-purpose
resource elements,

e the distribution of these elements,
logically and physically.

¢ a distributed (ne!work) operating sys-
tem,

e system (ransparency (service requests
by name only), and

e cooperative communicalion among
elements (nodes).

Achieving all of these elements sounds dif-
ficult and expensive. The molivations most
often cited are extensibility, avallability,
and costly resource sharing (LeLann 81).
Readlly extensible systems pcrmit the “hot
wiring” necessary In large systiems that can
no longer afford downtime for cabling in
new elements. Extensibility alsc means
that individual elements can be upgraded
without Aisrupting the cntire system.
Syste availability is obtained by
replic .ng -~ -stem elements in a way that
permits gre -iul degradation. Sharing
costly ele.aents occurs through
communications and networking.

The issues Invelved In designing
distribut-d systems  with the
characteris.lcs outlined above were

discussed by Dr. Richard W. Watson of the
Lawrence Livermore Nati,nal I.aboratory
at the Eighth IEFEZ Mass Storage
Symposium in Tucson, Arizona, May 1987.
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He stated (Watson 87) that the long-range
goal! is (o design systems in which
"mainframes, minicomputers, worksta-
tions, networks, multiple levels of storage,
and Input/outlput systems are viewed as
elementis of a logically single distributed
computer whose resources are rnanaged by
and accessed through a single distributed

operating system.”

Individual onecrating systems have their
own way of handling files. One reason for
requiring a distributed operating system is
to provide a single logical flle and naming
system. This distributed file system should
be accessed by name only. that is, the
naming and heterogenec 1s features of dif-
ferent component parts should be trans-
parent to the user. Logically, the distributed
storage system should have infinite
capacity and unlimited file size. This is
obtained through the use of migration
among the distributed storage elements
that make up the storage hlerarchy. The
different levels of storage probably have
different storage characteristics and costs.

Other design goals include high reliability
and avallability, high performance {low
delay and high throughput), mandatory and
discretionary access control, file sharing
and safe concurrent access (Lantz 85), and
accounting and administrative controls
(Mullender 84).

{t now appears that an attatnable goal is to
design Interconnected systems. whcse
subsystems can be produced by a number of
vendors, such that the file service is uni-
form from the user’s local level through all
ievels of the on-line hierarchy to shelf
storage. Internally, the distributed hter-
archical storage system will consist of
multiple levels of storage such as bulk
semiconductor memories, magnetic disks,
magnetic tape. optical disks. automated
media libraries, and manual vaults. Such a
sysiem is currently under development at
Lawrence Livermore National Laboratory
{Coleman 84, Foglesong 99, Gary 90. Hogan
90).

2.2 Motivaticn
The central architectural features of the

reference model and ‘he motivation for
them can be sumnmarized as follows:



* An object-oriented description allows

tne identification of a modular set of
standard services and standardized
client/server interfaces. The reference
model servers are poientially viable
commercial products and are building
blocks for higher-level services and
recursive integration in centralized,
shared, or distributed hierarchical
storage systems. This integration can
be done wiihin single-vendor systems,
by third-party. value-added system in-
tegrators, or by end-user organiza-
tions. The object-oriented modularity
hides implementation detalls,
allowing many possible
implementations in support of the
standard abstract objects and
interfaces {Booch 86).

For the storage system to be integrated
with applications and operating
systems supporting many different
internal file structures, the abstract
object visible to storage-system clients
is an uninterpreted string of bits and a
set of attributes.

For the storzge svstem to be integrated
with applications and operating
systems supporting many different
internal file structures, the abstract
object visible to storage-system clients
is an uninterpreted string of bits and a
set of attributes.

The separation of human-oriented
naming from machine-oriented filc
identifiers allows integration with
current and future operating systems
and site-dependent naming systemrs.
This implies separation of the name
server as a suyarate module associated
with the reference model {Watson 81L).

The separatton of access rights control
as a site-specific module with a stan-
dard interface to the storage system
accomimodates the many operating
systems and site-dependent access
cuntrol mechanisms in existence.

The separation of the request and data
communication paths supports
existing practices and the nced ior
third-party control of transfers
between two entities by direct data
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transfers from source to sink, as well
as data transfer redirection and
pipelining through such data
transformations as encryption,
compression, and check-summing.

o The separation of the site manager al-
lows site-dependent policies and status
to be managed. Provision is made for
standard site-management interface
functionality.

¢ Inclusion of a migration server within
the file scrver allows each flle server to
be self-contained and file-migration
policies for each server to be estab-
lished separately. It also facilitates
building a hierarchical storage system
supporting automatic migration be-
tween servers. The general goal is to
cache the most active data on the
fastest storage servers and the least
active on storage servers with the
lowest cost-per-bit medium.

It 1s envisioned that the modules of the
reference model can be integrated in
various combinations to support a variety
of storage =:.~1s from single storage
systems to distributed, hi archical
systems supporting automatic iile
mugration. Vendors can build and market
indtvidual standard modules or integrated
systerns supporting standard interfaces and
functionality. Hopefully, the development
of standards will increase markets and lead
to modules and systems manufactured in
larger numbers, thus reducing costs as a
result cf mass production econormnies.

To better understand the modularization
and the requirements placed on interfaces
but not to force a particular design
philosophy, the discussion in this
document does not restrict itsell’ to external
interfaces and s«rvices as might be expected
of a reference model. The intent is not to
standardize the internal structure of
modules, since this is implementation- and
veridor-specific, but to provide additional
understanding to aid the model building,
‘nterface standardization, and implemen-
tation processes.



2.3 Reference Model Architecture

Abstract Objects

To follow the description of the reference
model, there are several concepts that
should first be established. These concepts
employ the properties of abstract objects
(Watson 81a), which have been succinctly
listed as :

231

¢ Objects are an instance of a type (flle,
process, directory, account, etc.). As
such, an object type is defined by:

An identifier.

A logical representation visible at
an interface (e.g., a logical represen-
tation oi a flle is a set of attributes
and a data segment of uninterpreted
bits).

- A set of operations or functions and
associated parameters presented at
the interface to create, destroy, or
manipulaie the object.

- Specification of sequences of opera-
tions that are allowed.

s Objects are managed by servers. There
can be many servers for a given type
(e.g.. there can be many file managers).

s Objects a) 2 of two basic classes, active
and passive. To be manipulated.
passive objects (such as (files,
directones, or accounts) must be acted
on by requests from active objects
presented at the server interfaces.
Active objects, which are mainly
processes, can directly change aspects
of their own representation. Active
objects can play either or both of two
rolcs, a client role accessing a service,
and a server role providing a ser :e or

managing a type of object.

s Objects are named via an
identification scheme with a machine-
oriented name that 1is unique
throughout an environment. This
identification scheme may be used in
conjunction with protection and
resource management schemcs.
Human-oriented naming 'S
implemented by separate name s~ rvers
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that associate mnemonic, human-ori-
ented names with the machine-
oriented object tdentifiers. Higher-
lev 'l file services might integrate the
name and file services.

e Access to objects is controlled by the
server through access lists, capabili-
ties, or other techniques.

23.2 Client/Server Properties

The client/server model (Watson 81a) is an
object-ortented paradigm. Simply stated,
both clients and servers are active abstract
objects in which the client requests services
from the server through a specified
interface. The word client is used to mean
the program that accesses soine seivice. The
word user is reserved to mean the human at
the terminal. A client is an agent of a user.
The server is a provider of a service. Access
to server-supported objects or services is
only through defined server interfaces, thus
hiding implementation details to provide
ransparency. Both the client and the
server inay be processes or collections of
processes. Thess= processes are not
necessarily associated with any articular
host machine. We describe the client/server
interacuions in terms of messages, but it is
understocd that local or remote prccedure
calls (Birrell 82) or other communications
paradigms are possible.

A server may be thought of as a collection of
one or more tasks Or processes
(coricurrenily executing instruction
streams). A server may include request
processing and other tasks supporting
concurrent handling of requests from
many clients. Clients may also be
constructed as many cooperating,
concurrent tasks.

Clieat and server processes interact by
seriding each other messages. in the form of
requests and replies. A mcssage is the
smallest unit of aala that can be seat and
recesived between a pair of correspondents
for a meaningful action to take place. A
client prccess accesses a resource by
sending requests containing the cperation
specification and appropriate parameters
from one of its ports to a server port. A
given proczes can operate in both server or
client roles at difierent times (Watson 84).
For example, during the migration of files,



a flle server that manages magnetic disks
can play the role of client to a file server
that manages magnetic tapes. Another ex-
ample is a name server that stores its cat-
alogs In a file server.

A distinction is drawn between the words
server and service. A service may include
several servers (Svobodova 84). For ex-
ample. a directory service might be im-
plemented by having separate name servers
for objects such as files and for other ob-
jects suci as users, addresses or printers.
On the other hand. one might implement a
universal directory to provide the whole
directory service (Lantz 85), or cne might
choose to implement the file service defined
by the ISO-OSI Virtual Filestore (DIS 8571),
where this reference mod~! serves the
unstructured file segment. Thas a complete
file service will llkely consist of name
servers and multiple flle servers.

233 Reference Model Modules

The primary refererice model modules,
shown in Figure 1, are:

¢ The bitfile* server, which handles the
logical aspects of bitfile storage and
retrieval,

o the storage server, which handles the
physical aspects of bitfile storage, and

¢ the physical volume repository, which

provides manually or robotically re-

trievable shelf storage of physical
iedia volumes.

Closely related to these modules are:

e The bitfile client, which is the pro-
grammatic agent of the user required to
convert user desires into bitfile re-
quests to the bitfile server and data
transfer commmands to the bitfile
mover,

*The word "bitfile” was coined by the IEEE-
CS Tecnnical Commitiee on Mass Storage
Systems and Technology to refer to a bit
string that 1s completely unconstrained by
size and structure; it was coined to relieve
those who worked on the model from being
bound by any particular file management
system.
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o the bitfile mover, which provides the
components and protocols for high-
speed data transfer,

¢ the name server, which provides the
retention of bitfile IDs and the con-
version of human-oriented names to
bitfile IDs, and

¢ the site manager, who monitors oper-
ations, collects statistics, and estab-
lishes policy and exerts contrcl over
policy parameters and site operation.

These modules are ot directly assoclated
with any particular hardware or software
products. The modularity of the reference
model defines a virtual store for bitfiles.
The storage system can be implemented
with many levels of storage hierarchy,
including a physical volurne repository.
The structure of the model permits
standard interfaces and multiple instances
of modules, and thus should facilitate more
economical implementation of many
forms of storage architectures. There may
be many different instances of bitflle server
and storage serve~ combinations in which
storage servers neced not be of the same
technology and can form a hierarchy.

The bitfile client represents the program
object or agent that accesses bitfiles. This
agent is not the aoplication but acts for the
application. The bitfile client can take
many forms depending on how the storage
system is implemented and integrated into
a particular u<er environment; it might be
one or more application programs or be
functionally supported within an operating
system to facilitate access to storage. The
bitfile client may run on personal
computers, workstations, or on larger
machines. The bitfile client can also be a
part of a data acquisition system needing
the services of a storage systemn. The bitflle
client can locate bitfiles by use of a name
server. The user's human-oriented bitfile
names are mapped to bitfile IDs and bitfile
server addresses by the namne server.

1t is the interaction of the bitfile client with
the bitfile server, the bitfile server in-
teraction witl, the storage servers, and the
storage server interaction with the physical
volume repository that are of particular
interest. There may be any number of bit-



file clients in the general system envi-
ronment of a site. Furthermore, bitfile
servers or other entities of the total storage
environment, such as name servers, site
managers, or migration modules, may op-
erate in the rcle of bitfile clients when they
need storage service themselves.

A bitfile server handles the logical aspects
of the storage and retrieval of bitfiles. The
bitfile server's abstract object is the bitfile,
identified by a globally uniqus wmacbine-
oriented bitfile ID. A bitfile is a set of
attributes (state fields) and an uninter-
preted, logically contiguous segment of data
bits.

A bitfile server may keep track of the bit-
files stored in one or more storage servers.
A single bitfile server may control a
hierarchy and need the services of several
storage servers. As an alternative, a single
bitfile server may handle the bitfiles in a
single level of the storage hierarchy or a
single storage technology: multipie bitfile
server-storage server pairs simplify ex-
tensibility and evolution.

The bitfile server accepts requests frrm
bitfile clients to create, destroy, store, and
retrieve bitfiles, and to modify and inter-
rogate the bitflie attributes needed for sys-
tem management. The bitfile server
contains a request processor to parse the
requests and control the sequence of
actions necessary to fulfill the requests.
Before permitting access to a bitfile, the
bitfile server authenticates the access
rights of the requestor.

The bitflle server communicates action
commands to the storage server. Each
bitfile server contains a migration
manager to prevent overflow of the storage
space for which it is responsible. The
migration manager knows which bitfile
server is used to offload bitfiles, as
established by the site manager and by
migration and caching policies.

The storage server handles the physical
aspects of bitfile storage and retreval, and
presents the image of perfect med:a to the
bitfile server. (The .apacity of the media,
influenced by imperfections, may be visible
to the bitfile server.) The storage server's
abstract objects, as seen by the bitfile
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server, are logical volumes made up of an
ordered s.t o1 bit string segments.

Physical volumes and volume serial num-
bers are not visible to the client. The site
manager, however, may have privileged
storage server commarnds where physical
volumes and devices are treated as vistble
objects of the storage server. Volumes and
devices are identifled by volume and device
IDs.

Bit stream segments are identified by
segment descriptors. These segments rep-
resent how the storage server has allocated
space for the bitfile data blocks. Each
segment Is identifled by a descriptor gen-
erated by the storage server, and the ordered
set is retained as a bitfile attribute by the
bitfile server. The storage server must
internally map bit string segments to real
physical volumes (removable or not) and
addresses where the bitfiles are stored,
provide read/write {and some error man-
agement) of those volumes, and he able tu
dccess a bitfile mover to transmit and re-
ceive bitfile data blocks. One or more
logical voluines may be mapped to a given
physical volume, or one logical volume
may be mapped to several physical
volumes. Thue, a storage server contains
storage devices, device-specific controllers
that map bitfiles to bit string segments on
physical volumes, and a means for
handling and managing physical volumes
on ihe storage devices.

The physical volume repository server
manages a library that stores physical
volumes such as tape reels, tape cartridges,
or optical disk platters. Physical volumes,
identified by physical volume IDs, are its
abstract objects. A physical volume
repository server can be used by one or
more storage servers.

The site manager is a client process that
can generate and send ordinary and
privileged requests to the other servers to
set policy parameters, install logical and
physical volumes (import, export), obtain
statistics and status, run diagnostics, etc.

The various clients and servers are inter-
connected through a communication
service, which must handle all of the inter-



Site Monitor

Manager

Figure 1

The Storage System Refcrence Model

process communications involved in
requests and replics, as well as the hu a-
speed transport of bitflles. Ths elements of
the communications scrvice may b
distributed through the many physical
processors of the site. 1:.c reference model
does not specify the details of this service
but does assume its existence whether by
procedure call, remote procedure call, or
message passing. In particular, the model
does not require homogeneity of this
communication service. The
con.munication service c¢an inciude
movement across I/0 channels as well as
across networks. The model assumes the
ability to separate data movement from
request movemcnt. All that is required is
that en.ties t.1at must coramunicate are, in
fact, able to do so and ‘:at standard inter-
fa_=»s are supported. The model has
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separated authentication detatls to allow
each site to install the form arpropriate to
that site.

Existing storage systems often include a
high-performance data path of some type,
often specially designed, to hanale the
high-volume, high-speed data flow between
the bitflle client and the storage server. In
the reference model, the need for a high-
speed daia path is incorporated as part of
the communication se-vice referrec to as
.. 2 bitftle mover. This path has been
separated from the request path to
corresnond to existing practirz; to fac!™ " ite
third-party control of transfers, to
factilitate insertion of daia
transformations such as enciryption,
compression, and check-summing; and ta
support transfer redirection. If a general



network ts used for the communication
service, it has to account for this need for
high transmnission speed of bitfiles as well
as thc communication of requests and
replies.
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3 Detailed Description of the Reference Model

This description of the reference model
discusses the entities shown tn Figure i in
more detail. In describing the functions
accepted by each module, input parameters
that are common to all functlons are
deleted for clarity. These parameters
include the ic¢ itification of the client
making the request or other access-contro!
information, accouniing information. and
a transaction identifier. Similarly deleted
are th€ transaction identifier and the
success/fall indication common to all
responses. If functions fail, error
information will replcce the exr ~cted
responses. Optional parameters that .an be
del wulied are enclosed in syuare Lrackets
(Miller 88a. 88b).

3.1 Bitfile Client

The bitfile client is the collection of
hardware and software at a user node
within the s‘te to permit that node to use
the storage system. Bitfile clients are
responsitle for providing the storage
system interface to users at the terminal or
to application processes by:

s ‘[ranslating user and application re-
auests for storage services into bitfile
server requests. and

¢ providing communication with the
appropriate bitfile servers and movers
as determined %3 the name server
mapping.

The bitfile cliewt may be library routines
within the 7 pplication, an interface process
{local or remote), or routines within an
operating system kernel, and it may com-
bine the services provided by multiple
bitfile servers, bitfilc movers, and name
servers to form the bigher-level abstract
objects of an integrated sto:1ge service. The
syntax and -~mantics of messages that f{low
beiween the bitfile client and the bitfile
server should be the same regardless of the
type of bitfile client. These messages iden-
tify the bitfile to be acted upon and specify
whicl. of the basic commat ds 2r.4 parame-
ters are to be processed.
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When a titfile ts created, the bitfile ID s
generated by the bitlle server and passed
back to the bitfile client for retenuon.
When the user accesses an existing bitfile by
name, the bitflle client obtains the bitfile
!D from a name server or some other data
base system.

Several arrangements of the bitflle client
are possible. In the first arrangement, the
“kernel view”, all bitflles are logically
local. The bitfile client is a program in a
processor with its own operating system
and lncal storage. The storage and site-
management capabilities of the local
operating system are what the user sees
with r spect to how his bitflles are handled.
To the kernel of the operating system is
added coce that permits the operating
system to determine if a bitfile being
requested is locally stored or remote
(Sandberg 85). if it is remote, this special
code in the operating systein kernel makes
up the messagee for the bitflle server and
possibly for the name server. Alternatively,
the local/remote distinction can be made in
a library routine, and the library code can
act as the bitfile client (Brownbridge 82). In
either case, the bitfile is put into a local
user buffer or is cached in an operating
system buffer or a locai bitfile and, except
for a possib!= delay. the remote transfer is
transparent to the user.

In a pure “client/server” view, all bitfiles
are logically reniote. Here. all references to
bitfiles are translated into messages for a
bitfile server, using routines in a library or
other run-time support facility, such as a
remote invocation system. The bitfile
server might be local or remote; in a disk-
less workstation for example, the bitfile
server is remote. Mapping human-onenied
naines to machine-oriented bitfiie IDs is a
separate, explici step or is hidden in the
run-time support facility (Svobodova 84,
Watson 84).

In a third view, the systems that ¢re te and
store bitfiles are separate {rom the systems
that retrie-'» and process the data contained
in the bitf* . uch might be the relation-



ship between a data acquisition systein that
puts bitflles into the storage system and the
systems in a data processing center that use
them. Whtle there is o name server per se,
soTt means must be provide? to retain
bitfile IDs when they are returnd 4 from the
bitfile server and to pass them In some
understandable way (e.g. using a d-*a base
management system) to the processing sys-
tems. Such systemns must take care to back
up their records; if the bitfile IDs are lost,
the bitfiles become lost objects in the

storage system.
3.2 Name Server

The development of distributed systems has
caused a much more in-depth look at
schemes for identifying objects. While ihe
advent of distributed systems brought this
about, the requirements recognized are not
restricted to distributed systems. They
apply to all systems. especially those that
grow in stze. Dealing properly with naming
is central to achieving the location trans-
parency needed in a distributed system.
Thus. it is advantageous to look at some of
the properties of identification schemes.

There are many possible ways to designate
a desired object (Watson 81b):

e by an explicit name or address (object x
or object at address A,

s by content (object with vaiue or value
expression X,

° by source (all my f{lles),

s by broadcast identifier (all nhjects of a
class)

s by group identifiers !participants In
class X,

¢ by route (all objects found at the end of
path o,

s by relationshi!s to a given identifier
{all previous sequence numbers), etc.

A useful informal distincticn oetween three
tmportant classes of identifiers widely used
in system design—naines, addresses, and
routes—is (Shoch 78):
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+ The name of a resource is what we seck,
¢ an address indicates where it is, and
e a route tells how {c get there.

One should not examine such informal def-
initions too closely. Names, addresses, and
routes can occur at all levels of ine archi-
tecture. Names used in the inter-p:oc~ss
communication layer have often been
called such terms as ports, or logical cr
generic addresses. A human-oriented chain
or patn name can be thought of as a “route”
through a directory. An important idea is
that identifiers at different levels of the
architecture referring to the same object
must be bound together in contexts,
statically or dynamicaily. Later they must
be resolved using these contexts to locate
the named objects.

There are important system benefits if
every bitflle ID is unuque {Leach 82). Less
obvious are the system-wide ramifications
of the total naming system. especially the
choice of the particular mechanism used to
create unique bitfile IDs and the
mechanism to associate application-
dependent, human-ori2ntzd names with
them. Of the many goals and implications
of identification schemes enumerated by
(Watson 81b), the goals that are the most
pertinent to the reference model are
abstracted and discussed below.

The naming system should:

s Support at least two levels of identi-
flers, one convenlent for people and
one convenient for machines. The
latter Is the bitflile identifier. The
former will be handled by site or
operating system specification of the
name servers or by imbedding a name
service in a higher level file service.

The separation of identifier ievels is
very important because & storage sys-
tem must be integrated with many
types of heterogerecus applications
and operating and storage systems
(centralized and distributed), each
supporting its own form of human-
orient~d naming scheme. The reference
model provides a clean separation of
mechanism for these two levels of
identiflers and ziiows their easy In-



tegration. (When the client is re-
sponsible for the use of the bitfiie ID,
there is the potential to create lost
objects In a system and thus mecha-
nisms must also be included ¢ assis
the system in identifying them so that
the resources they use can be re-
claimed.)

Support distributed generation of ma-
chine-oricnted. globally-unique bitfile
identifiers. A variety of mechanisms
are avalilable to support this nead
(Leach 82, Mullender 84, Watson 81b).
One mechanism is to include both a
bitflle server ID and a iime stamp in
the identifier. This structure, con-
taining node or server boundary in-
formation, is at most a hint to appli-
caticns as to where to send access re-
quests and should not restrict migra-
tion. A machine-oriented identifier is
a bit pattern easily manipulated ard
stored by machines and may be
directly useful with protection,
resource management, and other
mechanisms. A human-orienied
identifier, on the other hand, is
generally a character string that is
readable by humans and that has
mnemonic value. Directory path
names are a ccmmon mechanism
(McLarty 84).

Provide a storage system viewed as a
global space of identified objects rather
than as a space of tdent'fied host com-
puters containing locally-.dentified
objects. Similarly. the identification
mechanism should be independent of
the physical connect ity or topology
of the system. That is, the boun-aries
of physical components and the
connection among them as a network,
while technologically and
administratively real, are invisible in
object identifiers. Further, an object's
name should be independent of client
or server location. Users should be able
to discover or influence ar object's
location.

Support relocation of objects. The Im-
plication here s that there be at leasl
two lower levels of idcntifiers and that
the mapping and binding between themn
be dynamic. For example, bitliles are
expected to migrale. Therefore, the
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bitfile IDs should not contain storage
addresses, and there must be mecha-
nisms for updating the appropriate
contex! (e.g. directories and tables)
when objects are moved.

¢ Support use of multiple copies of the
same object. For example, a file may be
cached on disks at one or more hosts,
on staging disks, or it may be stored on
an: archival volume. Il the value of the
object 1s only going to be read cr in-
terrogated. one set of constraints is
imposed. If values are to be writien or
modified, tougher constraints must be
Imposed {o achtieve coensistency
between the contents of the coples.
Policies of enforcement of such
constraints are handled using the basic
locking services specified by the
reference model.

e Allow multiple local. user-defined
(human-oriented) names for the same
object by allowing muitiple mappings
of a given bitflle identifier within the
services of one or more ..ame servers.

* Support two or more resources sharing
a single instance of a storage object
without ideniifler conflicts.

* Minimize the number of independent
idsitification systems needed across
and within architectural levels.

3.3 Bitfile Server

A bitflle server (Falcone 88) handles the
logical aspects of bitliles that are
phvsically stored In one or more storage
servers of the storage system. As shown In
Flgure 2, the major components of a bitfile
server are a bitflle server request processor,
a bitfile descriptor manager and its
descriptor taole. a migration manager, a
bitflle ID authenticator, and a space limit
manager and its space limit table.

The bitfile server accepts requests for
service on bitfiles from the bitfile client,
site managers. migration mana~-r, and
other bitfile servers. A discussion of the
operations that bitfile clients can reyuest
of the bitllle server regarding the bitfiie fol-
iows. The function parameters are shown
in Table 1.



331 Bitflle Server Commands

Abort
The client rcquests that a previous
request be aborted.

Create
This request is used to estaolish a new
entry in the bitflle server's descriptor
table. The requestor must prove his
right to do so. and when this is estab-

Migratiea

Request/ f——

lished. he recetses a new bitfile ID from
the bitfile server. which may then be
saved for use when the bitfile is
accessed later.

The client requests that a bitfile de-
scriptor be removed from the bitfile
descriptor table. The space allocated to
the bitfile within a storage server is

Repy [———>

Account Server

= +

Storage Servers

Bfile Descriptor Tables

J

Space Limit Table

The Bitfile ~>cver

deallocated and, if the medium can be
rewritten, the storage server returns it
to the free-space list.

Erase
This request erases data on a storage
server with the specified crasure
pattern. If only a segment is to be
erased, then the client must specify the
iength of the segment and an opticnal

offset field displacing the iength into
the bitfile.

Lock

The client requests that a bitfile be
loclked for read access or for read/write
access.



The client recuests a change in one or
more attribuces of a bitfile contatned
in the bitfile descriptor table.

The client requests information about
a bitfile or a bitfile's atiributes from
the bitfile descriptor table.

Retrieve

The client requests that a bitfile or a
segment of a bitfile be moved from the
storage scrver median to the bitfile
client or application buffer. If only a
segment is to be moved, then the in-
ternal starting bit address {offset} and
the bit string length of the segment to
be transferred must be speciiied. (The
data transfer is on a separate logical.
and perhaps physical, pcth from the
request/response p:ita, the data block
itself is got part of (b : esponse.)

Status
The client requests the status of a
previous request made by the client.
Although the way in which status is
implemented is site dependent, gener-
ally a transaction ID must be generated
to support the status rsquest.

Store

The client requests that a bitfile data
block be moved from a bitfile client or
application buffer to the storage server
nedium. This request may inciude the
ability to append a segment at the end
of an existing bitfile or to update a
physically specified segment of an ex-
isting bitfile. (The data block itself is
not part of the request.)

Unlock
The client requests that any locks held
be released.

The inierface on which this list of
commands can be sent is shown in Figure 1
as bitfile client requests and bitfile server
replies.

The site manager will have additional
privileged requests to control allocated
space fimits, examine all bitfile directory
fields, sct access control and migration
pelicy parameters, etc.
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332 Bitfile Request Processor

The bitflle server requ =st processor accepts,
parses, and executes request messages from:

o The biulle clients, to siore, retrieve,
and manage bitfiles,

e the site¢ manager.
monitoring and control,

to provide

e the migration manager, to imnove
bitfiles to other bitflle servers, and

o other bitflle servers, to support mi-
gration.

The request | v sor is therefore essen-
tially the sequencer and controller of ac-
ticns within the bitfile server and thr In-
terface to the other storage systemn modules.
Requests must be scheduled to provide 12
best possible response to the bitflle clients
while optimizing the use of the available
resources. Cliert-specified priority, bitfile
size. and storage server availability may
affect the request scheduling. These actions
requirs a significant amount of processing.
In executing a request, the request pro-
cessor may Interact with the bitfile de-
scriptor manager (o retrieve, create, or
update bitfile attribute information, and
with a storage server {o allocate or releasc
logical volume space for bitflle storage and
to store and retrieve bitfiles. To select a
storage server when a bitfile is created, the
request processor must have information
about the bitfile (bitfile size, the response
desired, the protection and reliability de-
sired, the type of storage desired, etc.) and
must match tais informatior with the
characteristics of the avatlable storage
servers. Bitfile clients might be able to
specify a specific storage server or logical
volume as well.



Table 1
Bitfile Server Functions

Parameters

Transaction ID

Bitfiie ID

Bitfile ID
[OfIset]

{Length]
Erasure pattern

Bitfile ID
Lock type

Bitfile 1D

Bitfile ID
Altribute name list

Bitiile ID
[Offset]
{Length]

Transaction 1D

Bitfile ID
[OfTset}
[Length]

Function
Abort
Create
Destroy
Erase
Lock
Modify
Quesy
Retrieve
Status
Store

Data transfer source 12

Unlock Bitfile ID

[Initial length in bits]
[Marxdmum length in bits]
(#ttribute Value/Mame pair list]

Data transfer sink ID

Bitflle ID

Number of bits erased

New attribute name/valuc pairs

Attribute name/value palir iist

Numbher of bits transferred

Transaction status
Number of bits transferred

The request processor is responsible, using
the bitflle ID authenticator. for the security
and integrity of the access to bitfiles, and
for synchronizing the sharing of bitfiles
through its locking services. The bitfile
request processor collects accounting data
from all aflected sources regarding cach
transaction and sends them to the account
service. The requesi processor also com-
municates with the space limit manager to
deiermine that the rzsources assigned to a
particular account are not overdrawn.
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3.3.3 Bitflle Descriptor Manager and
Descriptor Table

Statle and attribute information for each
bitftle i« kept in records in a descriptor
table. Each record is called a bitfile de-
scripior. A descriptor manager provides an
interface for the request processor to store,
retrieve, and update bitfile descripiors.
Bitflle descriptors are accessed using a
bitfile ID as a key which is assigned by the
descriptor manager when the bitfile de-
scriptor Is created.



A convenient way to classify bitfile de-
scriptors is by origin and ussge. Typical
bitfile descriptor classes and some
examples are:

e Created and used “y the bitfile client.

- comment
- bitfile format

e Created by the bitfile client and used by
the bitfile server.

- access-control information
- account ID

- bitfile lifetime

- desired level of redundancy
- family attribute

- maximum bitfile length

- priority

- security level

- service class

- storage class

- type of storage desired

¢ Created by the hitfile server and used
by both the bitfile server and the bitflie
client.

- access statistics

- accounting statistics

- bitfile aliocated length
- bitfile ID

- bitiile length

- creation time

¢ Created and used by the bitflle serv.r.

- last backup time

- last migration time

- location of backup copy
- lock information

- previous location

¢ Crested by the stor.ge server and used
by bitfile server.

- last device to write bitfile
- location of bitfile

The importanuce of descriptor tables neces-
sitates thal backup and recovery be sup-
ported by the dcscriptor manager.

33.4 Bitflle ID Authenticator

The bitille ID authenticator implements a
mechanism, such as an access list or DES
encryption used in a capablility system,
which protects the bitfile ID from being
forged. It may also enforce security policy
based on the security level of the bitfile, the
request message, or the client. The authen-
ticator is called by the descriptor manager
when the bitfile ID is created to support the
authentication mechamism and, when a re-
quest for access to the bitflle is recetved, to
authenticate the bitfile ID presented by the
client. If the access control is via an access
control list, an identifier of the accessing
entity (principal ID) must accompany the
request and be checked against »a access
list that is kept. at least logically. in the
bitflle descriptor. If access control is via a
capability system, the biifiie ID may be en-
crypted along with some redundant and ac-
cess-rigkt information within the capa-
bility, and decrypted by the authenticator
and compared against information in the
descriptor when the bitflle is accessed. It is
assumed that the authentication module
can be azded by a site or systems integrator
since %ccess control mechanisms and secu-
rity policies are site-dependent (Jones 79b,
Donnelley 80, Mullender 84).

335 Migration Manager

No single storage server now available can
provide both the performance and large
capacity often needed by a large storage
system. A successful strategy is for a
number of bitfile servers and their asso-
ciated storage servers tc be operated as a
storage hierurchy.

A mig¢ratior manager is assoclated with
each bitfile server. The migration manager
is responsib!e for maintaining enough free
space on the logical volumes managed by its
bitfile server (e.g. disk storage) to ensure
that requesis for new bitfiles can be
honcred. When the migration manager ini-
tiates a migration procedure, it first queries
the bitfile descriptor manager for
information about ail of the bitfiles that
might be migrated. This information might
include the bitfile priority, size, locks,
activity, idle time, and client-desired re-
sponse. Bitfile clients may be given dif-
ferent degrees of control. by various site
management policies, over the placement



ci thelr bitfiles in the storage hierarchy.
Using policy set by the site manager. the
migration manage:r determines which bit-
files should be moved. Finally, the migra-
tion server sends rcquests to the bitfile
server request processor to move the bit-
files to a bitfile server “lower™ in the
storage hierarchy. (Bitfiles move “up” in
the hierarchy, toward higher-performance
servers, as they are accessed:; this move-
ment is orchestrated by the bitflle server
requesl processor.)

An alternate configuration may permit the
migration manager to act as a third-pariy
controlier to initiate the request for a
move. The separate request and data paths
in the reference model allow data to move
directly from a source storage server to a
sink storage server, even though a third
party initiated the transfer between the tv.o
bitfile servers. A request path may span two
or more bitfile servers until the bitfile is
located. To increase perforrnance during
retrieval, it may be desirable to establish a
direct data transfer path. bypassing some
storage servers, onice the bitflile has been
located. Such might be the case when
bitflles are accessed on very rare occasions
and it Is not econaomic to bring them back
up the hierarchy.

3.2.6 Space Limit Managcr

The space limit manager checks to see what
logical volumes a given account, user, or
user group is allowe¢ to use: it controls
space allocations, number of bitfiles al-
lowed, or other policy parameters associ-
ated with space resource mgnagement that
a given site may wish to enforce. Tne space
ltmit table has entries for each account or
principal ID for maximum and current
space and bitfile iimits.

3.4 Storge Server

A stcrage server (Savage 88} may best be
visualized as an intelligent storage con-
troller and its suitle of storage devices. A
storage server consists of a physical storage
system (containing the physical bitfile-
storage medium), a logical-to-physical
volume manager, a physical device
manager, a means ol command
authentication (unless il is a (rusied
component of the <torage control
processor), and some part of or intimate
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connection to the bitfile mover. A dtagram
of the storage server ts shown in Figure 3.

The abstract objects of the slorage server
that are visible to the bitfile server are
logical volumes and bit string segment de-
scriptors. The descriptors of the space
occupied by a bitfiiec form an ordered set of
bit string segments identified by descrip-
tors, each of which contains the logical
volume ID, the staning point of the segment
on the logical voli.me, and the length of the
segment. The bit string segment descriptors
are createc by the storage server and stored
in the descriptor tables of the bitfile server.

Each logical volume is considered to be a
logical image of flawless media usable for
storing bitfile data blocks. thus providing
the separation of physical and logical
space. Separaticn of logical and physical
volumes supports segment relocation when
medla fail. where new storage devices are
introduced. and when space utilization or
transfer rate are optimized. Any media area
that is unavallable for data storage because
of flaw areas., formatuing, control racks,
etc., is excluded from representation In the
logical veclume by the logical-to-phvsicai
mapping function.

The list of operations supported by the
storage server Is lisied in Table 2. The site
manager has a number of priv'leged oper-
ations including create, destroy. modify,
and query of logical volumes, physical
volumes, and physical devices.

34.1 Physical Storage Systen

A physlcal storage system consists of the
devices used to read and write volumes and
the drivers to control those devices (to po-
sition heads properly in relation to the
media before reading or writing, etc.). The
available physical storage systems cover a
broad spectrum of characteristics in terms
of random or sequential access. rewritable
or write-once media, capacily, and per-
formance.

3.4.2 Physical Device Manager

The physical device manager
communicates with drivers in the panysical
storage system t{o load, unload. and
position medla volumes (it is the bitfile



mover that controls the actual transfer of
data).

Physical device managers vary {from simple
modules associaied with fixed-media de-
vices, such as Winchester disks, to complex
modules that deal with manually mounted
volumes. as In systems with standard
magnetic tape drives or automaticzally
mounted volumes, such as in the IBM 3850

Storage/Retrieve Reply

and the STK 44CC Auton.ated Cartridge
Library. In automated systems, the
physical device manager communicates
with a physical volume repository to
request that physical volumes be mounted.
The physical device manager maintains a
mounted volume table to optimize mount
requests. It schedules and executes requests
in a manner that attempts to give the
desired response to its clients while at the

Physical Device Descriptor Table

Figure 3

y

Logical-To-Physical Map

Phys . Yolume Tables

Logical Yolume Tables

The Storage Server



same time making the best use of the
storage system and communication
resources. For example, it may be desirable
to give higher priority to transfers for
which volumes are already mounted or to
small bitfile transfers, to limit the number
of concurrent large bitflle transfers, or to
use a client-specified priority.

84.35 Logical-to-Physical Volume
Manager

The logical-to-physical volume manager
maintains descriptors of attributes for each
logical and phiysical volume and a set of ta-
bles to permit mapping the bit string
segment descriptors of tke logical volumes
onto physical space in one or more physical
volumes. The bit string descriptors include
volume serial number, starting point ad-
dress, and attributes for each logical and
physical volume. Examples of attributes
are creation time, size, security level, znd
physical volume attributes.

The logical-to-physical volume manager
understands the characteristics of the
actuai physical volumes used by the storage
server. Its main functions are to allocate
and deallocate space and to convert logical
bit string segments to physical bit string
segments for that bitfile. The logical-to-
physical volume manager also maintains a
flaw map to map, for example, defective
tracks on a magnetic disk to spare tracks
(some device controllers maintain flaw
maps. making duplicate maps in the
volume manager unnecessary). Simiiarly,
it maintains a map of disk tracks or
magnetic tape block numbers that are used
for control and formatting and that are
thus unavailable for data storage. When
data is moved within the storage system
because errors start to occur or new
physical devices or volumes are introduced.
the map must be changed.

A map of the free and used space is main-
tained for each logical and physical
volume. Space summary information for
each volume may be retneved to aild in the
volume selection process. This volume
information is retained in the storage
tables, which must have the same
reliabtlity and performance as the
directory in the bitfile server, i.e., it must be
backed up and recoverable or it must be
possible to build the information from
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other records. All of this information is
available to the site manager intzrface.

3.8 FPhysical Volume Repository

The physical volume repository (Coleman
88, Savage 85), shown in Figure 4, stores
physical volumes. It may be manual or
mechanical.

The physical volume repository is re-
sponsible for managing the storage of
media volumes and for mounting these
volumes onto drives managed by the
physical device manager. Volumes may be
storcd in an automated library that
includes a robot capable of mounting the
volumes or stored In a vault and mounied
manually.

The architecture of the physical volume
repository is that of a server that manages
abstract objects called pliysical volumes. A
physical volume consists of a media
volume and a volume dezcriptor. (A
physical volume is similar to a bitfiie in
that both include a resource and a resource
descriptor.) The volume descriptor contains
at least the following flelds:

e The current physical location of the
media volurms. The volume might be in
a vault, in a stecrage cell of an
automated device, mounted on a drive,
or held by a robot.

o A human-readable label by which an
operator can identify the volume.

¢ The media type. One physical volume
repository might manage both
magnetic and optical media, different
varieties of magnetic tape, etc.

¢ Informatior to identify the owner of
the volume.

¢ Access-control Information to validate
requests. In a capabllity-based system,
this information might be an encryp-
tion key. In other systems, this in-
formation might be 2 list of clients
authorized to access the volume.

e Various statistics associated with the
volumne, such as the number of times



the volume has been mounted and the
time of the last mount.

Assueiated with each physical volume iIs a
volume {dentifier. This identifier, when
includzd in a request, allows the physical
volume repository to locate the descriptor
for the medtia volume and, in a capability-
based system, proves that the client is au-
thorized to access the volume. The format
of the volunie identifier is not specified by
the reference model. If the medium ts
optical disk and only one side of a physical
disk can be read at a time, there may be a
unique volume identifler associated with
each side of a disk.

The physical volume repository maintains
the volume descriptors on a storage device
to which it has access. The physical volume
repository cannot ma.ntain the vilume
descriptor on the volume itself because:

¢ The reference model does not specify
the format of the data on a volume. In
some implementations, the physical
device manager may be able to read
volume labels (using a bitfile mover),
but if unlabeled volumes are allowed,
only the bitfile client or the ultimate
application can interpret the contents
of the volume.

Table 2
Storage Server Functions
Function Parameters Respanse
S§S-Allocate logical volume IDs new segment descriptors
existing segment descriptors
desired length
S§S-Deallocate existing segment descriptors
§S-Retrieve segment descriptors number of bits transferred
starting oflset
bit string length
sink descriptor
$S-Store segment descriptors number of bits ransferred

starting oflset

bit string length
source descriptor

¢ Wu-. tynes of archival media do not
su 1 .orl “update in place”. preventing
1+ phvsical volume repository from
intaining dynamic information,
such as the time of last access, on the
voluine itseif. Information on WORM
optical diske, once written, cannot be
medified. Some volumes, such as CD-
ROMs, cannot be written at all.

¢ One of ihe important pieces of infor-
mation in the volume descriptor is the
physical location of the volume. Cne
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can hardly access the volume to
determine where it is!

The client interface consists of the opera-
tions necessary to allow the physical device
manager to mount and dismount volumes
and to allow the sile manager to query and
change the state of the repository. The op-
erations and parameters thiat are unique to
the physical volume repository are listed in
Table 3 and described in the following
paragraphs.



PVR Dequeue

Any queued request for the specified
volume with the specific write-protect
mode that includes the specified drive
as an acceptable diive is cancelled.

The dequeue function is routinely used
by the physical device manager to
remove requests for manually
mounted volumes. Even though the
physical volume repository maintains
the queue of requested volumes, the
physical device manager may be the
only module able to detect that a
volume has been mounted on a drive
not accessible to the physical volume
repository. If an operator inserts a
requested volume into an automated

library, the physical volume
repository wil! mount the volume on
an available drive; if the physical
volume repository can identify the
voiume by reading an external label,
and a request for this volume is
queued, the physical volume repository
will choose a drive acceptable for that
request. Otherwise, the physical vol-
ume repository will choose any drive
capable of handling the volume. In any
event, the physical volume repository
will not remove the request from the
queue until it receives a dequeue
command from the physical device
manager.

Physical Volumes

Autoi-ated
Library
Driver

)

Storage Server <—P» Repository
Request < Operator
Processor Interface
Site Manager «§—P»
-

Request
Autheniicator

Volurme Descriptor Tabdle

Figure 4

The Physical Volume Repository

PVR-Dismount
The media volume on the specified
drive iIs dismovrnted and stored in a

location selected by i1he physical
volume repository.



The volume identifier is included in
the dismount command to allow ihe
physica! volume repository to update
its records; if the physical volume
repository has a mechanism te
identify the volume !tself (by reading
an external label). the volume
identifier serves (o conl'rm the
physical volume re: csitory's racords
and to detect anomalis.

PVR-Eject

The volume is remr- J from the
domatn of the p. .ical volume
repository. The “reason” parameter is
an optional string to be sent to the
operator explaining why the volume is
being ejected.

In an automated system, the Eject
command will prrhably result in the
volume being oved to a port
accessible by the o erator.

Table 3

PVR-Locate

The PVR-Locate funciion is used to
determine volume locations when, for
example. an automated iibrary has
failed and vclumes are being accessed
manually.

PVR-Mount

A media volume is mounted on 4 urive.
Volumes queued for manual mounting
are displayed on an operator consoie if
the physical volume repository con-
trols such a device {remotely controlled
consoles can use the PVR-ReadQueue
command described beiow}. Some
physical volume _pository imple-
mentations may allow concurrent re-
quests in. which no volumes of a group
are mounted untd all can be mounted,
or requests with a choice of volumes.

Physical Volume Repository Functions

Function farameters Response
PVR-Dequeue volume ID
write-protect mode
drive ID
PVR-Lismount vol'ime 1D
drive ID
PVR-Eject volume ID
reascn
PVR-Locate volume ID current volume location
PVR-Mount volume 1D drive ID or queued for manual
write-protect mode mount
lisi of acceptable drives
PVR-ReadQueue queue offset
maximum number of
entries to send
PVR-ReadStatus device ID device status
type of status desired
PVR-SetStatus device ID

type of status
desired value

29



PVR-
For each request queued for a manual
mount, the volume identifier, list of
2ceptable drives, and the write-protect
mode are returned.

Providing a queue offset and a
maximum number of entiies to send in
the PVR-ReadQueue command allows
the client to receive only the number of
entries that it can handle. This
function also supports operator
displays not under the control of the
physical volume repository.

PVR-ReadStatus

The amount and type of status infor-
mation is depeudent upon the devices
controlled by the physical velume
repository and upon their configura-
tion. Status information might include
the on-line status of the device, the
volume identifizr of the volume
mounted on the device, current or
previous error information, configu-
ration information, etc.

PVR-SetStatus
The particular status values are de-
pendent on the devices contrnlled by
the physical volume repository. This
function s used to bring devices on-
line, take them off-line, set diagnostic
or manual modes, elc.

3.6 Communication Service

The communicaticn service includes the
capability to communicate requ< t
messages as well as the bitf'le mover (Kitts
88) for high-speed transfer of bitfile data
blocks Allen 83).

A bitfile mover is a set of modules that
move data from one source/sink to
another. A storage system includes at least
two bitfile movers (Figure 1), one controlled
by the bitfile client and the other controlled
by the storage server. Additional movers
may be required for more complex routing.
Figure 5 shows the control and data paths
necessary to move data from source to sink.

A source or sink can be defined as:

¢ A memory buffer, local or remote,

e a m=dia exteni, such as on local or
remote disk, or

¢ a cha.nel interface connected tc a de-
vice.

[.._se definitions do not limit the methods
of uata transport used by the bitfile mover
or the ability to transfcrm data during the
roove. Because the mover's source and sink
interfaces depend on the devi:es, network
interfaces, and network protocc!s used Dy
the site, the reference model does not
specify them. The bitfile mover's control
interface to the source or sink manager,
however, can be specified.

The Move operation supported by the mover
is shown in Table 4.

The sou.ce and sink descriptors may de-
scribe network interfaces, buffer addresses,
vr device descriptors (device addresses,
block information, etc). One descriptor is
sent by the bitfile client, the other is
provided by the storage server.

The transformation description may
specify translation, compaction,
compression, encryption, and/or check-
summing to be performed by the mover.

The site manager interface ca... through
privileged commands interrogate chzwnel
status and other mover statistics.

3.7 Site Manager

Site management (Collins 88) Is the col
lection of functions that are primartiy
concerned with the control. peformance
and utilization of the storage sy.tem. These
functions are often site-dependent, involve
huraan decision making, and span multipic
servers. The functions may be traplemented
as sta:d-alon= programs, may e integrated
with the other storage systein software, or
may be policy.

Site management attempts to allocate the
resources of the storage system to the best
use for the overall benefit of the site
Policies for the site must be set, and the
manual and autornatic procedures must be
developed ‘o implement those policies. The
procedures must be adaptable because the
requirements  will change as time pro-



Siak Manager
Figure §

The Mover
Table 4

Mowver Function
Function Pararaelers Response
Move direction number of source bits moved
source descriptor number of sink bits moved

sink descriptor

transformation descriptor

gresses and because the same software may
be run at a number cof different sites.

For this discussion, the site managen-ent
.unctions are grouped intc seven areas:
storage management, operations, systems
ma‘ntenance, software support, hardware
support, administrative control, and bitf.le
management. The format will be to state
the requirements and then discuss the tools

31

needed to satisfy these requirements for
each area.

Storage Management
Requirements

371
3.7.1.1
Tne storage management function is con-

cerned with providing good performance
and reliability for user storage and access



needs. while utilizing the storage servers in
an efficient and cost-z2{fective manner. The
speciilc goals are to cptimize the overall
performance of the storage servers, to
control placement of bitflles in the stoiage
hierarchy. 10 maintain suffici>nt free space
in each storage server. to control frag-
mentation of space on volumes, to add and
4elete volumes, to recover data frem bad
volumes. to implement data backup
policies, to enforce space allocation
policies. 2nd to determine the need for
equipment. Most of the activities should be
automated to the extent that the task ol the
human system administrator is primariiy
one of monitoring summary repcrts and

using r=ports for planning purposes.
3.7.1.2 Tools Needed

The key to storage management for any
storage systemn is the ability to gather and
utilize information about the current state
of the storage servers and statistics on their
transaction histories. The total space, total
free space. and distribution of free space on
indtvidual volumes define the state of a
storage server. nformation should be ex-
tracted irom the transaction log of cach
storage server to give the number of bitfile
accesses, amount of daia transmitted. av-
erage and mean response times, average
and mean data transier rates. and pziterns
of access by bitille age, activity anc size.
Performance monitor programs are nceded
to provide information suckt as the average
walt aand respense times. resource ut.liza-
tion, demand and contention, and queue
lengths for storage system components.

The migra.Jdon marager component of the
bitfile server is t..e primary tocl for im-
plementing storage management policies.
The migration manager uses guidelines set
by the system administrator as well a-
historical data and current state dat: to
determine the amount of free space to Leep
available for each storage server, to decide
what bitfiles (by activity, size, etc.} should

be stored op - storage device, and to de-
termine w «files to move withia the
hierarchy Q) active bitliles readily
accessible.

The storag: system should have avtomatic
fragmentatior .untrol. Information about
the amount of free space and allocated
space can be used to dztermine when to re-
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nack volumes. This function may be

performed by the migration manager or by
scme other storage server modale.

Programs to analyze, initialize and label
volumes should be provided. along with
storage server commands to add and delete
volumes. Two distinct types of volumes ex-
tst. Volumes like fixed magnetic disks are
not demountalis, and are usualiy defined to
the operating system at system generation
time. Demountable volumes such as tapes
or optical disks are not subject to these con-
straints.

Storage servers and physical volume
repositories should manage their de-
mountable volumes largely without human
intervention. The only human activities
involved are occasional monitoring and
revision of controi parameters and sup
plying empty volumes to the storage server
or physical volume repository when
needed.

Two areas of storage management require
the direct involvermnent of i nowledgeable
persons. The first is the recovery of data
froin bad volurmnes. Programs are needed to
analyze. display and modify information
on a vclume, «<nd to copy the entire contents
of a volume to 2nother volume withcut
changing bitiille locations. skipping bad
data which cannot be read after a number of
retries. Data recovary may use the
migratlon manager *o evacuate a bad
volume bv moving ir. ividual bitfiles. The
decision as to which type of recovery shouid
be used in a pariicular case must be left to
an experienced person.

System planning also requires human in-
volvement. As new products are developed
and old ones discontinued, changes {n the
storage servers are needed. In addition,
changes {n the mnetwork or user
environment may require changes in the
storage management poiicy or
imrlementation. Statistical information
may be used to decide when storage
seivers/devices should be enhanced,
acquired and phased out. Changing
patterns seen in usage Information may be
the best indicator that changes are needed
in the policies of storage management.



372 Opernations
3.7.2.1 Requirements

The cperauons functiors are concerned
with making sure that the storage system
operates continuously and insuring that
user requests are being satisfied 1n a ti iy
and reliable manner. The system muJ.t “e
monitored and controlled te identil, . *
resolve problems. (o load/unload ..f-line
volumes. and to verify that sfie
management jobs have run correctly.

3.72.2 Tcols Needed

An intelligent operations control center
spanning the complete storage system is
needed. Console displays need to show
active requests for cach server. requests
gueued for each server, volumes mounted
for each storage server, space summnmaiy
informatici: (total number of volumes.
number of empty volumes, free space. etc.)
for eachi storage system in the hierarchy,
resource status (processors. storage
centrollers, storage devices,
communicatior: :inks, volumes, etc.j, and a
specia! display for resources that are
suspect or unavailable. Operator
commands shouid be available for each
server to restart or abort requests. and to
set resources available or unavatilable.

Storage system log information is needed.
Messages that require action such as
volume mounts and error messages snould
go te a display and,or hard copy console
All messages should be kept in a data base
where they can be eastly retrieved and
displayed.

Job summary information (s needed.
Successful completion messages and error
messages for system jobs should be written
tc a data base where they can be reviewed.
When an important system job fails., such
as backup of the bidile descriptcr tabies, an
operator action message should de Issued.

The opesational means to recover {rom
temporary and permanent f{ailures is
needed. This includes the ability to isolate
equipment which is fatling or needs pre-
ventive maintenance (e.g. tape drives
needing cleaning) and the ability to switch
to ba ‘'up equipment.

Automation of operations is needed to max-
imize the perforrnance and reliability, and
to mintmize th’ _1anual effort. This
includes autom. 1 of volume loading
using a physical iume repository and
automation of the decision-making process
{0 minimize human errors and human
delays.

373 Systems Maintecnance
3.73.1 Requirements

The systems matintcniance functions strive
to maintain the performance. reliability,
and avatlabllity of the storage system, and
the integrity of the stored data.
Performance is supported by monitoring
the tndividuai components and devices as
well as the overall storage for falling
components or out-of-balance condiions.
The key to reliability and avatlability is
the preservation of critical system
inicrmation in an environment of possible
hardware errors. software errors and
systemn crashes. This information includes
name server directories, bitfile descriptor
tables. space lim!t tables, phystcal volume
tables. physical device descriptor tables.
logical-to-physical maps. logicai voiume
tables, networx configuration tables and
transaction logs.

3.7.3.2 Tools Needed

System prcgrammers must have the ability
to quickly make changes in operating
system or stcrage syvstem parsmeters that
aflect the performancc of the system. These
tuning parameters may be available at
execution and/or compile time. A “super-
user” capability is needed so that a system
programmer can execute al. commands and
have access to all system daita.

Tools to maintain the integrity of informa-
tion are needed. Programs must be
available to back-up bitflles and volumes,
and to restore information f{rom the
backups. Additional toois miust be
available for !mportant, dynamic tables
and data bases where a backup quickly
becciiics out-of-date. One technique is to
keep a secondarv copy of dynamic
informaticn in additior to the primary
copy. If eith=r the primary or secondary
fails. a new copy Is immediately made of
the good copy. Another technique is to keep



a journal of the important transactions. If
a fatlure occurs, the journal ts applied to a
backup to restore the information to the
current level. The recovery programs
needed to restore a backup to the current
level following a crash must be available
and well tested. Several persons should be
familiar with the procedures required.

A checkpoint capability is needed to restore
critical storage system tables and data
bases tc a consistent state if a crash occurs
during a transaction that makes muiltiple
changes (such as saving a bitfile which
makes a new bitfile descriptor. updates. the
directory that points to the descriptor. and
may update the accounting data bast: as
well). During restart following an
abnermal termination, the cneckpoints are
used to cither complete or back-off requests
so that the tables and data bases wil! be
consistent.

Verification progra:ns are needed to check
the consistency of storage system informa-
tion. These programs should be designed to
run in parallel with the system so that
operation may continue while verification
is done.

Tools to help with problem determin-

are needed. These include trace capact
breakpoint capabllities, selected prirn.
of formatted and unformatted dump .
data and programs, and dump analysis
programs. Tools are needed to modify and
repair storage system information.

374 Software Support

3.7.4.1 Requiremenis

For sites that develop new storage system
software, facilities must be available to
develop, maintain and test that software.

For customer sites, a (cst facility is re-
quired to verify that a new version satisfles
local security and ciher requirements be-
fore pruduction use.

3.7 4.2 Tools Needed

An environment must be provided to test
software changes and enhancements
without disrupting the production use of the
storage syster. The ability to run a test
versicn and the production version of the

software simultaneously is necessary. The
test software may run on the same
processors as the production software or
run on other processors. It may share
devices such as the cornmunication systems
and the pLysical storage systems, but it
should have its own tables, data bases,
volumes, etc. Instead of running a complete
test version of the storage system soitware,
a test version c¢f a particular component
(e.g.. a bitfile server) could be run using
components of the production system for
the rest of the system.

A regression testing capability should be
avallable so that a comprehenstve set of
tests can be run at any time against the
production or test system to verify security,
integrity. and erformance. Both the
running and checking of the regression
tests should be automated.

3.7.3 Hardware Support
3.7.5.1 Requirements

The ha:dware supnort functions are con-
cerned with the display, dilagnosis and
correction of hardware problems, and the
configuration and installation ri <ne2
hardwar:. Hardware failures and - time
needed to repair failures m'.s be
minimized especially for those {ailures
that bring down the storage system. It must
be eacsy tc reconflgure the system hardware,
and instail and remove equipment.

3.7.5.2 Tools Needed

Programs to report hardware errors are
needed. These programs should be able to
give a detailed time history of hardware
errors, and show correlated summaries of
both temporary anG permanent crrcrs by
error-type, device-type. specific device and
volume, over specified time intervals. The
ability to recognize the beginning of a
problem before it becomes permanent is
especifally {mportant when dealing with
storage devices/volumes where permanent
errors generally mean the loss of data.

Programs to exercise and diagnose all
hardware components of the storage system
are needed. These programs should be able
to analyze the errors and recommend the
corrective action. Storage devices with



mechanical parts, such as magnetic disk,
optical disk. magnetic tape, and especially
physical volume reposttories, have a much
higher error rate than strictly electronic
hardware so diagnostic and excrcise pro-
grams play an important role in storage
systems.

The system should be redundantly config-
ured so that components and paths can be
isolated. removed for repair and upgraded
with a minimal tmpact upon operation and
Jerformance. Dynamic reconfiguration
capabilities, including the switching of the
production software to a backup processor,
should be avallable.

376 Administrative Control
3.7.6.1 Requirements

Administrative controi covers the security.
accounting. -and management policies of
the storage system. The security
requirements are to implement the security
policies of the site and to recognize if policy
violations are being attemnted. The
accounting requirements are to gather
usage information, to charge for use of
resources, and to control the resources. The
managemeni requirements are to present
summary {nformation concerning the
operation and performance of the system
that can be used to justify operational and
equipment expenditures and to set high-
level policy.

3.7.6.2 Tools Needad

The storage system must implement the
particular security policies of each site by
bullding the policies into the programs or
through the use of replaceable modules. In
general, the policies involve verification
that a user has access to the requested re-
sources of a server. Access or capability
information is stored with the resource and
checked against similar information in the
request. For some sites it is required that
classtification and partition levels be asso-
ciated with bitfiles and requests, and that
access be controlled based on certain clas-
sification and partition rules. A security
log must be available that contains all
security violations (as determined by a site)
and all transactions above a specified
security classification level. A log cf all

transactions shouid be «ept to help
diagnose anomalous situat.ons.

The storage system needs a resource-
charging mechanism. Charges may be in-
curred for the following resources and
services: amount of data stored, number of
bitfiles stored, data transferred. bitflles
accessed. and any of the requests made to
the bitflle servers. These charges may vary
for the different bitflle servers, depending
on ti:e level of performance and the class of
storage used. Requests made to the storage
system should contain an account code to
which the charge is to be made. An account
code can be stored tn each bitfile descriptor
along with ihe storage space used, the
length of time stored, and a reference time
for accounting purposes. An accounting
program obtains the storage and bitfile
charge information from the bitfile
descriptors; obtain the access, data transfer
and request charge information from the
transaction logs. accurnulate and sort the
charge information; and write the charge
information to an accounting file. Another
accounting program has the resource
charging rates and calculates the bills.
Since the account codes often change. an
automatic means of updating the bitfile
descriptors is needed. One approach is to
have a central data base of accounts from
which an accounting program can update
the bitfile descriptors. This data base can
also be used to validate users and to show
what resources they can use.

The summary information used by man-
agement to set high-level policy needs to be
extracted from all the other site manage-
ment reports and data bases. and presented
in a useful (usually graphic) manner. A
number of vendor products are avallable
that can be used to extract, process and
display information.
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5. Glossary

Anthentication Request/Reply
The command to test the access rights
of the requestor to a particular service.

Bitfile
A collection of data that can be created
on, read from. written into, and deleted
from: a storage system. These data are
treated as a string of bits without any
particular structure.

Bitflle Authenticator
The process that checks the access
rights of a requestor for service.

Bitfile Descriptor
The bitflle attribute information that
is stored as an entry In the bitile de-
scriptor table.

Bitfile Descriptor Manager
The process that manages the bitfile
descriptor table.

Bitfile Descriptor Table
The data store where the bitfile de-
scriptors are stored.

Bitfile ID
A machine-oriented, globally unique
identifier of a bitfile.

Bitflle Mover
The processes, including the high-level
protocols, that control the movement
of bitfiles.

Bitflle Server
The set of processes that controi the
creation, destruction, and access to the
many bitfiles under its control.

Biiflle Server Request Processor
The portion of the bitfile server that
a~ts upon requests and controls the
request /reply communications with
interncl modules as well as other
processes and servers.

Bitflie Transfer
The high-speed novement of bitlile
data blocks.
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Client
The list of permitted commands from a
client Lo a server and the resulling
responses.

Create
The bitfile client request t» form a
bitfile descriptor record in the bitflle
descriptor table. The bitflle atiributes
to be contained in the bitiile descriptor
are specified in the request.

Destroy
The bitfile client request to remove a
bitfile descriptor from the bitfile de-
scriptor table. The spacc allocated to
the bitfile is deallocated and, if the
media can be rewritten, returned io tl.=
free space lisl.

Lock
The bitflle client request to establish a
lock for a bitfile in preparation for one
or more stores or retrieves of the bit-
file.

Modify
The bitflle client request to change one
or more atiributes of a bitfile as con-
tained in the bitfile descriptor table.

Moaitor Information
Status Information f{rom storage
system modules used by the siie
manager Lo assist in the management
and control of the storage system.

Move Command
The request to move a bitfile belween
specified devices.

Name Server
The server that converts between the
human-orient=d name for a biiflle and
the machine-oriented name for Lhe
same bitfile.

Physical Volume

A bounded unit of storage media that is
used to store bitliles.
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Physical Volume Move
The physical movement of a volume
between the volume repository and a
stcmage server or its return.

Physical Volume Repository
The place where physical volumes are

stored when they are not at a read/
write station.

Principle ID
Identification of the agent requesting
service from the bitfile server.

PVR-Dismount
A request sent to the physical volume
repository to remove a physical
volume from a drive.

PVR-Mouant
A physical volume ID sent to the
physical volume repository with the
request to mount it on a particular
storage: device in the storage server.

The biiflle client request to obtain in-
formation about a bitfile or its at-
tributes from the bitfile descriptor
table.

Retrieve
The bitfile client request to move a
bitfile or a segment of a bitfile from a
storage server to t™e bitflle cilent. If
only a segment is to be moved, th~=n the
internal starting bit address ard the
bit string length must be specified.

Site Control
Commands from the site manager for
initial set up. operations. and man-
agement of the storage systern.

88-Allocate
The request to a storage server to make
logical space available for bitfile

storage.

88-Deallocate
The request to a storage server to
remove a bitfile from physical storage
and return the space to the free space
list.

1S-Retrieve
The request from a biifile server to
movy a bitflle irom a storage server to a
bitflle client.

88-8tore
The requesc from a bitfile server to
move a bit/.le from bitflle client buffer
to storage server media.

Status
The bitflle client request for the status
of the bitflle server or of a previcus
request made by the bitfile client.

Store

The client request to move a bitfile
data block from the bitflie client to a
bitflle server medium. This request
may include the ability to append a
segment at the end of an exdsting bitfile
or to update a physically specified
segment of an existing bitfile.

Unlock
The client request to release the lock
held on a bitfile.
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Overview of the Reference Model
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> Original Motivation for the Model

»

Communications tool for discussing stoiage
systems

Proper modularity

Transparency

Client interfaces
Take advantage of existing experiise
Reduce duplication of effort among system developers
Encourage mutually-compatible commercial products
Focus on distributed, high-performance storage syst~—s
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> History of the Model

First specialists workshop - September, 1983

A proposed mode! presanted at the 6th IEEE
Symposium - June, 1984

A refined modei presented at the 7th Symposium -
November, 1985

Session devoted to the model at the 9th Symposium -
October, 1988

\Working Group crgarized September, 1989

Project 1244 kicked off at the 10th Symposium -
May, 1980
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> The First Reference Model (June, '84)
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b The Current Model

All Modules
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’ The Significant Modularity

Data bypasses control modules

Server modularity supports
difterent clients, devices

Name Server modulari
supports ditferent naming
environments
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Abstract Objects
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} Definitions

Abstraction:

A simplified description of a aystem that
amphasizeﬁ some of the system's details
whiile suppressing others.

M. Shaw
Mhject:
An entity whose behavior is characterized by

the actions that it suffers and that it requires
of other objects.
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> Characteristics of abstract objects

Visible to the client

Managed by a server that
Defines operations (the interface)
Defines legal sequences of operations
Provides access to objects

May be active (e.g. processes) or inactive (e.g.
magnetic tapes)

Composed of a descriptor, an ID, and a physical cbject
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b Components of an abstract object
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Object ID
Descriptor

Object type
Access info
Cragtion time

‘Current Location
ete. -
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_An Example - The Bank Safety
Deposit Box Abstract Object
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The Fundamental Reference Model
Abstract Object (the Bitfile)

Bitfile ID

Descriptor

Bitfile
Access info
Gmﬁtm 2%@%

Bit String
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11101011 §
00111001 7
10101010 §
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> Common Abstract Object Functions

Create

Creates a descriptor (and maybe an object)
and returns ID

Destroy
Destroys the object descriptor and releases object
resources
Read Descriptor
Interrogates descriptor entries
Modify Descriptor
Changes descriptor entries
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Description of the Model

Lo B B B o B N e e T

vy of Lalitorniy
Lawrence Livermore

Mational m%ﬁfﬁtﬁf‘? Cidarn B0 T I8 T h




R OB R R R R R OR R ER R RR

i Lawrence Livermore

Gooars S0 9229217

B> The Purpose of the Bitile Client
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The Bitfile Client is the programmatic
agent of the user

Converis user desires (IPC, system, or
iibrary calls) into bitfile server, name
server, and mcver requests.

Allow: the same servers 1o handle a
variety of stande rd user interfaces.

The Bitfile Client is system-dependent!

t‘jf of Calitornun
| [ Lawrence Livermore

¢ National Laboratory

Gece S0 009 1 8




L0 o R FOR BN SE R N B G N S N T B T

| Lawrence Livermore
Nationa: Laboratory

Gotmerd 80 9229219

P> writing a Bittile
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’ The Name Server

All Modules
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» The Purpose of the Name Server

Provides for the retention of Bitfile IDs

Translates human-oriented names into
machine-oriented resource IDs

Supporis resource sharing

Decouples name management from bitfile
management

Can be used in different naming environments
Supports heterogeneous networks
Manages abstract objects cailed “directories”
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b The Directory Abstract Object

*
»
»
»
e
£ 2
*
»
»
»
*
»
»
*
%
»
»
*

# National Laboratory

Cocard S0 92092 23

Specific Name Server Functions

Add Entry

inserts a rame / ID pair into a directory
Fetch Entry

Given a name, returns the ID from an entry
Delete Entry

Removes one or more entries from 2 directory
List

Returns some or all of the names in a directory
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» Creating a Directory "Tree"

Bitfile IDs
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} Path Names
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’ Alternate Paths
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’ Creating and Naming a Resource

“Create” -
Bitfile . @ Resource
Client |g—S30urce Server |

"Add Entry", 5 Space
Resource 1D, \ Alcated
P

Directory m,{\% o

? e

Name
Server
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> Independent Bitfile and Name Servers
Bitfile Clients

Bitfile

Server 1

Migration
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> Problems with Independent Servers
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Lost objects
Dangling pointers

Performance is lower when bitfile
server access is necessary

Encryption of IDs may be necessary
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> Different Naming Environments

Unix
Unstructured names

Dos
Name + extension

VMS
Version numbers

Etc.
All can use the same Bitfile Servers!
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» Using a Database as a Name Server
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b The Bitfile Server
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’ The Purpose of the Bitfile Server

servers
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The Bitfile Server controls the "logical"”
aspects of bitfile storage and retrieval

Maintains the Biifile Descriptors
Authenticates access to bitfiles
Controls bitfile migration to/fr~- © other bitiile
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Bitfile Server Internals
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’ Bitfile Descriptor Fields
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Created =2nd used by Bitfile Client
Comment, bitfile format
Create by Bitfile Ciient, used by Bitfile Server
Account, lifetime, security level, service desired ...
Created by Bitfile Server, used by both
Statistics, bitfile length, creation time ...
Created and used by Bitiile Server
Lock information, last migration time ...
Created by Storage Server, used by Bitfile Server
Bitfile location, last device used
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> Bitfile Server Functions

Transaction Functions
Abort, Status

Descripior Functions
Create, Destroy, Lock, Modify, Query, Unlock

Bitfile Access Fun >tions
Erzse, Retrieve, Store
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> The Storage Server
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’ The Purpose of the Storage Server

“ontrols the "physical” aspects of bitfile
~iorage and retrieval

Acts like an intelligent controlier

Presents the image of perfect media tc the Bitfile
Server
(The media capacity is visible to the Bitfile Server)

Manages abstract objects called "logical volumes”
made up of sets of "bit string segments"

"Devices" are aiso visible, but only to the site
manager
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Logical Volume and Segment
Abstract Objects

Logical Volume ID

~“Logical Volume
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’ Storage Server Internals
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} Storage Server Functions
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SS-Allocate

Allocate space and return segment descriptors
SS-Deallocate

Deallocate space and return it to free list
SS-Retrieve

Transfer specified data to client
S§S-Store

Accept specified data from client
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> The Physical Volume Repoziiory
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The Purpose of the Physical
Volume Repository

The Physical Volume Repositor; provides
manual or robotically retrievable shelf
storage of physical media volumes.

Tape reels, tape cartridges, optical disks, etc.

Manages abstract okjects called "physical
volumes"”
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Physical Volume Descriptors

Contains
Physical location
Human-readable label
Media type
Owner information
Access-control information
Statistics
Descriptors are not stored on the physical volume
Reference mode! does not specify media format
Some media cannot be updated
Descriptor contains the physical location
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_ Physical Voiume Repository
Functions

PVR-Dequeue Remove request from queue
PVR-Dismount  Remove volume from device
PVR-Eject Remove volume from the PVR
PVR-Locate Report location of volume
PVR-Mount Mount volume on a device
PVR-ReadQueue Retum list of queued volumes
PVR-ReadStatus Heturn status of specified device
PVR-SetStatus  Set status of specified device
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Purpose of the Communication
Service

Provides control and data communication
among the modules of the model using
existing protocols

inciudes the Mover
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’ The Mover
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’ Mover Architecture

Date may be transtoimed
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’ Using Movers Across a Network
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’ Site Manager Functions
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Optical storage is a new and growing area of techrology that can serve to meet sume oi the mass
storage needs of the computer industry. Optical storage is characterized by information being
stored and retrieved by mcans of diode lasers. When most people refer to optical storage, they
mean rotating disk media, “ut there are 1 or 2 products that use lasers to read and write to tape.

Optical media also usually means removable media. Because of its removability, there is a
recognized need for standardization, both of the media and of the recoraing method.

Industry standards can come about in one or more different ways.

1. An industry supported body can sanction and publish a formal standard. Examples
of such bodies include ANSI, AlIM, ECMA and ISO.

2. A company may ship enough of a product that it so dominates an application or
industry that it acquires 'standard’ status without an official sanctic~ Such de
facto standards are aimost always copied by other comj anies witk S wees
of success.

3. A governmental body can issue a rule or law that requires confcmac. ¢
standard. The standard may have been created by the governme:t, or adoptcd it
among many proposed by industry. These are often kr.own as de jure stande:

Standards are either open or proprietary. If approved by a guvernment or sarcticning body, the
standard is open. A de facto standard may be either open or proprietary.

Optical media s too new to have de factc st ndaras accepted by the marketplace yect. The
proliferation: oi non-compatible media types in the last 5 years of optical market development
have conv:nce-1 many of the need for recognized media standards.

There are 3 organizations presently working to establish recognized standards for optical
media.

ANBI - The American National Standards instituie, committee X3B11

ECMA - The European Computer Manufacturers Association, committee TC31

ISO - The International Standards Organization, committee SC23 and §C15

Membership in ANEI is openr to individuais, organizations and companies.

Membership in ECMA is open to companies that manufacture products in Europe.

Membership i IS is open only to countries.

All work on the technical committees of all 3 organizations is accomplished by volunteers
from industry. The volunteers pay their own way and spend the time necessary to formulate,
draft and critique proposed standards.

As might be expected, many of the same individuals can be seen on the 3 different optical

committees. The manufacturers of optical media and drives dominate the 3 committees
devoted to optical media. There are a sprinkling of others, including semiconductor
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~1anufacturers, software fims, CPU ¢ 'mpan’/~s and user organizations. The user community
1s probably (he most under-represented at these comamnittees.

All 3 ¢committees xork hard to keep some level of ccordination between each other. The ANSI
committee X3B11 is the place that US optical media standards are developed and the
recommendations for a US national! position at I1SO are foarmulated. X3B11 also nominates
delegates for the US to send to the meetings of ISO-SC23.

Because ECMA is a European Lrace association, there are no direct. formal links between f#t and
Xx3B11. However, there are formal a1 long established links between X3B11 and 150/SC23.
Since many of the companies that send people to the maeetings * X3B11 are also members of
ECMA TC31, the inforraal communication path ts weli used. ECMA is also an advisory
member of [SO/SC23 and often inakes direct submissions to ISO with proposed inte—ational
standards.

When the members of SC23 and X3B11 can s@ee on all points of a proposed standard. it is
possibie to have a joint ANSI/ISO stancurd, published as a singie document. However, there are
aften manv reasons for divergence within a standard. so we wind up with bota an ISC and an
ANSI standard for the same thing.

The members of optical media standards commitiess are working under a aandicap in that
much of the technical data necessary to develop a comprehensive draft (s still being discovered
in the laboratory. The funcamental first order physics of optical recording is not as well
understood as thatof traditional magnetic recerding.

The true test of a proposed standard physical par —*~ter or measuremert i8 can several people.
working in different latorstories achieve the sa -1lts consistently? It takes tremendous
resources to define and deveiop a standard a. ...-o0ut the time, materials and equipment
generously provided oy the vnl: :.eers from industry, it would .ot be possibls

In spite of th: amount of detatl present in a wedia standara, people oft>n ask why the
documents don't go ever farther in defining what a plece of standard media looks like? A
standard is not intended as a complete Lluc - int on how to butld a product. nor as a purctase
specification. Instead. it exists as a framework under which it !s possible ior mult!ple
manufacturers to build products that have a good chance of irue interchange.

issues like quality and ma: .ufacturing process are test leit to the market place. There must be

room ¥ithin a stardar? for comranies to add value and offer their own vision of what the
CustoINT NCeas.
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Existin,g standards for optical medta:

CD-ROM
) 9080 Thats standard defines the file structures on a CD-ROM.
Capacity = approx. 550MB
B0 10140 Defines the physical media and the sector format of CD-ROM.
Optical RORM Computcz Media:
B0 9171 Defines a common 130mm, (5.25 inch) optical media, cartridge and
sector for. at fo< 2 indepenudent and non-compatible servo systems,
(CCS and SSF). Capacity = 320MB/side
B0 11860 Defines 130mm media that uses magneto-optic recording but is
treated as WORM media. Also uses the CCS format. Ce.pacity = approx.
320MB/side
150 10888 Deﬂnm356mfn.(l4mh)omulmedlaandcm1rldgc.aswenmthe

ANSI X3.191-1981

ANSI X3.211-16062

AME X3.214-1802

ANSI X3.200- 502

ANSI 13.220-1962

sector format. Capacity = 3.400MB/side

Defines 130mm WORM optical media and cariridge that uses the SSF
format and RZ recording. Capacity = approx. 650MB/side

Defines 130mm WORM optical media and cartridge tha. uses the CCS
format and RLL 2,7 recording. Capacity = approx. 320MB/ side

Defines :30mm WOCRM optical media and cartridge that uses the SSF
format and 4/15 recording. Capacity = apprax. 320MB/side

Defines 356mm WORM optical media and cartridge and sector
fyrmat. Capaci’y = approx. 3.400MB/side

Defines 130mm media that uses magneto-optic recording but is
treated as WORM media. Also uses the CCS format. Capacity = approx.
320MB/s'de

Optical Rewritahie, (Erarable) Computer Media

B0 100A¢

ANSI X3.212-1982

ANSI X3.213-1962

Defires # common 130mm Rewritable media and cartridge with 2
not  anpatible szrvo formats, (CCS and SSF). Capacity = approx.
320MB/side

Defilnes 90mm Re-writable/Read-Only optical media and cartridge
that uscs (he CCS format. Already approved by ISO. this stanagard is
being considered for submission as an ANSI standard. Capacity =
approx. 128MB, (singie sided).

Defines !30mm Rewrlitable optical media and cartridge that uses the
CCS fcrmat. Capacity = approx. 320MB/side

Defines 90mm Rewritable/Read-Only optical media and cartridge
hat uses the DBF {c.mat. Capacit, = apnrax. .20MB, (single siced).
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Projects active within standards committees:

130mm Extended Capacity Media. A simple extension of standards 10089 and X3.212 witi:
650MB/side capacity and a 4oal of complete compatibility with first generation media at
the drive level. Alsc known as the 2X media project. Projects active at ECMA and ISO/SC23.
Est. completion 6/93

130mm Second Generation Media. Anticipated capacity is over 1GB per side. Also known as
3X media project. i ts active at ISO/SC23 and X3B11. Est. completion 10/94

O .am Second Geaenation Media. Anticipated capacity is over 300MB on single sided
media. Goal is to offer compatibility with first generation media at the drive level. Est.
completion 10/94

S00mm WORM Media. This is actually 2 projects £t the present time. There is no

on a single servo method, (between CCS a .d SSF) and there may be separate standards for
plastic and glass media as well. Projects acttve at ISO/SC23 and X3B11. Est completion
6/94

File and Volume Structure. This project ts intended to affect all sizes of optical media. It
defines the software volume and file structure that is needed to achieve true media
interchange between systems. It has been developed with the needs of UNIX, MS-DOS and
DEC operating systems in mind. It is possible that by the time of this conference, the draft
will have been approved as a standard by ISO or ECMA. The work is essentially complete
and only a review and final votes are needed at both ANSI and ISO. There are a. _ive projects
at ISO/SC15, X3B11 and ECMA TC15. Est. compietion 12/92

Cipacity Trends

The next generauon standards for 90mm and 130mm Rewritcble media will not likely go
beyond the stated capacitics because of the lack of commercial laser diodes with short wave

and sufficient power for this type of application. The first generation optical medix
products had the benefit of a popular consumer application, {the music CDs) that caused hign
production volumes in 780nra wave length laser diodes. These high volumes led to low cast
components and the boost in power needed for WORM or Rewritable drives was not too difficu’:
for the diode manufacturers tc make.

To obtain ~gnificant increases in bi{ densities on optical disks, you must write a smaller spot
oh the mv.dia. The only way to ao that economicaliy today !s with laser diodes with a shorter
wave length. Laser diodes of at least 67 Jnm wave lengths and power outputs of 30-40mW a-e
needed. There !s no consumer application at present for laser diodes with these characteristics.
This leaves prices for such diodes In the range of several hundred dollars each because of the
low inr1afacturing --olumes.

The ¢+xand for optical disk drives for computer applications is simply not high enough to
justuy 1 laser diode manufacturer investing in a lot of capital equipinent to make compc.ieats
for theoe drives when other opportunitie< are present.

Ta!s situ. ta': Tnay change as consumer applications open up for shorter wave length diodes.
Ar:rr vossibility is the use of "trick” optics that act as (requency doublers. Double the light
frequency and haive the wave length. The only prohlem is that at present, these techriques are
not very efficient. The . .1ginal power ievel is requced by as inuch a5 .

So, given ‘I existing lfmits of ~chnole~- Tn-st aptical storage media can be expected to go to

2X or 3X over present capacny limit .U the next few vears. These capa.!ty gains are
achieved by a combination of code techiugques and (rack deasity tnprovements.
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Abstract

An industry-led collatorative project. called the National Storage Laboratory. has been
organized to investigate technology for storage systems thzt will be the future repositories for
cur national information assets. Industry participants are IBM Federal Systems Company.
Ampex Recording Systems Corporation, General Atomics DISCOS Division, IBM ADSTAR,
Maximum Strategy Corporation, Network Systems Corporation. and Zitel Corporation.
Industry members of the collaborative rrciect are funding their own participation. Lawrence
Livermore Nationa! Laboratory through its National Energy Research Supercomputer Center
(NERSC) will participate in the project as the operational site and the provider of applications.
The expected result is an evaluation of a high performance storage architeciure assembled
from commercially available hardware and software, with ,me software enhancements to
meet the project’s goals. It is anticipated that the integrated testbed system will represent a
significant advance in the technolegy for distributed storage systems capable of handling
gigabyte class files at gig-bit-per-second data rates. The National Storage Laboratory was
officially launched on May 27, 18992, when executives of the six founding industrial
participants and Jchn H. Nuckolls. Director of Lawrence Livermore National Laboratory,
signed an agreement with Admiral Jarmes D. Watkins, Secretary, U. S. Cepartment of Energy.

1. The High Performance Data Storage Environment

In recent years. transferring and storing information has become a major challenge in the
high perforrnance computing arena. Scientists at Liverrnore and cther research labs now wait
for hours - and even days - to retrieve their supercomputer daia. While today's stoage vystems
can move ten to twenty million bits of information each second. requirements exist today for
archiiectures with capacity of 100 million to one billion _its per second. .
Excellent researck: and development is taking place in the processcrs, communications
networks, anc media required to handle very large volumes of data at very high data rates.

o Several gigabit class fiber optic networks are planned that enable cross-continent access tn
high rate/high volume data.

¢ ANSI has taken the lead in providing high performance interconnect standards such as
HIPPI, FDDI, IFi, SCSI, and the forthcoming Fther Channel Standard that enable vendors to
design subsystemns that can work together at high dzta rates.

e Data striping and RAID technolegy have leveraged system performance zn order of
magnitude beyond the periormance of indtvidual devices.'



¢ Distributed storage systems. such as the Andrew File System (AFS)* that originated at
Camegic-Mellon University, offer the prospect of nationwide and woridwide storage

systems which present a single file system tmage to the users.”

¢ The IEEE has established a Storage Systemn Siandards Working Group to bring users and
vendors together to address the creation of a standards-based framework to allow

subsystems and components to fit together.’

The natfonal assst storage system of the near future is much more than an aggregation of high
capacity components. New concepts are required to bring the available component

technologies together into useful, manage=hle systems.

2. The Need

There are significant needs that must be addressed if the goal is to create nationwide high
perionm- "ce distributed storage systems.

2.1 T+~ <«ttached High Performance Storage

' - . ~Ji a' operational storage systems at the national laboratories ardd supercomputer

© ¥ use geswtral purpose computers as storage servers. These storage servers connect to

o . :uris such as disks and tapes and serve as intermediaries in passing data to compute

<adive nodes on their networks. At the Livermore Computer Center, for example, disks and
1 3 are connected to an Amdahl mainframe that honors requests from users on other
sy..tems, primarily Cray supercomputers, to read or write data to the storage devices.! As the
data rates of storage devices increase, the storage server must handle correspondingly faster
communications links such as HIPPI today and Fiber Channel Standard in the near future.
This tends to drive the storage server camputer into the supercomputer class, based on the
required data bandwidth.

An alternative is to attach the storage devices (or to be precise, their control units) directly to
the network. This would eliminate the need to store and forward data through a general
pur}.ose mainframe or supercomputer functioning as storage server. There is precedent for
this. At th< National Center for Atmospheric Research, there has existed for several years a
storage system that uses an IBM mainframe computer to set up storage trans® - —quests Lut
then iransfers the data directly from » storage device to a Cray supercompv . . A specially
designed componernt of the communications system butlt by Network Systems Corporation
serves to transfer the data between the storage unit and the supercomputer. Therefore, the data
does not have to flow through the IBM mainframe. Instead, the IBM mainframe functions
more as storage manager than storage server in the traditional sense. More recently,
Maximum Strategy Corporation and {BM have offered disk arrays capable oi HIPPI
connecttvity that have the potential 1o serve as network-attached storage devices.

2.2. Multiple, Dynamic, Distributed Storage Hierarchies

Current storage systermns including General Atomie’'s DataTree and UniTree** and IBM's System
Managed Storage provide a single hierarchy of storage media. In this single hierarchy.

* AFS is a regisiered trademark of Transasc Corporation.
*% DacaTree and UniTree are trademarics of Genera! Atomics
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frequently ased data is kept on disk, less frequently used data is kept in an automated tape
library. and infrequently used data ts kept in tape vaults.

With the availability of new media such as solid state disk, disk arrays, and helical scan tape,
there Is frequently no single hterarchy which can be applied to all data and all media.

Consider the problem of technology insertion. This may take the form of adding 2 new type uf
data storage device into an existing system, a type of tape. for example. Further assume that
the existing storage devices will continue to be vsed Now, what was a simple disk-to-tape
hierarchy becomes as many as three or four hierarc.fes: disk to cld tape. disk to new tape, old
tape to new tape, and perhaps even new tape to old tape. Currem storage systems do not have
the :nechanisins to handle this level of complexity.

Also, consider what happens when a system grows to regional or national scale. Multiple
centers, each with disks and tapes. must cache ricently accessed data to high performance
media and migrate less recently accessed data to lers expensive media. Usually this is done
locaily, but occasionally there may be requirements to migrate data from disks (or tapes) at
one location to tapes at another location. In a system that recognizes only one hierarchy,
extensive human supervision and intervention is required to handle inter-datacenter
migration.

Multiple hierarchies are needed. based 2n such factors as location, data type. cost. and project
affiiation. Each hierarchy must be adaptable to meet specific requirements and must be able
to change over time under the coutrol of a system administrator. The concept of muitiple
dynamic hierarchies is described in more detatl in an IBM FSC research paper” and are being
proposed to the IEEE St ge Systemns Standards Working Group.

2.3. Layered Access to St arage Systom Sevvices

In distrbuted systems, ‘torage services should be presented at several layers of abstraction. At
the higher levels, the < 'rvices should provide a fully transparent file abstraction. At this level,
concurrent access is synchronized, caching must detect conflicting read/write patterns by
multiple clients, and access and modification times are tracked with timestamps. These are
common characteristics taken for granted when using a flle.

At a lower level, where there is less need for transparency, the user may : -ed to work with
objects such as disk or tape blocks. These objects are provided without synchronization,
caching, access records, etc. At an even lower level, individual devices become visible,
requiring even more intimate knowledge of the semantics of the storage media. For example,
the user must take into consideration such characteristics as write-once versus read/write and
scquential versus random access. It Is common to build important classes of applications,
such as database management systems, directly on these lower level abstractions.

At the higher levels, the fully transparent f{ile abstraction is more convenient for raost end-
user applications. Transparencies such as location independence can make applications much
easier to write and allow portability of both application and storage objects. But these extra
components of the abstraction impose significant performance penalties that some
applicatiuns cannot afford. For example, a database application is intimately tied to its
storage access pattern and. given the appropriate low level access, can ontimize its accesses
murh more effectively than a generic caching flle system. The database application must be
given access tc the lower 1. . abstraction of disk blocks, and it must b< more sophisticated to
access end * -~~~ i its storage at the lower level. Other clients that are more interested in
highp " wn 1™ e flle abstraction might include a paging system. that needs the



highest level of performance with minimum overheas from networked soiid-state disks, or a
sateilite downlink, that receives data at such a hig . tate that it cannot pass through a disk
buffer but must be written directly to the raw tape deivces for later processing.

A national resource file system 21ust provide levels of abstraction appropriate for dhve:3e
classes of applications. These will range from the fully abstract and highly transparent
interfaces for the general user to low level services for use by sophisticated applications that
are willing to obtain high performance in exchange for a more complex storage abstraction. It
is essential that a storage system have the appropriate modularity to support multiple layers of
storage & stractions over a range of user interfaces, file naming conventions, storage
hierarchies. network connected devices, and storage management strategies.

2.4. Storage System Management

Storage system management is the collection of functions concemed with control,
coordination, monitoring, performance and utilizat.on of the storage system. These functions
are often interdependent, invoive human Jecision making, and span multiple servers.
Management functions may be !mplemented as stand-alone programs, integrated with other
storage system software, or implemented as policy. The Storage System Manager can be
thought of as the collection of management processes that performs all necessary storage

system management functions.

Storage system management attempts to allocate the resources of the storage system tothet .t
use for the overall benefit oi the site. Policies for the site must be set. and manual and
automatic procedures must be developed to implement those policies. The procedures must be
adaptable because the requirements wili change as time progresses and because the same
software may be run at a niuaiber of different sites.

Current storage system software packages provice tools needed to manage indtvidual sites. As
gigabit nc works blur the distinction between local and remote. and as national storage
systems are created, the issue of system management becomes of great ccncern.

3. The Collaboration

Six companies with interests in the technology for very high performance & “rage systems
joined together with Lawrence Livermore Naticnal Laboratory to found the collaborative
research project. The collaboration is d:fined bty a set of Cooperative Research and
Development Agreements (CRADASs) between the industrial participants and the Department of
Ernergy. The National Storage Laboratory was officially launched on May 27. 1992, when
executives of the six founding industrial participants and John H. Nuckolls, Director of
iawrence Livermore National Laboratery, signed an agreement with Admiral James D.
Watkins. Secretary, U. S. Department of Energy.The collaboration is self-funded, with
participants providing both equipment and labor. The roles of the founding participants are:

o IBM Federal Systems Company is serving -~ - sstems integrator and project coordinaior.
IBM Federal! Systems Company is provia. ¢ RISC System/6000 computers, and IBM
ADSTAR Is providing a 20 gigabyte HiPPl-attached high performance disk array.

e Ampex Recording Systiems Corporcticn is contributing technolcgy and equipment for a
HIPPl-attached very high speed, high capacity cartridge tape library system.

o General Atomics DISCOS Divisicn 1s providing UnfTree storage system software ...t will
serve as the framework and point of departure for the software capabilities to be developed.
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¢ Maximum Strategy Corporation is working with IBM and Ampex to configure very high rate
tape and disk control units capable of network attachment.

o Network Systems Corporation is providing expertise in network design and is supplying
network switches, routers, and gateways.

o Zitel Corporation is providing a HIPPl-attached s>lid state memory device capable of data
rates limited only by network performance.

e Lawrence Livermore National Laboratory, through its National Energy Research
Supercomputer Center, Is serving as the operational environment and host site for the
collaborative project and the source for applications.

Four National Science Foundation laboratories have joined the NSL as members of the
Executive Committee:

Cornell Theory Center

¢ National Center for Supercomputing Applications

Pittsburgh Supercomputing Center

San Diego S..percomputer Center
Since its founding, the collaboracion has been joined by three other contributing companies:

e CHI Systems, Inc. is providing HIPPI adapters for several of the computing and 170
subsystems.

¢ IGM-ATL, Inc. is providing a SCSI-attached 8mm tape library system.
s PsiTech Inc. is providing a HIPPI-attached high performance frame buffer.

It is expected that some additional growth in collaboration membership will occur. and indeed
will be welcome. Growth in the collaboration i{s expected to be vertical, with new members
offering a hardware, system software, or application interest that does nct duplicate and is
complementary to the interests of the exsting membership.

4. The IEEE Storage Systems Standards Working Group

An important forum for users, developers, researchers, and suppliers to come together to work
on mass storage system issues has been the IEEE Storage Systems StancarZs Working Group.
This standards body, organized in May 1990, will provide guidelines and standards for
scalable, distributed, multivendor storage systems. All of the member organizations of the
joint research project are members of the IEEE Storage Systems Standards Working Group.
The four basic tasks of this study. network-attached storage, multiple hierarchies, layered
protocols, and storage systern managemert, are areas of interest in the Standards Working
Group.

8. Overview of the Prototype Storage System

The colla. .orative project wiil develop \n operational prototype to be called the National
Storage Laboratory. Figure ' shows the prototype system as it is envisioned toward the end of
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1992. This prototype will augment existing systems in the Nationai Energy Research
Supercomputer Center (NERSC) and the Open Computing FaciL'y (OCF), both of which are
located in the Livermore complex. The National Storage Laboratu:v will be used by LLNL
scientists in their work in climatology and fusion research.

The storage system, as shown in Figure 1. is conceptually divided into four functio:.a! groups of
equipment. These grc ips represent the computational resources, the user areas, the network
storage devices. and the components that provide access control and storage system
management. Various networks are shown connecting the various components to provide
separation of control functions and data movement functions. These functionul groups of
processors, storage devices, and networks are described in the following paragraphs.

8.1. LLNL Comyutstional Rescurces

Closely tied to the collaborative research project are the compuwational engines that are both
the producers and consumers of massive quantities of data. The prototype storage system will
be connected to CRAY-2 and CRAY Y-MP C-30* supercomputers at NERSC. Representing
another class of computational resource will be a cluster of IBM RISC System/600G**
workstations that comprisc LLNL's Open Computing Facility. The computational complexes
will be connected to the pool of network-attached storage resources by the Direct Data Transfer
Network and to the access and control mechanisms by a Storage Access Control Network
functionai group. Each computational system has its own private storage and will conttnue to
be connected to existing shared storage systems at NERSC and OCF, that are for simplicity not
shown in Figure 1. Also, there are existing facility networks that provide access to users of the
these computational complexes; these networks are also not shown in Figure 1.

5.2. User Arcas

Users of the prototype storage system will have their own deskside UNLX workstations.and will
be connected via existing facility networks to the NFRSC and OCF computational complexes.
These workstation users w.li expect to use standard network file services such as NFS or AFS.
Consequently, the design of the storage system prototype includes a Secondary Storage Server
that proviaes an NFS or AFS compatible file system managed by an IBM RISC System/6000
computer. The Seccr.dary Storage Server is in turn connected to the Network Storage
Resources via the Direct Data Transfer Network and to the Access Control and Management
functional group via the Storage Access Control Network. Local disk arrays on the Secondary
Storage Server provide speed matching and caching between the high performance network
storage resources and the workstations. Also shown in the User Area functional group is a
Frame Buffer. The Frame Buffer is connccted te the Direct Data Transfer (HIPPI) network and
is capable of d!'splaying movie-like sequences of high resolution images from either the storage
resources cr the comp..tational resources.

Corresponding to the prototypes single User Area, as shown in Figure 1. a future full
implemnentation of these concepts would contain many such user area functional groups, some
locally attached and some rernote. Each would have access to a local Secondary Storage Server
and perhaps to a Frame Buffer. The Secondary Storage Server itself may be a basic
workstativn with a few large disks, or it may be a mairfiame or a speclalized storage system
product.

¢ CRAY Y-MP C90 and CRAY-2 are tradcmaiks of Cray Research, Inc.
®* |BM RISC Sy:temy/6000 is a trademark of International Busiress Machines Corporation.
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Figure 1. Conceptual Overview of the National Storage Laboratory at Lawrence
Livermore National Laboratory



The Open Computing Facility's RISC System/6000 Cluster which is shcwn in Figure 1 as a
single box without internal detail, will be in many ways like the User Area, with cne of the
RISC System/6000s serving as & Secondary Storage Server for the othc: members of the
cluster. The main difference between the RISC System/6C00 cluster and the User Area
funcifonal group is in tke way the systems are used. The User Area computers are interactive
workstations usuaily dedicated to an individual or a small group of people. while the
workstations in the Open Computing Facility cluster are compute servers to which batch jobs
are scheduled. Thus, the User Area functiocnal group represents a butlding block or "generic
object” that can be replicated and employed in different ways.

%.3. Netwurk Storage Resources

One of the objectives of this research project is to gain experience with the concept of network-
attached storage devices. Conceptually, network-attached storage devices can be shared by
several processors while not being "owned" in a conventional sense by any of them. The
functicnal group in Figure 1 labeled Network Storage Resources represents the high
performarice network-attached storage devices planned for the prototype storage system. They
are a solid state memory device from Zitel, a disk array from IBM, and a4 robctic tape system
from Ampex. The Ampex tape sysiem will use a !9 millimeter helical scan tape ‘ormat called
DD-2. All three of these storage units have intelligent controllers that are connected to both
the Direct Data Transfer network using a HIPPI interface and to the Storage Unit Control
network via a conventional locat area netwcrk interface. The controliers for the IBM disk
array and the Ampex tape subsystem are from Maximum Strategy Corporation, a member of
the cellaborative project.

Commands to direct the Network Storage Resources components to send and rece‘ve data will
be sent from system components represented by the Access Control and Management
functional group in Figure 1. Data will be transferred directly to the components represented
by the LLNL Computational Resources functional group and the User Are2 functional group via
the high speed Direct Data Transfer Network. Thus, there is a separation of control and data
functions. In the prototype. this separation of control and data, which is a logical concept, will
be enforced by a physical separation of the control and data networks.

5.4. Access Control and Management

In most existing stcrage systems, hoth control and data pass through a storage system
processor that is often a mainfraire. The NERSC, for exampie, uses a mainframe-based
storage system in which all data pass.-s through the memory of the storage system processor.

For the slorage system proto!ype as >bswn in Figure 1, the contrelling entity will be a
workstation class computer. This !s true even though the data rates to and from the storage
devices are an order of magnitude fas!er than in exdsting LLNL storage systems. Such a design
is pcssible because the data will flow directly between the user and the device. not through the
controlling entity. [his is enforced in the prototype by the decision that the Access Control
and Management components are not connected to the Direct Data Transfer Network.

The romponents of the prototype Access Contro! and Management System will be two IBM
RISC System/6000 computers. Conceptually, this complex couvld grow horizencally to more
workstations, or veriically tv a mainirame. Also, the access control and storage system
maaagement functions couid be combtined into one processor.

The Access Conurol .:d Management complex is where most of the software development will
take place for ihe ~ollaborative project. The “Access Control functions will be based on
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UniTree, which is a product of General Atomics DISCOS Division, a member of the
collaborat.ve project. The storage system management furctions will be new.

Operativnally, the UniIree component will receive requests t{o store or retrieve data over the
Storage Access Control Network. The requests may origiuate from one of the high
performance computational entities shown In the LLNL Computational Resources functional
group or from the Secondary Stcrage Server shown in the User Area. The mudified UniTree
software will translate the request into commands directing one of the devices .n the Network
Storage Resources functional group to send data to the requestor or receive data from the
requestor. These commands are sent over the Storage Unit Control network.

8.5. Netwarks

The principal logical networks are a Direct Data Transfer Networle, a Storage Control Network
(shown: in Figure 1 as separate Storage Unit Control and Storage Access Control networks), and
various facility networks.

The initial compoenent of the Direct Data Transfer Network is a HIPPI switch from Network
Systems Corporation, a member of the collaborative project. HIPPI stands for High
Performance Parallel Interface and is an ANSI standard. There wi'l be a fiber extender {o allow
connection to the Open Computing Facility's RISC System/600v cluster, which is in another
building and is weli beyond HIPPI distance limitations. There will be provision fer future
attachment to remote networks through T3 and SONET, which will be studied sollowing the
initial phase of this project.

The Storage Access Control Network and the Storage Unit Control Network are the two control
networks that are pait of the prototype implementation. FDDI technology is the design point
for these networks. However, the networks will initially be a mixture of FDDI, Ethernet, and
HYPERchannel* with a Network Systems Corporation router bridgir.$ the technologies.

Existing networks at LLNL connect components within the N_RSC and the OCF and connect
these complexes to the user areas. These existing networks will form an integral part of the
overall systemn as seen by the user. They wil! provide access o =xisting storage systems and
will remain in place throughout this study. They will provide conrectivity between the user
workstations and the central computational resources.

6. Applications

A fundamental aspect of the National Storage Laboratory's philosophy is to use appropriate
scientific applications to help set priorities and test ani demonstrate the concepts embedded
within the system architecture and tmplementation. Three applicaticn domains have been
chesen by Lawrence Liverniore National Laboratory to test and demonstrate the system's effe~t
on scientific productivity:

6.1. Climatic Models

The Program for Climate Model Diagnosis and Intercomparison. (PCMDI) has as its goal to
understand why different climate models produce different results between each other and
with actual climate measurement data FCMDI currently needs ccce . ) very large flles and

* HYPFRchannel is a trademark of Network Systems Corporation.
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multifile datasets for a variety of post-processing analyses. The NSL architecture is expected to
reduce data transfer times {from hours to minutes.

.2. Magnetic Fusion Energy N.odels

The Magnetic Energy Fusion (MFE) modeling and experimentation involves extensive
computer simulation modeling as well as experimental studies. It is common in their
modelling studles to fill the supercomputer disks with intermediate and final results and not
be able to proceed until this data can be transferred to shared tertiary storage. This can cause
delays of minutes to hours before additional runs can proceed.

6.3. Digital Imaging

Many scientific modeling calculations generate sequential digital images which are stored,
retrieved, and viewed as motion pictures, known as "movie loops.” In preparing thes: movie
loops. scientists need to edit and evaluate the effectiveness of various generated images.
Currently users must wait long periods while these movies are output to slow video me
With the NSL testbed's high performance frame buffer and high resolutior: display, together
with the high perforrnance data storage and reirieval capability, users will be abie to store
these movie loops directly on digital storage and play them back in real time.
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As part of the 1986 Long-Pange Plan for the National Library of Medicine (NLM) [1]. the
Planning Panel on Medical Education wrote that NLM should “...thoroughly and
systematically investigate the technica: requirements for and feasibility of instituting a
biomedical images library.” The panel noted the irncreasing use of images in clinical practice
and biomedical research. An image library would complement NLM's existing bibliographic
and factual database services and would ideally be available through the same computer
networks as are these current NLM services.

Early in 1989, NLM's Board of Regents convened an ad hoc planning panel to explore posstie
roles for the NLM in the area of electronic image kbraries. In its report to the Board of Regents
[2]. the NLM Planning Panel on Electronic Image Libraries recommender? that “NLM should
undertake a first project building a digital image library of volumciric data representing a
complete, normal adult male and female. This Visible Human Project will include digitized
photographic images for cryosectioning, digital images derived from computerized
tomography and digital magnetic resonance images of cadavers.”

The technologies needed to support digital high resolution image libraries, including rapid
development; and that NLM encourage investigator-initiated research into methods for
represent'ng and linking spatial and textual information, structural informatics [3].

The first part of the Visible Human Project is the acquisition of cross-sectional CT and MRI
digstal tmages and cross-sectional cryosectional photographic images of a representative male
and female cadaver at an average of one millimeter intervals. The corresponding cross-
sections in each of the three modalities are to be registerable with one another. A two year
contract for acquisition of this data was awarded in Augusc 1991 to the University of Colorado
at Denver. Victor M. Spitzer, Ph.D. and David G. Whitlock, M.D., Ph.D. are the principal
investigators.

Under the terms of the data collection contract, the cryosectional data will be returned to NLM
as photographs of the cross-sections. But the goal of ‘he Visible Human Project is a digital
image library. Towards the end of the summer of 1992, a Request for Proposals (RFP) will be
issued for the digitization of the cryosectional photograplis. That contract is to be awarded in
the early spring of 1993. When the Visible Human Project was concetved in 1289 it was
prolected that the best resolution that could be expected from this digitization process would be
2.000 pixels by 2,000 pixels in 24 bit color. It is now ihought that a resolution of 3,000 pixels by
3.000 pixels or even higher should be required.

Assuming a resolution of 512 preis by 512 pixels by 12 bits of grey tone for the CT and MRI
data, and 2,000 pixels by 2.00C pixels by 24 bit color for the cryosectional data, the image part
of the Visible Human data set will comprise approximately 50 gigabytes of uncompressed data.
This would correspond to more than 75 CD-ROMs. Increasing the resolution of the
cryosectional tmages to 3.000 pixcls to 3.000 pixels woul®* .ncrease the size of the tmage library
to about 110 gigabytes.



A distribute can be used to find pictures, and picturee can be used as an index into re.evant text
arc being experimented with. Basic research is r~~ded in the description and represeatation of
structures, and the connection of structural-anatomical to functional-physiological
knowledge. This !s the larger, long term goal of the Visible Human Project: to produce a system
of knowledge structures which will transparently link visual knowledge forms to symbolic
knowiedge formats, so that the print library and the image library become one -intfied resource
for medical tnformation.

[1] National Library of Medicine (U.S.) Board of Regents. Long Range Plan: Report
of the Board of Regents. U.S. Department of Health and Hiunan Services, Public
Health Service, National Institutes of Health, 1987,

[{2) National Library of Medicine (U.S.) Board of Regents. Electronic Imaging:
Report of the Board of Regents. U.S. Department of Health and Human Services,
Public Health Service, National Institutes of Health, 1990. NIH Publication 90-
2197.

{3] Brinkley, J.F. “Structural informatics and its applications in medicine and
biology.” Academic Medicine, 1991, 66:589-591.
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ABSTRACT

The NOAA archives contain 150 terabytes of data in digital form, most of which are the high
volume GOES satellite i ge data. There are 630 data bases containing 2,350 environmental
variables. There are 375 million film records and 90 million paper records in addition to the
digita: data base. The current data accession rate is 10% per year and the number of users are
increasing at a 109% annual rate. NOAA publishes 5,000 publications and distributes over one
million copiles to almost 41,000 paying customers. Each year, over six million records are key
entered from manuscript documents and about 13.000 computer tapes and 40.000 satellite
hardcopy tmages are entered into the archive. Early digital data were stored on punched cards
and open reel computer tapes. In the late seventies, an advanced helical scan technology
(AMPEX TBM) was implemented. Now, punched cards have disappeared, the TBM system was
abandoned, most data stored on open reel tapes have been migrated to 3480 cartridges, many

data sets have been distributed on CD ROMs, special archives are being copied to 12
inch optical WORM disks. 51/4 inch magneto-optical disks have been employed for
workstation applications, and 8 mm EXABYTE tapes are planned for major data collection
programs. The rapid expansion of new data sets, some of which constitute large volumes of
data. coupied with the need for vastly improved access mechanisms, portability, and tmproved
longevity are factors which will influence NOAA's future systeins approaches for data

management.






L0. OVERVIEW

Data is the product of investigation. In science and technology, data is all that is left after the
budget is spent and the opportunity is gone. Years later, some data are "dusted off” and made a
part of research resulting with substantially more tmpact than the original use. For example.
the “ozone hole" gleaned from old NIMBUS satellite data certainly had an tmpact far greater
than the original investigators must ever have dreamed.

Also, experiments and their in *vidual data collections eventually become part of a much
tion. In certain areas of environmentai research, data are combined not only

from a variety of contemporary experiments and routine measurements, but also from

measurements made over extended time periods.

A fact of life in environmental research is that the observed periods of measurable change for

investidating those parameters. It is only through careful retention of data records that data
will be useful for future applications. Perhaps a lifetime contribution of a scientist in some
critical environmental areas might be his or her data carefully and skillfully collected over a
career to support high quality scientific observations and conclusions many years in the
future.

This paper addresses the functions of data management, those activities needed to help ensure
that the investments made in data have the maximumn chance for bearing a return. Please note
that data management has boundaries. It is not, Zor example, to be confused with the science or
technology that either produces or uses data. Within the bounds of data management are those
activities which invclve the planning for, management and preservation of, and provision for
access to data Leld in an archive.

2.0. ENVIRONMENTAL DATA MANAGEMENT IN NOAA

2.1. CURRENT INFRASTRUCTURE

NOAA is in the midst of acquiring information to develop requirements specifications for the
modernization of its data management infrastructure. Highlighted in this evaluation is the
fact that NOAA must make mission adjustments as well as invest in tmproved data handling
resources to resurrect its data system to preserve data for expanded research.

NOAA manages six World Data Centers, three National Data Centers, and over thirty centers of
data. The Naticnal Data Centers constitute the formal N AA centers and host the six World
Centers of Data. The National Centers are distributed as the climate, ocean, and geophysical
science discipline centers. The NOAA Centers of Data are made up of the various laboratories,
science, and major processing centers, all which use and generate data in accomplishing their
mission.

The NOAA Earth Data Directory system has over 1,100 directory entries which continue to
increase as new data sets are added. The directory infor nation is in the Directory Interchange
Format (DIF) for internationa! interoperability.

The NOAA archives contain 150 terabytes of data in digital form, most of which are the high
volume GOES satellite image data. There are 630 data bases containing 2.350 environmental
variables. There are 375 million fikn records and 90 million paper records in addition to the
digital data base. The current data accession rate is 10% per year and the number of users are
increasing at a 10% annual rate. NOAA publishes 5,000 publications and d!stributes over one
million copies to 41,000 paying customers. Each year, over six million records are key entered
from manuscript documents and about 13,000 computer tapes and 40.000 satellite hardcopy
images are entered into the archive.
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3.1.1. STORAGE KEDIA IN NOAA

Applying today’s conservative approach in determining a low risk media for storing satellite
data may not suffice for tomorrow's high rate large volume data scurces. The polar and
geosta satellite data are handled differently because of the intended use of the data. The
polar satellite data, is rigidly calibrated for quantitative processing, and GOES data is used
primarily in a qualitative mode for near-real-time operational support.

The 3480 magnetic tape technology offers a cost effective low risk platform for storing polar
satellite data. The anticipated data volumes from the polar satellites throughout the 1990s,
with future systems like NOAA KLM, will not change sufficiently to force a decision to switch to
a higher rigk, large capacity and high data rate media.

In 1978, a contract was made with the University of Wisconsin to archive the GOES data on 19
mm SONY Truatic Beta tapes. The data are recorded in its original spacecraft retransmitted
time-stretched mode. This mode of archive will continue throughout the life of GOES-H and
likely with the METEOSAT gap-filler data. The decision cf how to archive the GOES-1/M data
beginning in 1994 has not been made.

Those NASA EOS and European polar satellite platiorms, which included instruments NOAA
intended to use in its operations, have been delayed beyond the year 2000. Like the NOAA KLM
program, the data rates expected from other non-NOAA satellites will iot be ¢ 2 magnitude to
force a change in the immediate future to a higher rate and capacity media.

The Data centers receive data on a variety of media forms. Many of the low volume data sets
can casily it in floppy disks, 5 1/4 inch magneto optical (MO) disks, CD ROM, 4 mm DAT, or 8
mm EXALYTE tapes. At this level, the risk to the data can be reduced by saving multiple
copies of the data. However, not all of these media forms are suitable for long term archive.
The continuing collection of conventional observation data sets likewise will not force a
change to a higher capacity media. The exception to this is the National Weather Service
NEXRAD doppier radar program. This system when fully deployed in 1997 has the potential of
accumulating about 100 terabytes a year from its 159 operational stations. Currently, the
NEXRAD system integrator is proposing a PC based EXABYTE media for the high volume level
I source data and magneto optical disks for the lower volume level Il product data. There may
be a requirement to migrate from the low-end technology employed at the station level to some
more robust higher rate and density recording system for the purpose of improving future
access and retrieval.

One of three events will influence NOAA to select new media alternatives. One, a proven and
reliable cost effective media will offer an opportunity to mitigate obsolescence; or two, the
decision to change to an alternative storage media for the GOES-I program will leverage a
change; or, three, NOAA will want a higher degree of compatibility for exchange of and access
to data which will be leveraged by other programs supporting global change, i.e., EOS.

2.2. ANTICIPATED GROWTH

The digital data volumes collected from the NOAA satellite programs will grow from the
current rate of about three terabytes per year to about seven terabytes per year from 1994
through 2002. After then, the NOAA satellite data volumes will almost iriple. The non-
satellite data accession rates will increase from the current amount of about 200 gigabytes
annually to upwards of 100 terabytes annually when the National Weathe: wervice NEXRAD
doppler radar program is fully deployed in 1997. The NOAA digital data L ‘ld.ngs wiil grow
from 150 to 1.600 terabytes in. the next 15 years. If the data used by NOA. from non-NOAA
sources were added, the fifteen year total would be doubled.



2.3. CONNECTIVITY

A wide area network (WAN) has been establishec linking the Suitland and Camp Spring
compuiing centers. This network is an ethernet link using the TCP/IP protocol. The WAN has
recently been extended to the National Climate Data Center (NCDC) in Asheville. North
Carolima, and to the National Oceanographic Data Center in downtown Washington, D.C.
using 1 Mbps carriers. The Suitland WAN has been extended to include the Satellite Data
Services Division (SDSD) of NCDC and wiil soon connect the SDSD office in another Camp
Springs location. ~ther NESDIS access to the WAN is through INTERNET. The physical links
between the Workd Weather Building (WWB) in Camp Springs, Maryland and Federal Building 4
(FB4) in Suitland, Maryland, use spare capacity on an analog microwave link between the WWB
and FB4. This microwave system will be upgraded to a digital system later in 1992. The WAN
interconnections are accomplished with an array of router systems connecting thin wire and

cable. An internal data transfer rate of 10 Mbits is available with the external data
transfer limited to the carrier service procured.

The WAN permits an expanded capability to exchange data and information between NOAA
centers. Cuwrently, about 30 Gbytes per week are exchanged over the network. All of the
computer to computer exchange between the FB4 NESDIS and NMC compriter centers use the
WAN. Remote and local workstations in NESDIS with appropriate logon permission have
access to the NESDIS and NMC computes systems.

The INTERNET allows for expanded use of the WAN systems to other remote NOAA sites and to
researchers who need access to NOAA data and information. NOAA under the guidance of a
NOAA-wide Network Advisory Board is pursuing resources to establish and manage a NOAA
INTERNET node. With these facilities, it is expected that access to NOAA data and information
will increase dramatically.-expanding almost exponentially as global change research activity
increases.

A predominate cultural tendency is direct contact. The sophisiicated scientist who is a routine
user of the data knows where, what and how about the data and doesn't need search assistance
and merely phones in to order direct from the inventory. The beginning scientist. who is not
sure what the data is or how to get it and what is required to read it, will either phone and
discuss these jtems with a discipline scientist or a data systems person, or sometimes will vizit
to personally browse through the data. Mail requests usually come from individuals looking
for a specific piece of information and generally want only an answer and not the data.
Planners, lawyers, builders, and general pub.c make up this group. At the Nationai Climate
Center, 30% mail their requests, 30% fax, 33% phone the center. about 4% visit and less than
3% use electronic mail services. All requests are currenily serviced with manual intervention.
The low number of electronic contacts are for several reasoi..  "ue is past culture. Another is
that many users do not have the means to dial in for data and ciformation, and moest who do,
don't know how, The most widely used electronic contact is through f=csimile. This is because
non-computer types can easily use the fax, though fax is probably nc more widely dispersed
than perscnal computers (PCs) in modern offices.

2.4. ANTICIPATED UBAGE CHANGES

The rapid expansion of computer technologies and the rapid increase in media capacities
available for the desk top uce~ has evolved a community of computer literate data brokers
looking for data. NOAA anticipates a growing need from a new user culture who will want to
perform all of their information exchange function electronically.

As the workstation performance continues to reach new heights and affordable media
technologies are developed to attach billions of bytes to the workstation, this new generation
of users interested in environmental data will come to NOAA expecting sophisticated access



and distribution support. In this environment, the current manrual access and search methods
will not be sufficient to service the unsatiable need for data.

When the global science community became aware of potential global environment problems
in the last decade, a ground swell of public and eventually political interest elevated the
scientific interest in determining and p change {f, in fact. change was believed to be
taking place. In the late 1980s, government funds were authorized to increase support for
environmental observation and research. This led to heightened interest in the decades of
environmental data accumulated in NOAA's archive centers. As a result, interest in NOAA
data is expected to increase at a much greater rate than the current 1086 growth.

The present NOAA Earth Data Directory is a high level information directory itemitzing NOAA
archived data sets. This directory is intended to initiate the unfamiliar with NOAA iata and
information. It is operated as a level-I catalog where reference systems are not electronically
linked for passing the user to oiher reference directories or inventories. Most experienced
users of NOAA data already know who to contact and how to search the NOAA inventory data,
and usually order direct. Ninety per cent of the access to satellite data is made within 30 days
after the data have been collected.

New computing capacities and communications bandwidth available to users of
environmental data will demand a greater degree of automatic search and request capabilities
from the NOAA centers. NOAA plans to modernize its data servicec to meet the
requirements for more data and increased automation of services by first, developing level-2
and eventually level-3 catalog interoperability services, and. second, implementing a
hierarchical storage system which would place a substantial amount of data on-line. The
ultimate goal would be for NOAA to develop catalog and delivery systems which would allow a
user to bulild a customized subset of data from the variety of data and information held by
NOAA which could be automatically assembled and dispatched to the user without delay. In
this periect system, the user could search and retrieve in a seamless eawvironment.

3.0. PLANNING FOR COLLECTION OF MEANINGFUL DATA

The mechanisms of nature and their interactions are often subtle and not well understood. As
a consequence, the creation and collection of experimental data must be accomplished with
care or the subtleties could be lost. This is the experimenters' province and they, alone, must
bear the responsibility for success at this early stage. The penalty for fatlure at this stage is
lost opportuidty not to mention a waste of resources and, worse, possibly misleading resuits
for future researchers.

Critical factors in data management planning may include the following:

1 - adequacy of measurement, calibration and space/time reference accuracy

2 - adherence to standards

3 - documentation of the data and its use history

4 - adequacy and preservation of recording media

3 - access and distribution
This list might be considered by some to be a gratuitous list of factors that those in the business
of processing data would certainly be concerned about without the need to be reminded.
Experience, though, tells us otherwise. The NOAA GOES archive exemplifies how a data set
should not be managed; though admittedly, the GOES system was never intended to be used as a

precise measuring tool. but as a tactical tool fer supporting NOAA's forecast and warning
mission. V’ith this system, the satellite instrument respoises are irreversibly altered to
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normalize the aberrations resulting {frcm nonuniform detector responsss of the eight visible
channels, there was no on-board infrared calibration capability, the early geo-referencing
system depended on a 30 hour forecast of the spacecraft attitude tn an environment where orbii
adiustments were periodically applied for station-keeping, the data were archived in the
spacecraft downlink format on unique 19 mm commercial video recorders, and little
documentation exists. Therefore, the twelve years of data with a data volume of more than 100
trillion bytes only has margina! use for global change science experiments. Even then, it will
cost inillions of dollars to fix many of the known data set problems before the data set can be
rendered useful even as a relative data set to the science community.

4.0. MANAGING AND PRESERVING DATA

4.1. DOCUMENTATION AND STANDARDS

The national centers will require the necessary documentation to index the data to their
system and establish an information record for future applications. There are compelling
reasons for standards to document and describe the data record. A most critical reason is the
portability of data for the convenience of access and input. Standards in these cases are rules
establishing fully described links between the data and users. Another reason is to document
the record for future access, with the value of docuinentation geometrically increasing &s the
time scale extends. Without detatled documentation, the data utility will diminish as it ages.

Standards are developed for the convenience of the user and protection of the data. Standards
are necessary for ensuring adequate portability, particularly for future applications, as the
systems used to record the data are replaced by new and sometimes different technologies. The
risks associated with fitting to unique storage or recording structures is magnified by the
frequent changes in technolegy. An example of the benefit of using data standards is the ANSI
header file used to label computer tape data. It provides minimal documentation in a uniform
system generated flle for portability across systems, and it reducces the chance of job faflures or
delays by verifying the input, thus smprnving svstem eflictency.

Same standards are set in a dc .«cto manner wheie agencies who generate large numbers of
high volume data sets influence users of their data to alter their systems for the convenience of
using the data. In the communications world, the highly successful TCP/IP protocol is a case
where a de facto standand took hold. This interface protoco! was developed in the absence of
network standards. Because the network was large, manufacturers and system integrators
conformed to the protocol in order to market their systems in a competitive market place. Now
it is probably the most widely uscd common communications standard.

Internationally, the CEOS Data Interchange Format (DIF) was endorsed by the members of
Committee for Earth Observing Satellites (CEOS). This is a standard for structuring catalog
system directory level description data to allow international excharnge of high-level metadata
information to facilitate access to data held in international centers.

Because of the magnitude of future data systems and the recognition that high-quality. long-
term data sets are essential {or research, embedded doc 'mentation and portability standards
are deemed to be absolutely essenttal. Embedded documcutation ensures that long-term data
can be identified in future applications. Portability standards such as OSI protocol standards
ensure that data can be interchanged in future appiicatiors.

However, over-documentation can have deleterious effects for users of data. For exaraple.
packet technologies, which are widely applied for telecommunicating data, present a data
management burden when very large data sets are used, as breaking the data into many small
packets creates overhead which impedes efficient handling of the data. An example of this is
the GRIB data communications standsrd for transm‘tting point data values. This
transmission standard grew out of the teletype era when line notse and bandwidih limitations



required a high fevel of data "bracketing” to reduce the loss of data through garbling and drop
outs. The Global Telecommunications System is totally dependent on this standard. Data sets
archived in this format are highly ineflicient for modern computer processing approaches.

4.2. MEDIA

The media used to store data for future reference and, in some cases pem:anently, is a critical
factor to consider in data management. Today. thc advances made in the development of
sophisticated media capabilities coupled with an ever increasing variety of media technologies
have expanded the options to consider in managing data. In the past, the choices were
manuscript, paper computer output, or fiim, all which had known life cycle 2nd risk factor.
Now a variety magnetic and optical tape and disks are among the current computes-form
choices, and perhaps in the future, crystal and molecular storage systems will expand this list.
The never ending development of media technologies has created a dilemma for the data
manager who must now determine which media best suits the user requirements for both the
present and future. Issues of cross system compatibility, future systemn portability, and
expected media itfe have equal weight In the decision process.

For the data production manager. the media which can keep pace with the data flow and, at the
same time, is the most cost efiective, is the media of choice. For the scientist, it is the media
which holds the most data on-line for convenient and efficient access. For the archivist, it is
the media which contains the most data in a given unit volume, and which has the longest
expected life when stored in a passive state. Often these requirements are in conflict with each
other. Then, what is the solution? For some Gata sets, particularly small volume data sets,
employing multiple types of media would be acceptable. However, other strategies are
necessary for large volume data sets where redundant storage forms would either be
unmanageable or too costly. These corflicting needs force the archive manager to plan to
migraic between media types.

Emerging media technologies present an elevated risk to data, as these technologies often do
not have a sufficient demonstrated performance record to fully predict longevity
characteristics. Also, many technologies emerge without standards creating havoc wiih
portability and system interface requirements. An example of this is the implementation of
optical disk systems of which there are many form factors. After over five years of optical
systems availability, only the CD-ROM has a standard (1SO 9660). and this process was
leveraged primarily by the consumer audio CD market. The magneto optical (MO) recording
system implementers have never developed standards and the use of ..iese systems elevates the
risk to the data because of the market place volatility and because of the virtual absence of
recording standards. The higher capacity 12 and 14 inch write one, read only (WORM) optical
media are relatively high cost systems, and like the MO recording systems. have no established
standards., which inhibit portability and elevate the risk to the data in an archive
environment.

Aunother concern is the mechanical performance characteristics of media. Today, provably
the most stable arcinive media availabie is {ilm. This, however, is not suitable for rapid access
and deployment of data used in computer applications. Th~ development of magnetic media
continues to advance as corapared to the optical media forms which so far continue to emerge.
However, magnetic media technclogies prese~t some risk factors for data longevity. The
earlier open reel tape technologies were long considered stable for archive purpcses, but not
without mechanica! management to prevent material deformation and magnetic read through.
The introduction of the IBM 3480 cartridge tape eliminated many of the earlier tape
management problems by improving the system mechanical handling properties and error
correction code applications. However, standard computer tapes are capacity limited and are
not suitable for some future ultra-high volume data observation systems.

The helical scan recording technologies adopted from the video recording industry offer the
necessary recording rate and capacity tc meei high rate and volume requirements. These



media have physical characteristics which introduce new risk factors to data intended for
iong-term retention. For example, the magnetic recording surface is an unoxidized pigment
which may be susceptible to corrosive pollutants. The substrate used as the backing is
siretched to remove its elasticity (tensilized) for rigid tape to recording head contro! and te
increase the run length of tape in a small cassetie. The tensilized polyester substrate is
predicted to have a tendency to relax or shrink over time affecting the head tracking servo and
increasing the risk to successful date recovery. And, these conditicns are likely to be
accelerated by stress induced with excessive heat and humidiiy.

Until the known risk factors with magnetic media are mitigated, the data manager must
develop tools to carefully monitor the media recording validity, track the media performance
over time, and exercise rigid environmental storage controls to minimize thes¢ known stress
factors. However, the most important element in managing data in an archive environment is
to include resources to allcw for periodic data migration to avoiG the risk of losing data due to
mechanical failures or system obsolescence, which alone is a risk comunon to all systems.

However, data longevity is not the only factor to consider. Data access is an equally important
factor.

5.0. PROVIDING ACCESS TO ENVIRONMENTAL DATA

The quality of the data and its documentation and the preservation of these data in a lasting
state have little value if access to the data and information is hindered by loss of logistics
control or excessive recovery costs. A sophistical indexing scheme is necessary for locating
data and iniortaation in the future. As the collection of data continues, redoubling the
problem of storing and finding the data, the level of index sophistication must necessarily
increase to facilitate an increasing degree of autornation in the search process For example, to
research a publication today in most libraries, one must know either the author or title. Some
levels of "key word” searching are being made avaiiable but or. a linited basts. The largest
public library in this country is the New York library. It is estimated inat its entire coliection
if digitized would represent a thousand trillion bits, or one petabit. The NASA EOS program n
Just 15 years will produce over 20 pctabits of data. Without a very high degree of automatic
indexing across many science disciplines, the utility of these diverse observation and research
data sets will be greatly diminished.

However, once indexed, tl.e researcher is faced with the problem of porting the data from an
archive system for processing. There are many problems to address here. How will the data be
packaged? If the data set is very large, and most wiil be after a lorg period of time, how can
subsets of the d..ta and combinations of different daca be repackaged in a portable, useful. and
affordable tool?

Our data problem today is akin to the comparison of the early country store and the modemn
supermarket [1]. The country store survived in an era when the variety of products and
packaging was simple. There, the customer would order across a counter and the access service
would be provided by a clerk. The clerk was the data base directory and inventory and the
user's lexicon was simplified by the iimited variety of available products. Imagine trying to
shop in a modern supermarket using that type of access environment. Most of today's data
bases put the user ii1 that pesition, as there are only rare instances of browse data and the
avallable lexicon matches are limited to high order directory services. From a reszarcher's
point of view, moderr data bases should be like the super market. where one can browse
through the aisles, view the variety of products for selection, as well as rvad ‘he labels
containing the technical specifications ¢f the products.

In the world of data and information, an information dir>ctory alone does not provide
sufficient irformation for a user to find and ultimately use data. The next logical level for a
user to sea.ch ts the inventery which describes the physical arrangement of data. However, an
ability to ‘uok at or visualize the data would increase the level of understanding of the data.
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Thus, a browse data set becomes increasingly important to the user. In fact, the level of
fniportance of browse utility is likely to increase as the data ages.

If this hierarchy of searching is complicated enough for a single data set, what about other
related data scts held possibly in the same or other archive centers? This opens up anowucr
aspect of browsing through the shelves of the super.wirket. In the super market, all of the
similar products are on adjacent shelves. The catsup, 'nustard, mayonnaise, etc., are usually
together, the baking stuff is usually grouped, etc. Another feature of food marketing is that the
snacks, siich as chips, are almost everywhere. The same sl.- ild hold for data. The variety of
data sets within a discipline should be linked at the inventor, -vel and the ancillary in-situ
data, i.e., chips of the data world, should be more widely cross linked across data set gioups.
Searching for data should be as simple as searching through the super market shelves where
everything in the store can be felt, read and compared by the user. For the users who know
exactly what they want, they can simply proceed to the appropriate aisle and select the preduct
and leave,

But what happens when today’'s super market becomes a megamarket as the data world is fast
experiencing? Could one afford to stroll the aisles browsing through unimaginable varieties of
products? What if the products were packaged in pallet sized *= <es? Cnould one lug the package
home and shelve it there? That is what the data world is beginning to experience. In order to
survive this environment, one will need to have a better sense of where to look and must be able
to apportion manageable amounts of data for local consumption. In the data management
world, knowledge based help tools will be necessary to assist the user, and the user n:ust have
the capability to extract pieces of data for local consumy tion.

Once we find the data, how do we get it home to use? In the super market scenario, if ycu are
walking, you should be careful to purchase o..ly what you can carry, or, if you are driving, then
you are limited by the capacity of your vehicle. In either case, you sheculd know yeur
limitations before you buy. In the world of data, aside from the cost, your limitations are the
bandwidth you can afford both in terms of electronic transfer bandwidth and the media
compatibility. This is where media portability, through both mechanical and applied
standards, becomes an important issue. Another important aspect not to be overlooked is the
efficiency of the media for processing.

6.0. CONCLUSION

The media used for recording and storing data is only one aspect of data management. Finding

and acquiring data is the other. However, the lifc and vitality of the data are dependent on the

media capsule, and the lack of care ..ad handling here determines the ultimate future of the

data. 74us, all the efiforts to develop robu: * data management search and select tools can only

be secor.dary te the media technologies use -’ to ~onvey the data in storage and use.
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ABSTRACT

The Department of the Interior (DOI) has the responsibility to preserve and to distribute most
Lardsat Thematic Mapper (TM) and Multispectral Scanner (MSS) data that have been acquired
by the five Landsat satellites operational since July 1972. Data that are still covered by
exclusive marketing rights, which were granted by ‘he U.S. Government to the commercial
Landsat operator, cannot be distributed by the DOL. As the designate national archive for
Landsat data, the U.S. Geological Survey’s EROS Data Center (EDC) has initiaied two new
programs to protect and make avafiable any of the 625,000 MSS scenes currently archived and
the 200,000 T™M scenes to be archived at EDC by 1995.

A spec' lly configured system has begun converting Landsat MSS data from obsolete high-
density tapes (HDTs) to more dense digital cassette tapes. After transc )tion, continuous
satellite svsaths are (1) divided into standard scenes defined by a world reference system. (2)
geographically located by latitude and longitude, and (3) assessed for overall quality. Digital
browse tmages are created by subsampling the full-resolution swaths. Conversion of the TM
HDTs will begin in the fourth quarter of 1992 and will be conducted concurrently with MSS
conversion. Although the TM archive is three times larger than the entire MSS archive,
conversion of data from both sensor systems and consolidation of the entire Landsat archive
at EDC will be completed by the end of 1994.

Some MSS HDTs have deterforated, primarily as a result of hydrolysis of the pigment binder.
Based on a small sample of the 11 terabytes of post-1978 MSS data and the 41 terabytes of TM
data to be converted, it appears that to date, less than 2 percent of the data have been lost. The
data loss occurs within small portions of some scenes; few scents dare lost entirely.
Approximately 10,000 pre-1979 MSS HDTs have deteriorated to such an extent, as a result of
hydrolysis, that the data cannot be recovered without special treatment of the tapes. An
independent consulting division of a major tape manufacturer has z2nalyzed affected tapes and
is confident tha: restorative procedures can be applied to the HDTs to permit one pass to
reproduce the data on another recording media.

A system to distritbute minimally processed Landsat data will be procured in 1992 and will be
operational by mid-1994. Any TM or MSS data in the national archive that are not restricted
by exclustve marketing rights will be reproduced directly from the archive media onto user-
specified computer-compatitie media . TM data will be produced either at a raw level
{radiometrically and geometr.cally uncorrected) or at an intermediate level (radiometrically
corrected and deomet:sically indexed). MSS data will be produced to an intermediate level or to
a fully corrected level (radiometrically corrected and geometrically transformed to an Oblique
Mercator projection). The system will be capable of providing ordered scenes within 48 hours
of receipt of order.
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Abstract
MR-CDF is a system for managing multi-resolution scientific data sets. It is an extension
of the popular CDF (Common Data Format) system. MR-CDF provides a simple functional
interfac: to client programs for storage and retrieval of data. Data is stored so that low-
resolution versions of the data can be provided quickly. Higher resolutions are also available,
but not as quickly. By managing data with MR-CDF, an application can be relieved of
the low-level details of data management, and can easily trade data resolution for improved

access time.

1 Introduction

Scientific data management libraries, such as NASA’s publicly-distributed Common Data lu:-
mat (CDF)[Tr90,TrGo90], implement simple data models that are tailored for scientific data.
Data managed using these libraries is machine-independent, port.ble, and self-describing. Ac-
cess to the data is performed through a set of interface funciion. that shield the details of
storage and retrieval from application programs. The libraries provide a common interface upon
which portable, application-specific tools (e.g., classifiers, analysis packages, visualization arnd
browsing tools) can be implemented.

Because scientific data sets are often voluminous, it is desirable to make them available
at several different resoluti-ns. Preliminary examination, or browsing, of large amounts of
data often can be performed efficiently using low-resolution data. Tentative analys2s can be
performed using intermediate-resolutions. and the final analysis car be performed using the
Aata’s full resolution. Lower resolution data is desirable during the preliminary stages because

it allows large volumes of data to be considered in a reasonable amount of time.
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Full-Resoletion Data
(Origioal Data)

Figure 1: The Mulii-Stage Representation Used by MR-CDF

This pupe: describes a scientific data maragement library called MR-CDF (Multi-Resolution
Common Data Format) which permits multiple-resolution data sets to be manipulated through
a simple, functional interface. Application programs that use MR-CDF see a scientific data
mcdel ic2ntical to that supported by CDF. When retrieving data, however, they arz able to

’

specify a desired resolution 'cvel. Applications requiring full-resolution data can obtain it, while
those that c: n use lower resolutions are be able to do so simply and quickly.

MR-CDF uses a multi-stage representation for stored muiti-resolution data. This is illus-
tratad in Figire 1. A data set that is to be made available at R different resolutions is decom-
posed into R stages, each of which is stored. The decomposition is such that, by retrieving and
comtining 1 stages MR-CDF can produce the data at one resolution, and by retrieving ¢ + 1
stages it can prcduce the « .ta at a higher resolution. By retrieving and combining all of the
stages, MR-CLF cc- p. oduce an exact reconstruction of the data at its original, full resolution.
The process of 1- rieving and combining stages is completely transparent to the application that
requested the uata, except that lower resolution requests can be satisfied more quickly than
others.

" here are several diffic'ties involved in providing an abstract interface for multi-resolution

data. The first is the vide variety of techniques that can be used to decompose data into stages
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for storage. As we shall describe shortly, tke decompasition process is essentially an itecative
lossy compression of the data. A wide variety of compression techniques are available, and
different techniques are well-suited to different types of data. Examples include various region
averaging algorithms, vector quantization, and quadtree-like methods [TiMa90, Ti89]. The
procedure for properly recoiabining the stages when data is retrieved depends on which of the
many possible compression techniques was originally used to decompose the data. Tying MR-
CDF to any particular compression technique would severely limit its applicability. Instead, MR-
CDF must b~ flexible enough to accommodate a wide variety of application-: ~ecified techniques.

A second difficulty arises when applications make use of MR-CDF’s simple selection facility
to retrieve only a portion of the stored data set. Ideally, MR-CDF would perform the selection
before recombining the stages to minimize the volume of data to be retricved and recombined.
This may or may not be possible, depending on which technique was used to produce the
stored stages. Some compression techniques are better suited than others for producing easily-
manageable data, at least within the framework of MR-CDF. Although such problems need not
limit the functionality of MR-CDF, they may impact its efficiency.

In the remainder of this paper, we describe the design, interface, and implementation of the
MR-CDF library. The next section provides an overview of the features of MR-CDF. Sections
3 and 4 describe the relationship between data compression and MR-CDF, and how raulti-
resolution data is stored into and retrieved from an MR-CDF archive. Finally, Section 5 describ.cs

its implementation, which uses CDF’s data storage and retrieval facilities.

2 What Does MR-CDF Do?

The MR-CDF library does not attempt to provide a solution to the entire scientific data man-
agement problem. An MR-CDF arrhive is designed to hold a set of related, similarly organized
scientific daa, such as a se of imares or a siream of sensor data. The important task of or-
ganizing snd “nanaging multiple data sets is left to some type of meta-database, such as those
described in [RoCa90, ShWa38], and is beyond the scope of MR-CDF (and CDF).

What MR-CDF does provide is a simple, abstract programming language irterface to sci-
entific data. MR-CDF extends the CDF interface to provide support for multi-resolution data
sets. It has all of the capabilities of CDF for storage, retrieval, and organization of data, plus

the following™

¢ MR-CDF allows selected data to be retrieved several different levels of resolution. Lower-

resolution data can be retrieved more quickiy than higher-resolution, allowing applications
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Figure 2: A Simple Time-Series Data Set

to trade-off retrieval time for resolution.

¢ Multi-resolution retrieval in MR-CDF is progressive. This means that once a low resolution
version of the data has been retrieved, a higher resolution version of the same data can be
retrieved in less time than would be required to retrieve the higher resolution data from

scraich.

The multi-resoiution capability of MR-CDF makes it simple for application programs to
select a resolution that is suitable for the task at hand. Progressive retrieval is weil-suited
to applications such as data browsing. For example, an image browsing program can provide
access to many low-resolution images quickly. When an interesting image is found, a progressive
retrievai capaoility allows \he browser to provide a higher-resolution version of the interesting

image without retrieving the information contained in the low-resolution image a second time.

2.1 Multi-Resolution Data

Figure 2(a) shows a plot of some time-series data representing a hypothetical measured quantity
“MEAS”. Data of this type mighi be stored in an MR-CDF archive. For the purposes of
this example, suppose that the MEAS variables is of the MR-CDF-defined floating-point type
“REAL-4". We will use this example to describe how multi-resolution data in MR-CDF is
viewed by appiication programs.

When 2 multi-resolution variable is created in an MR-CDF archive, the number of resolutions
at which it can be made available is defined. Applications retrieve the values of multi-resolution
variables exactly as they would a single-resolution variable, except the desired resolution level

must be specified as well. A resolution level is specified as an integer betv'een zero and the the
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number of resolutions defined for that variable, minus one. Smaller nvmbers represent lower
resolutions.

Suppose that “MEAS?" is stored as a variable with three possible 1esolutiors. If an application
retrieved “MEAS™ at resolution zero, it might receive the data plotted in Figure 2(b). Data
at resolution one might look as plotted in Figure 2(c), while the data at resoiution two would
match the full-resolution data in Figure 2{a) exactly.

An important feature of MR-CDF is that the application will receive the same volume and
type of data, regardless of the resolution level requested. In our example, the application can
expect to receive ten REAL-4 values, regardless of resolution. This greatly simplifies data
handling in MR-CDF applications. From the application’s perspective, the advantage of lower
resolution data is that MR-CDF can provide it more quickly. Although the volume of data
passed to the application is independent of the resolution, MR-CDF needs to retrieve less data

from its archive to produce the lower resolutiors.

3 Producing Data for MR-CDF

The low resolution data in Figure 2(b) were obtained by averaging groups of four values from
the original series (Figure 2(a)) and replacing the values in each group by their average. This
averaging procedure is a form of lossy data compression, since the low resolution series can be
represented using a quarter of the values required for the original series. MR-CDF is specifically
designed to manage multi-resolution data that is produced by applying lossy compression to the
full-resolution data. Of course, there are many more effective and scphisticated compression
techniques than the averaging procedure used in the examnle.

Data compression is not performed by the MR-CDF library. Instead, it is assumed that
the compressed data is produced externally and then stored in the MR-CDF archive. MR-
CDF performs the decompression and combination of the stored data in response to application
iequests.

In principle, it would be possible for compression to be implemented within MR-CDF. In
pro.tice, however, compression of the data is often much more time consuming than decom-
pression. Many compression algorithms are best performed on highly parallel machines or with

special purpose hardware. !

! For example, compressing data using vector quantization involves vectorizing the input data and comparing
each vector against » “codebook” of vectors to find the closest match. Using parallel hardware, the input vector
can be compared against all of the codebook entries simultaneously. Decompressing the data involves much less

work, since only a simple lookup in the codebook is all that is required to recreate each vector.
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Figure 3: Creating Data for MR-CDF

Figure 3 illustrates how data suitable for progressive, multi-resolution retrieval is produced
and stored in MR-CDF. An iterative compression technique {described below) is applied to the
origiral full-resolution data, resulting in several stages o1 .ompressed data The compressed
data &z stored in the MR-CDF archive. The stages are such that MR-CDF will be able to
recreate the data at resolution level i by retricving stages 0 through i — 1 from the archive and
then decompressing and recombining them. We will describe the retrieval procedure in more
detail shortly.

The iterative compression algorithm shown in the figure actually represents a general class of
compression procedures. During each iteration, data is compressed using some lossy compression
technique, and then decompressed. The difference between the decompressed data and the
original is computed. This difference, or error, becomes the data that is compressed during the
next iteration.

The iterative compression procedure for computing three stages of compressed data is il-
lustrated in more detail iz Figure 4. As illustrated, a lossy compression function f; is used
to produce the stage-i data. Since the compression function is lossy, the decompressed data
will not match the original data exactly. The difference between the original data Dg and the
decompressed data f/(fi(D,)) is the error (residual) data, which is used as the input to the
next decompression stage. In the figure, the shaded boxes represent the compressed data stages
which are actually stored in MR-CDF.

The example in Figure 4 may ve somewhat misleading since it suggests that the compressed
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Figure 4: Iterative Cor:presson Procedure - Three Stages

data stages together occupy more space than does the original, full-resolution data set. In
practice, this need not be the case. For more realistic compression techniques, such 2s those
described in [TiMa90, Ti89], the stages taken together are about as voluminous «s the original
data. The compressed stages can be thought of as an alternative representation of the original

data which makes multi-resolution retrieval mor> convenient.

4 Retrieving Data from MR-CDF

When an application requests Jata from MR-CDF, it spedifies a desired resolution level. MR-
CDF supplies the data at the specified resolution by retrieving one or more of the compressed
data stages from the archive. To retrieve data a resolution i, stages C through i are retrieved.
The retrieved stages are then decompressed and combined to prcduce the desired data.

Figure 5 illustrates how MR-CDF would handle a request to retrieve the data compressed
as i;lustrated in Figure 4 at i olution level two. (In this case, resclution level two corresponds
to the original, full-resolution data.) Since resolution level two is requested, MR-CDF retrieves
the stage-0, stage-1, and stage-2 compressed data. The first two stages are decompressed, and
the resulting data is additively merged into a single buffer. In this case, the buffer will contain
an exact recreation of the original data Dy.

If a lower resolution level is specified, MR-CDF need only retrieve and decompress some of the

stages. For example, for resol.'ion level 0, only the stage-0 data is retrieved and decompressed.
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Fimure 5: Decompression Procedure - Three Stages

4.1 Deacom; ression Fuactions

MR-CDF’s retrieval procedure requires that a set of decompression functions be available. Since
an arbitrary compression function can be used to produce the stages, MR-CDF must be informed
of the proper decompression function to apply at the tinie of retrieval. When an application
stores compressed data in MR-CDF, it is required to register an appropriate decompression
function with the library, is was illustrated in Figure 3.

A decompression function is an arbitrary procedure which accepts a set of parameters sup-
plied by MR-CDF. These parameters include pointers to the source buffer holding the com-
pressed data and a target buffer into which the decomnpressed data is to be placed. Additional
information, such as the sizes of the buffers and their data types is also provided.

Each time a new multi-resolution variable is de ined in MR-CDF, the names of the decom-
pression functions to be used for each compressed data stage must also be supplied. Every
decompression function is registered under a particular name. New variables that use the same
decompression functions as existing variables may refer to those functions by name.

A decompression function defines a mapping from compressed data to decompressed data.
In many cases, it is most convenient to implement the function as a generic piece of code, plus
some additional Jata. For example, vector-quantized data can be dicompressed by a simple
function which looks-up each code word in a codebook. Changing the codebook changes the

decompression function that is being implemented, but the generic code itsclf need not be
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Figure 6: Implementing MR-CDF with CDF

modified.

Since this is a common occurren~~ MR-CDF allows auziliary data to be stored with each
stage. At decompression time, both the compressed stage data and the auxiliary data are
supplied to the decompression function. The advantage of auxiliary data is that common,

generic decompression iunctions need only be registered once with MR-CDF.

5 Implementation

To an appiication, MR-CDF provides a superset of the services provided by CDF. MR-CDF is
also implemented using CDF'. All data storage and retrieval is performed by CDF. MR-CDF acts
as a coordinator between a group of CDF archives and the application-specified decompression
procedures.

Each MR-CDF archive is implemented as a set of CDF archives. Specifically, a MR-CDF
archive is implemented by a single base CDF plus a set of stage CDFs for storing the compressed
data stages. There is a stage CDF for each stage of every multi-resolution variable defined in
the archive. This is 'lustrated (for an archive with a single multi-resolution variable) in Figure
6.

An MR-CDF archive may vontain = r.ix of single-resolution and multi-resolution variables.
Single-resolution variables are implemented directiy in tne base CDF. Requests to store and

retrieve such variables are translated into appropriate CDF calls on the base CDF. In addition,
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the base CDF maintains glohal information about the MR-CDF archive suck as tie number
of defined variables and their names. It also maintains general information about the multi-
resolution variables in the archive.

When MR-CDF receives a request to retrieve a muiti-resolution variable, 1he following steps
occur. MR-CDF first - trieves general information about the variable (such as the number of
stages that are available and their sizes) from the base CDF. Using this information, MR-CDF
then translates its request to a series of retrieval requests on the stage CDF’s.

As data is retrieved from each stage, it is placed in a holding buffer and then passed through
the appropriate decompression function. (Auxiliary decompression information is stored a. at-
tributes of the stage CDFs and is retrieved using the attribute/valne manipulation facility pro-
vided by the CDF library.) The decompressed data is then trimmed and merged with data from
the otiier stages in the merge buffer. To avoid unnecessary copying of data, the decom) !
and trimmed stages are merged directly into the application’s buffer.

MR-CDF runs on UNIX systems for which CDF is supported. Currently, only the C lang.age
interface is available. Since UNIX does not provide a run-time linking facility, it is not possible
to definc new decompression functions to the MR-CDF library without recompiling it. (New
multi-resolution variables using existing decompression functions can be added at any time.)

However, the procedure for adding new decompression functions is very simple.

6 Conclusion

MR-CDF provides an abstract interface to multi-resolution scientific data. Its program interface
allows applications to define, store, select, and retrieve data. MR-CDF can make lower resolution
data available quickly, allowing avplications to trade off resolution for re.rieval time.

MR-CDF i: implemented using NASA’s CDF (Common Data Format) library and runs on
any UNIX sycrem supported by CDF. Existing CDF applications can use MR-CDF with minimal
modifications.

MR-CDF stores multi-resolution data as a series of compressed data stages which can be
decompressed and combined to produce the data at different resolutions. Retrieval of compressed
data introduces a tradeoff between I/C .osts and processing costs. Compression reduces the
volume of stored data, and therefore the I1/O cost for its retrieval. However, the decompression
and recombination of the data introduces processing overhead. Technologicai vrends suggest
such tradeoffs will become more beneficial with time. T'he performance of processors continues

to improve rapidly, while access times for I/O devices have changed little.
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Since CDF utilizes the UNIX file system, distributed operation of the MR-CDF library 1s

poss‘ble among machines with access to a common file system, such az NFS. We are currently

planning a distributed version of MR-CDF for syctems which do not share files.
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Reduced Instruction Set Computer (RISC) workstatioas and Personnel Computers (PC) are very
popular tools for office automation, command and control, scientific analysis, database

. and many other applications. However, when using Input/Output (I/O) intensive
appllcatlons. the RISC workstations and PCs are often overburdened with the tasks of
collecting, staging, storing and distributing data. Also, by using standard high-performance
peripherals and storage devices. the 1/0 function can still be a common bottleneck process.
Therefore, the high-performance mass storage system, developed by Loral AeroSys’
Independent Research and Development (IR&D) engineers, can offload a RISC workstation of
I/0 related functions and provide high-performance 1/0 functions and external interfaces.

The high-performance mass storage System l.as the capabilities to ingest high-speed real-time
data, perform signal or image processing, and stage, archive, and distribute the data. This
mass storage system uses a hierarchical storage structure, thus reducing the total data storage
cost, while maintaining high-1/0 performance.

The high-performance mass storage system Is a network of low-cost parallel processors and
storage devices. The nodes in the network have special 1/0 functions such as: SCSI controller,
Ethernet controller, gateway controller, RS232 controller. IEEE488 controller, and
digital/analog converter. The nodes are interconnected through high-speed direct memory
access links to form a network. The topology of the network is easily reconfigurable to
maximize system throughput for varjous applications. This high-performance mass storage
system takes advantage of a "busless” architecture for maximum expandability.

The mass storage systemn consists of magnetic dis«s, a WORM optical disk jukebox, and an 8-
mm helical scan tape tc form a hierarchical stoiage structure. Commonly used files are kept in
the magnetic disk for fast retrieval. The optical disks are used as archive media, and the tapes
are used as backup media. The storage system is managed by the IEEE mass storage reference
moudel-based Un‘Tree software package. UniTree software will keep track of all files in the
system, will automatically migrate the lesser used files to archive media, and will stage the
files whea needed by the s,stem. Tae user can access the flles without knowledge of their
physical location.

The hign-performance mass storage system developed by Loral AeroSys will significantly
boost the system 1/0 performance and reduce the overall data stor-ge cost. This storage system
provides a highly flexible and cost-effective architecture for a variety of applicatiens (e.g.. real-
time data acquisition with a signal and image processing requirement. loug-tern data
archiving and distribution, and image analysis and enhancement).

1. INTRODUCTION
RISC workstations and PCs are frequently used for office automation, command and control,

scientific analysis, database management and many other applications. However, RISC
workstations and PCs usually sufler the following drawbacks:
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1.1 Lack of Cost Effective High-Performance Storage Capabitlities

Due to the tncrease of add-on board applications for workstations or PCs. the demands for cost
effective high-performance sto - - capabilities also increase. As a result, the hierarchical
storage architeciure becomes r.  ssary for many workstation and PC applications.

1.2 Lack of Data Acquisition Capabtlitics

For some applications, data is received simultaneously from multiple sources through
different 1/0 controllers. Standalone workstations or PCs usually have limited /0
controllers, ports, and I/0 bandwidth that can handle large volume coraposite data streains.
Also, a workstation having different parallel [/C controllers can be a critical issue.

1.3 Lack of Processirg Power for Canputing Intensive Applications

RISC workstations and PCs used as general purpose computers usuall, are inefficient for such
intensive computing applications as numerical analysis, image processing., and signal
processing. For example, data compression, image enhancement and data formatting al!
require extensive computing power. Therefore, additional computing power can be useful for
some worxstatior: and PC applications.

2. OBJECTIVE

The objective of this research is to develop a cost-effective mass storage system prototype that
will provide cost-effective, unltmited storage space for the workst-tions and PCs and offload
data acquisition, storage management, and intensive computing functions from ixe
workstations and PCs.

3. APPROACH

The high-performance mass storage system prototype consists of modular, interchangeable
hardware and software building blocks. The system’'s building blocks are developed using
Commercial-Off-the-Shelf (COTS] products where possible. This syster's prototype is
implemented in an open environment, nsing a Unix operating system and X-windows. This
structure is an optimuia solution for a multi-vendor environment. The hierarchical storage
structure is used to provide cost-effective storage media; and the massive parallel procrssing
system is used to perform the scalable I/0 and data processing cavabilities. Loral AeroSys’
mass storage system design can off load 1I/0 and intensive computing functicns form
workstations a1 ~ PCs.

3.1 Hieras chical Storage Structure

Loral AeroSys’' mass storage system prototype provides automatic migration based on user-
supplied criteria. The storage management software is designed to track the physical locations
of flles. which is transparent lo the user. The migration criteria can be adjusted to provide an
efficient and cost effective solution to a specific applicaton

3.2 Masstve Parallel Processing System

The Multi-Iinstruction Multi-Data (MIMD) parallel system, which provides -~-alable processing
power, is uszd to performn the storage management, data acquisition and other computing
intensive functions for the high-performance mass storage system prototype. Loral AzroSys'
system protctype consists of arrays of 1/0 controllers and processors; and it can receive,
process, store, retrieve, and distribute data streams in parallel to achieving maximum
performance.



The mass storage system can be configured to be a network server providing services to all the
workstations and PCs on the network. or a dedicated 1/0 processor for one workstation or PC
thruugh a dedicated link to recetve a faster archive rate.

4. MASS STORAGE STSTEM PROTOTYPE

Loral AeroSys is currently building a mass storage system prototype based on the previousaly
mentioned design approach. The high-performance mass storage system building block

configuration is shown in Figure 1.
4.1 Hierarchical Storage Media Configuration

Frequently used files are stored in a disk array of three magnetic disks of 600 Megabytes each.
The disk array is connected to the parallel processor through an SCSI bus. The archive files
are stored in an optical jukebax with two WORM drives. The jukebox can house up to 25 (5.257
platters with a total storage capacity of 16 Gbytes. When the jukebox is full, the platter can be
manually moved offine, and the prototype can still track the files. An 8-mm helical scan tape
system is used to provide a system log, backup files. and distribute files. The WORM drives and
tape drive are connected to a second SCSI bus.

4.2 Massive Parallel Processors

The Parsytec multicluster paralie] processor system is used to host the mass storage devices
and to provide parallel processing capability. Loral AeroSys' system prototype has a low-cost
Inmos T800 transputer chip. rated at 25 MIPs. Four processaor boards are used for the initial
mass storage system configuration. The four boards are: a root processor board with 32 Mbyte
memory, two SCSI controller boards with four Mbyte memory each, and Ethernet becard with 2
Mbyte memory. and an RS232 daughter board. Each board has one T800 chip and four high-
speed links to form a parallel processor network. The Parsytec Multicluster system runs a
Unix-compatible operating system {Helios}.

The Parsytec Multicluster system is also hosted by a 386 PC through an interface board. The
PC provides the user interface to the Parsytec Multicluster system. The PC runs MS-DOS

operating system.

UniTree software is used to manage the files an<d storage media. UniTree is implemented based
on the IEEE mass storage reference model; 't maintains a standard Unix-style directory
structure, and provides ~tomatic migration and network access functions. A Cygnet Jukebax
Interface Management Software (JIMS) was integrated intuv the UniTree to provide WORM
platter mount and unmount functions.

5. PROGRESS OF THE PROTOTYPE DEVELOPMENT

The integration of storage devices to the parallel processar network, and tne porting of JIMS to
the parallel processor network are completed.

During porting efforts, some major problems were encountered. The most <<ricus problem vas
analyzing the difference between the different Unix operating systems (e.g.. System V inter-
processor communication package used by JIMS, and Smile task scheduling nackage used by
UniTree). Systemn V and UniTree ¢ mile are not supported by the Helios operciing system used
by parallel processing system. The solutivn was to tmplement the System V capabilities and
port the UnfTrce Smile package to the parallel processor. Currently, all major problems are
resolved.
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Figure 1. Mas< Storage System Prototype
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The success of integrating storage devices and porting of -JIt4S indicates that it is feasible to
build a cost-effective parallel 1/0 and data processing mass storage system for workstations
and PCs. Plans are in place to perform benchmark teatings {cr different applications and to
add rewritable optical jukebaxes and 8-mm tape library system.

6, CONCLUSION

Loral AeroSys IR&D's mass storage system prototype is a high-performance, flexible storage
management system using an inexpensive implementation of the UnifTree file. This mass
storage system provides hierarchical file and storage management for networked, muliti-

vendor computer environments, and proviies complete application transparency in an open
environment.
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Donald Herzog /ST
GE Aerospace
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Camden, NJ 08102 /j %
DuraStore Mass Storage Sub-System

The General Electric Government Communications Systems Department (GE/GCSD) has
developed a near real time digital data storage and retrieval system that extends the
capabilities currently available in today's marketplace. This system called DuraStore uses
commercially available rotary tape drive technology with ANSI/IEEE standards for
automated magnetic tape bas=d data storage. It uses a non proprietary approach to satisfy a
wide range of data rates and storage capabilities requirements and is compliant with the IEEE
Network Storage Model.

Rotary Tape Drives (RTD)

The basic element of the system is the GE Rotary Magnetic Tape Drive (RTD) family of drives.
The drives use 19mm helical scan technology and tmplement both the ANSI ID-1 standard for
instrumentation data recording techniques with a BER of 10E-10, and the ANSI DD-1 standard
for storing and retrieving computer compatible data with a BER of 10E-13. The drives operate
in both streaming and asynchronous modes and are capable of handling ID-1 and DD-1 data
streams automatically within the same drive.

Standard Interfaces

The drives are designed to be controlled using the ANSI Intelligent Peripheral Interface (IPI-3)
command set. Each drive has two interfaces to the user: one interface (low speed) is for set-
up/control, the other (high speed) for actual data transmission/reception and redundant
command control. Currently GE has implemented the following interfaces:

A. Data Interface
1. Physical
- HIPPI
- SCSI
2. Control

- IPI-3 Command Set

B. Centrol Interface
1. Physical
- Ethernet
2. Network
- TCP-IP
3. Control

- IPI-3 Command Set _
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Application specific Hardware/Software

The heart of the drive controllers are the internal buffer management hardware and the 1PI-3
command processing softvare. The drive contmiler has a user side that is easily modifiable at
the factory to the desired data interface (HIPPI, SCSI, FDDI, IP1, RTD, etc.). All the drives in the
RTD family are upward compatible and the current maximum continuous throughput of the
top of the line RTD-45 is 50 MBytes/sec streaming ID-1 mode and 45 MBytes/sec asynchronous
in the DD-1 mode. The drive controller can handle burst rates of 70 MBytes/sec and has a
maximum buffering capacity of 4 GBytes.

Networked Automated Tape Librarics

Another element of GE's DuraStore system are GE's Data Storage System (DSS) Automated
Tape Libraries (ATL). These libraries are designed to relieve the user/host flle manager of the
physical resource management responsibilities for the library. Each library complex is
controiled by an Automated Tape Library controller. The library can be treated as a single
logical device by the user/host. The Library Controller is capable of controlling up to four
Automated Tape Libraries simultaneously. Users communicate to the Library Controller via
Ethernet/TCP-IP using the same IPI-3 command set used to control the individual RTD drives.
The Library Controller maintains all the directory information necessary to translate a file
request from a user to the correct tape cassette, then locate the cassette in its appropriate bin,
load and position the tape in an available drive and notify the user that his data is available to
be read/wriiten. The ATL supports mixtures of ID-1 and DD-1 volumes in the Library.

Library Administrator

The Library Administrator's interface to the ATL systems is through the Library Controller
with a user friendly graphic display. In addition to the read/write functions necessary for data
storage/data retrieval, the Automated Tape Libraries support the following additional
functionality available to the Library Administrator and to system users:

1. Import - Enter Media and Files into Automated Tape Library

2 Export - Remove Medla and Files from ATL

3. Directory - Volume/File Listings for Library/Volumes

4 Error Statistics -

a. BER for Drives/Trend Analysis
b. BER for Volumes/Trend Analysis

5. Full Directory Shadowing
6. Library Diagnostics

7. Resource Management
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Write Protection

The Automated Tape Library also allows the user to protect his inditvidual files/volumes. This
protection is done at the volume and not the us-r level. Each individual user can select one of
three levels of write protection:

1. Write protection on entire volume - No more data can be written
to that volume

2. Write protect existing data only - Data is write protected as it is
added to volume

3. No write protection - Overwriting allowed

Yolume/Physical Media linkages

The GE Automated Library supports/allows all the logical volume/physical media linkages
supported by DD-1-

- 1 Volume to 1 Cassette

Multiple Volumes te 1 Cassette

1 Volume to Multiple Sequential Cassettes

1 Volume to Multiple Paralle! Cassettes (Striping)

Maximum Resource Utilization

The Library has been designed to maximize resource utilization. It monitors activity and will
deallocate/reallocate assigned equipment if no activity takes place for prolonged periocds of
time. The Library will also automatically exercise various system diagnostics when errors
tape place and automatically notify the Library Administrator of actions required to
fix/further isolate problems.

The Automated Tape Libraries can support the following maximum configuration capabiiities:

1 5 RTDs per Library

I1 660 Medium Cassettes (40 GBytes/cassette each) per Library
I1I 5 million files in the data base

v 25 TeraBytes of data/Library

The Library Controller, as a controller for 4 ATLs, will control:
20 RTDs max

20 million files in DB
100 TeraBytes of data across 4 Libraries

pop
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Boulder, CO 80301

Introduction:

The term "mass storage” invokes the image of large on-site disk and tape farms which contain
huge quantities of low- to medium- access data. Although the cost of such bulk storage is
recognized, the cost of the bulk distribution of this data rarely is given much attention. Mass
dats distribution becomes an even more ac'ite problem {f the bulk data is part of a national or
international system. If the bulk data distribution is to travel from one large data center to
another large data center then flber-optic cables or the use of satellite channe!s is feasible.
However, if the distribution must be disseminated from a central site to a number of much
smaller, and, perhaps varying sites, then cost prohibits the use of fiber-optic cable or satellite
communication. Given these cost constraints much of the bulk distribution of data will
continue to be disseminated vin inexpensive magnetic tape using the various next day postal
service options.

For non-transmitted bulk data, our working hypotheses are that the desired duplication
efficiency of the total bulk data should be established before selecting any particular data

duplication system; and, that ‘he data duplication algorithm should be determined before any
bulk data duplication method is selected.

Building the Tools:
In order to compare data duplication hardware and >rious data duplication algorithms one
must first build a sulte of evaluation tools. There aie several parameters required to build such
a tool suite. They are:

®  Burst Transfer Rate.

®  Sustained Transfer Rate.

®  Average Pick and Place Transport Velocity.

®  Average Pick and Place Time.

¢ Load/Unload Time.

®  Average Number of Megaby:=s Duplicated.

®  Number of Pick and Place Mechanisms.

1
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The Burst Transfer Rate is how fast data can be moved into drives on board memory. The
Sustatned Transfer Rate is how fast data can be transferred from on board memory to the
media.

To compute the Average Pick and Place Time for a given plece of data duplication hardware we
can use the following equation:

(equation 1)
X Y
'P’I‘:Z 2 (1Cm - Dn 1/ Vaug)
m=] n=1
XYPp
where:

APPT = Average Pick and Place Time
Cm =  Location of cartridge number m
Dp =  Location of Driver number n
Vavg = Average velocity of the pick and place mechanism
X =  Total number r.f cartridges
Y =  Total number of drives
Py =  Total number of pick/place devices

In order to compute the Average Load and Unload Time one can use the following equation:

(equation 2)

X
APPT = Z (L + U /2
m=}

X
where:
ALUT = Average Load and Unload Time
Lm =  Load time for a particular drive
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Um Unload time for a purticilar drive

X

Total number of drives

The Load Time is the total amount of time it «Fes after inserting media beiore it can be read
from nr written to. The unload time is the tota! amount of time it takes before the meauia can be
removed after it is requested.

To dupiicate at the maximum speed one must minimize the time not spent writing the data:
that is, minimize the time loading and unloading, as well as picking and pla~ing the cartridges.
Minimizing the load/unload time can most easily be accomplished by dupli-ating thc largest

possible files. The relationship between the total duplication time, load/unload . pick and
place time, and the time spen! aciu..ly writing data is given below:

{equation 3)
Total time = (load/unload time) + (pick/place time) + (write time)
Assuming that the total time is fixed and that ther is ample time to accomplish all items,
varying the time of any one of the other terms wili decrease the percent:ge of total tima used by
the other terms. Therefore, given the above constraints, increasing the time writing data will
act to minimize the percentage of time spent loading/unloading and picking/placing. An
example of how this helps us is given below:
Questions:

What is the total time required to give the minimum and maximum file sizes for an
Exabyte EXB-120 cartiidge handling system loaded with Exabyte EXB-8£00 (ape drives?

What are the minimum and max‘mum percentages of time spent writ:"g daa?
To answer these questions, the following information is needed.
Average load unload time = 50 seconds
Averzge pick and place time = 20 seconds
Sustained transfer ra’ ~ = .5 MB/second
The minimum file size is given by the total time equaling 70 seconds:
70=50+20+0
Thas the file size must equal zero according to equation 2.
The maximum file size is 5,000 megabytes so the write time is 10,00 scconds
10,070 = 50 + 20 + 10,000
Thus:

The minimum time spent writing = %
The maximurn time spent writing = 99%
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Unfortunately tais does not =. . -ss the more fmportant question, which is:
What is the optimum file size for the EXB-120 using EXB-8500 drives?

I~ order to answer the above question more information is required. The optlmumwlsa
function of optimum systemn throughnut. The optimum systen: throughput depends upon using
the drives efficiently. The first requirement to using the drives efficiently is the need to
minimize the time spent not writing. The second requirement is the need to keep as many
drives as possible streaming for as long as possible. In order to meximize the time spent
writing, one must overlap the time spent picking and placing. Overlapping the pick/place time
is a function of the number of drives and the number of pick/place devices. A way to compare
the effectiveness of various duplication systems in maximizing the time spent writing ‘a to
rltipiv the minimum of the ratio of the pick/place devices by the average pick/place time
plus the load/urnload time. As was discussed in equation 2 this will maximize the writing time.
This relationship is given below:

{equation 4
MEDU = Min ( (D; / P}) * (APPT;} + ALUT,).

(Do / Pg) * (APPTq + ALUTS),

(G / Py) * (APPT,, + ALUTY) )

where:
MEDU = Most eflicient drive usage
Min = The mintmum function. this function

selects the smallest value in a list of values

D) n = Number of di’ves tn a particular
duplication system

Pi. . n = Number of pick/place devices in a
particular duplication system

APPT; p = The average pick/place time for a
particular duplication system
ALUT; , = The average load/unload time for a

particular duplication system.

To keep the highest number of drives streaming simultaneously for any duplication system we
must measure the sequential load/unload efliciency. That is, if there are more drives than
pick/place devices the ratio Letween drives and pick/place devices represents the need for
sequential picks and places. The efficiency of the these seguential activities can be measured
as below. Please note that this is a measure of the efficiency of the pick/place algorithm and
the raw spced of the hardware. whereas equation 4 is only a measure of the speed of tlL.e
hardware.
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The general equation for the system performance is:

(equation 8)

Performance = [ 1 - { TOTAL NON-WRITING TIME /
TOTAL DUPLICATION TIME ) | *® writing speed

Please note that this performance measure is the inverse of the percentage of the total
duplication tirmne spent not writing data. The larger this nuruber is the better the performance.

To bound this performance measure we first gtve the cquaticn which defines the worst relative
performance. The true worst case is no data being written; however this is unreasonabie.
Therefore, we will define the worst case to be the combination of all sequential drives being
stopped and then sequentially reloaded, that is:

(equation 6)
X
CYC= { E 2 * APPT ) + ALUT + P
m=i
# of Cycles =

Total data written

Data set size * # of sequential drives * # pick/place devices

TOTAL DUPLICATION TIME =
(Toial data written / Sustained transfer rate) +

(# of Cycles ° (APPT + ALUT + P) )

The worst case performance measure uses the following template:
Performance = total writing time / total duplication time * duplication speed

= [1 - (Non-writing time / total duplication tirne)] ¢
duplication speci

=[ 1 - ({total reoccurring non-writing time +
initial non-wndng time) / total duplication time)] ® duplication speed



Therefore, the worst case performance measure is given by:

X

INIT = Z APFT,

o=]

# of Cycles

Mmmnew=[l-((z CYCp, + INIT) /

n=1

TOTAL DUPLICATION TIME ) | * DS * PA

Where:

DS = Sustained drive transfer rate

PA = # of drives able to write in parallel

CYC = Amount of non-writing time used per cycle

INIT = Inittal pick and place time

Performancey = Su. tained duplication percentage of
non-writing time worst case

X = The number of drives

# of Cycles = The number of pick/place cycles
required to ~smplete the duplication

P = Pausc between each pick/place cyrle

Next we give the equation which defines the best possible relative psrformance:
{equatior: 7)

X

INTT = Z APPT,

o=]
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Performancey, =
# of Cycles

|1-(((2 ( APPTq + ALUTn + P ) ) + INIT ) /

n=]

TOTAL DUPLICATION TIME ) | * DS * PA

where:
INIT = Initia’ start-up time
X = Number of drives
Performancep = Sustained duplication percentage

of non-writing time best case

The pause term ~f equations 5 and 6 can be non-zero under a variety of chcumstances. One
such circumstance is when the duplicated data set size ts too small to keep ail sequential drives
streaming.

To compute the best fixed data s¢t size for duplication purposes. we use the following equation:

fequation 8)

X-1

Datasetsize:(z { APPTy, + {2 * APPT ) ) * Min(s, b)

m=]
Where:
X = The total number of Drives
s = Sustained transfer rate
b = Burst transfer rate

Equation 8 represents a gond first approximation of the data set size needed to maximize the
data duplication effort. As the data set size increases from equation 8 the duplication effort
performance approaches the limit set by equation 7.

The final tool allows us t~ understand the relative cost and benefits of a duplication system.
First we deflne the total system cost.
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feguation 9)

total duplications

'IC:(E D+ Wm*Cp) + PER + MED) + S*F)+P+E+ CO

ml
Where:

TC =  Total duplication system cost for the
Itfe of the duplication equipmezt

Dm =  Amortization of duplication equipment per
duplication

Wm =  Media weight per duplication

C = Cost of transportation per duplication

PERy, = Personnel cost per duplication

MEDp, =  Media cost per duplication

S =  Size of the foot print of the duplication
equipment

F = Floor space cost

4 =  Total price of the duplication equipment

E =  Total electrical cost

(0 0] =  Total coolin< cost for the duplication equipment

‘The system benefits wheie defined in equation eight using the best case rating. Therefore the
cost benefii ratio for a duplication system is given below:

fequation 10)
CBR = TC / Perfonnancey,

Where:

CBR = Cost benefit ratio
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Using the Tools:

We now have the tools to answer the question posed earlier; that is, what ia the optimum file
size for the £XB-120 using EXB-8500 tape drives? First we restate the qucstion as two

equivalent questions:

1 What 18 the minimum data set size needed to keep an EXB-120 (with EXB-8500
drives) streaming the greatest amount of the time?

2  What is the largest file size which can fit on an EXB-8500 tape?
The answer to the second question is the casiest, approrimately 5 gigabytes. The answer to the
first question is computed as follows:
APPT = 20 seconds
Number of sequential drives = 4
Internal drtve buffer stze = 1 megabyte
Burst rate = 1.5 MB/second
Susatained rate = .5 MB/second
Mintinum Data set stze = 50 megabytes
Therefore:

The best duplication data set sizes are greater than or equal to 50 megabytes and less
than or equal to 5.000 megabytes.

We can alsc answer these questions:

- What is the best performance for an EXB-120 with 8500 drives in the data
duplication application?

- What is the worst reasonable performance for an EXB-120 with 3500 drives in the
data duplication application?

To answer the first question we need the following information:

APPT = 20 seconds
ALUT = 50 seconds
Pause = 0O seconds
INIT = 80 seconds
Total data written = 4000 MB

Total duplication time = 9400 seconds
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DS = .5MB/second
PA = 4 drives
#ofCycles = 20 cycles
Therefore:
Performance, = 1.68 MB/second duplication rate

To answer the second question we need the following information:

Cyc 210 seconds

Therefore:
Performancey = 1.0¢ MB/seconc riuplication rate

If we replace the EXB-8500 drives with their equivalerit half height versions what would be the
best performance? The correct data set size should be 120 MB; however, we kept the data set
stze at 50 MB so that we can compare equivalent situations.

APPT = 20 seconds
ALUT = 50 seconds
Pause = 0 seconds
INIT = 160 seconds
Total data written = 4000MB
Total duplication time = 1700 seconds
# of Cycles = 10 cycles
DS = .5MB/second
PA = 8drives
Therefore:
verfcrmancep, = 1.98 MB/second

In order for us to be able to compare devices with the same number of drives, we will now
compute the performance of two EXB-120s with EXB-8500 drives. This data set size should be
50 MB

APPT = 20 seconds
ALUT = 50 seconds
Pause = 0 seconds

132



INIT = 80 seconds

Total data written = 4000 MB
Total duplication time = 1600 seconds
#ci Cycles = 10 cycles
DS = .5 MB/second
PA = 8 drtves
Therefore:
Performancep, = 2.3 MB/second

We see that two EXB-120 with EXB-8500 drives perform the data duplication task better than
one EXB-120 with the equivalent half height drives. The natural next question would be,
which data duglication equipment gives me the best cost/benefit ratio. This question is
answered below.

Because of the similar nature of the equipment being compared. we can make several
simplifying assumptions befcre calculating the total cost. These assumptions are giver: below:

- The amortization cost would be approximately the same and therefore does not need to
be includ=d

- The media weight and cost of transportation would be the same and therefore do not
need to be incinaed

- Personnel costs would be the sare and therefore do not need io be included

- Floor space size ditierence is negligible and therefore does not need to be included
- Energy cost differences are negligible and therefore do not need to be included

- Cooling cost differences are negligible and therefore do not need to be inciuded

P2 EXB-120 with EXB-8500 Drwves = 200,000 dollars

1

CBR 200000 /2.3

86.956

PEXB-120 with half haght drives = 100,000 dollars

CBR 100000 / 1.98

50,505

As can be seen given the above assumptions and the amount of data to be duplicated the better
valu: would be the single EXB-120 with cight half height drives versus two EXB-120s with full
height drives.
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INTRODUCTION
This article reflects my view of how the storage products have been introduced into the
marketplace, where they came from. and where others will continue to come from in the future.
My corporate goal is to be a resource for those searching for removable solutions to mass
storage problems.

My introduction to optical storage occurred a few months before signing a non-disclosure
agreement with FileNet on August 8, 1983. By 87 or 88, as the optical craze was getting more
popular, 1 started looking for similar or complementary storage technologies. 1 am still looking
and w1y research is constantly turning up new entrants into this Seld. Due to the scope of the
coverage in this field, this article does not dwell on any single technology. The goal is to
provide information that is not compiled in any other single source and focus on facts that are
not commonly known.

I have provided a few baseline assumptions to ensure the mathematical calculations remain
consistent. 1; Hard-copy 8.5" x 11" documents which are scanned at 200 dots per inch {dpf)
and compressed at a ratio oi 10:1 result in a document tmage which requires an average of 50
Kilobytes (KB) of storage. 2) An average ASCII page cquwres 2 KB of storage. 3) An average file
cabinet drawer can hold 2500 pieces of paper. 4) One GB of storage can hold an average of
20,000 document images A reel of €250 tape holds 180 Megabytes (MB).

e

HELICAL SCAN TAPE CASSETTE®
Cassettes have become very familiar. Using helical scan technologies, Metrum Information
Storage has develeped a drive that can write 14.5 GB on a T- 20 Super VHS cassette providing
a storage media price of $.002 per MB. In storage equivalents, that roughly equates to :

s 290,000 document images e 29 four-drawer flle cabinets

¢ 80 reels of 6250 tape e 7,250,000 ASCII documents
An autochanger with a footprint of 21 square feet can hold 600 cassettes and provide an
automated storage capacity of 8,700 GB or 8.7 Terabytes (TB) at a system cost of $0.06 per
MB. Access to any flle on a mounted tape s 45 seconds.
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Sony, Hitachi and Ampex have developed three dasic sizes of digital cassettes: small, medium
and large. In the video world, there are two different ways of recording data on these media.
Basically, D-1 technology refers tc a video signal that is divided into three separate
ccmponents, digitized then recorded onto tape. During playback, the three streams are output
as three analog signals. This tape format meets instrumentation standard ANSI X3B.6. The D-
2 technologv is different in that after the video signal s divided into three component signals,
they are combined before -ligitization and recording onto tape. The nutput during playback is a
combined analog signal. The D-2 video tapes are made by Hitachi. Sony Ampex, Fuji. Maxell.
TDK and 3M. Taking advantage of digital recording market opportunities and the availability of
standardized media, RCA, E Systems, Ampex, and Sony Lave developed helical scan digital
reccrders which provide the storage formats and data capacities listed below:

e D-1S 16 GB e D-2S5 25 GB
e D-IM 44 GB e D-2M 75 GB
e D-1L 100 GB e D-2L 165 GB

Ampex currently has an autochanger available that will hold 255 D-2S cassettes for a total
automated capacity of 6.4 TB. E-Systems offers a 220-unit data tower that can provide
automated access to 5.5 TB. Each of these units require less than 21 square feet. Multiple
libraries can be linked together to provide even more robotically-addressable storage capacity.
Library systems are in use today. In a standalone mode, RCA can simultaneously write to i, 2,
3, or 4 »rgc D-1 cassettes at 400 Megabits per sccond (Mbps) each and reach a maximum of
1 500 Gigabits per second (Gbps).

Helical scan technology has also been applied to smaller tape formats. Several companies,
including Hewlett Packard, Sony, Hitachi, GigaTrend and Archive. have introduced a 4
millimeter {mm) cassette that holds 2 GB of uncompressed data on 60 meiers of tape. There
are organizations using this comp' er-grade tape to replace COM (computer output microfilm)
and master CD-ROMs. For automated applLcations, library units are available that manage up
to 60 cassettes. Another member of the small cassette group is being offered by Exabyte. The
8 mm format holds 5 GB of uncompressed data. Vendors such as Bull, IBM, Sun, NCR and
Wang support this technology. Mass storage iibraries have been developed that will hold up to
432 cassettes providing up to 2,160 GB of robotically-addressable siorage.
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Thc mainframe environment is served by two helical scan technologies from MASSTOR. Their
tape cartridge is 6.5 inches square and 3 inches wide. The capacity is almost 32 GB. The
library unit for this format holds 32 cartridges and provides 1 TB. Th:y also provide a tube-
shaped unit, 1.8 inches in diameter and 3.4 inches long. The library unit which holds these
350 MB units can accommodate 316 "tubes”. The horey-comb shaped interior of the library
uses gravity to move the tape units into the readers.

MICROFICEE

A laser-based microfiche technology has been introduced by IBASE Systems Corporation. This
printing device allows a user to select images from an optical or magnetic storage unit and
print them at either 200 or 300 dpi on microfiche . Using approved dlm-development methods
can produce archivable images and provide acceptable back-up optical storage.

LONGITUDINAL PECORDING TAPE CARTRIDGES

Carlisle Memory Products and 3M jointly developed the 1/4" c: .tridge format. The cartridge is
4" x 6" and can hold 2.1 GB. The use of barium ferrite media in the quarter inch cartridge
(QIC) may support the storage of 35 GB by 1995. There are currently over 7 million QIC drives
in use today.

Digital Equipment Company has over 300,000 tape drives using their standardized .5 inch
cartridge for storage. They have introduced an external drive unit that uses the tapes for
removable storage. The 4.1 inch square tape cartridges hold 2.6 GB. Thc next Jeneration will
hold 5.2 GB and by 1994, the capacity could reach 50 GB. A small library unity holds 7 tane
cartridges.

Storage Technology has developed and sold over 4,000 library units which house 6000 of the

200-MB IBM 3480 cartridges and provide 1.2 Tb of robotically-addressable storage. The
modular libraries have a footprint of 121 square feet and are large enough to allow a technician
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to actually enter the unit to provide any service necessary. The libraries serve ICM and aver 15
non-IBM platforms. Up to 16 libraries can be linked to offer 19.2 TB of data storage. The next
generation of cartridge, the 3490, offers a capacity of 400 MB with 2:1 compression. After that,
36 track tapes will be introduced and the native capacity will reach 800 MB. Future develop-
ments will support helical scan recording resulting in 20 GB per tape. The strategic airection
of the company is to introduce systems more ir. line with an office ~nvironment. Using this
same cartridge, Memorex/Telex hos the capacity to manage over 1.3 million tapes using a
combination of libraries.

LaserTape Systems has used the 3480 cartridge in conjunction with non-erasable digital paper,
often called optical tape. By rutting digital paper into .5 inch wide strips 541 feet long, the
company can store up to 100 GB in a single unit. Using the math presented in the previous
paragraph, the librarv capaci.y expands to 600 TB in 121 square feet. Sixteen libraries would
provide 9,600 TB or 9.6 Petabytes of robotically-addressable storage. At $250 per cartridge,
the media price would be $.0025 per MB.

CARD-BASED TECHNOLNGIES

Storage systems that need to operate in mobile environments may use the low-cost option
offered by numerous vendors supporting the 2.86 MB optical card. This credit-card sized
optical storage media can store 1,430 ASCII text documents or 57 document images using
WORM technology on a media carrying a 10-year life expectancy. These cards are being used
for personalized medical record storage. Within the year, a multi-layer phase change card may
be introduced tha’ hias the projected capacity of 1 GB. The entertainment industry could use
this media to record up to 10 audio CDs or a full length movie. This revolutionary commercial
introduction would truly inspire the techofan!

Chip cards can provide 8 KB of storage. The 8 bit microrrocessor may support CPU, RAM,
ROM or EEPROM functions. Memory-only chip cards ciin provide 2 KB of nonvolatile data

storage.
Magnetic strip cards can be used as coin replacement units for mass transit operations or

telephnne services. The -eusable cards are being used by USPS. NYNEX, GTE and Canada
Post.
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Memiory cards are coming in nuinerous formats comr lete with a variety of storage capactiles
ranging from 2 MB to 64 MB. These plug-in memory formats are geared to serve the notebook
or laptop industry

Seo

che

COMPACT DISC READ ONLY MEMORY

One ¢of th. :ast expensive media for mass distribution of reference-type database information
is tt 12 cm Compact Disc Read Only Memory (CD-ROM). A 650 MB disc can hold 13,000
document images or 325,000 pages of ASCII text. An autochanger is on the market t..at can
hold 250 discs and provide access to a networked library of published material. One vendor
has introduced a single unit which houses 64 drives in a single cabinet.

There are emerging applications for this inexpersive media. Write once (W1) drives are
available to those who wish ‘0 siore non-erzsable information on inexpensive CCs. The drives
to read these discs are much less expensive than other W1 drives. The CD Recordable media is
teing used to capture mainframe datz an:xi play it back on inexpensive drives. The Photo CDs
will soci be available in consumer photo development stores. The 250 million cameras in place
today will provide the capture devic.s. The images will be displayable on most TV screens. A
technology has been reintroduced with the anncuncement of the 3.5 inch read only meinory
(O-ROM) disc. The capacity is 122 MB and hecause they are smaller and iighter, they spin : -
9 times faster and provide faster access and seek times. Unlike the first introduction of CD
media this size, it is in a protective case, similar to a floppy cartridge.

-

cm

REWRITABLE DISKS

One of the reasons that WORM disks were not readily accepted into the marketplace is that
data processing professionals did not like ihe permanence associated with the media.
According to Dr. Robert Freese, magneto-optic (m/o) technology uses some principles of
magnetic storage to store data on 5.25" (12 cm) optical disks. Sto-age capacities range frem
400-1500 MB Tnese disks have found homes beside aigh capacity workstations and in
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jukebox envircnments. Mul’ . aedia drives have been iatroduced by numervus vendors which
will write to either 5.253" WORM or erasable platters.

The emerging format of erasable technology ts the 3.5 m/o with the standardized capacity of
128 MB. Ther= are dicks available with 256 MB capacity and projected capacities reach 520
MB. These disks can spin faster and provide faster seek times. There are currently 18 vendors
announcing this format and it is expected that these disks will be more popular for desktops
and notebooks, than the 5.25".

Other 3.5 inch media L.. .2 the barfum ferrite disks with a capacity of 21 MB. At $25 per
disk and under $300 for a drive, this is becoming an attractive media for smaller applications.

12 & 14 INCH OPTICAL MEDIA

LMSI maraets a revolutionary 12° WORM drive. The drive operates with a dual head so that
each side of the disk is available to the user simulitaneously. The user is provided with 5.6 GB
of storage withoit the need to flip the disk in a standalone environment. To compliment this
drive, the company cifers a 5-platter magazine that fits as a single unit intc a slightly different
version of the new drive providing 28 GB of storage with a disk swap time of less than 5
seconds. For security, the magazine can easily be vaulted when necessary. The next
generation of th's system will provide 5 - 6 GB per side of each optical platter. Other 12"
WORM drives have been introduced that will siore up to 8 GB per platter.

Kodak's latest 14" optical platter has the capacity of 10.2 GB and incorporates a nou-erasable
form of phase-change technology. The 10G-platter jukebax provides 1.02 TB of storage.

Rewriiable video disks offer dense storage for analog images. Access time between . ames is
less than 1 second. The disks hold up to 108,000 black and white or fu'l color images {vs
13,000 on a CD-ROM) and with the righi adapter, the disk appears to the system as a "large”
CD.
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DIGITAL PAPER

The last technology is one oi the most exciting and versatile. Imagine a roll of aluminum foil
that is silver on one side. golden on the other, and very durable feeling. This ts what IClI
Imagedata calls Digital Paper. Cut into long cirips and wrapped around a reel it has been
referred to as optical tape. A 12.5 inch reel of this magic med'a can hold 1 TB of data and
someday may hold up to 40 TB. According to figures from The Sierra Club, the storage of 1 TB
of ASCII data on this media instead of paper would save 42,500 trees. Metrum currently sells
the CREO drive in the US. Canada now hss three of these units running to store satellite data.
Australia has two systems doing the same thing. Other sales are pending throughcut the world
to support a variety of applications including supercompuiing sites, oil dala storage and

medical imaging.

© pending by Strategic Management Resources, Ltd. All rights reserved.
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The description of an audio reccrder may at first glance seem out of place in a conferenc. which
has been dedicated to the discussion of the technology and requirements of mass data storage.
However there are several advanced features of the NT system which will be of interest to the
mass storage technologist. Moreover, there ave a sufficient number of data storage formats in
current use which have evolved from thelr audio counterparts to recommend a close attention
to major innovattve introductions of audio storage formats.

While the existing analog micro-cassctte recorder has been (and will continue to be) adequate
for various uses, there are significant benefiis to be gained through the application of digital
technology. The elimination of background tape hiss and the availability of two relatively
wideband channels (for stereo recording]. for example. would greatly enhance listenability and
speech intelligibility. And with the use of advanced high-density recording and LSI circuit
technologies, a digital micro recorder c«n realize unprecedented compactness with excellent

energy cfficiency.

This is what has been accomplished with the NT-1 Digital Micro Recorder. Its remarkably
compact size contributes to its portability. The high-density NT format enables up to two
hours of low-noise digital stereo recording un a cassette the size of a postage stamp. Its highly
energy-efficient mechanical and electrical design results in low power consumption; the unit
can be operated up to 7 hours (for continuous recording) on a single AA alkaline battery.
Advanced user conveniences include a multifunction LCD readout. The unit’s compactness and
energy-efficiency. in particular, are attributes that cannot be matched by exisuing analog and
digital audio formats. The size. performance. and features of the NT format are of benefit
primarily to those who desire improved portability and audio quality in a nersonal memo

product.

The NT Recorder is the result of over ten years of intensive, multi-aisciplinary research and
development. What follows is a discussion of the technologies that have made the NT possible:

(1) NT format mechanics
(2) NT media
{3) NT circuitry and board

NT MECHANICS

In order to achieve the required high areal recording density. the NT {ormat emplouys the now-
familiar rotary head double-azimuth helical-scanning system. The technique used in the NT
format, however, represents a significant departure from the rotary-head designs used in VCRs
and DAT recorders. Specifically, the small size of the NT system has made it necessary to take
entirely new approaches to loading and tracking.

With conventional rotary-head systems, the transport must include a loading mechanism that
withdraws the tape from the cassette shell and wraps it around a portion of the head drum.
Beta, VHS, 8mm video, and DAT miechanisms all employ some variation of this technique,
using either a U or an "M" loading pattern. Such mechariisms are necessarily complex as the
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tape must be handled with great precision and care. These designs are also not space-efficient
because a significant volume in front of the cassettc must always be set aside to permit the tape
wrap. With conventirnal rotary-head systems, therefore. it is impossible to reduce size,
weight, and cost beyond a certain point. Moreover, the nature of these tape-wrapping
mechanisms is such that cassettes cannot be ioaded or ejected while the power is off.

The non-joading system emplcyed in the NT format is a novel solution to these problems. As
shown in Figure 1. there is no need to withdraw the tape from the shell Tape wrap is instead
accomplished by inserting the head drum assembly into the front opening of the cassette. Built
tnto the cassette shell are molded tape guides which serve the same function as the inclined and
vertical guides tn conventional rotary-head systems. Pressure rollers, too. are an integral part
of the shell, making the head drum and capstan the only external elements that need be

with the cassette. Since tape travel is fully contained within the cassette, the non-
Inading system provides the high-density recording benefits of a rotary-head design while
preserving much of the simplicity and space-efficiency of conventional fixed-head
mechanisms.

At the heart of the NT format is the non-tracking system technology. (NT is dextved from Non-
Tracking.) Aci:ieving higher reconding density entails shorier wavelengths, thinner tape, and
narrower tracks. While advanced magnetic head. metal-evaporated tape, and signal
modulation teckrologles (discussed below) all contribute to the attaining of the NT format's
very high recording density, the narrow track width requirement creates certain probiems.
With such nar-w tracks, read/write performance (data integrity) would be severely
compromised by the slightes. tmprecision in tracking. Unit-to-unit campatibility would be
difficult to ensure. These problems are further compounded by the limhed practical toierances
in the NT cassette’s built-in tape guides and by the extremely short length of exposed tape with
which the non-loading system must work. In fact. these circumstances make it impossible to
use conventional tracking schemes.

These tracking issties were only able to be addressed by abandoning the traditional approach
based on high-precision servo contrvi. The non-tracking playback method emplays double-
scanning combined with high-speed memory to accurately read all of the recorded data.
Because the NT does not rely on tracking precisfoa. it eliminates the need for fixed control
heads and automatic track finding signals and ci~cv:its, making the entire system considerably
simpler and smaller.

In conventional rotary-head systems, there must be a one-tec-one tracking correspondence
between record and playback. That is, since two heads with opposite azimuths alternately lay
down successtve tri.cks during record. each track must be traced at the same angle by the
correspending head during playback. If this is not done precisely, mistracking occurs and data
are lost. With the non-tracking playback method. the one-to-cne tracking correspondence with
the recorded tracks is intentionally altered. The speed of the head drum rotation is doubled,
resulting in a double-density scan. Moreover, because the tape speed remains the same, the
actual head trace path during playback is. in eflect, furtner inclined. This is shown in Figure 2.

This figure also shows how the non-tracking method can read all of the recorded data despite
the skewed head trace. Consider the output from head A as it makes four scans at doubl: speed.
Demodulating the RF output to digital signals results in data strips 1 through 4, corresponding
¢o the four traces. (Note that although only 32 data blocks are shown in this illustration for
simplicity, eact .rack actually comprises 104 data blocks.) Focusing our attention on the data
contained on track A , we see that each data strip 1 through 4 contains part of the info.mation
on the track with a certain amount cf overlap. Interspersed among track A's blocks are data
from other tracks. Error blocks occur whenever Lead A tries to read data from a track recorded
by head B because of the azimuth discrepancy. The four traces contain ail the data blocks
necessary to fully reconstruct track A. The information at this point, however, is out of
sequence.
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The out-of-sequence data are fed to a buffer memory. By using random access sequential
reading. the data are compiled into the correct order. During recording. the data should be
written with sequential memory. The output of the memory ie clocked by a quartz reference
oscillator, then error-corrected prior to D/A conversion. The system recognizes the correct
position in memory for each data block. (Figure 4). Each data block actually consists of
smaller sub-blocks, one of which contains an address. Since each block, or piece of the jigsaw
puzzie. 18 represented by a unique address that corresponds to unique position in the buffer
memory, ihe process ts quite simple.

The non-tracking method described abov: depends for its operation on the speed of the
readback head being greater than that of the recording head: in this way each read track
intersected several written tracks. But changing drum rotation obviously does not allow for a
smooth transition between record and playback. Also the servo would require some special
function in order to track during ramp-up and dowa. However the same non-tracking
operation can e achieved using a constant-veiocity drum if the read/write track width ratio is
adjusted so that two read passes are made for each write track. The readback redundancy thus
obtained can be used to reconstruct the written data in an analigous, albeit less intuitive,
fashin as can be seen from study of figure 3.

Figure 5 is a block diagram that shows the data flow anu signal processing involved during NT
format playback.

Unlike conventional rotary-head zystems, the NT format eliminates the need for

servo control.  Incorrect tape speed. nevertheless, can cause a discrepancy between the rate at
which data are written tc memory and the rate at which they are read from memory, the latter
being detsimined by the quartz reference clock. Such discrepancies can cause memory
overflow or underflow. Therefore. the NT format requires servo control to regulate tape speed.
Figure 6 i3 a block diagram of the NT playback servo system.

The address vaiues from the playback data are read and compared to reference address values
generated by the reference cloc’c The difference between these address values must be kept
reasonably constant in order to prevent memory overflow or underflow. To ensure this, a
phase error is dertved by svbtracting an offset value from the address difference value. A
digital low pass filter averages the phase error values over time, the gain is adjusted , and the
signal summed with the speed error component obtained via the motor tachometer. The
resulting servo data are converted into a PWM (pulse with modulation) signal.

When the carrier component of the PWM signal is removed by a low-pass fliter. a motor drive
voliage results. The entire servo loop works to keep the amount of data in the non-tracking
memory buffer approximately constant.

In the non-loading system, approximately one-third of the head drum diameter is inserted into
the cassette shell. To make this p-:ssible, the diameter of the drum must be small, and the side
of the assembly that is inserted intc the cassette must be extremely thin. Furthermore, because
the rotary head assembly is inscrted at an angle, the top and bottom of the drum must be
constructed with slanted cuts. These requirements have been met thrcugh the use of an ultra-
high-precision miniature three-layered drum. The diameter of the drum is 14.8mm as
specified by the NT format. The side of the assembly that is inserted into the cassette is only
4ram thick.

A highly sensitive head is necessary to ensure playback RF output because the track is narrow,
the recurding wavelength is short. and the relative speed is slow due to the small size of the
drum. It is also difficult to ensure head contact because the tape width is narrow and the tape
tension 18 low. This problem can be resolved by using the MIG (Metal In Gap) head. Known as a
double azimuth type. it maximizes extremity shape and alignment, and is positioned on an
ultra-smal!l platform.
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Because of considerations of RF characteristics, efliciency and in iced noise, the rotary
transformer had to be placed inside the rotating head. To achieve bet  winding. an extra thin
tape was employed on the small diameter core.

The combined effects of the rotary head transformer, adjacent cross talk and saturation
recording places limits on the mintmum frequency and/or maximum flux reversal length.
Furthermore, in order to adequately suppress crosstalk between adjacent tracks through
alternate-aztmuth recording. a low frequency componernt shoukl not exist. This means that a
DC-free modulation code which has low maximum-to-mintmum {requency ratio is required.

This led to the developraent of the LDM modulation. Based on the MFM used generally for
floppy disks, LDM-2 (Low Deviation Modulation) s free of any DC component and suppresses
low frequencies. The minimal flux reversal interval is ! T, and the maximum flux reversal
interval ts 2.5 T (1 T ts the equivalent of a 1-bit tnterval before modulation). (see figure 7).

the NT format utilizes a rotary-head system. the cassette is stmilar to most fixed-
head cassette formats in that it has two sides. At the end of ane side, the cassette can be turned
over to continue record/play on the other side. A 120-minute NT cassette, therefore, provides
60 minutes per side. Figure 8 diagrams the location of the fosward and reverse tracks on the
tape. fllustrating how the rotary-head helical-scan system can be tmplemented in a bi-
directional design.

To accommodate bi-directional operation, the cassette lid is hinged symmetrically, enabling it
to open upward or downward. The bi-directional design also dictates the inclusion of two
pressure rcliers, one at cach forward corner of the cassette. The action of inserting the cassette
automatically cpens the lid; the capstan is then pressed against the take-up-side pressure
roller to initiate tape drive.

The Aramid base film is characterized by a high Young's modulus, and it has enabled the
development and refinement of a manufacturing process which ensures film adhesion of the
deposited metal layers. It also resuits in low friction loss at cach reel, enabling low-tension
tape drive. Consequently. the NT tape. while only 4.8 microns in thickness, is highly reliable
and durable.

NT CIRCUITRY

Whik the design of the NT format in itself enables a high degree of miniaturization, the fact
that it is a digital avdio recording system makes complex electrical circuitry inescapable.
Thevefore, in order to realize the design goals of extreme compactness and iow power
consumption, the NT-1 Digital Micro Recorder incorporates the latest circuit minfaturization
technologies.

Stx new LSI chips, in particular, were developed expressly for NT format applications. Of these,
five are CMOS devices. These six chips are the equivalent of 1.8 million transistors.

1. DSP LSI contains digital over-sampling fllters for the A/D and D/A converters,
error correction and concealment code encoder. decoder. modulator, demedulator,
and non-tracking processing circuitry; it is used in conjunction with an external 1
megabit dynamic RAM chip. which provides the necessary non-tracking and servo
buffers.

2. ADA LSI contains the A/D and D/A converters plus all ancillary analog and digttal
circuits.

3. DET LSI contains digital circuits {or playback RF equalization, PLL and associated
functions.
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4. DRV LSI contains a high perforrnance DC-t0-DC converter, power supply regulators,
and motor driver circuitry.

S. Micro-CTL LSI contains a microprocessor that performs calculations for motor
servo and system control and controls LCD readout.

6. R/P IC contains the RF record and playback amplifiers.

The LSI chips in the Digital Micro Recorder are interconnected via the SSB (stmple serial busj.
This unique architecture enables the exchange of large volumes of data between the central
microprocessor and the individual LS circuits. At the same time, it reduces the number of
required pins an the LSI chips and the number of signal paths on the ctrcuit board. SSB thus
facilitates rual t4ne control of numerous functions while recording circuit complexity. As an
added benefit, the stmplified signal paths decrease the generation and induction of transient
noise.

NT TAPE MEDIA

The NT Digttal Micro Tape Cassette i= ultra-compact' about the size of a postage stamp. It is
30mm wide, 21.5mm deep, and Smm thick, making its volume approximately 1/4 that of a
microcassette and 1/25 that of a compact cassette. Figure 9 depicts relative cassette sizes.
Notwithstanding these diminutive dimensions. the NT cassette provides a maximum
record/piay time of 120 minutes.

As uxplained earlier. (he cassette shell incorporates self-aligning tape guides and pressure
roller ciements that are external to the cassette in conventional rotary-head recording
systems. These components are, of course. central to the NT format's non-loading system. The
id mechanisr is a relatively simple construction that assures a perfect seal, effectively
keeping contaminant. .:i:¢ of the cassette.

NT formac developmena from the outset has been based ¢ the use of metal-evaporated tapes
becanse the medium is in several ways ideal for digital recording:

1. In metal-evaporated tapes. only the active magnetic component is deposited onto
the base f'bm. This is in contrast to mnetal particle, oxide, or ferrite formulations,
which require an inert binder material. Thus, the magnetic layer of a metal-
evapeiuted iape can be extremely thin. As a result, the recording field can penetrate
the cntire thickness of the magnetic layer. This makes it possible to overwrite data
with {00 per cent erasure, thereby eliminating the need for a separate erase head.
The absence of inert binder material in metal-evaporated tapes results in higher
magnetic mat‘erial density. and higher output levels and C/N (carrier-to-noise)
ratio.

2. When recording on metal-evaporated tape.the unit magnetizing length (one half the
shortest wavelength) is greater than the thickness of the magnetic layer. Under
these conditions, self-demagnetization is reduced as compared to that obtained in
particulate media. Because of this reduced self-demagnetization. a lower coercivity
is needed than in metal particulate tape in order to sustain similar high recording
densities. This ..1eans that record head pole-tip saturation is less likely to occur.

The dual-layer metal-evaporated formulation used in the NT Digital Micro tape has been
optimized for bi-directional record/p'ay. This necessitated a double metal evaporated layer.
The direction of tilt of the columnar structure of the evaporated film is set by the incident angle
of the metal vapor. The highest playback output obtains when the columns tilt in the direction
of head motion. This is {llustrated in figure 10. An abrasion-free backcoating preverus wear
of the built-in plastic tape guides. A low-abrasion protective coating on the mignetic layer
ensures tape stability and prevents premature nead wear.
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The use of microprocessor control has sliminated the need for trimpots and other similar
devices. All controi data are held in a non-volatile random access memory so that
calibrations and adjustments are retained in the absence of power. Without mechanical
trimmers, circuit boards can be smaller, and problems stemming from contact fatlure or drift
are eliminated.

All elecirical ccmponents-including the LS! chips, resistors, capacitors, and inductors-are
mounted on the surface of a highly flexible circuit board. Because the board can be folded. parts
that are usually remotely located-such as the headphone and microphone jacks, swiiches, and
LCD-can now be mounted directly on the board as well. This design not only aids
ministurization but also reduces the number of components that can lead to noise or
reliability problems.

CONCLUSION

This report covers the introduction of the prototype ultra small NT recorder. The future should
bring even greater recorder miniaturization and reduced power consumption concurrent with
progress in the semiconductor industry. In fact. some expect to see volume and power
consumption reduced to approximately 1/10 of their current state. Furthermore, the
possibility of reducing casscttes (o 1/25th the size of compact cassettes is very appealing in this
age of envircnmental concerns. which values energy-savings and limited use of natural
resources. These concerns, which took root in the past decade, are likely to continue into
future generations.
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figure 3
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Figure 5

Block Diagram for Siynal Processing of e
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Figure 6 Block Diagram of Nor -tiacking Playback Servo
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Figure 8
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Figure 9
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Figure 10
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RAID 7 Disk Array

Lioyd Stout <
AC Technology Svstems and Storage Technology
8301 Greensboro Drive
Suite 220 y
Mclean, VA 22102 /,,/
ABSTRACT

Each RAID level reflects a different design architecture. Associated with each is a backdrap of
imposed lim‘tations, as well as possibilities which may be exploited within the architecturai
constraints of that level. There are three (3) unique features that differentiate RAID 7 from all
other levels.

(1) RAID 7 is asynchronous with respect to usage of 1/0 data paths. Each 1/0 drive
(iIncludes all data and one parity drives) as well as each host interface (there may be
multiple host interfaces) has independent control and data paths. This means that
each can be accesse? ~ompletely, independently. of the other. This is facilitated by a
separate device cache {or each device/interface as well.

(2) RAID 7 is asynchronous with respect to device hierarchy and data bus utilization.
Each drive and each interface ts connected to a high speed data bus controlled by the
embedded operating system to make independent transfers to and from central
cache.

(3) RAID 7 Is asynchronous with respect to the operation of an embedded real time
process ariented operating system. This means that exclusive and independent of
the host. or multiple host paths. the embedded OS manages all 1/0 transfers
asynchronously across the data and parity drives,

A key factor to consider is that of the RAID 7's ability to anticipate and match
host 1/0 usage patterns. This yields the following benefits over RAID's built
around micro-code based architectures.

RAID 7 appears to the host as a nommally connected Big Fast Disk (BFD).

RAID 7 appears, from the perspective of the individual disk devices, to minimize the
total number of accesses and optimize read/write transfer requests.

RAID 7 smoothly integrates the random demands of independent users with the
principles of spailal and temporal locality. This optimizes small, large, and time
sequenced I/0 requests which results in users having an 1/0 performance which
approaches performance to that of main memory

Sustained Host 1/0 Transfer Rates

The real issue as far as RAID 1/0 perfcrmance is concerned is the sustained transfer rate to the
host. In the RAID 7 device the data drives represent the avatlable bandwidth to store data. If
the number of data drives were to be five (5) and those drives were capable of a sustained
transfer rate of 200 Kbytes/sec, then RAID 7 could offer the host a 5 X .95 X 200 Kbytes, s=c or
950 Kbytes/sec sustained transfer rate. It is significant that unlike other RAID levels, RAID 7
offers a linear increase in sustained transfer capacity as the number of drives increases.
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Single Spindle Read/Writes

One simple measure of a RAID device ought to be how it answers th= following two quesuons: 1)
Can the RAID perform small reads and writes better than a single spindle?; 2) Can the RAID
perform large reads and writes better than a single spindle? RAID S for example cannot match
single spindle performance for large writes. and for soie small writes can inuster only 1/20th
of single spindle performance. RAID 7, however, exceeds single spindle performance in all
cases.

Maost of the published "White Papers™ on RAID performance compare different measures with
different architectures. For example, Mbytes/sec are used to evaluate RAID 3 while 1/0's per
second are used to m~asu.e RAID 5. The prcblem with such comparisons is two fold: (1) they do
not match real world systems which most aiways have a continuous mix of small and large
requests. (2) they mask the performance of the untested measure.

Sysizn: Configurations
Series A Series B Series C Raclkmount
8 Logic Slots 14 Logic Slots 20 Logic Slots 8 Logjc Slots
8 Drive Slots 16 Drive Slots 24 Drive Slots 9 Drive Slots
3.5" Only 5.25" and 3.5" 5.25" and 3.5" 3.5" Only
600 Watt FT 1200 Watt FT 1800 Watt FT 600 Watt FT
3 Device 1/0s 6 Device 1/0s 12 Device I/0s 3 Device 1/0s

.. uses industry standard SCSI disks
.. up@radable to 236 Mbytes cache
.. multiple host scalability
.. completely transparent-load and go
.. requires no special software or drivers
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Tutorial:
Performance and Reliability in Redundant Disk Arrays1

Garth A. Gibson S14 -6 /
School of Computer Science N
Carnegie Mellon University 150

7/

5000 Forbes Ave., Pittsbugh PA 15213-38%0

// f/d

A disk array is a collection of physically small magnetic disks that is packaged ac 2 single
unit but operates in parallel. Disk arrays capitalize on the availability of small-diameter disks
from a price-competitive market to provide the cost, volume, and capacity of current disk systems
but many times their perforrnance. Unfortunately, relative to current disk systems, the larger
number of components in disk arrays leads to higher rates of failure. To tolerate failures, redun-
dant disk arrays devote a fraction of their canacity to an encoding of their information. This
redundant information enables the contents of a failed disk to be recovered from the contents of
non-failed disks. In this tutorial I will highlight the simplest and least expensive encoding for
this redundancy, known as N+1 parity. In addition to compensating for the higher failure rates of
disk arrays, redundancy allows highly r=liable secondary stcrage systems to be built much more
cost-cffectively than is now achieved in conventional duplicated disks.

Disk anzys that combine redundancy with the parallelism of many small-diameter disks are
often called Redundant Arrays of Inexpensive Disks (RAID). This combination promises
improvements to both thc performance and the reliability of secondary storage. For exaraple,
Table 1 compares IBM’s premier disk product, the IBM 3390, to a redundant disk armay con-
structed of 84 IBM 0661 3% -inch disks. The redundant disk array has comparable or superior
values {or each of the metrics given in Table 1 and appears likely to cost less.

In the first section of this tutorial I explain how disk arrays exploit the emergence of high-
performance, small magnetic disks to provide cost-effective disk parallclism that combats the
access and transfer gap problems. The flexibility of disk-array configurations benefits manufac-
turer and consumer alike. In contrast, I describe in this tutorial’s second half how parallelism,
achieved through increasing nuinbers of componernits, causes overall failure rates 1o rise. Redun-
dant disk arrays overcome this threat to data reliability by ensuring that data remains available
during and after component failures.

As far as the organization of redundant data in a disk array is -oncemed, it can be treaied as
a coding problem. The redundancy intemal to a disk corrects non-catastrophic failyres and
identifies catastropkic failures, whereas redundancy at the disk-array level corrects catastrophic
disk failures. Codes as simple as parity, which is not a single error-comrecting code, can provide
single-failure protection because of this intemnal redundancy and its ability to identify failed
disks. Mirmroring, ine traditional mechanism for single-erasure correction in disk subsystems, has
high overhead costs that can be reduced with N+1-parity codes. The characteristics of thess
N+1-parity codes depena on the organization of user data in the array. Although some self-

! This material describes a tutorial, whose slides are included, largely derived from my University of
Canlomia at Berkeley dissentation, Redundant Disk Arrays: Reliable, Parallel Secondary Storage, to be
published by MIT Press. This research was funded by NSF grant MIP-8715235, NASA/DARPA grant
NAG 2-591, a Computer Measurement Gmup fellowship, and an IBM predoctaral fellowship.
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. IBM Redundant
Metric 3390 Disk Array
Disk Units 1 70+747
Formatted User Data Capacity (MB) 22,700 22,400
Number of Useful Actuators 12 77
Avg. Access Time (msec) 19.7 19.8
Max. Read 1/Os/sec/Box 609 3,889
Max. Write }/Os/sec/Box 609 2972
Max. Transfer Rate (MB/sec) 15 130
Disk Power Consumption (W) 2,900 1,000
Volume for Disks (cubic feet) 97 11
Mean Time To Data Loss (1,000 hours) 50-250 6.600
Componernt Disk Costs ($1,000) ? 67
Customer Price ($1,000) 156-260 ?

Table 1: Compariscn of a Strawman Redundant Disk Array to an IBM 3390. A ‘‘strawman’’
redundant disk array constructed with 84 IBM 0661 model 370 (3'4-inch) disks has many advan-
tages over IBM’ s top-end disk product, the IBM 3390. It has the user capacity of 70 disks; its over-
head is 7 disks (10%; for redundant data and 7 disks (10%) for on-line spares. Because pariry data
is distributed among 77 of the disks and because user data is not stored on spare disks, caly 77
disks contribute to its performance. For the maximum 1/0 accesses per second calculation, the
transfer unit is a single sector. For the maximum transfer rate calculation, the iransfer unit is a
track from every disk that contains user data (77 disks). Most metrics apply tv disk components
cnly end may be degraded when controller and host effects are included. The IBM 3390 mean time
to failure is not publicly known but can be expected to be betier than IBM’s previous top-end pro-
duct, which is reported to have had a mean time to failure of 53,000 hours. To compare rosts
(based on 1990-1991 data), I show the price a disk array manufacturer would pay for comparable
3%-inch disks from Seagate and the price range that IBM's best customers pay for a maximally
configured IBM 3390 and half of an IBM 3990 (disk controller).

tunirg uatabase applications prefer not to automatically stripe data, most disk ariays rely on sirip-
ing to improve performance by balancing the load across disks and enabling the parallel transter
of large requests. Byte-interleaved striping provides increased transfer bandwidth without
increasing access bandwidth in a manner analogous to, but more flexibly than, the way that paral-
lel transfer disks increase transfer but not access bandwidth. In contrast, block-interlcaved strip-
ing provides bein high-transfer and high-access bandwidth at the cost of greater software com-
plexity.

More complex and expensive codes can be used to provide multiple-failure correction in
very large or very reliable disk arrays, but these will not be addressed here.

In this tutorial’s second section, I review the performance expectations for non-redundant
disk arrays. Disk arrays dertve their performance advantages by ‘‘striping’” the data across multi-
ple disks. The greatest benefit of striping is that it decreases transfer times for large requests. In
addition, st:iping automatically distributes independent accesses to balance the workload across
disks. Because cach disk access involves substantial overhead. the unit of striping must be care-
fully chosen to avoid a mismatch with the array’s workload. A striping unit size with wide suc-
cess in the absence of workload knowledge is about the capacity of onc track. For workloads that
emphasize large sequential transfers, byte-interleaved striping with synchronized rotations and
seeks offer the largest decreases in response time. However, byte-interleaved organizations have
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a much lower throughput for small random accesses. A block-interleaved striping organization
provides nearly as low response times and much higher access throughputs as do byte-interleaved
organizations.

Redundant data reduces some of the performance benefits of data striping, however,
because this redundant data must be updated as user data is updated. In this tutorial’s third sec-
tion I address the performance penalties associated with maintaining redundant data er.codings.
Without assistance from file system or application software, the main penalty to performance is
as little as one and as much as *hree exira accesses that mu st be perfonred with every small, ran-
dom access. In coptrast, with a file system that groups small write accesses into large write
accesses, an N+1-parity redundant disk array with block-interleaved striping can provide nearly
all of the performance of its disks as well as inexpensive, high reliability. Other, lcss complete
solutions to the performance penalty associated with small random accesses include caching,
applications hints, and floating parity organizations. With the performance expectations outlined
in these sections and the much lower cost for redundant data, an N+1-parity disk array with
block-interleaved striping is the best organization for a single-erasure-correcting redundant disk
array.

Finally, befor= tuming to disk array reliability, I discuss the characteristics of disk lifctimes.
Although anecdotes of disk failure models abound, little concrete data has been widely published,
and there is no consensus among the many vigorously presced opinions. Yet the distribution of
magnetic disk lifetimes is critical to the proper design of failure-iuicrant disk systems. To set the
stage for an examination of disk array reliability, I offer an analysis of two particular populatic..;
of 5%-inch disks observed over 18 monihs beginring in 1987. These two populations, totaling
1350 disks, have significantly different lifetime distributions, probably derived from the greater
maturity of the manufacturing process for the older of these two disk model.. For example,
assuming an exponential distribution for lifetimes and ignoring failures during an initial *‘break-
ing in’* period, the mean iime to failure (MTTF) of the newer product is 115,000 hours while the
older product has a 358,000 hour MTTF. The appropriateness of an exponential model for disk
lifetime distributions is important to the final section’s disk array reliability results. The data 1
present indicates that there is reasonable evidence to indicate that the lifetimes of the more
mature of these products can be modeled by an exponential distribution with a mean lifetime of
cver 200,000 hours. For the less mature of these products, there is evidence that an exponential
random variable is too simplistic a model, although it cannot b= ruled out.

In the last section of this tutorial, I seek to facilitate the cost-effective design of reliable
secondary storage by presenting analytic models of the reliability of redundant disk arrays. The
models include a wide specirum of disk array designs so that individual designers will be able to
characterize the reliability of the system they want to build. The most fundamental model con-
siders the effect of independent, random disk failures on an array's data lifetime; it is based on a
well-studied Markov model and yields a simple expression for reliability. Another model yields
an analytic expression for reliability by solving separate submodels for data loss derived from
multi nc-disk failure causes such as those induced by sharing interconnect, controller, cooling,
and power-supply hardware and concurrent, independent disk-failures. Although N+1-parity pro-
tection only insures the correction of a single disk in a parity group, disk arrays can be organized
so that each disk in a support-hardware group is containe " 'n a distinct parity group. In this way,
dependent disk failures are iolerabie because they affect at most one disk per parity group. These
models have been validated against a detailcd disk-array lifetime simulator for a wide varicty of
parameter selections. Agreement in most cases is within the simulator’s 95% confidence interval.

The modzls 1 present in this chapter show that a redundant disk array can easily be designed
to prov.de higher reliability than 2 single disk. Moreover, with a small overhead for parity and
spare disks, a redundant disk array can achieve very high reliability. For some confignrations
including my strawman configuration, a N+ 1-parity disk array with on-line spare disks achieves
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higher reliability than the more expensive mirrored disk array. As more and more reliability is
required of more and more general purpose computer systems, reliability-cost tradeoffs wall
become critical. The models and design implications discussed in this tutorial will enable secon-

dary storage system designers to achicve reliability goals witn cost-effective redundant disk array
solitions.
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: Mcuavation

Trends in Disk Capacity Cost
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Motivation

Little Di.«s Are Better

Driven by personal computer and laptop market

Much larger market -- iower profit margin
more R&D amortized and required

Inherent advantages
lower mass to spin, to seek
cooler operation
higher reasonant frequencies
> tighter design tolerances

shorter stroke to seek
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Moutvation

Trends Aggravate I/0O Effects

VLSI and multiprocessing trends

= 50 - 100 % / year for processors

Gordon Bell (CACM) predicts

> 150 %/ year fc supercomputers

but magnetic disk performance iags
< 5 % [ year access rate

<4 9 / year data rate

by Amdahl!’s law for unequal speedups:

processor utilization decreases

=  1/O bortlenecks performance

I
G.Gibson - § |
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Motivaton

S ————

Parallelism via Arrays

analogue to multi-miCcrop:0ocessors

Single Disk Array
IBM 50 70

3380K 3390 IBM 0661s
(14" (11") (3.5

et s

|

| Capacity (GB) 7.5  22.7 16 224  2XIX
E Actuators 4 12 S0 70 12X6X
. PeakIOfs 200 600 2500 3500  12X6X
. Peak MBfs 12 168 85 140 TX8X

> order of magnitude gains possible

\ G. Cibson - 6
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Moavation
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Manufacturing Advantages

product family

3.5" 5.25" 10" 14"

7 £

T

conventional: 4 disk design teams

disk array: 1 disk design team

G. Gibson - 7
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Mouvation

parity protected
33% overhead

Less Expensive

High Reliability

shadowing or mirroring

100% overhead

an
s

@
@

i

|

{olbid

il

- -

shadow disks

G. Gibson -8
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Motivation

Worldwide Array Market Estimates

$ Billions
8- 7.8
71
6 -
5 p
4 34
3 -
2 1.3
1- 0.5
JL 004 ™ |
1990 1991 1992 1993 1994
IBM Mainframe 0 0.115 0.240 1.100 3.380
IBM AS/400 0 0.055 0.224 0.620 1.083
DEC VAX 0 0.002 0.070 0.120 0.780
Other Miuis 0 0.013 0.130 0.335 0.560
Scientific 0.010 0.030 0.075 0.250 0.450
PC/LAN server 0.015 0.227 0410 0.655 0.980
Unix/Net Server 0.015 0.037 0.120 0.275 0.530
Total 0.04 0.480 1.269 3.350 7.765

Source: Montgomery Securities, Dec 91

G. Gibson -9
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Motivation

Recap

CPU perfc.mance trends disk technology trends
\ /4
(redundant) disk arrays

77 N

low cost reliability broad product family

Y

rapid market, product, and research growth

G. Gibson - 10
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Striping

Basic Performance

Many Actuators
=> many IO/s if disk load is balanced
=> many MB/s if transfer is in parallel

Data Striping
small random access
disk0 disk1 disk2  disk 3
N » = uniform disk load
5 6 7
}._. —
8 e 10 11 _
2 | [ 1 Is large sequential access
. ° | e => parallel transfer
[ [ ] L] ®
[ ] [ 4 ® [ ]
396 397 398 399

Livny, Sigmetrics 87

G. Gib-
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Striping

10001

1601

ms

651

Striped Disk Array Performance

10 perfectly evenly loaded, synch disks

Response Time Throughput

at low loads at 50% utilization

8001

non-striped

251
byte interleaved
10 v -+ y 2.5 v . .
1 10 100 100C 1 10 100 1000
Request Size KB Request Size KB
derived from Jim Gray, VLDB’90
unit of sirtping is important!
G. Gibson - 12 |
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Striping

Striping Unit Size

diskO diskl

diskO diskl

Benefit
ene : _Q_ﬂ — 0 2
decreased transfer time 1 } 1 5
(stripe unit / transfer rate) 2 2 6
3 3 7
4
Penalty 5
additiona! seek + rotate 6
r___l
(average seek + rotate) 7 L
Goal: rules of thumb
Metric: throughput
Experime.it (Peter Chen, SigArch90)
16 synch disk simulator
stochastic workload
G. Gibson - 13
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Striping

Known Concurrency Workload

norml.Sm
1007 AR o, S
901 norm400k \
807 Y \.\_
% of 707 exp4k x
each 60
workload’s 501 explék °
Maximum 40
Throughp- 20 concurrency 3
207
107
% i 10 100
Striping Unit (KB)

Striping Unit = Slope x ( concurrency - 1 ) + 1 sector

Slope = S x Positioning Time x Transfer Rate

(S =1/4 for 16 disks )

1000

G. Gihson - 14
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Swping

e

"Zero" Workload Knowledge

G——8 expdk conl

—© cxpdk con2C

¢ ---v no~

% of
each
workload’s
Maximum
Threcughput

40k conl

& - - © normd00k coni()

100"
907
80"
707
60
50°
401
307
207
107

+--+ explok conl

%X 2xpl6k con20

O---0 ncrml.5mccal

G-—--8 norml.Sm conb

%%

2/3 x Posiiioning Time x Transier Rate

Stripir.g Unit =

1 10 30 100 1000
Striping Unit (KB)

G. Gibson - 15
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Striping

Striping Performance Recap

disk array has many ~ctuators

Y

striping utilizes parallelism

Z N

balances disk loads provides parallel transfer

Y

striping unit sensitive to workload

\Y

workload concurrency is most important

U.

rules of thumb depend on »tmple disk specs

G. Gibson - 16
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RAID

The Catch is Data Losses

more parallelism
—> more components

> more frequent failures

70 disks, each 150 Khour MTTF
exponential disk lifetimes
mean time to data loss falls

17 years to 89 days

\Y

Redundant Arrays of

Inexpensive Disks (RAIDs)

G. Gibson - 17
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RAID

Organization Taxonomy

Patterson, Gibson, Katz, Sigmod 88

-edundancy organization ? effect on performance ?

using simple deterministic approximations

based on average access times

RAID 1. Mirroring - Tandem

repiicate all data Q
100 % overhead iL/J
|
groups of 2 J,
write to both Read

read from either

uses all bandwidth for reads

but only half bandwidth on writes

G. Gibson - |8

185



RAID

RAID 2. Bit Interleaved with Hamming Code
Connection Machine s DataVault

bit 1 bit N check 1 check C

® check !..C is Hamming code of bit 1..N

word size N check bits C overhead
8 4 50 %
16 5 31 %
32 6 19 %

+  lower overhead

*  better large write bandwidth

+

scft error correction on the fly
— only ! IO at a time across N+C disks
= unit of access is N times bigger

=  small writes must preread, merge,

then overwrite all N+C disks

G. Gibson - 19
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RAID

RAID 3. Bit Interleaved with Parity
Maximum Strategy’s Strategy 2

B parity (C=1) is a single error detect code
but disk controller identifies failed disk

= parity allows single error correction

after a disk failure, bitwise test:
parity( good disks ) = stored parity ?

if so, lost bitis O, else 1

+  still lower overhead
-  same small access problems

—  same reduced parallelism

(so RAID 2 can do double error correction)

G. Gibson - 20
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RAID 5. Block Interleaved with Rotated Parity

—
=

—

Array Technology’s RAID+

remap bits to disks so logical sector

is all on a single disk

small reads require only 1 disk

small writes require 4 10s

since each data bit toggled requires
corresponding parity be toggled

parallel small writes block on parity disk

so spread parity across all disks

JC000 00T

+ + +

3 d4  d5  pl d4 d5 p1  d3

d6 d7 48  p2 d6¢  p2  de 7

d9  dI0  dil  p3 p3 d9 410 dll
RAID 4. RAID S.

same low overhead

almost full large access bandwidth

full small read bandwidth

small write bandwidth is half mirroring

G. Gibson - 21
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RAID

80 %

60 %

40 %

20%

0 %

1 R N
RN
N

Back of the Envelope
Maximum Throughput

relative to 16 disk non-redundant array

e . — — - —
3 > "

, IR
- g ‘. e
2 7 %, 2y
e " Yy &
., Z Y p
e g % s 7
o - z, 7,
s 7 .
| b ;
it > i %, %
wy) iy Y 77 i
A Y4 " Y 4
,;,,7 % % "z ¥
% 4 2 75 Z
A 7 A 74 ¥

2 4
7 S
’;

R
&

N oo
N g

MBRSY

RTINS

SN AT Y
N

7 A I -

\

!
~
-
£3
€

CRIr Ww CRIrWw
Mirrored Byte Block

Disks Interleaved Interleaved

C : User Capacity
R,W : large reads, writes

r,w : individual reads, writes

< 100 %

< 80 %

<60 %

< 40 %

<20 %

40%

G. Gibson - 22
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RAID

Amdahl Measurements

P Chen, Sigmetrics’90
20 Amdahl 6380s

2.0

Non-Redundant

51
Block Interleav

1.01 -
MB/sidisk [~ Large Accesses

0.5 1.5 MB average

0 ——— ey ey
0 10 20 30 40 50 60 70 80 90 100

% Reads
0207
0.15 Non-Redundant
0.101
MB/sidisk | . @ " Small Accesses
1 6 KR average
0.05 ) SE—— Block Interleaved g
0.00

0 i0 20 30 40 S0 60 70 80 90 100
% Reads

G. Gibson - 23 !
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RAID

Floating Parity Allocation

Menon, Hawaii Syst Sci 92

Small write problem is 4 accesses per write

preread and overwrite of data and parity
Dynamically reallocate parity each overwrite
overv/iis takes 10%-20% rev vs 100% rev

=> preread and overwrite of parity in "1" access time

With | free track per cylinder (15 trarks) of parity

average distance to overwrite block is 1.6 blocks

Transaction processing: data preread hits in cache

> small writes take 2 accesses: equal to mirroring !!

G. Gibson - 24
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RAID

Log-Structured File System

Rosenblum, SOSP 91

Large, writeback file caches

—> dominant traffic is writes

Treat disk (array) as log; write only end of log

= no seeks during writeback of many files

Delayed writeback
= Group small writes into large writes

Small writes only when very idle

Log wrap around requires compaction
cost-benefit sclection of region to compact
=> Sprite implementation experience

50% - 85% compacts on empty region

G. Gibson - .5
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RAID

Parity Declustering for Reconstruction

Muntz, VLDB 90, and Holland, CMU TR 92

virtual RAID physical array

&

reconstruction reads 100% reconstruction reads 75%

of remaining 3 disks of remaining 4 disks

mapping uses balanced incomplete block designs

=> faster reconstruction and/or

faster user access during reconstruction

smart (work reducing) algorithms lose

they cause excess seeks on replacement disk

G. Gibsun - 26
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RAID

Recap

rapidly improving compute speeds

Vg
smaller but not faster disks
Y
striped disk arrays for performance

U

increased failure rates

74 N

mirroring N+1 parity = RAID 5
+ small IO/s + large IO/s
+ 0w cost
U
floating parity and

log-structured file systems

U

parity declustering

G. Givson -

27
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Reliabuity

Disk Lifetime Data

collected Jan 89 through June 90
two populations of 5.25" disks
1) 859 disks, 350 MR
2) 523 disks, 200 MB

DQAs, customer burn-in failures, fieid failures

fit tc Weibull lifetime distribution model

if shape is 1.0, lifetime is exponential

95% conf. int. exponential mle
on We:bul! shape MTTF-disk
1) 0.59 - 1.04 80,000 hr
2) 0.62 - 1.30 538,000 hr

use exponential lifetime distribution rnodel

G. Gibson 28‘




. Reliability

Reliability Modeling

I 2 3 G
— —1— S P=XOR(ABJQ)

Sl 2
, | ) ___J C=XOR(ABP)

disk failure rate: A = 1/MTTF-disk
disk repair rate: L = 1/MTTR-disk

GA (G=1)A
ONORO
i
MTTF-disk >> MTTR-disk

MTTE-disk -
N G (G-1) MTTR-disk

MTTDL-RAID =

7 groups (N) of 10+1 (G) disks
MTTF-disk = 150 Khr

MTTR-disk 2 week 3 day 1 day 4 hr 1 hr
MTTDL_RAID 0.087 0.406 1.2 7.3 29

(Mhr)

G. Gibson - 29
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f

Reliability

Disk Support Hardware
Controller
AC power SCSI Host
4.3 Khours Bus Adaplcr
120 Kk.onrs
power
supply
SCSI cable
300W suprly 21,000 Khours
123 Khours
_@ -
GF——
. —
Power cable ¢ -

10,000 Khours Fan
@ 195 Khours

power source critical

non-disk, rion-AC

46 Khour MTTF-string

= MTTDL-RAID < MTTF-disk ?

G. Gibson - 30
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; Reliability

Orthogonal Parity Groups

COCICICICDCD

QQQQAAAA
QQQOAAA
QO
0QQ0QAAA
QQ0QA00A
QQ0QAQAC
QQQ0AAa
QAR
Q0000
QQ00AA

A

strings have separate power, cooling, ~abiing

string failure is one disk per parity group

150 Khr MTTF-string & 3 day MTTR-siring

string group - parily ; mp\

MTTR-c sk 1 hr 4 hr 3 days
MTTDL-RAID 356 Khr 331 Khr 132 Khr

G. Gibson - 31
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Reliability

10,0:30 1

8.000 -,

6,000 1

4,000 1

Reliability Comparison

Mirror Disks vs N+1+Spares Array

Mean Data Lifetime
(1000 hours)

\

7(10+1)+14s, D=77
g

-

~
~.

\\‘\7(10+I )+7s. D=T2

101+1), D=18
(11}, D=72

BN

70(1+1), D=18
1.01

4 16 54 256

Mezan Strin~ 9 cpair Time (hours)

1024

0.91
0.81
0.71
0.61
051
0.41
0.31
0.21
0.14

0.0

10yr Reliability

7(10+1)+14s, D=72

70(1+1), D=72

70(1+1), D=4

7(10+1)+7s, D=72

1

v 12 B Zu

4 16 64 256 1024

Mean String Repair Time (hours)

mean disk and string lifetimes = 150,000 hrs

m::an disk recovery time = 1 hr, immediate reorder

G. Gibson - 32
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Reliability
Delayrd Reorder and
Partial Strings of Spares

Mean Data Lifetime 10yr Reliability
(1000 hours)

1040990

10.0001 Immediats Reorder | 0.987
0.8 Immed:iate
) Half-Empty:

Empty .
0.61
0.41
0.21
7 14

0.0 > .

0 3 6 9 12 15

Maxin um Spare Disks Maximuin Spare Dicks

1 spare is effective, 12 spares are very effective

mean disk and string lifetime = 150,000 hrs
disk recovery time = 1 hr, disk delivery time = 72 hrs

mean string repair time = 72 hrs

G. Gibson - 33

200



Reliability

Recap Reliability

disk lifetime distribution approx exponential

\%

independent disk failures greatly overcome

U
faster repair using spare disks
\V

support hardware failures devastating

\%

orthogonal RAID against string failures

A%

fast repair and spares very cost effective

\Y

RAIDs achieve high data reliability

but, watch out for poor reconstruction coverage

G.Gibzon - M4
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Summary

technology pushing disk ar-ays
striping utilizes parallelism for performance
redundancy required for reliability goals
N+1 parity is cost effective RAID

orthogonal RAID w/ spares highly reliable

Topics not covered

workstation/network architecture for arrays
on-line data compression

double+ failure correction

G. Gibson - 35




Striped Tertiary Storage Amrays J /5 -B2—

Ann L. Drapean T
Computer Science Department S5 7. 02
University of California
571 Evans Hall
Berkeley, CA 84720

1 Introduction to Striping

o

) ﬁata striping is a technique for increasing the throughput and reducing the response time of iarge accesses to a
storage system {12}, [7], [8], [4]- In striped magnetic or optical disk arrays, a single file is striped or interleaved
across several disks; in a striped tape system, files are interleaved across tape cartridges. Because a striped file can
be accessed by several disk drives or tape readers ir parallel, the sustained bandwidth to the file is greater than in
non-striped systems, where accesses to the file are restricted to a single device.

Gibson [4] gives an excellent discnssion of stripiug in magnetic disk arrays, much of whick can be generalized
to optical disk and magnetic tape arrays. Two methods of striping data are byte-intetleaved and block-interleaved
striping. In a byte-interleaved system, files are interleaved a byte at a time across the collection of disks or cartridges
that make up a “stripe”. In sech a system, each device or cartridge in the stripe will be involved in eveiy access.
This makes synchronization of the devices easy, but does not allow any parallelism among the drives or readers in
the stripe.

In a block-interleaved system, data interleaving is done in larger increments. The size of the interleaved block
may be chosen to optimize sustained bandwidth (as done by Chen and Patterson for disk arrays [Z]) ot to minimize
response time. In a block-interleaved system, several accesses to a stripe may occur in parallel if the individual
accesses are small enough that tt  don't involve all the disks or cartridges in the stripe. This potential parallelism
is an advantage of block-interleaved systems over byte-interleaved systems. This advantage may be offset, however, by
increased latency penalties; drives acting inderendently wili become unsynchronized, and subsequent large accesses
involving several drives or cart.ridges will have to wait for the completion of the slowest device. Unless the devices
in a stripe are kept strictly synchronized, a stripad system will have longer positioning latencies than a non-striped
system.

Failures are more frequent in »,stems with many components. In large storage arrays, potential failures include

transient media errors, media wear, head failure, other mechanical probiems with the device, and breakdown of



controllers, power supplies or cables [13]. To ensure adequate reliability of storage arrays, some form or error
correction encoding must be maintained in the array. Although it is not necessary to perform striping to include
such redundancy information [6), it is convenient to calculate error correction codes over a stripe.

The choice of an error correcting code for a storage array is based on its ability to protect the data agzinst likely
errors and on minimizing the impact of the code on the performance and capecity of the array [4]. Performance of
write operations is affected by the addition of ECC, since extra redundancy calculations and extra write operations
to store the error correction information must be performed. Also, the choice of ECC wili affect performance when
d-ta is being reconstrncied afier a disk or cartridge failure. The ECC chosen will also affect the amount of useful
data storage on the array, since tedundancy information must be store-1 in place of other data.

Gibson [4] showed that for disk arrays, single bit parity provides good data reliability as long as sufficient empty
or “spare” space is lef’ in the array for reconstructing data in the eveat of disk failures. We will perform a similar
reliability analysis for tape arrays. Our intuition is that tape arrays will require more redundancy than simple parity.
As will be discussed in detaii in Section 3, magnetic tape systems face more difficult reliability challenges than disk
drives. Media and head wear problems as well as the occurrence of errors uncorrectable by ECC make it likely that
errors will occur more frequently in large tape systems than in disk arrays. It is likely ¢hat a more powerful error
correcting scheme than simple parity will be needed to protect against these errors.

In the sections that follow, we argue that applying striping to tertiary storage systems will provide needed
performance and reliability benefits. Section 2 will discuss the performance benefits of striping for applications
using large tertiary storage systems. It will introduce commonly available tape dries and libraries, and discuss their
performance limitations, especially focusing cn the long latency of tape accesses. This section will also describe an
event-driven tertiary storage array simulator that we are using to understand the best ways of configuring these
storage arrays. Section 3 will discuss the reliability problems ot magnetic tape devices, and describe our plans for
modeling the overall reliability of striped tertiary storage arrays to identify the amount of error correction required.
Finally, Se.ction 4 will discuss work being done by other members of the Sequoia group to address latency of accesses,

optimizing tertiary storage arrays that perform mostly writes, and compression.

2 Striping for Performance

In this section, we argue that striping is needed in large tertiary storage systems because a growing number of apglica-
tic..s require tertiary storage systems with high sustained throughput. Striped systems will provide this thrc aghput
better chan currently available devices and libraries can. Exam;j es of applications requiring high sustained through-

pat (up to hundreds of Megabytes per second) include those that use traditional archival systems to store results



of large calculations, satellite and seismic data, and records of financial institutions. They also include applications
using large amounts of video, and library applications that try to give a user acceptable response time on queries of

large data sets.

2.1 Tertiary Storage Devices

Currently available tertiary storage devices don’t offer high sustained throughput. Figure 1 shows some of the
magnetic tape drives and one magneto-optical disk currently on the market. It compares their capacity, bandwidth
and approximate drive cost. The magnetic tape drives can be divided into helical scan recording and linear recording
devices. Of the helical scan devices, the 4mm DAT and 8mm technologies are low cost and high capacity. However.
they have quite low bandwidth (0.5 MBytes/sec or less). In addition, like all the magnetic tape devices, access
time (that is, time to position the tape and read or write a particular bit on the tape) is long. Access time will
be discussed further below. In the mid-range of cost for helical scan drives is the Metrum VLDS technology. This
acvice has good capacity (15 GBytes/cartridge) but its baadwidth (1.2 MBytes/sec) is only a small improvement
over the inexpensive drives. The graph also shows the 19mm DD2 technology, which is very expensive, but provides
the best capacity and bandwidth (125 GBvtes/cartridge and 15 MBytes/sec). It should be noted that even this
device is incapable of supporting the high bandwidth (106 MBytes/sec or more) required by many applications
without striping. Of the linear recording technologies, the 1/4” is irexpensive aud high capacity but suffers from
low bandwidth. The mid-priced 1/2” IBM 3430 technology has low capacity (480 MBytes/cartridge) but moderate
bandwidth (6 MBytes/sec). Finally, the graph shows a 5.25” magneto-ontical disk that is fairly low cost. The disk
is lower in capacity than the tape drives and transfers at a fairly low rate (1.25 MBytes/sec). However, the access

time on the magneto-optical drive is shorter than that of the magnetic tape drives by several orders of magnitude.

These drives offer a w:de range of performance and capacity. However, none of the drives can sustain bandwidth
in the range of hundreds of Megabytes per second. In traditional archival systems, it is possible to get near the
specification of sustained bandwidth for a particular device, since large files are written in their entirety and seldom re-
read. In library applications, wheie accesses to the tuctiary storage system are likely to be fairly random, maintaining
high sustained throughput is more difficult, since tapes will be switched often. As will be described in the next sectior,
access times on the drives are quite long: a minute or more for ejecting an old tape, loading a new tape and positioning
in preparation for data t.ansfer. In systems (like libraries) where random accesses occur, sustained throughput will
be lower than t' = specified masimum for the drives. Siriping will be particularly important in these systems to

sustain reasonable throughput.
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Figure 1: Drive capacily and bandwidlh for magnetic tape and magneto-optical disk producis.



Operation 4mm DAT | 8mm Exabyte rO.S” Metrum

Mean load time (sec) 16 35.4 28.3
Mean eject time (sec) 17.3 1€.5 KR.)
pRewind startup time (sec) 15.5 23 15
Rewind rate (MB/sec) 23.1 42.0 350
Search startup time (sec) 8 12.5 28
Search rate (MB/sec) 23.7 16.2 115
Read transfer rate (MB,'sec) 0.17 0.47 1.2
Write transfer rate (MB/sec) 0.17 0.48 1.2

Table 1: Measurements of ymm, 8mm and 0.5” Relical scan magnetic lape drives.

2.2 Tape Drive Measurements

in crder to better unde' *and tape devices and robots, we performed detailed measurements of their operation.
Measurements were made< for three devices: an 8mm Exabyte drive, a 4mm WangDAT drive and a 0.5 VLDS

Metrum drive. All three are helical scan magnetic tape drives.

Table 1 summarizes the performance measurements made on the individual tape drives The fisst two operations
are mechanical: loading a tape into a drive and ejecting a tape from Irive. These operations are quite slovs; part
cf the reascn these operations for this is the fairly complex mech: ._al manipulation of the tape in a helical scan
system. On a load operation, additional time is spent reading format information from the start of the tape. On
each of the three devices, ihe combination of a load and an eject operation takes at least 30 seconds.

Rewind and forward search l.ehavior on each of the devices can be ch-rac.erized as fairly linear after an initial
startup time. Table 1 shows the startup time and rewind and search rate. for each device. Measurements of search
and rewind rates were made for tapes written entirely with 10 MByte files.

Finally, Table 1 shows the sustained reacd and write rates to a user process measured for each of tb2 drives. In
each case, the read and write bandwidth obtained are close to specifications, but the drive can easily perform much
worse than this optimum. The devices must be kept streaming in order to achieve good bandwid‘'.. Otherwise, in
order to avoid tepe and head wear, the drive will initially pul! the head away from the tape and }. sen tape .ension,
and then after a few more seconds of no activity, the drum will stop spinning. Later accesses will require spinning
up the drum and reapplying tape tension.

Table 2 shows an linportant access time parameter, t"= “average seek” time, or the time ‘o s:arch over 1/3 of

the volvme of the tape. Such an average seek time may correspond poorly to actual workloads, but we v/ill use it as
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Device i 1/3 tape volume (GBytes) } Time (sec)
4 DAT .400 25
Smm EXB8500 1.5 54
Metzum VLDS 5 | 7o

Table 2: Average seek !ines for each {mm DAT, §mm EXB8500 and Mstrum VLDS drives, uhere the average seek

is defined as being the time lo search over [/3 the volume of the tape cartridge.

an 1mal basis for comparison.

[t <hould be noted from the tape drive measurements presented above t].at the access times on these devices are
very long. Ax acress requiring a tape switch will include a rewind of some portion of the old cartridge, an eject
operation, Lyu robot operations to remove one cartridge and grab the new cartridge, a ioad of the rn.w cartridge
and a search to position the new cartridge for data transfer. (The timing of robot operations will be discussed in
the next section.) Given the lonyg mechanical delays . ..d search times for the tape devices measured here, an access
that includes a cartridge switch can have a latency of several minutes. Tertiary storage arrays for applications that
will perform random accessing of data must be carefu'ly configured to attempt to overcome these serious latency

problems. S-<tion 2.4 will discuss our efforts to understand how best to configure tertiary storage arrays.

2.3 Automatic Handling of Cartridges

To provide higher bandwidth and capacitv than can be supplied by a single device, several companies have built
autnmated library stems that hold tens or thousands of cartridges that can be loaded by robots ‘nto some number
of magnetic tapc or optical disk drives. Using several drives i.. a library increazes the aggregate bandwidth; however,
the bandwidth to or from an individual cartridge does not change. If files are restricted to a single data cartridge, the
bandwidth to a particu'ar file is limited to the bandwidth suppu:ted by a single device. Striping within or between
these automated Ii* raries removes this limitation on bandwidth to a single file by spreading accesses to the file across
several devicus.

Table 3 shows a classification of some of the robots availzbl- for handling magnetic tape cartridges and optical disk
platters automatically. Large libraries generally contain many cartridges, several drives and one or twn robot armis
‘or picking and placing cartiidges. The cartridges are often arranged in a rectangular array. Other “large library™
cenngurations include a hexagonal “silo™ with cartridges and readers along the walls, and a library consisting of
several cylindrical columns holding car ridges that rotate to position them. Usually t! se large libraries are quite
expensive ($500,000 or more), but they often have low cost per MBy'e compared to less expensive robotic devices.

Carousel devices are modera:elv priced (arvund 34¢,009) ar  >ld around 30 cartridges. The carousel rotates to
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Type No. Cartridges | No. Drives No. Robot Arms Cost
Large Library 10 to 1090 several one or two high
Carousel around 30 one or two one (carousel) moderate
Stacler around 10 one one (magazine or arm) low

Tabie 3: Devices for handling tertiary storage cartridg:s axlomatically.

Time to grab cartridge from drive | 19.2 sec

Time to push cartridge into drive | 21.4 sec

Table 4: Times for robot to grab a cartridge frum a drive and pus: a cartridge into a drive for the EXB-120 robot

syslem.

pos:tion the cartridge over a drive, and a robot arr: pushes the cartridge into the drive. In most cases, there are one
or two drives per carousel. Finally, the least expencive device ($10,000 or less) is a stacker, which holds around 10
cartridges in a magazine and loads a single reader. The magazine may move vertically or horizontally to position
a tape in front of the drive slot, or the stacker may have a robot arm which moves across the magazine to pick a
cartridge.

In order to develop a model for robo! access time that could be included in our performance simulations, which
will be described in the next section, we measured an Exabyte EXB-120 robot. This robot is a simple rectangular
array of 116 cartridges and four tape drives. We measured robot arm movement time from various positions in the
array. We found that robot arm movement varied betweea 1 and 2 seconds in the array. Since this time is so small
compared to the latencies of tape accesses, we are modeling this as a constant value. We also measured the time to
greb a cartridge from a drive as well as the time to push a cartridge into a drive. Table 4 shows these latter two

measuremr- nts, both arsund 20 -conds.

2.4 Performance Simulations

To better understand how to configure striped tertiary storage arrays, we have written an event-driven array sim-
ulator. This simulator uses performance models for tape devices, optical disk drives and robo*s that are based on
the device and robot measurenients descrived in the previous sections. The siin''ator takes as input a set of param-
eters that ar+ applied to yen:ral performance models to simulate the behavior of particular devices. In response to
an input workload that incluces request arrival, size and position distributions, the simulator calculates the mean
response time and queueing delay for requests and specifies the sustained bandwidth and request rates provided for

a particular configuration and workload. Preliminary simulation results will be discussed in my talk.

209



Our performance simulatious have two goals. First, w- want to understand now best to configure striped tertiary
storage acrays. This analysis is geared tovard identifying performance bottienecks in a system, and trying to overcome
them. This might, for example, lead ne discovery that adding more readers to a system would dramatically
improve performanca. Depending oun the applications o be run, an array might be designed ior maximum sustained
throughput or to minimize average latency, so the simulator notes both these metrics.

The second goal of our simulations is to identify cesirable properties of future drives and robots. For example,
we can use the simulator to determine what the effect on performance would be if a particular drive's mech=nical
(load or eject) or fast search operations were twice as fast, or if its sustained bandwidth were doubled. We hope to
identify a list of desirable properties that may infiuence companies building devices a..d robots to design components

that are better-suited to perform well in tertiary storage arrays.

3 Striping for Reliability

Besides offering higher bandwidth than non-striped systems, striped systems that include redundancy also cfler
the poteatial for much-needed reliability improvements in large tertiary storage systems. Reliabilily issues for tane
arrays are more complex than for disk arrays systems. Issues of particular concern for magnetic tape sys:ems are

uncorrectable bit error rates, tape wear and head wear.

3.0.1 Tape Media Reliability

The rate of raw errors (i.e., errors before ary error correction has been performed) is quite high on magnetic tape
media. Most of these errors are caused by “dropouts,” in which the signal being sensed by the tape head drops
bel~w a readable value. Dropouts are most commonly caused by protrusions on the tape surface that temporarily
increase the separation betwe=n the head and the tape, causing 2 loss in signali intensity [9]. The debris that becomes
embedded in the tape and causes dropouts may come from loose pieces of subsirate left on the surface when the
tape is sliced, from the atmosphere or may accumulate from wear caused by contact beiween the head and media.
Dropouts :an aiso be caused by inhomogeneitics in the tape’s magnetic coating.

Because of the high raw bit error rates on magnetic tape devices, all drives incorporate large amounts of internal
error correction code. However, scme errors will occur that the ECC cannat correct. The rate of such errors is called
the Uncorrectable Bit Error Rate, and for current products. i» azound one uncorrectable it error in every Terabyte
of data read. When such an error is encountered, the entire data block on which ECC is performed is lost.

Uncorrectable bit errors in the range of one per Terabyte are of particular concern in multi-Terabyte tertiary

storage systems, since such systems WILL contain uncorrectable errors. In addition, if the system has a sustained
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read rate of 10 MBytes/sec, then an uncorrectable error will be =ncountered every 28 hours, on average. If data
reliability is important in such systems, then the addition of redundancy information to the system is essential.

Magnetic tapes that are frequently overwritten eventuaily wear out. In a traditional archival system, where data
is wriiten and probably never read again, this is not a serious concern. However, in library application- there is no
limit on the number of times a tape may be read. Tapes last on average several hundred passes {1j. However, they
wear out even sooner if a particular segment of the tape is accessed repeatedly [5]. Linearly recorded tapes do not
suffer so quickly from tape wear-out as tapes written by helical scan methods bezause the interface with the head is
less abrasive, but wear is still a concern. In large tape libraries, algorithms must be developed to track the number
of passes to a tape cartridge and replace it before wearout occurs.

In an interaciive library application, wear due to stops and starts ca the tzpe is likely to be severe, sinfice we wili
be performing random accesses to the tapes. Severe wear is manifested by large portions of the riagnetic binding

material Raking away from the tape backiag. Suck problems make large sections of a tape unreadable.

3.0.2 Tape Head Wear

Tape heads undergo considerable wear in all tape systems. They last for a few (housand hours of actual contact
between the head and medium. Some tane wear is necessary in order to keep the heads in optimum condition
{10]. Tape wear helps remove from the head particles that may have been transferred there from the tape surface
or the atmcsphere, or which came from the tape coating under conditions of friction or extremely high or low
humidity. All tape drive mantfacturers recommend periodic use of a cleaning cartridge to remove debris from the
tape head. Eventually, the head wear becomes extreme. We are exploring algorithms for scheduling both cleaning

and replacement of the heads to assure adequate reliability.

3.0.3 Modeling Ta[;e Array Reliability

Head failure is the main cause of tape drive failure; however, the drive may also have other mechanical or electrical
failures. Also, as mentioned in Section 1, reliability modeling of arrays must include modeling the failure rates of
ccntrollers, power supplies, cables, etc.

We plan to analyze the reliability of tertiary storage arrays with the aim of determining how much error correction
(single-bit parity or some form of Reed- Solomon coding) is necessary to ensure adequate teliability of the array. This
work will make use of the RELI reliability simulator written by Garth Gibsoun (4], which stimates the mean time to
data loss for particular disk array configurations. We plan to modify the simulator to perform a similar analysis for

teriiary storage arrays.
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4 Other Research Issnes

There are a number of other tescarch topics that are being pursued in the Sequoia group at U.C. Berkeley.

A number of issues having to do with the best ways of ~onfiguring tertiary storsge arrays have not been touched
upon in the previous discussion. These inciude the decision of the best interleave unit for laying out data, and the
best unit of data transfer for optimizing performance for 2ither sustained bandwidth or number of accesses performed
per minute. An additional issue is that of allocating buffer space needed to perform synchronization.

Joel Fine is addressing the long latency of accesses to the tape system by looking at abstracts [3]. An abstract
is a small subset of & data set that may be abie to 2n<wer queries *o the data set. Becausc the abstract is small,
it can be stored on disk ot retrieved fairly quickly from tape. ([ ... bstract can provide a high enough “hit rate”
(i.e., can satisfy a reasonable number of queries), then it is worthwhile to build the abstrac:, a iocess that can
computationally i1: "nsive and time-consuming.

Carl Staelin anc John Kohl are looking at applying the Log- Structured File System (LFS) ideas of Mendel
Rosenblum'’s work [11] to tertiary storage arrays. LFS systems are write-optimized. The tape array system would
be treated as a log. Therefore, writes would be performed sequentially. This is an attractive idea in a tape array
system where data is seldom re-read, since it allows cartridses to be written sequentially and minimizes the number of
time-consuming switches. Re-reading the data is less efficient in a log-structured system, since there is no guarantee
that an entire file is written sequentially.

Finally, we are looking at using compression in striped tertiary storage systems. Compression is appealing because
effective bandwidth and capacity are increased when fewer bits are moved and stored. Although many magnetic tape
drive manufacturers are now putting compressicn at device level, we are looking at compression in higher levels of the
system. At a higher level, more is known abcut the nature of data produced by an anplication, and a compression

algorithm appropriate to the data can be chosen.

5 Summary

Striping in tertiary storage array systems is a good idea, both for performance and reliability reasons. Striping
offers the potential for higher bandwidth to a single file than can be achieved without striping. And, the additional
redundancy available in a striped tape system can offset the reliability problems caused by tape and head wear
~nd uncorrectable bit errors. We are performing simulations to understand the best ways to configure tape arrays
composed of currently available devices and robots, and to understand desirable properties for future devices and
robots. We are also mcodeling the reliability of tape array systeras te understand how much ECC is needed to maintain

adequate reliability, and are develeping algorithirs for maintaining and replacing tape heads and cartridges.

212



References

[t} Bharat Bhushan. Tribology and Meckanics of Magnetic Storage Devices. Springer-Verlag, New York, 1990.

[2] Peter M. Chen and David A. Patterson. Maximizing perforinance in a striped disk array. In Froceedings

International Symposium on Computler Architecture, May 1990.

[3] Joel A. Fine, Thomas E. Anderson. Michael D. Dahlin, James Frew, Michael Olson, and David A. Patterson.
Abstracts: A latency-hiding technique for high-capacity massstorage systems. Submitted to ASPLOS-V, March
1992.

[4] Garth Alan Gibson. Redsndant Disk Arruys: Reliable, Parsaiici Secondary Storzge. PhD thesis, U. C. Berkeley,
Anril 1991. Technical Report No. UCB/CSD 91/613.

[5] H. Goto, A. Asada, H. Chiba, T. Sampei, T. Noguchi, and M. Arakawa. A new concept of data/DAT system.
IFEE Transactiors on Conssmer Electronics, 35(3), August 1989.

[6] Jim Gray, Bob Horst, and Mark Walker. Parity striping of disc arrays: Low-cost reliable storage with acceptable

through:put. In Proceedings Very Large Data Base:, pages 148-161, 1990,
(7] M. Y. Kim. Synchronized disk interleaving. JEEE Transections cn Tomputers, C-35:978-988, November 1986,

(8] M. Livay, S. Khoshafian, and H. Boral. Multi-disk management algorithms. In Proceedings SIGMETRICS,
pages 69-77, May 1Y87.

[9] C. Denis Mee and Eric D. Daniel, editors. Magnetic Recording. Volsme II: Computer Data Storage. McGraw-
Hill, New York, 1988.

(10] C. Denis Mee and Eric D. Daniel, editors. Magnetic Recording, Volume III: Video, Audio, and Instrumentation

Recording. McGraw-Hill, New York, 1988.

(11] Mendel Rosenblum and John K. Qusterhout. The design and implementation of a lcg-structured file system. In

Proceedings of the 13th ACM Symposium on Operating Systems Principles, October 1991.

(12] K. Salem and H. Garcia-Molina. Disk striping. In Proceedings IEEE Data Engincering, pages 336-342, February
1986.

{13] Martin Schulze, Garth Gibson, Randy H. Katz, and Dav.d A. Patterson. ow reliable is a RAID? In Proceedings
IEEE COMPCON, pages 118-123, Spring 1939.

213






N93-80465

NATIONAL MEDIA LABORATCRY M'.EDIA TESTING RESULTS -

, : William Mularie 5
7~ National Media Laboratory -9
T ®. 0. Box 33018 16=a2
St. Paul, MN B5133-3018 LT S wl
. ’,/
Government Concerns A J//-
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The goverminent faces a crisis in data storage, analysis, archive and communication. The shc:x
quantity of data being poured into the government systems on a daily basis is overwhelming
systems ability to capture, analyze, Jdisseminate and store critical information. Future systems
requirements are even more formidable: with single government platforms having data rate of
over 1 Gbit/sec, >Terabyte/day storage requirements, and with expected data archive lifetim=s
of over 10 years. The charter of the National Media Laboratory (NML) is to focus the resources
of industry, government and academia on government needs in the evaluation, development
and fleld support of advanced recording systems.

The Model

The National Lab concept was created in response to the government awareness that various
aspects of critical systems acquisition and support were not being met by the traditional
government/contractor relationships. It was recognized that the perspective and access to
highly-leveraged resources gained from a closer relationship with a consortium of
commercially-focused. global corporations could benefit many aspects of the government
system procurement and support cycle.

NML Continuing Tasks

A key responsibility of the NML is to provi. & sustaining user support for government recording
systems and archive of data. This involves fleld support to sites to: solve current systems and
media problems: give assistance in defining media hLandling, shipping and storage
methodologies; advice and asststance in maintaining and recovery of data in current archives;
and to provide assistance in determining the direction of system upgrades.

NML, based upon our ongoing advanced tape evaluation tasks, is also involved in assisting
Program Offices and defining recording media requirements necessary for reliable. next
generation data recording and archive. NML has been responsible for raising issues relating to
reliability and performance as international industry concerms. One example of this involves
the archival stability of various types of magnetic pigments:; as a result, manufacturers are
finally focusing on providing archivally stable media for critical data applications.

Industry/Government Cooperation

The government needs in advanced recording and storage lead commercial markets
requirements by 3 to 5 years, both in performance and archival data storage requirements.
Joint government/industry participation in the National Media Lab benefits the government by
providing highly-leveraged access to the vast resources of the supporting industry and
university laboratories to help meet current and future government recording systems
evaluation and support.

The domestic recording industry (through NML technical reviews open to domestic industry
participation) benefits from the focus on leading-edge requirements. This may assist in
building competitiveness of the domestic recording industry in future global markets. Unless
the US. manufacturers of advanced storage systems are provided with both a common goals,
and a mechanism for focus and cooperation in designing a future system, the US. Government
faces the real possibility of either a) having no acceptable method of capturing the vast
amounts of data being collected or b) relying on an offshore source.
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Comn:ercial D-1 cassette tapes and their associated recorders were designed to operate in
broadcast studios and record in accordance with the International Radic Consultative
Committee (CCIR} 607 digital video standards. The D-1 recorder resulted in the Society of
Motion Picture and Television Engineers (SMPTE) standards 224 to 228 and is the first digital
video reccrder to be standardized for the broadcast industry. The D-1! cassette and associated
media are currently marketed for broadcast use. The recorder was redesigned for data
applications and is in the early stages of being evaluated. The digital data formats used are
specified in MIL-STD-2179 and the American National Standards Institute (ANSI) X3.175-150
standard.

In early 1990, the National Media laboratory (NML) was asked to study the efiects of time,
temperature, and relative humidity on commercial D-1 cassettes. The environmental range to
be studied was the one selected for the Advanced Tactical Air Reconnaissance System (ATARS)
program. Several discussions between NML personnel, ATARS representatives, recorder
contractors, and other interested parties were held to decide upon ihe experimental plan to be
implemented. Review meetings were held periodically during the course of the experimen’.

The experiments were designed to determine the dimensional stability of the media and
cassette since this is one of the major limiting factors of helical recorders when the media or
recorders are subjected to non-broadcastirg environments. Measurements were also made to
characterize each sample of cassettes to give preliminary information on which purchase
specifications could be develop~d.

The actual tests performed on the cassettes and media before and after aging fall into the
general categories listed on the following page.

Tests Before Aging:

Bulk magnetics

Surface roughness

Mechanical properties

Surface electrical resistivity

Thickness of the overall tape and each coating

Tape stiffness

Tape shrinkage at elevated temperatures for various times
Quality of tape edges (width, width variation, and weave values)
Test of commercial and custom packaging

Magnetic print-through
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Tests Before and After Aging:

e Static and dynamic friction
e Cassette operation and dimensions
¢ D-1 recorder:
. Signal (RF) output at 40 Mhz
Noise output at 39 Mhz
Bit and burst error rates
Tape tensions

Tests Only After Aging:

¢ D-1 recorder signal (RF) and noise output after 10 cycles

Test Reports and Data on Diskettes Available:

Reports were written detailing the technical background, methods, equipment used, and results
of experiments performed by the National Media Laboratory to evaluate commercial D-1
cassettes for use in a wide range of temperatures and humidities. The variables evaluated
include manufacturer’'s lot, time, temperature, and humidity. Cassettes from two
manufacturers, Sony and Amnex, were evaluated. These reports are listed below and are
avalilable by contacting:

National Media Laboratory
P.O. Bax 33015
Saint Paul, MN 55133-3015

Phone: (612) 736-6183
Fax: (612) 736-4430

Test Reports:

Ashton, Gary R. May 1992. Coating and Substrate Thickness of Sony and Ampex D-1 Tape.
NML Test Report TR-0013.

Ashton, Gary R. May 1992. Friction Characteristics of Ampex and Sony D-1 Tapes. NML Test
Report TR-0009.

Ashton, Gary R. February 1992, Inittal Evaluation of D-i Tape and Cassette Characteristics.
NML Technical Report RE-0003.

Ashton, Gary R. May 1992. M-H Meter Tests on Sony and Ampex D-1 Tape. NML Test Report
TR-0011.

Asnton. Gary R. May 1992. Magnetic Print-Through Effects in Sony and Ampex D-1 Tapes.
NML Test Report TR-0015.

Ashton, Gary R. May 1992. Modulus (Stress-Strain Curves) of Sony and Ampex D-1 Tape. NML
Test Report TR-0006.

Ashtoen, Gary R May 1992. Packaging Plan for D-1 Cassettes. NML Test Report TR-0001.
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Ashton, Gary R. May 1992. Packaging Tests of Commercial D-1 Cassettes and Cases. NML Test
Report TR-0002.

Ashton, Gary R. May 1992. Relative Humidity of Sory and Ampex D-1 Tapes when Delivered.
NML Test Report TR-0004.

Ashton, Gary R. May 1992. Reststivity Characteristics of Ampex and Sony D-1 Tape. NML Test
Report TR-0005.

Ashton, Gary R. May 1992. Shrinkage of Sony and Ampex D-1 Tapes. NML Test Report TR-
0008.

Ashton, Gary R. May 1992. Stiffness of Sony and Ampex D-1 Tape.. NML Test Report TR-0014.

Ashton, Gary R. May 1992. Surface Roughness of Sony and Ampex D-1 Tapes. NML Test Report
TR-0012,

Ashioa, Gary R. May 1992. Thermal ani Hygroscopic Time Constants of Sony and Ampex D-1
Tape Cassettes. NML Test Report TR-0016.

Ashton, Gary R. May 1992. Vibrting Sample Magnetometer (VSM) Tests on Sony and Ampex
D-1 Tape. NML Test Report TR-0010.

Ashton, Gary R. May 1992. Width and Weave Characteristics of Sony and Ampex
D-J Tape. NML Test Report TR-0007.

Deta Availahle on Diskettes:

Commercial D-1 Cassettes and Media Test Cata: 1990-1991 Data.

Commercial D-1 Cassettes, Media, and Packaging Test Data: 1991-1992 Data.

As an example of the reports generated, the report, Relative Humidity ¢f Sony and Ampex D-1
Tapes when Delivered, has been included. The iechnique used to determine the relative
humidity or moisture content of the cassettes as recetved from the manufacturer was developed
by NML specifically for the ATARS program needs. The technique outlined in the attached
report example is applicable to the problem of determining the moisture content of any flexible
magnetic media ior incoming inspection and quality control of archive conditions. The
technique also clearly indicates the amount of time needed for the media to resporid to changes
‘n the relative humidity of the storage environment.
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13

Introduction

Purpose of the Test

The purpose of this test was to determine the imoisture content of the tapes when
delivered frcm the manufacturer. This is accomplished by determiring the
sauflibrium relative humidity (RH) of the tapes at delivery. Th= equilibrium RH is
the RH at which the tapes remain constant in weight over time. This is also an
indicator of the RH of the environment in which the tapes were pachaged.

I a Tested

This test examined D-1 digital video tapes from tw~ manufacturers:

Mfg Model Mfg Lot # Test Lot
Ampex 219-M034 11571 X
(medium) 11961 Y
12201 VA
219-L076 (large) 88134/88135 J
Sony DIM-34 NA32112A T
{medium)} NA22113A U
NA40114A Vv
D1L-76 (large) NA92113A | L

In all cas.s, the cassettes were production items with -inknown manufacturing
dates.

Test Requiremends

This test is required to understand the moisture conten! of the cassettes and
magnetic tapes as thev are received from the supplier. This information is
important in determining the conditioning that is required before the cassettes can
be used in a recorder, since there is a humidity o: moisturc content range for
recorder operation. Tapes received with the moisture content required for operation
can be uced with little or no preccuaitioning. Tapes out of the required moisture
content range may require conditioning in a controlled environment before use.

Summary
As shown in the following tables, ali eight lots of tape tested were packaged at 2

moisture level corresponding to 45 to 55% relative humidity at 72°F. The variation
between lots was smaller in the Ampex tanes than in the Sony tapes.
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4.1

Ampex D-1 Delivered R (%)

Relative Humidity %)
Size Lot [ Fverage Std. Dev.
Large J | 59,60 1.8
Medium X | 52.63 0.6
Medium Y 55.14 1.4
Medium z | u1.10 1.3
Sony D-1 Delivered RH (%)
TRelative Fumidity (%)
Size It Average Std. Dev.
Large L 54.05 1.8
Medium T 45.90 27
Medium 0] 45.48 40
| Medium \"/ 52.6 1.0
References

For background information on the effect of relative humidity in magnetic tapes.
see:

Cuddihy. Edward F. 1975. Hygroscopic properties of magnetic recording tape. I[EEE
Transactions on Ma:metics 12:2 (March) 126-35.

Test records are maintained by the 3M Recoirds Storage Departmernt, 3M Center
Buildings 223 and 224.

Report

Test Equipment

Tae following equipment was used in this test:

Mettler Precision Balance, model PM 1200, serial numper K8412, calibrated 42/3/91.

Mettler Precision Balance, model PM4000, serial number K40517, calibrated
10/25/91 (denoted HOP40(Q in Exhibit 1).

Mettler Precision Balance, model PM4000, serial number 1.58924, calibrated
4/3/91.

Mettler Precision Balance, model PM6100, serial number LO3873, calibrated
4/3/91,
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4.2

4.3

4.4

4.4.1

Environmentally-cuntroiled rooms in Butlding 235 at 3M Center used were:

72°F (22°C). 80% RH Room 2B-355
72°F (22°C), 50% RH Roomn 3C-346
72°F (22“C). 200 RH Room 3B-359

Test Facility Installation and Set-up

Three equivalent environmental rooms were used, each containirg a Mettler
Precision Balance. Equivalent means the same rate of air flow and t+: same
termperature, +2°C. The relative h: midity of the rooms was different.

Test Procedures

1. Use two temperature and humidity-controlled rooms at the same temperature
{20 to 25°C) and at two different relative humidities, H] and H2. By using

rooms with a differenice of about 60% RH. there will be enough mass change to
measure with good certainty.

2. Measure and reccrd the iniiial wei_ t of each of the samples.

3. Place half of the samples in the Hj chamber and half in the Hg chamber.

4. Measure and record the weight of each of the sampies for at least 7 days:
preferably longer.

Test Results and Analysis

Recorded Data

Al first twc cassettes were placed in each of the three environmentally-contrlled
rooms. The Sony T and U lots were measured using these three environments. As
experience was gained wiith the technique and it was realized that the cassettes were
delivered at close to 50% RH moisture content, the 72°F, 50% RH test condition was
eliminated from the test procedure. The 72°F, 50% RH test condition data was
analyzed in exactly the same way as the 72°F, 20% RH and 72°F, 80% RH data as
shown below.

In general, before measurements, the room temperature and relative humidity of
the three environrr:ntally-controlled rooms were measured. The RH measurements
were generally lower than tiie nominal 2096, 5025, and 80% values. In calculations,
the nominal val:. :s werc used.

Exhibit 1 is the actual recorded data collected during this test.
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4.4.2 Teat Results

Relative humidity as delivered was calculated as follows. Given the foliowing
definitions:

Wo  Original weight of sample

W)  Final weight of sample in chamber 1
Wo Final weight of sample tn chamber 2
Hp Original value of humidity

H) Relattve humdity in chamber 1

Ho Relattve humidity in chamber 2

And assuming the weights change proportional to Hj and Hg, the foilowin; ratio
holds:

Wg-W1 Hg-H)
Wo -W2 "Hp - H2

Solving for HQ results in the {ollowing:

H; W2 - Wgl + Hg (W) - W)
Ho = W2 - Wi

Given the foilowing definitions:

ho(t) Calculated value of humidity at some time
wi(t) Weight of saraple in chamber 1 at some time before the final time
wo(t, Weight of sample in chamber 2 at some time before tiie 2! time

And assuming the time constant for weignt change is the same for both chambers
(same temperature, etc.). then wi{t) and w9(t) can be substituted for W] and W2 in the
above formula for Hg to result in:

Hj (wa(t) - WQ) + Ha (wi{t) - W)
holt) = wal(t) - wyit)

The weights of all samples in the environment at H] were averaged to obtain a value
of wi(t). Similarly. the weights of all samples in the environment at Ho were
averaged to obtain a value of wo(t). Values reported for each lot are averages over all
nolt} calculated.

The following eight graphs show the change in weight of the cassettes plotted as a
function o. iime. The first two graphs with lot T and U data were measured
differently from the other six lots. Lots T and U cassettes were placed in 80, 50, and
20% RH environments while the other lots were placed in only 80 and 20% RH
environemnts. Lot T tapes in the 80% RH room were swapped with tapes in the 20%
RH room after 25 days. A similar swap was performed with the lot U tapes at 18 days
time.
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RH Data for Sony Lot T
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RH Data ‘or Sony Lot L

~ 3
[ ]
E 2 go O .
é 4 gPa
- 0 $ —
5, 20 40
° -
;‘2 -“- e n e -
<-.3

Time (Days)

RH Data for Ampex Lot X

* 2

1.
£ f ad ® s
€ os
- 0 } ~
S -0.54 20 40
® .1
;-1.5 R e
< .2

Time (Days)

RH Data for Ampex Lot Y

-

-~ 1.5
[

AR g 8
g 1 S/A@
G 051,
- 0 + + 4
5-0.5 n 10 15
o -1
2 i gty nn
a .2 *

Time (Days)

225

" A Weight (617,

O A Weight (618,

® A Weight
O A Weight
* A Weight
© A Weight
+ A Weght

A A Weight

(582,
(583;
(584,
(585, ;
(585,

(587,

= A Weight
O A Weight
* A Weight
O A Weight
*+ A Weight

A A Weight

(554,
(555,
(556,
(595;
(614,

(621,




RH Data for Ampex Lot Z

= 1.5 A * A Weight (557
E al
s as D A Weight (558,
S 05+ 8 ‘
- o - . | a weight (559;
&
1
;‘.’-0-5 s O 0| o 4 weight (s60;
-1 e,
L BN AR - H \
Q.15 e A Weight (622,
Time (Dsys) A A Weight (674

RH Data for Ampex Lot J

+ 2

Q
g 2£ o o
g * A Weight (519]
- 0 + + —~
5, 20 40 60 | O A Weigh! (620]
[ |
s .2 . .
<.3 *

Time (Days)
Conclusiors

All eight lots of tape tested were packaged at a moisture level corresponding to 45 to
55% relattve humidity at 72°F

Recommendations

If the range of cassette moisture is outside of the acceptabie 45 to 55% relative
humidity range at 72°F, the tapes must be conditioned before use.

Appendix

Exhibit 1 is attached.
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Exhibit 1 Recorded Data

Tomp | RH | Weight (g)
Date Time Tape & v Lot| (°F) | (%) Scale
7/24/91 1:30 PM 619 Ampex J 71 17 1345.76 HOP4000
7/26/91 3:30PM 619 Ampex J 71 18 1344.47 HOP4000
8/9/91 4:30 PM 619 Ampex J 71 16 1343.25 HOP4000
8/29/91 5:30 PM 619 Ampex J 65 16 1343.11 HOP4000
9/4/91 9:30 AM 619 Ampex J 72 [165 | 1343.33 PM4000
7/24/91 1:30 PM 620 Ampex J 4 77 1351 HOP4000
7/26/91 3:30PM 620 Amper J 74 |77 1352.13 HOP4000
8/9/31 4:30 PM 620 Ampex J 75 |77 .| 1352.99 HOP4000
8/29/91 5:30 PM 620 Ampex J| 71 |62 |135295 HOP4000
9/4/91 9:30 AM 620 Ampex J 74 | 785 | 1353.37 PM6100
9/5/91 11:00 AM 620 Ampex J 74 78 1353.39 PM6100
6/7/91 5:00 PM 617 Sony L 7z |20 1380.515
6/10/91 4:00 PM 617 Sony L 72 |20 1378.97
6/12/91 4:00 ™M 617 Sony L 72 20 1378.63
5/14/91 4:45PM 617 Somy L 72 20 1378.52
6/17/91 3:00PM 617 Sony L 72 |20 1378.32
6/21/91 3:00 PM 617 Sony L 72 20 1378.28
6/25/91 3:30PMM 617 Sony L 72 20 1378.19
7/1/91 3:15PM 617 Sony L 72 20 1378.12
7/12/91 2:00 PM 617 Sony L 72 20 1378.08
6/7/91 5:00 PM 618 Sony L 72 |80 1369.64
6/10/91 4:00 PM 618 Sony L 72 |80 1370.77
6/12/91 4:00 PM 618 Sony L 7 80 1370.98
6/14/91 4:45PM 618 Sony L 72 |80 1371.14
6/17/91 3:00 PM 618 Sony L 72 | 80 1370.95
6/21/91 3:00 PM 618 Sony L 72 80 1371.43
6/25/91 330 ™M 618 Sony L 72 80 1371.51
7/1/91 3:1o MM 618 Sony L 72 80 1371.61
7/12/91 2:00 PM 618 Sony L 72 |80 1371.87
5/13/91 2:30 PM 429 Sony T 669.475 PM4000
5/14/91 3:30PM 429 Sony T 715! 18 | 658.98 PM4000
5/15/91 3:00 PM 429 Sony T 715 | 18 668.81 PM4000G
5/16/31 4:00 PM 429 Sony T 71 i 668.74 PM4000
5/17 /91 3:00 PM 429 Sony T 71 19 | 668.7 PM4000
5/20,31 8:00 AM 429 Sony T 71 18 | 668.57 PM4000
5/22/91 4:15PM 429 Sony T| 71 18 | 668.552372} PM6100
5/24/91 4:00 PM 429 Sony T 71 19 | 668.537367 PM6100
5/28/91 | 11:00 AM 429 Sony T 71 20 | 668.527362| PM6100
5/31/91 3:30 PM 429 Sony T 71 19 | 668.26 PM4000
6/7/91 4:45PM 429 Sony T 668.47 PM4000
5/13/91 2:30 PM 430 Sony T 668.75 PM4000
5/14/91 3:20 PM 430 Sony T 71.5 | 18 668.25 PM4000
5/15/91 3:00 PM 430 Sony T 715 | 18 | 668.09 PM4000
5/16/91 4:00 PM 435 Sony T 71 17 668.02 PM4000
5/17/91 3:00 PM 430 Sony T 71 19 | 667.97 PM4000
5/20/9i 8:00 AM 4305 Sony T 71 18 667.84 PM4000
5/22/91 4:15PM 430 Sony T 71 18 667.837055| PM6100
5/28/91 | 11:00 AM 430 Sony T 71 20 667.807042| PM6100
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Exhibit 1 Recorded Data (continued)

———————
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Temp| RH | Welght (g)]

Date Time | Tape ¢ Mfg | Lot| (°F) | (%) Scale
5731781 3301 430 Sony T | 71 |20 |667.817046] PM6100
6/7/91 4:45 430 Sony T| 71 |20 |668.077162| PM6100
5/13/91 2:30 431 Sony T 670.86 PM4000
5/14/91 3:30 431 Sony T 670.79 PM4000
5/15/91 3:00 431 Sony T| 70 |49 |671.02 PM4000
5/i6/91 4:00 431 Sony T| 70 |485 |671.04 PM4000
5/17/91 3:00 431 Sony T| 70 |485 |671.03 PM4000
5/20/91 8:00 431 Sony T| 70 |48 |67098 PM4000
5/22/91 415 431 Sony T 70 |48 |671.053486| PM6100
5/24/91 4:00 431 Sony T| 70 |48 |671.058488| PM6100
5/28/91 11:00 431 Sony | 70 |48 |671.028475| PM6100
5/31/01 3:30 431 Sony T| 70 {48 |671.073495/ PM6100
6/7/91 4:45 431 Sony T 671.1 PM4000
5/13/91 2:30 432 Sony T 668.67 PM4000
5/14/91 3:30 432 Sony T 668.79 PM4000
5/15/91 3:00 432 Sony i{ 70 |49 |66883 PM4000
5/16/91 4:00 432 Sony T 70 |485 |668.85 | PM4000
5/17/91 00 432 Sony T| 70 |485 |668.85 PM4000
5/20/91 8:00 432 Sony T| 70 |48 |6688 PM4000
5/22/91 4:15 432 Sony T| 70 |48 |666.867514{ PM6100
5/24/91 4:00 432 Sony T| 70 |48 |668.862511{ PM6100
5/28/91 11:00 432 Sony T| 70 |48 |668.827496| PM6100
5/31/01 3:30 432 Sony T{ 70 |48 |668.88252 | PM6100
6/7/91 4:45 432 Sony T 668.9 PM4000
5/13/91 2:30 433 Sony T 672.71 PM4000
5/14/91 3:30 433 Sony T 673.18 PM4000
5/15/91 3:00 433 Sony T| 75 {72 |67339 PM4000
5/16/91 4:00 433 Sony T| 75 |72 |67353 PM4000
5/17/91 3:00 433 Sony T| 74 |73 |67361 PM4000
5/20/91 8:00 433 Sony T| 74 |74 |67375 PM4000
5/22/91 4:15PM 433 Sony T| 75 |73 |673.80471 | PM6100
5/24/91 4:00 433 Sony T| 75 |73 |673.824719| PM6100
5/28/91 11:00 433 Sony T| 75 |72 |673.82972i| PM6100
5/31/91 33CPM 433 Sony T| 75 |73 |673.919761{ PM6100
6/7/91 4:45PM 433 Sony T 674.04 PM4000
5/13/91 2:30PM 434 Sony T 670.69 . °M4000
5/14/91 3:30 434 Sony T 671.13 PM4000
5/15/91 3:00PM 434 Sony T| 75 |72 |67132 PM4000
5/16/91 4:00 434 Sony T| 75 |72 |671.435 | PM4000
5/17/91 3:00PM 434 Sony T| 74 |73 |67152 PM4000
5/20/01 8:00 434 Sony T| 74 |74 |&7166 PM4000
5/22/91 4:15 434 Sony T| 75 |73 |671.718782| PM6100
5/24/91 400PM 434 Sony T{ 75 [73 |671.7588 |PM6100
5/28/91 11:00 434 Sony T| 75 |72 |671.778809| PM6100
5/31/91 3:30 434 Sony T| 75 {73 |671.843838| PM6100
6/7/91 4:45 434 Sony T 67198 PM4000
6/7/91 4.00PM 429 | Sonyswap| T 668.496

6/10/91 5:00PM 429 | Sonyswap| T | 75 |73 |669.995

| 6/11/91 245PM 429 | Sonyswap| T | 74 |73 |670.093 !




Extibit 1 Reconded Data (continued)

229

T I Temp | RH | Weight (g
Date Tine | Tape & Lot| (°F) [ (%) Scale
6/12/91 J31SPM[ 429 | Sonyswap| T 73 | 670.232
6/14/91 500PM| 429 Sony swap| T 75 74 670.393
6/17/91 230PM| 429 | Sonyswap| T 75 (74 | 670.527
6/19/91 5:15PM| 429 | Sonyswap| T 75 174 | 670.606
6/21/91 >30PM| 429 |Sonyswap| T 75 |75 | 670.638
6/25/91 3:00PM| 429 |Sonyswap| T 75 |75 |670.702
7/1/91 245PM| 429 | Sonyswap! T 75 |75 | €7/0.785
7/12/91 1:30PM| 429 | Sonyswap| T 75 |77 | 670.868
7/26/91 200PM| 429 ; Sonyswap| T 74 |77 | 670.938
6/7/91 400PM| 430 |Sonyswap| T 667.766
6/10/91 500PM| 430 | Sonyswap| T 75 |73 | 669.228
6/11/91 245PM| 430 | Sonyswap| T 74 |73 | 660.378
6/12/91 2:15PM| 430 [Sonyswap| T 75 |73 | 6695
6/13/91 245PM| 430 | Sonyswap| T 75 |73 | 669.592
6/14/91 S00PM| 430 | Sonyswap| T 75 |74 | 669.662
6/17/91 230PM| 430 | Sonyswap| T 75 |74 | 669.808
6/19/91 515PM| 430 | Sonyswap| T 75 |74 |669.871
6/21/91 2:30PM| 430 Sony swap| T 75 75 668.915
6/25/91 3:00PM| 430 | Sonyswap| T 75 75 | 669.86
7/1/91 245PM| 43C Sony swap| T 75 |75 |670.048
7/12/91 1:30 PM 430 Sony swap| T 75 77 670.134
7/26/91 2200PM| 430 Scay swap| T 74 77 370.201
6/7/91 4:00PM| 431 Sony swap| T 671.107
6/10/91 S:0OPM| 431 Sony swap| T 75 |73 |671.745
6/11/91 245PM| 431 Sony swap| T 74 73 671.813
6/12/91 315PM|} 431 Sony swap| T 75 |73 |671.871
6/13/91 245PM| 43) Sony swap| T 75 |73 |671917
6/14/91 500PM| 43 Sony swap, T 75 74 671.959
©6/17/91 230PM| 431 Sony swap) T 75 74 672.037
6/19/91 515PM| 431 Sony swap|{ T 75 74 672.087
6/21/91 230PM| 431 Sony swap| T 75 75 672.104
6/25/91 3:00PM| 431 |Sonyswap! T | 75 |75 !672.129
7/1/91 245PM| 431 Sony swap| T 75 75 672.21
7/12/91 1:30PM| 431 Sony swap| T 75 77 672.288
7/26/91 2:00PM| 431 Sony swap| T 74 77 672.354
6/7/91 4.00PM| 432 Sony swap| T 668.922
6/10/91 5:00 PM 432 Sony ~wap| T 71 18 668.019
6/11/91 245PM| 432 | Sonyswap| T 71 18 | 667.942
6/12/91 3:15PM 432 Sony swap| T 71 18 667.886
6/13/91 245PM 432 Sony swap| T 71 19 667.859
6/14/91 5:00 PM 432 Sony swap| T 71 19 667.843
6/17/91 2:30 PM 432 Sony swapy T 71 18 667.771
6/19/91 5:15PM 432 Sony swap| T 71 18 667.754
6/21/91 2:30PM 432 Sony swap| T 71 20 667.796
6/25/91 3:00 PM 432 Sony swap| T 71 20 667.772
7/1/21 245PM: 432 | Sonyswap| T 71 18 | 667.753
7/12/91 1:3CPM; 4532 Sony swep| T 71 20 667.713
7/26/91 2:00 PM 432 Sony swap | T 71 18 €67.654
6/7/91 4:00PM| 433 | Sonyswap| T 674.042




Exhibit 1 Recorded Data (continued)
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Temp | BH | Weight (g)
Date Time Tape # Lot| (*F) | (%) Scale
6/10/91 S00PM| 433 Sony swap| T 71 18 | 672.462
6/11/91 245PM| 433 Sony swap| T 71 18 | €72.32
6/12/91 3:15PM| 433 Sony swap| T 71 18 | 672.209
6/13/91 245 PM 433 Sony swap| T 7 19 672.145
6/14/91 00PM| 433 Sony swap| T 71 19 672.103
6/17/91 2:30PM| 433 Sony swap| T 71 18 | 671.99
6/19/91 S15PM| 433 Sony swap| T 71 13 | 671.944
6/21/91 230PM| 433 Sony swap| T 71 20 |671.984
6/25/91 3:00PM| 433 Sony swap| T 71 20 | 671.939
7/1/91 245PM| 433 Sony swap| T 71 18 671.903
7/12/91 1:30PM! 433 Sony swvap! T 7i 20 671.859
7/26/91 2200PM| 433 Sony swap| T 71 18 671.774
6/7/91 4:00PM{ 434 Sony swap| T 671.994
6/10/91 500PM| 434 | Sonyswap| T | 71 18 | 670.393
6/11/91 2Z45FPM| 434 | Sonyswap| T | 71 18 | 67025
6/12/91 3:15PM| 434 | Sony swap| T 7 18 | 670.143
6/13/91 245PM| 434 Sony swap; T 71 19 | 670.075
6/14/91 500PM| 434 Sony swap| T 71 19 ] 670.041
6/17/91 220PM| 434 Sony swap| T 71 18 | 669918
6/19/91 515PM| 434 Sony swap| T 71 18 | 669.883
6/21/91 230PM| 434 Sony swap| T 71 20 | 669.922
68/25/91 300PM| 434 Sony swap| T 71 20 669.48
7/1/91 245PM| 434 Sony swap| T 71 18 669.856
7/12/91 1:30PM| 434 Sony swap| T 71 20 | 669802
7/26/91 200PM| 434 Sony swap| T 71 18 669.72
5/20/91 11SAM| 445 Sony u 71 18 | 669.84 PM6100
5/21/91 4:45PM| 445 Sony U 71 18 669.357732| PM6100
5/22/91 4:15PM| 445 Sony U 71 18 669.217669{ PM5100
5/23/91 6:00PM| 445 Sony U 71 18 | 669.10762
5/24/91 4:00PM| 445 Sony 8] 71 19 | 669.067603
5/28/91 11:00AM| 445 Sony U 71 20 668.957554
5/31/91 4:00PM| 445 Sony u 71 19 668.66
5/20/91 10:15AM| 446 Sony 8] 71 18 | 674.67 PM6100
5/21/91 4:45P| 446 Sony U 71 18 674.129854| PM610Y
5/22/91 4:15pPM| 446 Sony U 71 18 674.019805| PM6100
5/23/91 600PM| 446 Sony U 71 18 673.889748
5/24/91 4:00PM!| 446 Sony U 71 19 673.854732,
5/28/91 11:00AM| 446 Sony U 7 20 | 673.739681
5/31/91 4:00PM| 446 Sony U 71 19 | 673.4
5/20/91 10:15AM| 447 Sony U 70 48 676.52 PM6100
5/21/91 4:45PM| 447 Sony u 70 48 676.620962| PM6100
5/22/91 4:15PM| 447 Sony U 70 48 | 676.680989| PM6100
5/23/91 6:00 PM 447 Sony U 70 485 | 676.690994
5/24/91 4:00PM| 447 Sony U 70 48 676.695996
5/28/91 11:00 AM 447 Sonv U 70 48 676.700998
5/31/91 4:00PM| 447 Sony U 70 48 676.44
5/20/91 10:15AM 448 Sony U 70 48 675.19 PM6100
5/21/91 4:45PM| 448 Sony U 70 48 675.340393| PM6100
5/22/91 4:15PM 448 Sony U 70 48 675.395417| PMS100




Exhibit 1 Recorded Data (continued)

_1 Temp | RH | Weight (g

Date Time | Tape Yug lot! (°F) | (%) Scale
5/23/91 600PM| 448 Sony U | 70 |[485 [675.410424

5/24/91 4:00PM| 448 Sony ] 70 48 675.40042

5/28/91 11:00AM] 448 Sony U 70 b 675.420428

5/31/91 4:00PM| 448 Sony u 70 48 675.15

§/20/91 1-15AM| 449 Sony U 74 |75 |671.06 PM6100
5/21/91 4:45PM! 449 Sony U 75 |74 |671.57€72 | PM6100
5/22/91 £15PM! 449 Sony u 75 |73 |671.778809| PM6100
5/23/91 600PM| 449 Sony U 75 |74 |671.878853

5/24/91 40CPM| 449 Sony U 75 |73 |671.958889

5/28/91 11:00AM] 449 Sony U 75 |72 |8672.098951

5/31/91 4:00PM| 449 Sony U 75 (73 |6719

5/20/91 10:15AM| 450 Sony U 74 |75 |675.07 PM6100
5/21/91 4:45PM| 450 Sony U 75 |74 |675.640526| PM6100
5/22/91 415PM| 450 Sony u 75 73 675.830611| PM6E100
5/23/91 600PM| 450 Sony U 75 |74 | 675925653

5/24/91 4:00PM| 450 Sony U 75 |73 | 676.000687

5/28/91 11:00AM| 450 Sony u 75 72 676.140749

5/31/9% 4:00 P4 450 Sony U 75 73 675.95

6/7/91 4:00PM| 445 Sony swap | U 668.898

6/10/91 5:00PM| 445 |Sonyswap| U | 75 |73 | 670495

6/11/91 245PM| 445 Sony swap| U 74 73 670.648

6/12/9: 3:15PM| 445 (Sonyswap| U | 75 |73 |670.746

6/13/91 245PM| 445 Sony swap | U 75 73 670.84

6/14/91 500PM| 445 Sony swap | U 75 73 670.902

6/17/91 230PM| 445 |Sonyswap| U | 75 |74 |671.051

6/19/91 515PM| 445 Sony swap | U 75 74 671.093

6/21/91 2:30PM] 445 | Sonyswap| U 75 |75 |671.131

§/25/91 J0VOPM! 445 Sony swap | U 75 75 671.168

171/ 245PM| 445 | Sony swap! U 75 |75 |[671.231

7/12/91 1:130PM) 445 | Sonyswap| U 75 |77 |671.507

7/26/91 200M| 445 Sony swap| U 74 7 671.639

6/7/9: 4:00PM} 446 Sony swap | U 673.668

6/10/91 5:00 PM 445 Scny swap! U 75 73 675.206

6/11/91 245PM| 446 |Sunyswepl Ul 74 |73 |675.361

6/12/91 3:15PM| 446 Soay swap| U 75 73 675.492

6/13/91 245PM| 446 Sony swap | U 75 73 675.582

6/14/91 5JOPM| 446 Scny swap | U 75 73 675.666

6/17/91 230PM| 446 |Sonyswap| U | 75 |74 |675.801

6/19/91 515PM| 446 |Sonyswap| U | 75 |74 [e€75.871

5/21/91 2:30PM| 446 |[Sonyswap| U| 75 |75 |6759

6/25/91 3:00PM| 446 Sony swap| U 75 75 675.951

7/1/91 245PM| 446 | Sony swap| U 75 |75 ' 676.038

7/12/91 1:30PM| 446 |Sonyswap| U | 75 |77 !676.121

7/26/91 2:00PM| 446 Sony swap| U 74 77 676.189

6/7/91 4:00PM| 447 Scony swap| U 676.81

6/10/91 500 PM 447 Sony swap| U 75 73 677.453

6/11/91 2:45PM| 447 Sony swap| U 74 73 677.528

6/12/91 3:15PM 447 Sony swap| U 75 73 677.584




Exhibit 1 Recorded Data (continued)
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Temp | RH | Weight (g)

Date Time Tape ¢ Lot| (°F) | (%) Scale
6/13/91 245PM| 447 Sony swap| U 75 73 677.624
6/14/91 S00PM| 447 Suny swap|{ U 75 73 677.666
6/17/91 230PM| 447 Sony swap| U 75 74 677.765
6/19/91 515PM| 447 Sony swap|{ U 75 74 677.802
6/21/91 230PM| 447 | Sonyswap| U 75 |75 |677.827
6/25/91 300PM| 447 Sony swap | U 75 75 | 677.86
7/1/91 245PM| 447 Sony swap | U 75 75 |(677.935
7/12/91 1:30 PM 447 Sony swap| U 75 77 678.006
7/26/91 2200 PM 47 Sony swap | U 74 77 678.074
6/7/91 4:00 PM 448 Sony swap | U 675.507
6/10/91 5:00 PM 448 Sony swap| U 71 18 674.622
6/11/91 245PM| 448 Sony swap | U 71 18 [674.544
6/:2/91 315 PM 448 Sony swap| U 71 18 ' 674.487
6/13/91 245PM| 448 Sony swap| U 71 19 |674.457
6/14/91 500PM| 448 Sony swap| U 71 19 | 674.444
6/17/91 2:30 PM 448 Sony swap| U 71 1% 674.362
6/19/91 5:15PM| 448 Sony swap | U 71 18 | 674.341
6/21/91 2:30 PM 448 Sony swap| U 71 20 674.388
6/25/91 3:00PM|{ 448 |Sonyswap| U | 71 |20 |[&74.35
7/1/91 245PM| 448 Sony swap | U 71 18 | 674.339
7/12/91 1:30 PM 448 Sony swap| U 71 20 674 313
7/26/91 2:00 PM 448 Sony swap| U 71 18 674.216

/7 /91 400PM| 449 | Sonyswapl| U 672.411
6/10/31 5:00PM| 449 |Sonyswap| U | 71 |18 |670.747
6/11/91 245PM| 449 |Sonyswap| U | 71 |18 |670.613
6/12/91 3:15PM 449 Sony swap| U 71 18 670.497
6/13/91 2:45FPM 449 Sony swap | U 71 19 670.43
6/14/91 £:00 PM 449 Sony swap| U 71 19 670.391
6/17/91 2:30 PM 449 Sony swap | U 71 18 670.278
6/19/91 5:15PM 449 Soitly swap | U 71 18 670.245
6/21/91 2:30 PM 449 Sony swap| U 71 20 670.287
r/25/91 3:00 PM 449 Sony swap | U 71 20 670.248
7/1/91 245 PM 449 Sony swap | U 71 18 670.223
7/12/91 1:30PM| 449 Sony swap | U 71 20 670.202
7/26/91 2:00 PM 449 Sony swap| U 71 18 670.0826
6/7/91 4:00PM| 450 Sony swap; U 676.446
6/10/91 5:00PM| 450 Sony swap| U 71 18 674.812
6/11/91 2:45PM 450 Sony swap; U 71 18 674.67
6/12/91 3:15PM 450 Sony swap | U 71 18 674.56
6/13/91 2:45PM 450 Sony swap| U 71 19 674.511
6/14/91 5:00 PM 450 Sony swap | U 71 19 674.457
6/17/91 2:30 PM 450 Sony swap | U 71 18 674.332
6/19/91 5:15 PM 4t Sony swap | U 71 18 674.297
6/21/91 2:30 PM 450 Sony swap | U 71 20 674.335
6/25/91 3:00 PM 450 Sony swap | U 71 20 €74.299
7/1/91 2:45 PM 450 Sony swap | U 71 18 674.267
7/12/91 1:30 PM 450 Sony swap | U 71 20 674.237
7/26/91 2:00 PM 450 Sony swap | U 71 18 674.133
6/28/91 2:30 PM 576 Sony \'4 71 18 673.645




Exhibit 1 Recorded Data (continued)

Temp | RH | Weight (g) ’

Date Time Tape # l(& Lot| (°F) | (%) Scale
7/1/91 2:45 PM 576 Sony A\ 71 18 672.732
7/2/91 3:30 PM 576 Sony \'4 71 18 672.619
7/3/91 1:30 "M 576 Sony v 71 19 672.57
7/8/91 5:30 PM 576 Sony v 71 18 672.416
7/12/91 1:30 PM 576 Sony v 71 20 672.404
7/717/91 4:45PM 576 Sony v 71 19 R72.329
7/19/91 3:15PM 576 Sony Vv 71 18 672.313
7/23/91 4:30 PM 576 Sony \' 71 18 672.325
7/26/91 1:45PM 576 Sony \'4 71 18 672.28
7/31/91 1:45PM 576 Sony \"4 71 18 672.279
8/7/91 5:00 PM 576 Sony \' 71 17 672.249
8/16/91 3:45 PM 576 Sony v 71 17 672.269
8/29/91 4:30 PM 576 Sony \'4 65 16 672.274
6/28/91 2:30 PM 577 Sony \'4 71 18 672411
7/1/91 2:45PM 577 Sony v 71 18 671.591
7/2/91 3:30 PM 577 sony \"4 71 18 671.464
7/3/91 1:30 PM 577 Sony Vv 71 i9 671.43
7/8/91 5:30 PM 577 Sony Vv 71 18 671.239
7/12/91 1:30 PM 577 Sony \'4 71 20 671.223
7/17/91 4:45PM 577 Sony \"4 71 19 671.142
7/19/91 3:15PM 577 Sony \"A 71 18 671.141
7/23/91 4:30 PM 577 Sony v 71 18 671.126
7/26/91 1:45 PM 577 Sony v 71 18 67'.088
7/31/91 1:45PM 577 Sony \"A 71 18 671.089
8/7/91 5:00 PM 577 Sony v 71 17 671.058
8/16/91 3:45 PM 577 Sony v 71 17 671.07
8/29/91 4:30 PM 577 Sony v! es 16 671.076
6/28/91 2:30 PM 578 Sony v 71 18 673.42
7/1/91 2:45 PM 578 Sony v 71 18 672.586
7/2/91 3:30 PM 578 Sony \"4 71 18 672.455
7/3/91 1:30 vM 578 Sony v 71 19 672.414
7/8/91 5:30 PM 578 Sony v 71 18 672.244
7/12/91 1:30 PM 578 Sony \"4 71 20 672.246
7/17/91 4:45PM 578 Sony \'4 71 19 672.156
7/19/91 3:15PM 578 Sony v 71 18 672.135
7/23/91 4:30 FM 578 Sony \'A 71 186 672.145
7/26/91 1:45PM 578 Ny v 71 18 672.103
7/31/91 1:45PM 578 Sony Vv 71 18 672.107
8/7/91 5:00 PM 578 Sony Vv 71 17 €/2.065
8/16/91 3:45PM 578 Sony A\ 71 17 672.076
8/29/91 4:30 PM 578 Sony Vv 65 15 $672.087
6/28/91 2:30 PM 579 Sony \' 75 74 670.963
7/1/91 2:45PM 579 Sony \"2 75 75 671.64
7/2/91 3:30 PM 579 Sony \'% 75 75 671.718
7/3/91 :30 PM 579 Sony \" 75 74 671.772
7/8/91 5:30 PM 579 Sony v 75 74 671.921
7/12/91 1:30 PM 579 Sony v 75 77 671.C77
7/17/91 4:45 PM 579 Sony Vv 75 76 672.013
7/19/91 3:15 PM 579 Sony Vv 75 75 672.028
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Exhibit 1 Recorded Data (continued)

Temp | RH | Weight (g)

Date Time Tape # g Lot| (°F) | (%) Scale
7/23/91 4:30PM| 579 Sony Vv 74 76 | 672.034
7/26/91 1:45PM| 579 Sony v 74 77 672.097
7./31/91 1:45PM| 579 Sony v 74 77 672.149
8/7/91 5:00PM| 579 Sony \'/ 74 78 672.22
8/16/91 345PM| 579 Sony v 75 77 672.27
8/29/91 430°M| 579 Sony v 71 62 672.187
6/28/91 2:30PM| 58C Sony v 75 74 666.127
7/1/91 245PM| 580 Sony v 75 75 666.815
7/2/91 3:30PM| 580 Sony \'/ 75 75 666.888
7/3/91 1:30PM| 580 Sony v 75 74 666.948
7/8/91 530PM| 580 Sony A\ 75 74 667.00
7/12/91 1:30PM/| 580 Sony \Y 75 77 667.147
7/17/91 4:45PM| 580 Sony v 75 76 |66,.185
7/19/91 3:15PM| 580 Sony v 75 75 667.201
7/23/91 4:30Pn.| 580 Sony \'2 74 76 667.207
7/26/91 1:145PM| 580 Sony v 74 77 667.263
7/31/91 1:45PM;| 580 Sony \'" 74 77 667.361
8/7/91 5:00 ‘M 580 Sony A Y 74 78 667.389
8/16/91 3:45PM| 580 Sony \'2 75 77 | 667.43
8/29/91 4:30PM| 580 Sony v 71 62 667.354
6/28/21 2:30 PM 581 Sony Vv 75 74 673.536
7/1/91 245PM| 581 Sony A"/ 75 75 674.186
7/2/91 3:30PM| 581 Sony \" 75 75 674.259
7/3/91 1:30PM| 581 Sony v 75 74 674.315
7/8/91 5:30PM| 581 Sony v 75 74 674.466
7/12/91 1:30PM| 581 Sony v 75 77 674.524
7/17/91 4:45PM| 581 Sony \" 75 76 674.544
7/19/91 3:15PM| 581 Sony v 75 75 ©74.573
7/23/9i 4:30 PM 581 Sony v 74 76 674.588
7/26/91 1'45PM| 581 Sony v 74 77 674.672
7/31/91 1:45PM 581 Scny v 74 77 674.709
8/7/91 5:00 PM 581 Sony A\ Y 74 78 674.774
8/16/91 3:45PM| 581 Sony A" 75 77 674.812
8/29/91 4:30PM| 581 Sony v 71 62 674.737
7/24/91 1:15PM| 582 Ampex X 71 17 682.356
7/25/91 4:00PM| 582 Ampex X 71 17 681.761
7/26/91 1:45PM| 582 Ampex X 71 18 68].586
7/31/91 1:45PM| 582 Ampex X 71 18 681.023
8/1/91 4:.00PM| 582 A npex X 71 18 680.963
8/2/91 3:30PM| 582 Ampex X H 18 680.956
8/6/91 5:15PM| 582 Ampex X 71 18 680.822
8/8/91 3:00 PM 582 Ampex X 71 17 6£0.823
8/14/91 4:30FM| 582 Ampex X 71 16 680.763
8/16/91 2:45PM| 582 Ampex X 71 17 680.7%1
8/23/91 3:45PM| 5862 Ampex X 72 18 680.713
8/29/91 4:30 PM 582 Ampex X 65 6 680.759
7/24/91 1:15PM 583 Ampex X 71 17 683.553
7/25/91 4:00PM| 583 Ampex X 71 17 | 582.946
7/2€/91 1:45 PM 583 Ampex X 71 18 682.652
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Exhibit 1 Recorded Data (continued)

Temp | RH | Weight (g)
__pate Time | Tape # Mig Lot| (°F) | %) Scale

5731 /01 T:45PM| 583 Ampex | X | 71 |18 |682.178
8/1/91 4:00PM| 583 Ampex | X| 71 |18 |es2.095
8/2/91 2:30PM| 583 Ampex | X | 7. |18 |682.08
8/6/91 515PM| 583 Ampex | X| 71 |18 |e8l.925
8/8/91 3:.00PM| 583 Ampex | X| 71 |17 |e8ig3
8/14/91 4:30PM| 583 Ampex | X| 71 |16 |es1.801
8/16/91 345PM| 583 Ampex | X| 71 |17 |e81.857
8/23/91 345PM| 583 Ampex | X | 72 |18 |es1a17
8/29/91 4:30PM| 583 Ampex | | 65 |16 |681.856
7/24/91 1:115PM| 584 Ampex | X | 71 |17 681779
7/25/91 4:00PM| 584 Ampex | X| 71 |1 |es1.244

26/91 1:45PM| 584 Ampex | X| 71 |18 |680.965
./31/91 1:45PM| 584 Ampex | X| 71 |18 680422
8/1/91 4:00PM| 584 Ampex | X | 71 |18 |680.425
8/2/91 330PM| 584 ampex | X| 71 |18 |e80.354
8/6/91 515PM| 581 Amp=x | X| 71 |18 |es0.199
8/8/91 3:00PM| 584 Ampex | X| 71 |17 |es0.254
8/14/91 4:30PM| 584 Ampex | X! 71 |16 |680.164
8/16/91 345PM| 584 Ampex | X| 71 |17 |e80.161
8/23/91 345PM| 584 Ampex | X! 72 |18 680111
8/29/91 4:30PM. 584 Ampex ' X| 65 |16 |680.142
7/24/91 1:15PM; 585 Ampex | X | 74 |77 |e81.283
7/25/91 4:00PM| 585 smpex | X| 75 |77 |e681.732
7/26/91 1:45PM| 585 tmpex | X | 74 |77 |e31.992
7/31/91 1:45PM| 535 ampex | X | 74 |77 |e82.407
8/1/91 400PM| 58F Ampex | X | 75 |77 |682.447
8/2/91 A30PM| 585 Anpex | X | 74 |77 |e8243
8/6/91 515PM| 585 ampex | X | 74 |77 |a82464
8/8/9i 3:00FM| 785 Aampex | X | 75 {78 |682.562
8/14/91 4:30PM| 185 Ampex | X| 75 |77 |es2.600
8/16/3} 345PM| 58~ Ampex | X | 75 |77 |es2.648
8/23/91 345PM| 58 Ampex | X | 74 |77 |es2.704
8/29/91 430PV/| 585 Ampex | X| 71 |62 |682.605
7/24/91 1:15PM: 586 Ampex | X | 74 |77 |es3.727
7/25/91 4:00PM| 586 Ampex | X| 75 |77 |es4.206
7/26/91 1:45PM| 586 Amnex | X! 74 |77 |e8445
7/31/91 1:45PM| 585 Ampex | X| 74 |77 lemaols
8/1/91 4:00PM| 586 Ampex | X| 75 |77 |684.965
8/2/91 3:30PM| 586 Ampex | X | 74 |77 |es4972
8/6/91 515PM| 586 Ampex | X | v4 |77 |e85.025
8/8/91 3:.00PM| 586 Ampex | X| 75 |78 |685.116
8/14/91 4:30PM| 586 Ampex | X 75 |77 |essa7e
8/16/91 345PM| 586 Ampex | X | 75 177 |e85207
8/23/91 345PM| 586 Ampex | X 74 |77 |685251
8/29/91 4:30PM| 286 Ampex | X| 71 62 |685.167
7/24/91 1:15PM| 537 Ampex | X | 74 |77 |68272
7/25/91 4:00PM| 587 Ampex | X | 75 |77 |es3.164
7/26/91 1:45PM! 587 Ampex | X | 74 |77 |e83.384
7/31/91 1:45PM| 587 Ampex | X | 74 |77 |683.861
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Zxaibit 1 Record. < Data (continued)

[ | Temp jWel‘ht @

. Date i Tme Tape ¢ lg: Lot| (°F} | (%) Scale

(8181 [ &00PM| 587 Ampex | X | 75 |77 | 683929
8/2/8i | 3zopM| 567 | Ampex | X | 74 |77 |e83.922

18/6/91 i &15PM| 587 | Ampex | X | 74 |77 |683987

18/8/91 | 300PM; 587 | fmpex | X| 75 |78 684.069

is/t4/91 | 430PM! 587 | Ampex | X | 75 |77 |684.137
B/16/51 | 3:45PM| 587 | Ampex | X: 75 |77 684.159
8/23/91 | 3$5°M| 587 Ampex | ¥ | 74 {77 |684.189
8/29/91 | 430PM. 587 Ampex | X! 71 |&2 |es4.12

tenml | saspmi 554 | Ampex | Y| 71 |18 {68133

18/2/91 ! 3:30PM| 554 Ampex Y! 71 i18 |68L.715

8=l | wisvoMm; 564 Ampex | Y| 71 117 [680.33

| 8o/91 | LA 554 Ampex | Y | 71 |17 |679.938

[R/O1 | SwurM| 554 Ampex ; Y | 71 {17 |679.886

| 878,91 l J00PM| 554 Ampex | Y| 71 |17 |679.949

|8/3/91 | 415PM, 554 Ampex | Y| 71 {16 |679.83

| 8/14/91 : 430PM; 554 Ampex | Y | 71 |16 |679.735

{8/16791 | 345PM! 554 | Ampex | Y ! T} |17 |679.762

{81791 | 345PM| 555 | A~ = | Y| 71 @18 |684.485

18/2/91 | 37,PM| 555 | Ampex Y| 71 (18 |683.846

{8/5/91 | 6145PM| 555 Ampex Yy ! 71 |17 !e683244

1 8/6/91 | XISPM 035 Ampex Y, 71 |17 |e83.14

| §/7/91 5:COPM| 555 Ampex | Y | 71 |17 | 683.051

i 8/8/91 3:00PM| 555 Ampex | Y 1 |17 |683.156

]8/9’91 415PM; 555 Ampex | Y| 71 |16 |683.006 |

| 8/14/91 430PM| 555 Ampex | Y | 71 |16 |682876 |

| 8/16/91 3:45PM! 555 Ampex Y 71 117 1682885

i 8/1/91 345 PM 556 Ampex Y 71 18 684.906

; 8/2/91 3:30PM| 556 Ampex Y ! 71 18 | 684.193
8/5/91 6:15PM| 556 Ampex | Y | 71 |17 |683.449

| 8/6/91 515PM! 556 Ampex | Y | 71 |17 |68336
8/7/9! 5.00PM| 556 Amp>x | Y| 71 |17 |e83312
8/8/91 3:00PM| 556 Ampex | Y | 71 |17 |683.299
8/9/71 415PM| 556 Ampex | Y | 71 |16 |683.28
8/14/91 4:20PM| 556 Ampex | Y | 71 |15 |683.158
8/16/91 3:45PM| 556 Ampex | Y | 71 |17 |683.145
8/1/31 345PM| 595 Ampex | Y ! 75 |77 |684.943
8/2/91 | 330PMi 595 Ampex | Y | ? 77 | 685.366
8/5/8i . 61i5PM| 595 Ampex | Y | 74 |76 |68584l
8/6/.. 5:15PM| 595 Ampex | Y | 74 |77 |685919
8/7/9: 5:00PM; 595 Empex | Y | 74 |78 |685.998
8/8/91 3:00PM| 595 Am-ex | Y | 75 |78 |686.06
8/9/91 | 4IEPM| 595 Ampex | Y | 75 |77 |686.135
£/14/91 | 4:30PM! 595 Ampex | Y | 75 |77 |686.273
8/16/91 3:45PM| 595 Ampex | Y | 75 |77 |€86.302
5/29/91 4:30PM| 595 Ampex | Y | 71 |62 |686.284
8/1/31 3:45PM| 614 Ampex | Y| 75 |7+ |682098
8/2/91 3:30PM| 614 Ampex | Y | ? 77 | 682.55
8/5/s1 6:15PM| 614 Ampes. | Y | 74 |76 |682.987

| €/6/91 | 315PM| 614 Ampex | Y | 74 177 !685.055
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Exhibit 1 Recorded Data (continued)

237

Temp | RH | Weight (g)

Date Time Tape # Mfg Lot| (*F) | (%) Scale
8/7701 500PM| 614 Ampex | Y| 74 |78 | 683738
8/8/91 300PM| 614 Ampex | Y| 75 |78 |e83.188
8/9/91 415PM| 614 Ampex | Y| 75 |77 |e83.258
8/14/91 430PM| 614 Ampex | Y | 75 |77 {683.392
£/16/91 345PM| 614 Ampex | Y| 75 |77 |es24ll

l 8/29/01 430PM| 6l Ampex | Y| 71 |62 |e8337s
8/1/91 345PM| 621 Ampex | Y| 75 |77 |682.395

2/9: 330PM| 621 Ampex | Y | ? 77 | 68272

8/5/91 &15PM| 621 Ampex | Y! 74 |76 |683.215
8/6/91 515PM| 621 Ampex | Y| 74 |77 |es327
8/7/91 S00PM| 621 Ampex | Y| 74 |78 |e83.37
3/8/91 300PM| 521 Ampex | Y| 75 |78 |e83.418
8/9/01 415PM| 621 Ampex | Y| 75 |77 |e683.493
8/14/91 430P1| 621 Ampex | Y| 75 |77 |683636
8/16/91 345PM| 621 Aupex | Y| 75 |77 |e83643
8/29/91 430PM| 621 Ampex | Y| 71 |62 |e83s57
9/6/91 930AM| 621 Ampex | Y| 74 | 785! 68386 PM61920
9/6/01 245PM| 357 Ampex | Z | 71 |17 |es0.82
9/7/91 11:30PM| 557 Ampex | z | 72 |18 |e8024
9/9/91 3:45PM| 557 Ampex | 2| 72 |18 |e7087

. 9/16/91 200PM| 557 Ampex | 2| 72 |16 |6797
9/11/91 3:00PM| 557 Ampex | Z | 72 |18 |67963
9/12/91 200PM| 557 Ampex | 2! 71 |17 |e796
9/13/91 400 | 557 Ampex | Z | 71 |17 |e7r9s8
9/6/91 245PM| 558 Ampex | Z | 71 |17 |es3e8
9/7/91 11:30PM| 558 Ampex | Z | 72 |18 |683.065
9/9/91 345PM; 558 Ampex | Z | 72 |18 |es2.69
9/10/91 200PM| 558 Amnpex | 2! 72 {16 {6825
9/11/91 3:00PM| 558 Ampex | Z | 72 |18 |es24
9/12/91 200PM| 558 Ampex | Z | 71 |17 |e8241
9/13/91 400PM| 358 Ampex ! Z | 71 |17 |e8236
9/6/91 245PM| 559 Ampex | Zz | 71 |17 |e8232
9/7/91 11:30PM| 559 Ampex | Z | 72 |18 |e817
9/9,91 3:45PM| 559 Ampex | Z | 72 |18 |681.38
9/10/91 200PM| 550 Ampex | Z | 72 |16 |e8l.21
9/11/91 zoopm!| 550 Ampex | z | 72 |18 Iesl.15
9/12/91 200PM| 559 Ampex | Z | 71 |17 |e8l.15
9/13/91 400PM| 559 Ampex | Z | 71 |17 |esl.09
9/6/91 245PM| 560 Ampex | Z | 74 |79 263
9/7/91 11:30PM| 560 Ampex | Z | 745|78 |38329

| 9/9/01 345PM| 560 Ampex Z| 74 !78 |e8352
9/10/91 200PM| 560 Ampex : Z | 75 |79 |683.58
9/11/91 200PM| 560 Ampex | Z | 74 |80 | 68369
9/12/91 2:00PM| 560 Ampex ' Z | 74 |80 |e8379
9/13/91 400PM| 560 Ampex | Z | 75 |79 |e83.84
g/6/91 245PM| 622 Ampex | Z | 74 |79 | 68083
9/7/91 11:30PM| 622 Ampex | Z | 745|768 | 68148
9/9/91 3:45PM| €22 Smpex | Z | 74 |78 |e81.71
9/10/91 Z00PM| 622 Ampex | Z | 75 |79 {68177




Exhibit 1 Recorded Data (continued)

Temp | RH | Weight (g)

Date Time [Tepe ¢| Mfg |Lot| ('P) | (%) Scale
9/11/S1 3:00 PM Ampex 74 80 | 68l1.88
9/12/91 200PM| 622 Ampex Z 74 80 | 681.98
9/13/91 400PM! 622 Ampex Zz 75 79 682.03
9/6/91 245PM| 674 Ampex z 74 79 667.26
9/7/91 11:30PM| 674 Ampex z 745 | 78 687.9
9/9/91 345PM| 674 Ampex Z 74 78 688.14
9/10/91 200 PM 674 Ampex Z 75 ' 6882
9/11/91 3:00PM| 674 Ampex Z 74 80 688.31
9/12/91 200PM| 674 Ampex ¥ A 74 80 | 68841
9/13/9i 4:00PM| 674 Ampex Z 75 79 688.47
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Grand Challenges in Mass Storage - A Systems Integrators Perspective

Richard k. Lee < e
Data Storage Technologies, Inc. —3-58<2-
879 Franklin Turnpike, P. O. Box 1283 . 7(
Ridgewood, NJ 07450 S J0
Daniel G. Mints, W.J Culver Consulting, Inc. ’ 5
8500 Leesburg Pike, Suite 402, Vienna, VA 22182 /O_

Within today's much ballyhooed supercomputing environment, with its GFLOPS of CPU
power, and Gigabit networks. there exists a major roadblock to computing success; that of Mass

Storage.

We consider the solution to this mass storage problem to be one of the “Grand Challenges”
Jactng the canpivr industry today. as well as long tnto the future. It has become obuious to us,
as well as many cthers in the tindustry, that there is no clear stngle solution th sight.

The Systems .- iegrator today is faced with a myriad of quandaries tn approaching this
challenge. He must first be innuuative tn approach. second choose hardware solutions that are
volumetric efficlent; high tn signal bandwidth; available from multiple scurces; competitively
priced; and have forward growth extendibiity. In addition he must also comply with a variety
of mandated, and often conflicting software standards (GOSIP, POSIX, IZEE, MSRM 4.0 and
others), and finally he must deliver a systems solution with the “most bang for the buck™ tn
terms of cost vs. performance factors. These quandaries challenge the Systems Integrator to
“push the envelope” tn terms 3f his or her tngenulty and thnovation cn an almost daily basis.

Within our presentation we will explore thts dynamic further, and attempt to acquaint the
audience with rational approaches to this "Grar:l Chellenge”.

Introduction:

WJ Culver Consulting and Data Storage Technologies are collaborating together on this
presentation bascd on our individual efforts in supporting EOSDIS ECS Phase C/D Proposal
teams, cud in our joint preparation of a winning solution for the NASA LaRC EOSDIS “Version
0" DAAC! , whose contract was recently awarded to the WJ Culver Consulting team and will be
installed on site at LaRC during July and August of this year (1992).

Our two organizationis have been intimately involved in mary facets of mass storage
system design and integration. and we feel that we have special insights into the problems
facing this segment of the computer industry. We will explore this subject from the perspective
of having to design and fleld systems today, with vision towards what the future holds.

Definitions:

Mass Storage has become a widely and many times tmproperly used term ioday. It can be
found as a reference: to a simple disk or tape drive or in referring i0 PedaByte level systems. For
sake of consistency we will define Mass Storage as any type of storage system exceeding .1TB in
total size (on-line), under control of a centralized File Management scheme. (Authors Noie: We
hope that this definition does not confuse the reader any further than he migh* already be
confused on this subject!)

! The sguﬁcnnee of the "Verston 0~ mtotyg:,hu been heightened in recent months based on reports to
Congress by the GAO, and to NASA by the NRC, emphasizing the importance of this prototyping effort prior to the
flelding of EQSDIS ECS systems.
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On-line refers to a storage device; DMA, Network or Peripherally connected. which
respunds 1o file requests in O to 15 seconds (appreximately).

Off-line refers to a storage device, Network or Peripherally connected. which responds to
file requests in several minutes to several days or weeks (approxtmately).

An Automated Library is a ph_rsical volume repository (PVR} which houses uitflle data
contained in volumes of robotically handled cartridges or cylinders. These systems are
Network or Peripherally connected and respond to flle requests in 45 seconds to tens of
minutes depending upon the size and physical architecture of the repository.

Today's Supercomputing Environment:

With very few exceptions, today's supercomputing center has become a hodge podge of many
diferent types of CPU's (vector. scalar, parallel/massively parallel. Visualization, RISC, CISC,
etc., etc.). Each of these units is in competition with the others for dominance of system
resources, and all are ‘nterconnected by elaborate networiing schemes (HyperChannel, FDDI,
HIPPI, kluge, and others). For many years now the high performance computing industry has
been focused only on how to achieve the highest level of CPU performance (many times by
networking heterogeneous CPU's togetner] without paying any attention to the “crisis In
storage management” these systems have created. This blind pursuit of computing horsepower
has created an acute crisis in today's data center: that of how to manage the huge volumes of
input and output data required/produced by these machines.

These advanced processors produce volumes of bitfile data well beyond most systems
managers wildest hallucinations. Local and network disk and tape systems are overwhelmed
bv the growing demand for bitfile data and thelr ability to store and archive vast numbers of
exponentially increasing bitfiles is critically inadequate. Current disk farms can only store

files for a period of 12-36 hours before being overwritten to make way for new bitfiles2. This
has created an often untenable situation for both the systems manager and the end-user.

To better manage this critical task. rledicated file managers and intricate software schemes
have been developed by many. These systems attempt to keep ahead of user needs by staging
and re-staging bitfile data sets to the most appropriate media for the level of activity
encountered. This is usually done over relatively low-bandwidth channels on low efliciency
and high cost medias {magnetic disk and square tape). Traditional ofl-line round/square tape
drives have been augmented by tape libraries which behave like "slow-moving” freight trains
of bitfiles; "The informatinn dets there eventually, but it's a bumpy ride along the was”".

These band-aid approaches have gone a long way to help alleviate the problem for the short
termn, but are woefully inadequate for the long haul. The need for wide bandwidth, volumetric
efficient storage systems is paramount to solve these problems.

Another factor exacerbating this crisis further is the impact of scientific visualization on
the supercomputer center. This new sclence in computing has brought about a great many
breakthroughs in terms of solutions to problems that were previously dealt with -5 great
streams of numbers on nrint-out paper. but not without a cost. Visualization files are on the
order of 1GB3 in size each and when animated together produce a major drain on bitfile
storage resources. In many centers it is less expensive to re-run the simulation on the
supercomputer, than to store the visualization data. This s further compounded by the types of

2 Results from a pnvatclaﬁﬂonsorcd survey of 18 leading supercomputing centers in the US during 1990 by
Data Storage Technologies and CI S Acrospace

3 Physics Today, October 1987, "A Numerical Laboratory™, Kurl-Heinz Winkler et al.

4 AIAA/NASA Second International Sy;\(roslum on Space 'nformation Systems, September 1990, “High
Rate Science Date Handling on Space Station Freedom™, T. t{andley et al.
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hardware required to store many of these images i.e. wide-bandwidth RAID sysiems optimized
for tmage transfer

The icing on the cake in terms of this entire situation is the new fiscal realities that
everyone in the government and private s=ctor are now facing. The days of well funded
initiatives and large departmental bhudgets are gone and will ncver returm. Today, all decistons
are made in terms of cost as the first priority {the COTS mind sct). with all other requirements
a distant second at best. Some additional new requirements that now must be met include
adherence to federally mandated software standards. such as POSIX. GOSIP. and the ever ofter
cited IEEE Mass Storage Reference Model V4.0.

All of these factors add up to an extremely difficult set of orders that the Systems Integrator
must march to. Within the following section we will come to grips with many of these
problems.

Solving the Quandaries facing the Systems Integratos today:

It is our concerted opinion that "Innovation in Approach” is the key (o meeting the
challenge at hand. Adherence to tried and true solutions of the not too distant past just aren't
acceptable any longer. Each systems requirement must be met as an entirely new challenge
with no preconcetved mind sets dragged along as excess baggage. This philosophy however
must be tempered against the tendency to become romantically attached to the newest latest
greatest techrology and mistakenly use it to try and solve a problem for which it was never
intended (as was the case when optical disk was first introdured].

The traditional tools of data storage have been solid state memory (CPU based), rotating
magnetic disk {CPU and network attached), and magnetic tape (on and ofl-line}. For the most
part these tools have suffered from a very conservative des In approach in order to achieve
high reliability, most times at the expense of performance and volumctric efficiency and high
unit costs.

The basic technelogies supporting these tools have seen dramatic improvements in respect
to performance and volumetric efficiency over the past five y . °vs, hut these benefits have been
primarily passed on to the consumer and PC/workstation ... xets. In order to solve the
storage dilenunas we find today. these technologies must be applied in a broader sense to the
high performance computing environment. Some instances of this can be seen in the advent of
SSDD's (DRAM based). low-cost AID systems. and the use of television broadcast helical scan
recording technology for data storage (19mm DD-1 and DD-2, and 1/2' D-3)32. These
technologies offer a high level of performance in terms of greater signal bandwidth and data
capacity and are highly volumetrically efficient and reltable (99.00+% availability), but have
yet to enter the mainstream in great volume. Tools of this ilk are the saviors of the future in
our opinton.

Other storage technologies that are entering ihe mainstream are enhanced optical disk and
the first generation of optical tape drives. Oplical disk storage has had a very difficult time in
penetrating the high performance computing marketplace because of its low bandwidth, long
latency, and high cost in respect io other technologies. This trend is slowly changing and
optical disk is expected to have its place in tl:c hierarchy of mass storage In the years to come.
The interesting new optical technology is that of tape. CREO and ICI kave collaborated on an
early entry with this technology {open reel based) and new offerings are in the works from
LaserTape, Newell and STK (cartridge based). These systems offer very high capacities in a
small form factor with modest data rates (3-4.5 MB/s currently).

5§ For further Information see:
a - THIC, March 1990, “Interiacing 19mm Helical Scan Recording Systems to Computing Environments™.
b - 10th IEEE Symposium on Mass Stoiage Systems {vendor paperj, May 1990, "19mm Helical Scan
Recording Technology for Data Intensive Computing Environments”
¢ - THIC, October 1990, "19nun Data Storage Applications” Richard Lee et al.
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It is clear to us that in order to meet the varied needs of the end-user today you must choose
from all of the available storage tools a hierarchy of devices to solve the problem at hand.
Systems of today and into the future will be a hybridization of all of these technologies. Each
device will be used in the hierarchy where best suited (an open systems hardware approach). As
time goes by each component can be upgraded or replaced with the latest-greatest device to
continue the value of the hybrid approach, without scrapping the entire system.

“Innovation in approach” is not strictly imited to hardware or systems architecture. The
choice of software tools is equally as important. There are many approaches to file
management in use today. Some are proprietary single manufacturer approaches and others
are collaborattve amongst end-users, and manufacturers. All claim to be open architected and

compliant with the emerging IEEE Mass Storage Reference Model (whatever that means?).
These file management systerns must also be compatible with govermment mandated

standards such as GOSIP and POSIX’. This does tend to limit the fleld at this point in time, but
everyone will have to be compliant at some point in the future in order to survive.

Amongst the myriad of commercially available file management software packages
availab!® (Andrew, E-Mass, Mesa, Unitree, UNICOS FMS. and others}, all approach the
management of bitflles on a hierarchical basis. Files are mounted, dis-mounted, and migrated
through a hierarchy of storage devices based on frequernicy of use and relative priority. with
access security threaded throughout. These systems are all adept at their task and differ only in
philosophy and approach. Choosing one of these systems is a much more difficult task than
architecting and configuring the hardware portion of the mass storage system. Attendant with
the need to innovate in terms of approach is the need to reduce storage costs incrementally.
Storage related costs in the supercomputer center are now approaching 50+% of the entire
capital budget in most facilities. The size of the capital budget in the future will diminish, but
the amount of storage required will continue to increase. This mandates the use of low cost
(relative) storage devices and attendant media. Only by aligning the requirements of the
supercomputing data center with emerging m.3s produced storage technologies can this
dilemma be solved. This points towards technologies that have applications in other, more
commodity driven markets, such as consumer electronics, PC/Workstations and broadcast
television. As mentioned earlier both RAID and helical scan magnetic tape come from these
backgrounds and bring not only higher levels of performance and volumetric efficlency but
substantially lowers costs as well (RAID disk = $1-3 pr/MB, HS Tape = $1.00 pr/GB).

The architecture of most mass storage systems today is comprised of a dedicated rile Server
CPU. interconnected on one side to a network or the supercomputer (via a wide bandwidth
peripheral channel) and on the other t¢ a myriad of storage devices/systems. The management
of activity within the dedicate iile server is handled by the flle management software which
behaves lik a large disk drive to the host supercomputer or network. This approach has
proven to be the benchmark today. but is very expenstve and wasteful. Many facilities require a
supercomputer similar in capabilities to its host to act as a flle server in order to have enough
available high speed peripheral interconnects available (the file server acts as a "governor” to
the entire computing facility as it controls the flow and speed of all devices connected to it.

This approach has worked for some time now, but will not survive in its present capacity
into the futur>. The use of FDDI and HiPPI fabrics with intricate switching networks will soon
obsolete this approach. The elimination of an expe.isive CPU will be a great cost and time
savings to the supercomputer center. The use of these wide bandwidth "fabrics” will also allow
the interface of new HiPPI/IPI peripherals directly to the host supercomputers. This will speed
up system performance by orders of magnitude.

6 After two years of work, the IEEE Storage Systems Working Group would {ust as soon have no one mandate
that a storage systcm be compliant to the Mass Storage Reference Model (V4.0 or earlier) as the newest thinking is guite
different as to when these "models™ were concetved in the minds of the IEEE MSRM executive committee.

7 The reconciliation of TCP/ 1P F vtocols against the OSI FTAM's has created a wide rift in both the end-user
and manufacturer's communitics.
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We see the future as one where simplicity tn approach will be the winning solution. The
ultra intricate, cobbled together, dedicated flle servers of today will be replaced by wide
bandwidth, direct connected, volumetric cfficient, peripherals in the not too distant future.
This approach is the only one which will allow the supercomputer CPU to ever achieve its full

>tential and pay back to the end-user and his sponsors.

Coaclusions:

Within ouvr brief overview of the Mass Storage marketplace and the "Grand Challenges" that
it presents to the Systems Integrator we have attempted to show that a new order must emerge
in order to meet the end-users requirements and yet be affordable in terms of procurement, and
flexible in terms of future growth. Only by accepting a new paradigm in terms of architecture
and approach will the supercomputing industry ever be able to harness the ever growing "Crists
in Mass Storage".
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INTRODUCTION /, &{

The magnetic tape recorder has played an essential role in the capture and storage of
instrumentation data for more than thirty years. During this time, data recording technology
has steadily progressed to meet user demands for more channels, wider bandwidths and longer
recording durations. When acquisition and processing moved from analogue to digital
techniques, so recorder design followed suit. Milestones marking the evolution of the data
recorder through these various stages - muiti-track analogue, high density longitudinal digital
and more recently rotary digital - have often represented important breakthroughs in the
handling of ever-greater quantities of data.

Throughout this period there has been a very clear line of demarcation between data
s.orage methods in the "Instrumentation world" on the one hand and the "computer peripheral
world” on th: other. This is despite the fact that instrumentation data, whether analogue or
digital at the point of acquisition, is now likely to be processed on a digital computer at some
stage. Regardless of whether the processing device is a small personal coinputer, a work-
statjon or the largest supercomnuter, system integrators have traditionally been faced with the
same basic problem - how to interface what is essentially a manually controlled, continuously
running device (the tape recorder) into the fast start/stop computer environment without
resorting to an excessive amount of complex custom interfacing and performance compromise.

The increasing availabiiity of affordable high power processing equipment throughout the
scientific world is forcing recorder manufacturers to make their latest and perhaps most
important breakthrough - the comnputer-friendly data recorder.

This paper discusses the operating characteristics of such recorders and considers the
resultant impact on both data acquisition and data analysis elements of system conflguration.

BRIDGING THE GAP

Traditional multi-track recorders {both analogue and high density digital) take the
timebase of the information to be recorded for granied. The tape runs continuously at an
appropriate speed and data is applied to the input for the duration of the experiment or process.
Just like the trace on a paper chart recorder, the record is in a simple Y-T form, with "Y" being
represented by the magnetic flux pattern on tape while the "T" information is contained in the
tape motion itself. If a recorded tape is re-wound and replayed at the same speed and in the
same direction, the output is expected to be a close representation of the original input data,
including its timebase. Timebase compression or expansion can be achieved by increasing or
decreasing the tape speed. Time inversion is also possible by reversing the direction of tape
moverncut. The important point is that an indication of the passage of time is inherent in the
operation of the classical data recorder.

Until now, this feature has been both a strength and a weakness. A strength in terms of the
ability to manipulate the passage and direction of time on a recorded experiment during the
analysis process, but a weakness when it is neceusary to input the data to a computer in
anything but the simplest free-running mode. Given that most computers require data to be
input to disk or memory in chunks at a fixed rate, it is not a simple matter to ~ontrol the data
flow from a constant speed system efficlently without recourse to time-consuming stop-
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reverse-restart routines. In contrast, computer peripherals start and stop rapidly in order to
control the flow of data. This latter attribute would, therefore., appear to be a necessary
characteristic for a data recorder to be cu ..sidered as computer-friendly.

In addition to fast start/stop of the tape itself, some high rate digital cassette recorders
incorporate input and output data buffering to allow the tape transport to start and stop during
data transfer as necessary. The buffer capacity will be determnined by the need to ensure that all
pcssible sequences of tape movement {ramp up. ramp dowmn, etc.) can be accommodated without
loss of data.

The use of buffered data input/output, while greatly simplifying the actual transfer of data,
introduces more wide-ranging implications than might at first be obvious. For a user to gain
the maximum benefit from the closer integration of the recorder into the computer
envirrnment, it becomes necessary to consider the whole data acquisition and analysis
process rather than just the recorder itself.

If we accept the fundamental principle that computers need to clock data into memory in
bursts by starting and stopping the tape, how are we going to retain the importan( timebase
information which was so conveniently available by the very movement of the iape on a
continuously runnir,_, syster1? This consideration leads naturally on to the actual control of
data. On the command to start, traditional data recorders ramnp gently up to speed, lock in and
thern: data is available on the correct timebase. When told to stop, they ramp gracefully down
again to rest. If "good" data has been recorded on the tape at these ramping points, it is
effectively lost or at least corrupted due to the slewing of the tape speed.

This is clearly unaccentable for reliable data transfer so a subtle change of emphasis 1s
needed. It is important now to think in terms of controlling the flow of data - not the
movement of the tape itself.

Computer friendliness also implies reliable and convenient data management. It is
relatively easy to append housekeeping data during recording, but what type of data will be
most useful, and ho ~an it be used to best effect? For example, if the user intends to search his
records by date, time or event, it is critical that he develop an overall strategy for the creation,
logging and management of this type of auxiliary information.

DATA FORMATTING

Intuitively, it would seem desirable to establish a common data format throughout the data
capture and processing path if only to avoid the complexity and cost of unnecessary format
conversions. This philosophy requires an analysis not only of the way data is to be recorded,
but of the whole network (both current and planned future expansion) to estabiish, for
example, the best word width to use (for example: 8, 16 or 32 bits). Some recorders support only
8-bit fortnats while others can be vser configured for all three formats. If a common interface
format can be used throughout, the total system can be greatly simplified.

If the source data is serial in nature, it is important to decide carefully wh~— *  ~~nvert
from serial to parallel. In general, high rate serial recording channels ar ~nd
expenstve, so it 13 often best to perform the conversion before recordin - aaof
standardizing on a common data interface format will generally redu. 4ll system
complexity and cost, with the added benefit of increased flexibility and equip....  utilization.
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BUFFERED DATA TRANSFER

It 1s most unlikely that the clock rate of the acquisition process (e.g. analogue-to-digital
conversion) will be identical to that of the analyzing computer. This means that a change of
timebase is almost certain to be required somewhere within the data path. Looking at the
complete system, several important points should be considered. In any recording system, if
the tane is to be used efficiently data should be recorded on tape at the maximum re*~d density.

In the case of a condnuously running system (longitudinal or rotary), this has
traditionally meant adjusting the tape speed (and scanner speed, if appropriate) to match the
input or output data rate. However, when the recorder incorporates a read/write bufler, it is
usually arranged so that data is written to or read from tape at a single, fixed rate and tape

speed.

Input/Output rates below the recorder's specified maximum will result in its buffer filling
or emptying at a slower rate. The recorder accommodates this by automatically stopping the
tape until such a time that the lcvel of data in the buffer reaches a pre-determined level. The
rate at which data is written to, and read from tape is, therefore, completely independent of
user data transfer rate. This severance of the traditional direct ink between user data transfer
rates and tape read/write rates means that a buffered system can also accommodate data which
is not continuous {i.e. intermittent or burst data) and be able to operate at any user controlled
transfer rate (continuously variable) within its rated range.

Clearly, the buffered approach would appear to have important advantages for computer
based applications, particularly if the tape drive is specifically designed for very fast start/stop
operation - thereby necessitating only a relatively small data buffer.

An interesting additional benefit, which should not be overlooked, is that buffered systems
do not have to actually be in the normal recording mode (with tape running) in order to capture,
say. an unexpected transient event. They can wait in standby mode until the event commences
and then data can be written to tape from the bufler as previously described. Tais reduces wear
and tear not only on the recorder itself, but also on heads and media in the case of fixed-head
systems where nothing is in motion until data is transferred from the buffer on to tape.

Similarly, when reading data at a low transfer rate, tape motion only occurs as necessary
to maintain a level of data in the buffer comn.ensurate with the wser transfer rate.

AUXILIARY DATA

While we have seen that the buffered approach has much to commend it with regard to the
handling of different (and perhaps variable) input/output transfer rates and computer entry,
there remains the problem of the consequent loss of relationship between timebase and tape
motion since, as we have already discussed, the tape only moves when data is passing between
tape and bufler. If timing is already intrinsic in the user's data stream - for example, where the
input clock is synchronous with the analogue-t . digital sampling process - only periodic up-
dates may be necessary in order to keep evervt} ing .inder control. Aiternatively, more precise
timing information may be required. Some % rate digital cassette recorders incorporate an
iniernal clock which is written to a separate  .xilia.y} track in the form of a date/time code.
This timing information may subsequently b» used to support high speed search during replay.

Ancther useful method of providing reference information is by using event markers. On
some recorders, the controlling comnputer can write unique event markers along with event ID
character strings to the auxiliary track. These car te scanned at high speed in order to Incate
selected records and also to provide an event log or directory of all events on a tape. With
buffercd systems, users should expect this information to be recorded in synchronism with its
assoclated user data in order to maintain the necessary precise relationship between the
location of the event marker and the data to which it refers.
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COMMAND AND CONTROL

Clearl’, significant tmprovements nver traditional methods of 1 of data recorders
are needed if systeins are to be Integrated successfully into the c..nputer environment.
Typically, commands and status requests pass between the recorder and controlisr via a
conventional communications interface such as IEEE4838 or RS-449.

DATA FLOW

The control of data flow in continuously running systems is relativ-ly straple since it is
only necessary to start the tape running (at the correct speed) and allow data to flow in or out of
the vecorder. With buffered systems, however, the movement of the tape itself is a secondary
issue as this process is automatically controlled by the action of the recorder attempting to
empty or fill its buffer. One advantage of a recorder which has been designed with an integral
buffer is that .. should not be possible to either overfiil or empty its bufler during data transfer
nperations.

With continuous inputs, this may simply meaii ensuring that the input clock rate does not
exceed the rated maximum for the recorder. If the inpu. is in the forrn of burst data - biocks of
finite length with gaps in-between - it is generally permissible to exceed the maximurr
continucus rate for short periods. 1 the case of such "burst” data, it is advisable to implement
a "hand-shaking" protocol so that ...e recorder can control the flow of data within the capacity
limits of its buffer.

On replay. the situation is slightly difierent since it should be possible for the computer to
control the transfer of data in accordance wit! ts own needs and activities. Here, a hand-
shaking protocol is essential since the mere fact that the computer may have requested data
does not in every case mean that data will be immediately available. Consider the situation
whei a new cassette has been loaded into the transport and placed at the beginning-of-tape but
no other tape movement has yet taken place. The computer may request data and offer an
ouiput clock. but the recorder's buffer as yet contains no data. Instead, the recorder wili
acknowledge the request for data and immediately start to move tape in order to fill the buffer.
At a certain point, there will be sufficient data within the buffer for an output transfer to
commence. As long as the computer continues to demand data, the recorder will maintain an
appropriate level of data in its buffer, starting and stoppin; he tape as necessary. At somne
point in the transfer process, the computer may decide that it has sufficient data and cease to
request furt. er data. Recognizing this, the recorder will discontinue the reading process
although some valid data may remain in ihe buler ready for transfer later.

A convenient method of achieving this is to use a common, bidirectional data input/output
interface including hand-shaking lines which control the flow of data to and from the
recorder. For example, a DATA READY signal may be asserted by the recorder to indicate that
it is ready to receive data and a USER DATA ENABLE may be asserted by the user to indicate
that applied data is valid. When reproducing, a DATA READY signal asserted by the recorder
means that valid data is available, while USER DATA ENABLE is asserted by the user to
Indicate that he is ready to accepr outgoing data.
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MEDIA

Our discussion hithcrto has dealt with the gencral issues involved in integrating the
attribute "computer-fiiendliness” to data recordess and is basically independent of the choice
of inedia. The trend throughcut all classes of recording is towards the use of standard cassettes.
Threre is actually a paradox here since modern cpen-reel tapes can contain an enormous
amount of data and represent the most efficient method of storage by volume. (Rermember that
every cassette in effect contains an empty reel of suuilar volume io the media itself.}] Open reels
may not be convenient to ioad or keep free from cuntamination and are therefore considered
"unfriencly” by some users. Conversely, cassetles arc convenient to load. toth manually and
automatically, and their acceptance is now almost universal.

Although a full discussion on the range of cassette media is beyond the scope of this
particular presentation. many equipment designers now elect to use commercially available
multi-sourced cassettes rather than to develop custor-designed media for reasons of
economics and availabt!ity.
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INTRODUCTION

As the demand fer high data rate {up to 1 Gb/s). high density (down to 1 um2/bit) tape
recorder increases, the main investigation trend is an improvement of the well Imown helical
scan concept. The drawbacks of this technology are also well known: sophisticated mechanics,
head to tape contact and wear problems. In our fixed head approach. the recorder mechanics is
made much more simple. but the complexity is turned towards the integrated magnetic
components, which have to record and reproduce hundreds of tracks in parallel. Our
multiplexed write inductive head and magneto-optical readout head will be described. and the
global system performances evaluated.

RECORDING HEAD

To avoid the impractical number of connections necessary for addressing indtviduaily a
large number of tracks, the heads have been arranged on a matrix amray of rows and columns.
A conventional addressing technique is used to multipiex the recording process. Each head is
lecated at the crussing of two coils, the row wire being used to feed the daia to be recorded. and
the column wire to select the desired elements. The present multiplexed write component is
composed of 32 {data) x 12 (selection) = 284 heads.

A planar head technology has been developed for the thin film pole realization. The top
part of the head is then a flat surface, about 7 x 3 mm large, designed to record on a 8 mm M.z
tape. The bottom part of the head is a mix of conventional ferrite grooving. coil winding. glass
fusicn and polishing. Recorded t-ack wiath is 18 pm.

A two bean interference method. using a monochromatic light has been used to
characterize the head to tave contact. with about 10nm resolution. The interference pattern
takes place between the tape and a dummy giass component where the protuberant magnetic
pole shape of the multitrack head has been reproduced. In this experiment, the tape can be
static or running. It has been shown that temporal and spatial homogenceous close contact can
be achieved between a moving magnetic tape and a large active arca head. The head to tape
average spacing Is directiy ccrrelated to the tape roughness ( about 50 nm, measured by atomic
force microscopy) and cocs not vary significantly with the applied pressure (iypically around
2.104 PA). Taerefore, th= head to tape contact is as good as it is for a rotating head.

Signals recorded with a muitiplexed head have been compared to signals recorded with a
stzte of the art 8 mm MIG single track head. The output/current curves show a similar
maximum output level ‘o both heads. For optimized currents. output/frequency curves are
identical.



READOUT HEAD

The head to tape speed is very low in our system: 2.6 cmn/s. Only an active readout device
can: then be considered.

A simple transducer has been realized to pickup the magnetic flux {rom the fuli =»idth of .he
tape: on a GGG substraie, 2 magnetic layers are separated by a non-magnetic gap layer. The iape
is running on the edg: of this 3 layer assembly. The magnetizadon change in aine of the layers,
due to the recorded tape proximity, is analyzed using the well known Kerr effect. The full
magneto-optical device is then made of a laser diode. the magnetic senscr. a few lenses or
mirrors, a polarizer and a linear CCD. The laser spot is focused on the {ull sensor width, in
such a way that each track magnetization will be tmaged on a differsnt CCD pixel. No iaser
bean deflection is needed.

The signal over noise ratic of this head is proportional to the laser dicde power, the
magnetic efficiency and the figure of merit of the transducer. The use of Sendust for the senser
magnetic layers, and the optimization of the layer thicknesses has led to a 4-3% magnetic
eficiency. The figure oi merit of the transducer has reached 4.104. With a 50 MW laser diode, a
good enough 26dB peak to rms, fuil band signal over noise ratio has been cbtained to reproduce
20Mb /s on our present demonstrator. The fecorded bit length is Q.5um.

DIGITAL PROCESSING

A conventional 8-10 modulation code has been used 10 adjust the ~hannel to the magneto-
optical head characteristics. The output signal has to be equalized and the clock has to be
recovered for each independent track. i hast *~ne at a reasonabi: cost by multiplexing all
tracks in a pipelined architecture. Signal is dig. ‘ht at the CCD ouigut.

SYSTEM PERFORMANCE

The raw bit error rate measured for the overall system is in the range 10-5. A Reed Solamon
error correcting has aiso been implemented. and the system interfaced with a vidzo cedec. A
digital video demonstration is now settied in our laboratory.

CONCLUSION

A new concept of fixed head recording has been demonstrated, wit’ state of the art
performances. The advantages of such a system over conventional r ng heads are
numerous. The simple and reduced mechanics involved will lower the pri the recorder.

The low head to tape speed decreases tremendcusly head wear and tape dan..22. For space
application, the absence of gyroscopic effect due to the high speed rotating drum, the possibility
of backward readout may be essential.
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INTRODUCTION

In order to picvide transparent access to data ia network computing environments, high-
performance storage systems are getting smarter as well as faster. Magnetic tape
instrumentation recorders contain an increasing amount of intelligence in the form of
software and firmware that manages the processes of capturing input signals and data. putting
them on media and then reproducing or playing them back. Such intelligence makes them
better recorders, ideally suited for applications requiring the high-speed capture and playback
of large streams of signals or data.

In order to make recorders better storage systems, intelligence is also being aded to provide
appropriate computer and network interfaces along with services that enable them to
interoperate with host computers or network client and server entities. Thus. recorders are
evolving into high-performance storage systerns that become an integral part of a shared
informaoilon system.

Datatape has embarked on a program with ithe Caltech sponsored Concurrent Supercomputer
Consortium to develop a smart mass storage syscem. Working within the framework of the
emerging IEEE Mass Storage System Reference Model, we are bullding a high-perfoimance
storage system that works with the STX File Server tv provide siorage services for the Intel
Touchstone Delta Supercomputer. Our objective is to provide the required hnigh storage
capaciry and transfer rate to support grand challenge applications, suck as glopal climate
modeling.

REQUIREMENTS

Reliable, high-performance storage is a basic requirement of emerging network computing
systems used for analytical problem solving applications. With the advent of mixed media
data types. including computational digital movies, storage must accommodate bitfiles in
excess of one gigabyte. In order to move these bitfiles in and out of storage without bottlenecks,
transfer rates must exceed ten megabytes per second. Access time must be predictable within
reasorable human-interaction parameters. which is normally in seconds or minutes. Access
must be provided with high data integrity on the order of one error in 10E12 bits or better. Data
security must be provided through controlled access.

The Concurreni Supercomputer Consortium has these requirements. In order to support the n-
dimensional , nonlinear modecling of the grand challenge applications, large titfiles up te 100
gigabytes and high transfer rates at HI®Pi speed (up to 50 megaby.=s per second) are nezded.
Data integrity must reach the order of enie error in 10E15 bits. Standaru nterfaces (e.g.. HIPPI)
and protocols (e.g.. the IPI-3 comnmand set for high-performance virtual Jisk) are needed.
Compartmentation of data. such as storing separate bitfiles or classes of bitfiies on separate
removable media and providing controlled access to the riedia. is an acceptable approach to
data security.

Thus, storage must be provided as a subsystem characterized by the full range of systemic

parameters, such as performance, functionalitv, security, and reliability, maintainability,
and avatlabfiiity.
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RASIC STORAGE SYSTEM

Initially, Datatape will supply the Consortium with two DCTR-LP400Q Digital Cassctte Tape
Recorder/Reproducers (LP400s) capable of sustained transfer rates up to 400 Mbps, two
Variable Rate Buffers (VRBs) capable of buffering 384MB of data with burst transfer rates up to
480 Mbps, and two HIPPI interface modules. Protocols and commands are being developed to
manage the control and data paths.

The LP400 is a high-performance 19mm magnetic tape recorder that is capable of recording
and reproducing d'gha: data rates from 50 to 400 Mtps on the small, medium or large
commercially available D-1 tape cassette. The large tape cassette stores nearly one terabit of
data. The LP400 handles wideband data via 8- or 16-bit parallel 1/O and complies with the
ANSI-ID-1 format with a bit error rate of 1 error in 10E10 bits. Each set of four tracks (a track
set) s addressable by the corresponding track-set identification, recorded in the control track.
Loial control is provided via a remotable control panel. Remote command and status
operaton is provided via IEEE-488 or RS-422 interfaces.

The Variable Rate Buffers (VRBSs) are used 1o exiend the recorders from being instrumentation
recorders to being computer peripherals. A VRB and an LP400 recorder make up a peripheral
storage unit. The VRB transfers data to and from the host computer via a HIPPI interface in
bursts determined by the specific characteristics of the host interface, and it transfers data to
and from the recorder in the continuous streams that the recorder uses. The VRB features
automatic rewrite, whereby bad or marginal areas of tape are skipped over. This feature
enhances data integrity to better thap 1 error in 10E12 bhits. In addition to HIPPI, the VRB can
accommodate other host interfaces such as SCSI, SCSI-Nl and FDDI.

The HIPPI interface module has separate data and control interfaces. supporting peer-to-peer
data transfers. The HIPPI data interface is fully compatible with the relevant HIPPI standards.
It is a dual s.mplex cunfiguration; either the receiver or the transmitter can function
separaie'y. but not both at the same time. The data path ts 32 bits wide and transfers data at a
rate of 300 Mbps. The HIPPI control interface is an Ethernet port. The command/status szt is
modeled after the Maximum-Strategy version of the IPI-3 command set for disk arrays.

STORAGE SYSTEM EXTENSIONS

In parallel to the development of the wide-bandwidth interface, Datatape is developing
additional functionality to improve and extend the storage systems' performance and
scalability. For example, third-loop EDAC will be added to the VRB to improve the corrected
bit error rate to 1 error in 10E15 bits.

Robotic library capabilities are being developed to evolve this magnetic tape peripheral storage
system to a hybrid. hierarchical mass storage system. Our plan is to provide capabilities as a
Physical Volume Repository or Physical Volume Library, interfacing in the Storage Server to
support data transfers using either physical or logical file names. A carousel-and-picker
module is being designed to handie multipie sizes of cassettes. A feature will be provided to
enable multiple. independent accesses to a single carousel, which virtually guarantees access to
any cassette. It also extends the storage-capacity growth potential of the system. The control
framework is being st-uctured to accommodate heterogeneous storage drives and media, such
as magnetic and optical disk, as well as magnetic tape.
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FUTURE SMART STORAGE

The ultimate goal 1s a coherent, balanced high-perfonnance stcrage system that can be
configured and adapted to specific operational, technical and economic requirements. Such a
system will meet the basic goals of the IEEE Mass Storage System Reference Model: open
architecture for general purpose storage systems; applicable {o distributed systems as well as
centralized and standalone systems; and scalability. In additicn, such a sysiem will provide
services to facilitate the collection. processing, analysis and dissemination of data. Examples
!nclude signal processing, data reduction and enrichment, compressior: and encryption.
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In today's iarge mainframe and superco.nputer environment there exists a continuous
demand for increased performance in digital storage systems. The user need for near-line
storage capacity s currently doubling every four years. In addition to higher capacity, a
desire exists for nigher data transfer rates, and longer term database archivability, at lower,
and lower, cost. Each component of this quurtet of demands appears to be insatiable.
Magnetic tape techrology presently dominates the digital mass storage markets, but the
continuous growth of requirements is drawing attention to the limitations of the technology
as an a2rchival mass storage medium. The lowest cost option currently available for long term
data storage is to use magnetic tape, althnugh it is not well suited to meeting the need for many
tens of years of reliable storage. Today, the majority of magnetic tape mass storage systems
are based on the IBM 3480/3490 (or compatible) tape drives. These drives offer only moderate
transfer rates and relatively small increments of storage, both of which create a logistics
problem due to the large numbers of cartridges necessary in a typical system and the time
taken to transfer data. Both higher cartridge capacity and data transfer rates are avatilable in
some helical scan magnctic tape systems; however, these command a sustantially liigher
price, exacerbating the cosi problem, and are not compatible with most installed systems or
tape databases.

To speed data access a variety of IBM 3480 compatible robotic tape cartridge seivers have been
implemented with capacities up to 6,000 cartridges. These provide more acceptable access
times, out individual cartridges continue to provide only small capacity increments.
Although this is the industry preferrcd solution «. present, it resuits in massive, ¢xpensive
robotics, with siow access to only a few terabytes of storage, and does not address the needs of
very long iterm archivability or higher datc transfei rates.

A surge 0.  _crest In optica) storage has recently been created by the advent of optical discs.
These have been seen as a potential solution to the storage capacity problem and few large
systems have been implemented which employ up to 14 inch diameter discs storing several
gigabytes of data per side. At prescat, the data transfer rates of existing drives is very low,
typically under a megabyte per second. and their cost remains high. Regardless of this, optical
disc techniology has found some interest in the storage community, and sales of optical disc
systems are expected to reach over $2 Billion by 1996. Both write once and erasable
technologies are available, with most current interest going to the smaller erasable magneto-
optic systems.

For larger systems, the few gigabytes of storage offered by a single optical disc is much too low,
and robotic mechanical “Jukeboxes" have been implemented containing hundreds or perhaps
thousands of discs. These systems are generally also inadequate, offering only a tempcrary
and incomplete solution, due to limited data transfer rates, slow disc access, large physical
size, and substantial cost. Reliabiiity and maintainability problems also exist due to tne
mechanical nz.ure of the approach and the need for many disc interchanges. A much better
solution Is required for large system mass storage.

It is inevitable that the tape storage market will soon see the introduction of very competitive
products based on Digital Optical Tape (DOT™) technology. This will be particularlv true in
those market segments requiring large databases. due to the marked'y superior archival
properties and storage capacities of optical iape. Several manufacturers are introducing
various types of write once (WORM) ar.iilval optical tape media. Little interest appears to
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exist at this time for erasable tape, although both magneto- optic and dye polymer erasable
tape have been demonstrated . This lack of interest in erasable iape stems from the current
industry orientation toward archival mass storage systems, and could change in the future if
digital TV video recorders adopt optical tape techrology. In the near term, the emergence of
optical tape products, with their price/performance benefits over magnetic systems, will
probably greatly expand both the capabilities, and the market volume, of high end iape based
sysiems.

LaserTape Systems Incorporated has been resea. *hing a new digital siorage product based on
lasc - writing onto opiical tape. This Digital Optical Tape System (known as DOTS™), is
targeted at the large computer mass storage market. The DOT™ system utilizes the IBM 3480
removable cartridge, which contains about 150 meters of one mil (0.001inches) ihick, half
inch wide tape. This length of tape can provide up to 50 GigaByles of user data when allowance
is made for error correction {(ECC), track spacing, headers, etc. Haid mil thick tape is also
available, and provides nominally 100 GigaBytes of user data per cartridge. The initiai
systems use laser diodes of 830 nanometer wavelength as the write/read source, and provide a
one micron recorded bit size. Thus the optical tape areal storage density is the sete as for
optical discs.

The input/c 'tput (I/0) data transfer rates of the LaserTape drive can be between 6 and 15
MegaBytes per second, depending on the part!zlar optical tare media vsed. Several different
types of optical tape media exist both from U.S. a:d foreign sources, and all are compatible
with the LaserTape system. The archival lifetime of all media types is expected to
substantially exceed 25 years, and tape vendors are working towards establisht.g 100 year

archivability. Bit error rates, after correction, are expected tc be better than 10-13 for the
LaserTape drive.

Rapid increases in beth cartridge capacity and system data rate are anticipated in the future,
Snort waveleng'» lasers operating in the green, blue, and U.V. regions of the spectrum are in
development, and these sources will enable approximately an order of magnitude increase in
both tape areal storage density and data transfer rate. By 1995 the DOTS™ t=chnology should
be capable of storing about half a Terabyte in a single 3480 cartridge, with 1/0 data transfer
rates of over 100 Megabytes per second.

SYSTEM CONFIGURATION CONSIDERATICNS

Today's large systems are configured using three level memory systems. The central
processing unit (CFU) interacts with local fas- randum access (RAM) primary memory, which
itself interchanges data with on-line secondary (disc) storage. The disc storage is ioaded on
demand with the desired files from tertiary storage, which is invariably either off-line
operator or robotically accessed tape. Future system architectures will probably retain this
basic heirarchy with changes occuring at each functional level as storage technology
advances. CPU's ars migrating to multiprocessor systems, such as Thinking Machines Corp.'s
new~ CM-5, a massively parallel computer which uses up to 2,000 of Sun Microsystems SPARC
microprocessors. To support these and similar systems RAM is becoming larger and faster.
Distributed systems are rapidly hecoming the order of the day as networks effectively become
the system backplane.

Today's rotating disc systems will someday be replaced by larger capacity, much faster
systems using different technology such as. perhaps, optical holographic storage. This tyve of
system is already in development as evidenced Lty the Holostore system being developed by
MCC in Austin, Texas. This approach potentially offers several gigabytes of storage with
mi. -osecond access times. The Holostore technology uses volume holographic storage in
optical crystals. It is a page oriented device that writes and reads data in a two dimensional
optical form using a laser source. The system is physically small, has no moving parts, and s
a parallel access device capable of very high transfer rates.
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Development of high data rate mass storage systems are nat, of course, dependent on the
success of the Holostore technology. Magnetic disc systems currently available substantially
meet the needs of such a system, except for some 1/0 rate nd latency limitations in the RAM
to disc interface. Current wisdom has it that each MegaFlop {a Millicn Floating point
arithmetic operations per second} of processing power requires about five megabytes/second
of 1/C. This means that today's 2 MegaFlop (about 10 MIF, RISC mi-roprocessors rzquire i/0O
rates of 10 Megabtes per second from RAM. It fellows that the input data rates frum efther
the Holostore, or from disc to RAM, should be similar. Even given a certain amournt of reuse
of data in RAM or disc for a particular computation, the data I/O rates required from tertiary
storage arc not significantiy lower. This is particularly true if the average ille size
substantially approaches the secondary s.orage capacity, requiring frequent file transfers.

For supercomputer and mainfruine systems, the CPU rates are in the hur.dreds of MegaFlops.
and file sizes are often in many hundreds of megabytes. This results in a need for tertiary
storage /0 rates in the range of a hundred megabytes per second. Access time to a required
data set is also a factor of considerable importanc:. To support this compute intensive
environment, secondary storage using either discs or a Holostore system will be required with
a storage capacity of one or two gigabytes. Downloading bitfile data sets to such a system will
require frequent transfers of hundred inegabyte size files. File transfers of this size can be
required every few tens of seconds, i.e. ¢n a continuous basis . To support systems of this
nature, a tertiary storage system of hundreds, or perhaps thousands of gigabytes is required,
with continuous transfer rates in the range of a hundre1 megabytes per second. and access
times of about ten seconds.

One possible mcans of addressing this need is the usc oi disc arrays. The number of
Independent disc drives is determined by either the cumulative size of the memory desired, or
the cumulative 1/O rate desired. Data transfer iates of magnetic disc drives permit high
system data rates with only a few drives. However, a multt terabyte memory requires so many
disc drives as to be impractical. Disc arrays only offer modest memory sizes therefore do not
fit the mass storage need.

The introduction of optical tape drives with a uszr capacity of a hundred gigabytes per 3480
cartridge and with a data transfer rate of 15 MBytes/second potentially provides a better
solution. A system comprising only a single tape drive, with an autoloader containing ten 100
Gigabyte tapes, provides access to a terabyte of data in just a few tens of seconds. This is not a
vision for the far distant future. The 3480 cartriige autoloaders, the basic tape moving
system, and the opiical head fabrication technology already exist. All that remains s to
combine the available technol~gy assets into an optical tape drive.

THE TECHNOLOGY

The basic technology to be implemented in producing a high performance tape drive s mostly
a combination of two standard technologics. The tape drive mechanism is essentially a
standard IBM 3480 compatible magnetic system modified tc use optical tape. Virtualk- all of
the standard tape control electronics, including the tape velccity servo, is utilized, and
virtually all of the tape movement mechanics is preserved. The standard magnetic head s, of
course, removed and replaced by an optical write/read head. The optica! h=ad mostly us ;
technology which has been proven in the optical disc industry. Standard. although improved,
optical focus and tracking techniques are used to maintain track Jollowing and beam focus on
the moving tape. The basic system read/write scheme is shown in Figure 1.

The linear stop/start tape system of the IBM 3430 compatible is fully preserved and the
system operates at 3 meters per second, between the standaid tape speeds of 2 and 4 meters per
second. Thz high data rate is achieved by optically writing a transverse column array of one
micron diameter cptical bits, with all bits in the array being written simultancously. Having
written a columi: array of perhaps 48 cr 64 bits, the normal tapc advance allows ¢ subsequent
array to be wiiuen in less than a microsecond. In this manner data rates of the order of 100
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to 150 Megabits per seccnd are achievable. Figure 2, shows a transverse multibit column
located between two servo tracks. Servo and data bits are writien simultaneously. Data
recording is achieved by individual modulation of each bit in the array at about a tv-o
megah-rtz rate. As all (-ansverse bits in an array are recorded simultans~usly, an array of 64
data bits, for example, would give a data rate of about 128 Megabits per second.

With a 1.5 micron longitudinal (down tape) spacing, a 3 meter per secord tape speed gives a 2
MHz bit rate for each bit in the transverse array. A hii center to center transverse spacing of
1.7 microns is used and arrays of 32 and 80 bits per track are planned, corresponding to user
data rates of 6 and 15 Megabytes per second. For the 80 bits wide column the written swath
width is about 0.15 millimeters, which permits up to approximately 80 separate swaths (o be
written ac™ss the 12.5 mm tape width. This allows about 6,400 bits to be stored across the
tape width, and is the primary reason the system has such a high storage capacity per
cartridge.

The multi track format implemented permits quasi random access to data in that i is nc*
necessary to read the entire tape in a sequential manner. A transverse motion of the optical
head assembly allows each of the 80 individual tracks to be directly accessed thus providing
some aspect of parallel access. Each of the approximately 80 tracks c¢-.ntains 1.5 gigabytes 2f
data and is individually identified by coding within the track format, as is the track position
along the tape. Ey this imeans rapid access to any known file location can be achieved. The
location of daia within a tape is identified by placing both swath number identity and ‘down
tape' position data in the servo tracks. This allows the sy-'- t~ cantinually validate its
location on the tape.

Tne average access time to data on any tape, once loaded, 's 1. W . ? of the end to end
tape time of 110 seconds. For a 100 gigabyte capacity iay.- this prev. s« - erage access time
of about 37 seconds. If an autoloader of ten cartridgss w.se to b2 us >, tne time to exchange
cartridges will be about 8 seconds, thus previding an average ace  ; time of nomin - 45
seconds to any data. Use of shorter tape lergths in a cartri'2¢ car. coviously reduce average
access times within a cartridge.

BIT ARRAY GENERATION

The basic technology of recording onto optical tape has been successfully dernonstrated by
LaserTape and the key system feature is the means of bit array generation. A variety of

2thods can be implemented to generate the desired array of modulatable diffractiop limited
bits. One approach fabricated and tested at Las “Tape was based on acousto-optic

multifrequency diffractionl+2, In this technique a number of rodio frequency acoustic waves
are input to an optically transmissive crystal by means of a piezoelectric transducer, and
form a corresponding set of travelling optical diffraction gratings in the crystal. When
flluminated by a coherent optical source, each RF frequency and the resulting diffraction
grating in the crystal forms an optical beam at a specitic diffraction angle, and thereby a
corresponding spot position in the tape plane. Binary modulation of tne input RF driving
voltage intensity modulates the optical spot, resulting in data recording on the tape.

This technique was implemented in a systemn fabricated and tested at LaserTape {n mid 1991,
and successfully demonstrated writing and reading to and from optical tape a: ata rates
equivalent to 6 Megabytes per second. Only 8 of the designs 22 frequency channels were
electronically supported, but the system validated the technology of writing/reading to/from
rapidly moving optical tape with aiffraction limited spots sizes. A limitation cf the system
was the complexity resulting {rom implementing the digital modulation and multir le bea.n
generation in the same device. As described in reference 2, several cross modulation effects
occur due to using the acousto-optic device for the dual purposes of modulatior. and beam
steering. Techniques were designed which mostly compensated for these effects at the cost of
increased electronic complexity. However the basic param:icrs of acousts-optics and the
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steering. Techniques were des{gined which mostly compensated for thesc effects at the cost of
increased electronic complexity. However the Daskc parameters of acousto-optics and the
complexities arising from the cross madulaticn limit the usefulness of acousto-optic systems
to user data rates below 6 Megabytes per second.  An inherently better approach (s one tn
which the multiple optical beam geaneratiun anc beam moduiation occur (n separatc Zevices.
Designs of this nature =re now being pursucd. based on the numbers and modulation rates
describeq above.

TR.CHNOLOGY GROWTH OPTIOILS

The initial product planned by LaserTape provides up to 100 Gigabytes of user storage with
data transfer rates «f up to 15 Megabstes per second. This system is based on available laser
diodes operating at a wavel.:. jth of 0.83 microns. Use of a shurter wavelength laser source
enables a proportionately smalier written spot size, which irn turn provides greater stcrage
densities and possibly also higher data rates.

Cae proposed future implementation employs a frequency doubled Neodymium crystal laser
outputing 1n excess of 100 milliwat.s at a wavelength of 0.53 microns {green). The curvent
state of the art in tl.is .echnology is 140 milliwatis cw, with rapid power increases anticipated
ir. the near future. The amount of optical power aviilable will determine the data transfer
rate for a given optical system and tape media senstitvity. For the most sensiitve of the
available media, a nominai Jata transfer rate o1 10Q Megabytes per second should be achieved
with 120 milliwatts of avirage input o ~ower. allowing for system transmissicn factors.
This 800 megabit per s-cond transfe ;atches the needs of the emerg'ng fibre channe:
data nets as planned ::der the U.S. Govermmneat HPCC program.

The -:se of the shorter wavelength will allow recurding >f 0.3 inicron spots with 0.64 micron
spacing. Four a system: using a tape velccity of 4.0 meters per second, a bit spacing of G.64
microns implies a data rate of 5.2 - ‘egabits per second {or = single writing point. A data rate
of 100 Megabytes (800 Megahits) por second therefore requires that 128 cclumn array data bits
be written simultanegusly across cach swath, grving a swath width of about 80 niucrons. This
in turn w1l permit & storage capacity of up to 50C gigabytes per cantridge.

Increased laser power will enable a greater :»umber of bits to be written in pzrallel with
correspondingly h'gher da‘a raies. The present optical systems ar= esitmated to be capable of
track widths u{ 200 microns, poter.tially providing up to 250 megairtes per second write rates
if safficient laser power were to be available. A source laser power ¢f 1/4 wat. would be
sufiicient to provide & data rate of 200 miegabyvtes per second. This data raie “~aiches the {1l
transier rate of the FIPPI data coramunications protocol. It is clear that a s 'cant portion
of any program to produre an ultra high performance tape drive should be expe=ded !n
optimizing the laser source.

Further jnto the future, laser sources in the ultra violet regior: of .he spectrum may be
anticipated These may pvovide Lit sizes of 0.2 microns with 6.25 micron spacing, clowing
even nigher d.ta ratss and storage capacities of well over a terabyte per cariridge. A bit
spacing of .27 microns corresponds 10 an areal density of 11,00 megabits per squeare inch,
vvhick may well be achieved during this decs*e.  Fventually. spectrally selactive media and
write/r=ad techniques will potentially increasc both of these parameters py another two or
ti.ree orders of magnitude
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CONCLUSIONS

It can be concluded that the burgeoning demand for mass starage, quick accessibility, and high
1/0 daiz rates, is probably Lest mzt by opucal tape systemis. These are the only systerns that
can provice the universal quartet of requirements (capaciy. !/O rate, archivability. and cost
effecttvencss) at acceptable levels in the foreseeatie future.

1. A Korpel Acousto-optics. A Review of Fundamentals,
IEEE Proceedings, 72! 69 No.1. Pgs 46 (o 53, January 1981.

2 D. Herht,  Multifraquercy Acoustoptic Diffraction.
IEEE . ransactions on Sonics and Ultrasonics, VOL 1. SU-24, No.1.
January 1977.
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ICI OPTICAL DATA STORAGE TAPE - < -4 -
AN ARCHIVAL MASS STORAGE MEDIA <> —
Andrew J. Ruddick
ICI Imagedata i

Manningtree Essex CO11 INL U. K

1. Introduction

At the 1991 Conference on Mass Storage Systems And Technologies IC! Imagedata presented a
paper which introduced IC! Optical Data Storage Tape. This paper placed specific emphasis on
the media characteristics and initial data was presented which illustrated the archival
stability of the media.

1= paper covers more exhaustive analysis that has been carried out on the chemical stability
3 ¢ _ media. Equally important, it also addresses archive management issues assoclated
«. ' nr example, the benesfits of reduced rewind requirements to accommodate tape
<aiatton effects that result from careful tribology control 1+ il Optical Tape mediz.

.Cl Optical Tape media has been designed to meet the most demanding requirements of

2 chival mass sturage. it is envisaged that the voiumetric data capacity.long term stability
- and low maintenance characteristics demonstrated in this paper will have major benefits in
increasing reliability and reducing the costs associated with archivai storage of large data
volumes.

2. Summary Of ICI Optical Tape Media Characteristics

The general characteristics of 1CI Optical Tape media have been discussed in many otner
conferences and presentations (eg. reference 1) and will not be presented in detall here. The
features are summarized in the table below and inspection of these indicates the suitability of
optical tape for mass storage. The remainder of this paper focuses spzcifically on ihe media
characteristics that relate to the reliability of the media for archival applications.

Table 1. Cost/ Perfonnance Features of ICU Optica.

Low on-line cost 10¢/MB - 40¢/M:; depending on format

Low media cost 0.5¢/MB -1¢/MB falling with time

Rapid access 2GB - 20GB per sec. dependurs on format

High data rate >3MB/sec

Volumetric efficiency Factor 10 higher than advanced helical magnetic
Indelibie m2dia

Unlin:!zed read >40,000 rewind cycles

Long media life > 30 years
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3. Archive Life - Analysis Of Media Stability

3.1 Extended Bat:elle Testing

Previous published data on ICI Qptical Tape has discussed results frem accelerated ageing
performed at the Battelle Institute ir the Battelie Class II iest (reference 2}. Thts historical data
has clearly demonstrated media life.'mes in excess of 15 years for the pruduct. More recent
evaluation has extended the period of tesiing and lifetimes in excess of 30 years are now
predicted. The analysis is discussed in detail below.

3.i.1 Testing Reghae

The accelerated ageing test was carned out on fuil length reels of ICI 1012 Optical Tape
packaged {n a glass flanged reel.

Print to the test blank and written areas oi the tape were characterized with a map of BER using
the Creo 1003 Optical Tape Recorder (OTR). This was done an 3 metre long sections of the tape at
three points along the tape lergth corresponding to inner diameter, mid - diameter, and outer
wraps of the wound flanged tape.

The tape was aged In an environment of mixed corrosive gases for a vericd of 60 days as defined
in the Battelle Class II test. Previous work by Battelle Institute has generated a correlation
factor wh'~h shows this to be equtvalent to 30 years in a "typical” office environmeat.

Following .ccelerated ageing the data at each section of the tape vas then re-read on the OTR
and the B: ¢ compared with initial maps from the unaged sample. In addition the blank areas
were re-m- pped, and data was then written in these areas and the BER determined.

3.1.2 T Results

The BFER maps obtained are given in figure 1. For simplicity only data from the outer wrap
section of the tape is shown. Our previous experience from the Battelle test indicates that this
is where degradation is most rapid and this data represents, therefore, the worst case. [n these
maps the BER measured for each record is plotted against po: tion along the 3 metre sample
section.

In summary, inspection of the data shows that the BER of written data does not increase
significantly on ageing. A small increase is observed consistently down the length of the
samnple. The cause of this has not yet been identified and will be further investigated At all
points of the sample, however, the data remadins fuily correctabie and well within the limits of
ECC (raw BER of &x 10-4 ) . The blanx regions of the tape indicate 2 detectable increase in BER
during ageing. However data subseguently wrilien in these areas is also fully correctable.

In eummary, this result indicate. that ICI Optical Tape, both blank and with written data has a
lifetime weli in eccess of 30 ycars
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Fioure 1. BER Maps From Battelle Test
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3.2 Arrhenius Tests

3.2.1 Test Method

Previously reported Arrhenius testing of *CI Opticai Tape med!a has used the measured change
in reflectivity and CNR to obtain a lifetime prediction in excess of 300 years at 20°C (68°F) and
60% RH (reference 3}. More detailed testing reported here has used a measured degradation in
BER as the definition of fatlure. This is believed to be a more sensitive test of media
deterjoration.

One difficulty in carrying out accelerated ageing on tape samples is that exposure to el-vated
temperature and humidity required for rapid test results can warp, and uitima.ely embrittle,
the polyester base film to an extent that the media car: no longer be wound onto tne optical tape
recorder for read/write testing. To overcome this experimental problem, by inspection we have
found that the major cause of failure in our media after rapid ageing is the corrosive growth of
pinholes in the alloy reflector layer. Consequently, a microscope image analysis teclinique
was developed in order to quantify the growth of defects in the reflector. This technique was
not affected by mechanical degradation of the base On unaged samples a correlation was then
developed between the piniole count (quantifizd by area fraction of the inspected sample) and
correcied BER as measured on the Creo 1003 Optical Tape recorder. From this corielation a
pinhole count "fatlure point” could be defined. This was equal to an area fraction of 1 x 10-4.
This point was then used to define the failure of aged samples inspected via image analysis.

The accelerated agding was carried out by exposing short strips of tape media to a range of
temperatures (95°C 1203°F), 90°C(194°F), 80°C(176°F)) at a fixed RH of 70% The tape samples
contained 2GB of written data split equally at either end of the sample in order to assess any
diffe;ence between ageing of written and unwrliiten areas. For each temperature condition the
sample was removed from the chambers and inspected by microscopic image analysis every 3
days. The pinhole count at ten points on the strip was taken including areas of written data.
This was done avoiding areas of the sample obviously affected by handling damage. The
average cof these ten readings was used as measure of the sample degradation.

3.2.2 The Results

Typical data obtained is given in figure 2. Th!s is data from exposure at 90°C (194°F), 709%RH.
It can be seen that failure occurs catastrophically after exposure for an extended period
allowing ready Jefinition of the time at which the failure point was exceeded - in this case 42
days. Media tested at other temperatures gave plots of a similar characteristic (for simplicity
datia plots not shown).

From these results the failure data is plotted in figure 3 in accordance with analysis via
Arrhenius kinetics.

Inspection of this graph allows estimation of an activation energy associated with the failure
mechanism. This is calculated 35 1.36 eV.

Although the data is not presented explicitly in this report it was noted that comparison of
pinhole growth beiween written and unwritten areas of the sample revealed no significant
difference. This is entirely consistent with the results from Battelle testing which also
indicate written and unwritten medfa ages at same rate and via the same mechanisms.
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Figurs 2. Results From Arrheniuse Tests
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The activation energy of 1.36 eV compares very favourably with 1.5 eV quoted by Sony for their
rigid optical disc "Century Media". Based on this activation energy media lifetires of 300 years
can be predicted for tapes stcred under controlled conditions of 18°C (65°F)and 70%RH. Taking
into account the large ervors associated with calculation of activation energies and
extrapolation of such nredictions it s, perhaps, more reasonable to conclude that the data fully
supports lifetime claims 'n excess of 100 years.

4. ICI Optical Tape - Predicted Rewind Requirements

The data in section 3 addresses issues of chemical stability in the media structure. From this
we can conclude that the media is intrinsically very robust in both written and unwritten
forms and we can predict extremely long lifetime for the ICI Optical Tape roduct.

Equally important to the lifetime of the data, however, are tribolcgical effects which, if not
properly controlled, can cause damage to tape media in archive due to pack distortion, and in
the worst case creasing and cinching of the tape reel destroyu:g its functonality ar.d the data
stored within it. Thie is a very well known phenomena to archivists of magnetic media and
can result in high costs assoclated with good archive management.

This section of the paper addresses analysis and modelling work carried out within ICI
Imagedata which builds on the magnetic media experience and illustrates how the tribology of
our media has been designed to overcome these detrimental effects.

4.1 Background

The purpose of the programme 1is to assess the length of time over which tapes may be safely
stored prior to suffering distortion caused by tension relaxation. It is well known that over
time tension relaxes due to the phenomenon of creep. As the tension relaxes, so the interlayer
pressurs decreases which in turn impairs the ability of a tape reel to withstand the stresses
associated with normal drive operation. In practice this would be evident as longitudinal
interlayer slippage during acceleration cr deceleration.

Other fafiure mechanisms may also occur, particularly in regions where the cumulative effects
of interlayer pressure set up tangential comjressive stresses within the tape. In such regfons
layers of tape mcy actualiy separate to form voids (cinching}. All forms of loss of pack integrity
are to be avoided as the end result is likely to be localized degradation at best and complete loss
of data at worst,

4.2 Test Method

Due t9 the lung term nature of the effecis described above it is necessarv to use predictive
techiniques to assess and develop media characteristics. Oace the product is defined it is then
possible to commit to a lengthy assessment for true archtval performance.

The predictive technique which we have adopted is based on accclerating the rate of creep in
arder to cause failure. An independeni measure of true creep rate can then be usced to estimate
the time which would have been taken undsr normal storage conditivns. Thir is the approach
developed by Eschel and Bertram (reference 4) in their study of the archival properties of
magnetic media. The results of this wor' are widely recognized as provi ' | the best guidelines
for maintaining magnetic tapes in long term storage.
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The procedure is as follows: -

1} Along terrn measurs of the true rate of creep of the n:edia must be made. This requires a
high resolution measurement of tape ex.ension {a fow microns per week) which must be
isolated from variations in temperature and humidity for the duration of the test.

{1) The prediction of lif=time to failure requires not only creep data, but also a measure of
the relaxation in interiayer pressure from initial winding to the point of faflure. This is
best estimated by accelerating the rate of creep and determining the change in pressure
corresponding to the point at which the reel is no longer able to withstand normal
handling on the drive. In practice this is assessed by braking a spinning reel at
aggressive decelerations (580 rads/s< compared with 20rads/ss on the drive), any
indication of interlayer slip (llustrated by a chalk line alung the radius) is taken as the
failure poirt.

The method of measuring interlayer pressure is also that discussed by Eschel and
Bertram. Thin (25um, 0.001") stainless steel tabs are inserted into the reel during initial
winding. The force required to pull the tabs from the wound reel, together with the
measured friction between tape and tab, provide an estimate of the interlayer pressure.

1ii) The measures of percentage relaxation to failure and true creep rate are used to predict
the lifetime of a tape in storagc The estimation relies on an extrapolated fit for the
creep extension 2i the substrate. Based on creep data generated by Bogy et al (reference 5)
the total strain can be shown to behave with time as e~t9-9722 Eschel and Bertram vse
this empirical approximation to derive an expression for the predicted t‘me to failure,

Equation 1:
—2
L, e
¢ =t |E E
fatlure 1 1
g [ Tt
Where: tarr.  Is the estimated time to failure.
E is Young's Modulus (3531 N/mm?, 5*105 psi).
%P ts the percentage pressure relaxation at failure and

Ag/o is creep strain ps: unit stress at time t;.

4.2 Results
4.2.1 Creep Rate

The rate of creep of iourteen sampies of Jptical Tape media has been measured aver a period of
208 days. The tapes have extende at an :verage creep strain per unit load of 5.0°10°7 /pst.

These figures can be compared with an averagze of 2.4 *10°7/pst and a maximum of £.5*10°7 /psi
for various polyester substrates measured under similai conditions in Reference 3.

4.2.2 Pressure Relaxation

Accelerated creep tests have been carried cut by maintainin~ the reels at an clevated
temperature of 45°C (113°F)/50%RH. Tarpes are periodically removed, conditioned to ambient
and tested for slippage during deceleration at 580rads/s?2

For the 'l ,eel, fatlure occurred after the pressure had relaxed by 80%-85%. This levei of

reductivn is much greater than the 50% ievel predicted in the literature for magnetic media.
The interiayer pressure at failure is re. .arkably iow given the large inertias experienced by the

271



full length reels. It is clear that the tribology developments of ICI Optical Tape media which
were initially directed to give give excellent tape Landling and wear, and to allow easy
transportation will also give good peck integrity at iow interlaver pressures thut can develop
in archive.

4.2.3 Predicted Rewind Interval

Extrapolations for a full length reel, based on equation 1, are shown in Tzble Z belcw. The
creep figures are based on average creep plus wo standard dsviations. The rzsult for the tapes
studied in Ref 4 are shown for comparati.. purposes. Estimates are given for percentage
relaxations of 50% and 80%. Clearly, being able to maintain reel integrity at low {nterlayer
pressures has a dramatic effect on extending the rewind interval

The predicted rewind interval of 39 yrs should not be taken literally but rather as an
indication of the relative advantage of pack integrity at low interlayer pressures.

Table 2. Estimated Rewind Interval

Creep Strain Young's t fetture I
per Unit Modulus
Stress (/psi) (psi) (yrs)
-7 5
Full Reel 50% 65°*1C 5*10 3.1
-7 5
Full Reel 80% €5°10 5*10 39
-7 5
Ampex 50% {Ref 4) 5*10 5*10 3.5

Given the many assuinptions and aggressive levels of deceleration which have been used to
derive the storage lifetime we believe that further work s requirec to establish reliably an
upper limit. Based on the results generated so far it is nevertheless pessible to say that a period
of 5 years represents a safe, conservative interval for tapes stored in a well maintained
archive. It is fully expected that furiher analysis wili extend this prediction to 1C years or
more. Since creep is very sensitive to temperature, there will be severe Implications where
storage is under elevated temperature conditions.

4.3 Kewind Period ir Archive - Conclusions

The conclusion froni this work is that rewind intervals of § yvears can be safely ¢ ssumed for ICI
Ontical Tape full length reels wner« storage condiiions are mairtained at 18°C (65°F), 50%RH.
This is currently believed to be a very conservetive analysis. Hswever further work Is required
for more accurate predictions.

This length of time, together with the ease and speed of retensioning, represents a relatively
low level of maintenance. The critical factors in detennining this are the rate at which the
media creeps and the robustness of the pack at low interlayer pressures which is due to
carefully controlled suvrface chemistry between ove~co:  1d backcoat layers in the wound
pack specific to the ICI media struciure.

272



8. Summary

Data presented in this paper shows that the chemistry and tribology of ICl Optical Tape media
has been carefully designed to create a media ideally suited fur the requirements of a low cost,
low maintenancz, high reliability data arcnive. In summary, using industry standard tests the
following characteristics have been demnnstrated:

i. A media structure stable well in excess of 100 years under ideal storage conditions

1i. A media lifetime in excess of 30 years in the presence of corrosive Jgases, typical of
the standard office environment.(testing will continue in order to identify the
failure point)

iii. Tape rewind periods that are well in excess of magnetic med .. requirements,
allowing for reduced archive management costs.

Combined with the unsurpassed volumetric capacity and low cost that can be achieved with
optic.) tape, we believe these archival performance charactecistics make it an * mecium
for many mass storage applications.
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A write-once data storage media has been developed which is suitable for optical tape applications.
The media is manufactured using a continuous flim process to deposit a ternary alloy of tin,
bismuth, and copper. This laser sensitive layer is sputter deposited onto commercial plastic web
as a s'ngle-layer thin film. A second layer is sequentially deposited on top of the alloy to enkance
the media performance and act as an abrasion resistant hard overcoat.

The media was observed to have laser write sensitivities of less than 2.0 njoules/bit, carrier-to-
noise levels of greater than 50dB's. modulation depths of ~100%, read-margins of greater than 35,
uniform grain sizes of less than 200 Angstroms, and a media lifetime that exceeds 10 years.

Prototype tape media was produced for use in the CREO drive system. The active and overcoat
materials are first sputter deposited onto three mil PET film in a single pass through the vacuum
coating system, and then converted down into multiple reels of 35mm x 880m tape. One mil PET
film was alsc coated in this manner and then slit and packaged into 3480 tape cartridges.

1. Introduction

Optical data storage is quickly becoming a
viable and ofien preferred option to magnetic
storage. The rromise of high data densities and
archiva: stability has inltiated the
development of thia-fllm optical medias which
can be substituted into applications where
magnetic technology ts inadequate. For
example, optica: tape offers storage densities of
cver one terabyte cn a single 12 inch diameter
reel of 3mil fiim (35mm x 880mj}. This is
equtvalent to ~5.000 rzels of standard magnetic
tapc]. CREQO Electronics Corporation2 ha.
developed a commercial drive {or optical tape
and is currently using th> wii.2-cnce media
developed by JC! (Digitai Paper)3-4 for
developmental evaluation. LaserTape Systems,
and others, 2re in ‘hie process of developing new
drive techriology for the use of cpiical tape
packaged in 3450-type cartriages (1/2" x 570R).
Tnis would offer :nvlti-gigabyle storage
capacities i¢ the broader corsumer market.
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Years of developmental work at The Dow
Chen.:al Company has produced a flexible
optical media which can be used In tape
applications. The media has been shown to
have many superior properties with respect to
the other medias being developed for optical
tapc. This paper reports on some of the results
wiicu nave been collected recently.

2. Optical Tape Requirements

vape is considersd a non-rigid media and must
meel several special handling requirements
which are not major issues for rigid media.
v ach as discs and ¢ . us. 1ape media must be
sufficiently flexibie to accommodate motion
around the small hubs and rollers asscclated
with tape handling without degradation of the
layere structure?. Polyester films which range
in thicaness from about 1/2 to 3 mi's have been
shown to have the necessary physical and
optical properties required by current drive
technologles. Active coatings which ar» sputter
deposited onto these substrate- must also be
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sufliciently flexible to withstand the
mechanical handling assoctated with winding
and unwinding of the tape. Coatings which are
either thick cr rigid are susceptible to cracking
and delaminating, and are therefore not
suitable for the production of aptical tape.

The cleanliness and smoothness of the
s: bstrate materials are cntical tssues which
can affect perforrnance of the media.
Misintierpretation of debris and surface non-
uniformit'‘es can lead tc error rates which
excesd the level which can be handled by the
correction code uf the drive. Bit-errcr-rates
(BER) of up to ~10"4 can currently be
accommodated by the CREO drive, bat lower
levels are preferred. These concerns can be
addressed by pre-cleaning the substrate and/or
subbing the base PET with an organic layerin a
controlled environment.

A1other critical requirement, which s
relevant for all storage medizas, is that the data
must remain cnvironmentally stable for long
periods of time. This is esnecially true for those
media which are being targeted for archival
storage applications. For example, the optical
tape standard set by CREO requires a 15 year
media lifetime in an offtce environment

(25°C/500%RH) L.

Premature aging of mary thin flin media has
teen shown to cccur by several different
mechanisms: 1) the active layer can degrade by
such processes as oxidation or phase
segregation, to make the media less senslittve to
laser writing and/or increase the bit-error-
rate; 2, the w.itien data spots can change with
time to cause edge deformation or phase
reversal, thus reducing the playback signals; or
3) the media could mechanically degrade due to
wear and abrasion during media handling. The
first two forms of environmental degradation
are strongly dependent on the composition and
structure of the active layer within the med!a,
though some stabilization can sometimes be
achieved by overroating this layer with a
topcoat. Protection from frictional wear, due
to film contact with itseif and the roller
mechanisms, is best afforded by a hard thin-
film overcoat. However, most write-once
media that have a hard overcoat in direct
contact with the active layer are insensitive

toward laser writing.5-7

The current laser write sensitivity
requirements for optical tape are less than 2
nanojoules per bit for 35mm tape (CREO) and
less than 1 njoule per bit for the 3480 tape
format (Laser Tape).

3. Dow Optical Media

The new wrlie-once “ptical data storage media
developed at The Dow Chemical Company
exceeds these requirements for tape

applications. The recording layer8-14 is a
ternary metal alloy system containing tin,
bismuth and copper in a weight percent ratio of
70/25/5. This layer is prefersbly deposited by
plasma sputtering from a cast rarget.

The morphology of the sputiering target is a
complex distribution of metallic and inter-
metallic phases which are present in varying
amounts. Figure 1 is a back-scattering
electron image of the machined sputtering
target. The predominant phase is a tin-rich
matrix with 4-5 wt% incorporated bismuth.
The bright phase seen in the figure consists of
large areas of segregated bismuth (<1%Sn)
which predominates at the grain boundaries of
the Sn-rich phase. The needle-like structures
are the copper contalning phases. They consist
of a core of Cu3zSn (=-CuSn; surrounded by

CugSns (1i-CuSn) 15

The relative proportions and distribution of
these different phases are a function of the
temperature history of the sputtering target
during custing and machining. Fast cooling of
the target results in a {ine phase structure,
while slow cooling allows the phases to grow
into larger crystallites.

The heating behavior of the SnBiCu alloy ic
depicted in the calorimetric trace (DSC) shewn
in Figure 2. The relatively low temperature
endcthermn at 143°C is near the SnBi eutectic
tcmperaturcls. The alloy becomes pasty in
consistency at this point and can be
characterized as a soft, ruobile state which
contains many of the properties of both a solid
and a liquid.

The low temperature mobility associated with
the SnBiCu alloy (especially with regard to the
bismuth phase) implics that small amounts of
heat at the surface of the alloy during
deposition can have a pronounced infiuence on
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the compositior: of the final thin fitm media. If
the target temperature approaches 150°C, the
phases have an opportunity to both segregite
and migrate along the thermal gradieats
withir: the alloy. Compositional analysis of a
sputtering target after a series of extended high
power depesitions, in which the temperature of
the target swuiace was well above 143°C, showed
evidence of this type of elemental migration.
The Cu conizining phases tended to migrate
from the surface into the buik, while the Sn
concentration was found to increase at the
surface. Flims made during coating runs with
this target were found to be rich in bismuth,
relative tc the expected initial target
composition. By routine process moritoring
and proper boniing of the target to a cooled
backing platr, temperature-dependent
deposition can t¢ unifcrmly controlled.

4. Manufacturing

The medium is manufactured using a
continuous {ilm process where the alloy is
sputter deposited directly ontc thin: polymeric
web. A simplified schematic of the web coating
system is shown in Figure 3. This ccater is
configured to sputter coat up to three layers at a
time using three separate DC magnetron
cathodes. Also iocated in thz system is a nre-
glow station for ionized gas cleaning of the
substrate before coating. Each oi these four
stations (mini-chambers) is isolated from each
other In space, thereby producing a lccal
environment for the containment of the
plasma gasses. This allows separate processss
tn pe czrried out simultaneously at each station
without cross contaminatior: betwecn the four
sputtering sources, or alternatively aliows for
the incorporation of multiple targets of cne
material to increase the production race.

All of the critical process parameters are
continually monitored during the coating
process to ensure consistent and uniform
cootings. Down  web reflectance and
transmission spectra are collected as the
primary quality control feedback loop of the
system. Film properties are easily maintained
to within 1% of their targeted value for the
duration of the coating run.

The equipment described above was used to
refline the coating parameters and to produce
samples for market testing before moving the
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process over to 2 much larger, production
machine.

5. Laser-Write Sensitivity

The laser-writien data bits, in this write-once
system, are in th= form of non-reflective spots
on a rellective background. The mechanism for
spot creation was fourid to be differem than a
purely ablative and/or evaporative process. In
these flims, the alloy melts and flows out of the
laser irradiated area. thereby opening up a
dark pit or hole15-17_ The mediur= i3 sensitive
towards laser writing over a broad wavelength
range and will therefore be compatiole with
Jower wavelength lasers as that technology
develops (see Figure 4-5).

Laser write sensitivity measurements were
made using several different techniques. Figure
6 shows the relative laser-write sensttivities of
the SnbiCu films as a function of reflectivity.
These measurements were made using a static
test apparatus in which a 10 milliwatt diode
laser is focussed onto the surface of the media
(see Figure 7). To determine the laser-writing
sensitivity al constant power, the pulse width
is decreased until the data spot can no longer be
visualized. Digital spots were produced on the
Dow Media with enerygy levels of less than 2
nanajoules per bit.

Tape drives are presently being developed to use
media which have reflectivity levels between
35 and 55%. The laser-write sensitivities
shown in Figure 6 are observed to be very
similar for all of the media samples made with
refiectivity levels between 30 and 60%. This
invariance makes the SnBiCu media very
versatile towards fulfilling new media
requirements which may cccur as drive
technology evolves and can also allow this
media to be used in totally new, film-based
media fortaats, i.e. optical floppies. iaminated

cards. and discs!.

Dynamic sensitivity measurements were made

on an APEX Optical Media test systcmls.
Under ncrmal operating conditions, the APEX
system automatically focuses and tracks cn
compact disc type media. The 3mil films
produced for vptical tape were converted into
a form which was con:patible with tlie APEX
test systemn. Specifically, the filin was cut intc
discs which were ~4 1/2" OD x 1 1/2" ID and



ther: sandwiched between two mirror-flat
pnlycarbonate discs {~50 mil thick) to create a
sample in which the optical path was simnilar
to a compact disc. Additionally, thic 3mil film
media does not contain tracking infonnation.
Therefore, the auto-tracking ieature of the
equipment is unusable and continuous reading
of data relies on the inherent stability of the
spin stand to keep the laser head over the data
during subsequent revolutions of the disc/film
after writing. Table vibrations.. and the like,
eventually cause the data to drift out of the fleld
of view of the read )aser beam. The APEX
gystem will, however, consistently focus on the
media, as long as the media have been carefully
sandwiched to form a "flat”, wobble free
surface.

The Dow Optical Medta has been successfully
evaluated using the APEX test system. Typical
performance e aluations have shown
modulation depths of ~100% and carrier-to-
noise levels of greater than 50dB's at
10milliwatt/250nsec laser settings, 30 ft/sec
media speeds. and 30 kHz spectrum analyzer
bandwidths (see Figures 8-9).

Threshold values were obtained for the media
by changing the laser energy and measuring
both the modulation depth and carrier-to-
noise level at each new setting (see Figures 10 &
11). Both curves show a drop off in the
performance as the laser write energy is
decreased beyond the 2 nanojoule level. The
spot shapes are observed to be very uniform in
size with clearly defined borders (see Figure 12).

Several reels of the Dow Optical Tape were sent
to CREO for further read-write evaluations.
They were able to write successfully on the
media using laser pulse widths of less than
115nsec. An optical image of the laser written
data {s shown in Figure 13. The read margin
for this media {s shown in Figurc 14. The width
of the curve at the bottom indicates what range
ol threshold valuss (focus, laser power, etc.) at
which the data can be read with low error rates.
Margin wic*®:~ of 35 and greater are judged as
superior by CREQ. A value of between 36 and 39
is esttmated for the Dow Mcdia.

8. Environmental Stabllity
Media stability was evaluated bty subjecting the

fiims to various environments of high
temnperature and high humidity. The goal of

these accelerated aging experiments is to
extract a lifetime for the media at room
temperatue and room humidity. Lifetime is
defined as the time period in which the media
remains usable relative tc a set of media
standards. For the SnRiCu flims. it was
a .umed thst the media are acceptabie as long
as they remain within 10% of their original
reflectivity specifications. Therefore,
determining the time it takes a sample to
deg.ade to 90% of its original value, as a
function of water and temperature, will allow
for the calculation of the lifettme at room
temperature and humidity {20°C and 50% RH;.
Experiments run under isobaric {constant
water) aging conditions have shown that no

t temperature effect can be discerned
between 20°C and 100°C (see Figure 15). This
simplifies the calculation of the lifetime to
include only the effect of water.

Tove data plo:ted in Figure 16 show the smooth
relationship between the environmental water
concentration and the lifetime of the medta.
The open square represents the extranolated
lifetime at ammbient conditions. Lifetimes of
greater than 10 years have been predicted ior
the media.

7. Prototype Development

In addition to tape, other types of media have
been envisioned for the metallized web. Optical
cards and discs could be produced easily by
using an embossed iilm as the substrate
(contain'ng pre-formatting and tracking
information). ccating this web with the active
layer, and then laminating to a base substrate.
Schematic representation:s of these prototypes
are shown in Figure 17.

8. Conclusicns

A write-cnce data storage medium has been
developed which is suitadle for optical tape
applicaticns. Typical performance values for
the medium are as follows:

a) reflectivity leveis betveen 35 and 55%,

b) laser write sensitivities of less than 2
nanocjou'ss/bit,

c¢) modulation depths of ~1060% @ 250nsec and
10 mwatt laser settings,



carrier-to-noise levels which aie >50dB's @ 1{) read margins of >35.

3d0kHz bandwidth, 1 MHz/250nscc/

10mwatts laser settings, and media Work is continuing in an cifcrt to refine the

transiation speeds of 30fps, manufacturing nrccess parameters and qualify
for the CREQ drive :tystem.

media lifettmes >10years, and
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Figure 8. Digitized oscilloscope trace of the
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The advent of digital information storage and retrieval has ied to explosive growth in data
transmission techniques, data compression alternatives, and the need for high capacity /
random access data storage. Advances in data storage technologies are limiting the utilizat:cn () )
of digitally based systems. New storage technologies will be required which can provide higher
data capacities and faster transfer rates in a more compact format. Magnetic disk/tape and
current optical data stcrage technologies do not provide these higher performance
requirements for all digital data applications.

A new technology developed at the Optex Corporation out-performs all other existing data
storage technologies. The Electron Trapping Optical Memoi: (ETOM; media is capable of
storing as much as 14 gigabytes of uncompressed data on a single, double-sided 5% inch disk
with a data transfer rate of up te 12 megabits per second. The disk is removable, compact,
lightweight, environmentally stable, and robust. Since the Write/Read/Erase (W/R/E)
processes are carried out 100% photonically, no heating of the recording media is requdred.
Therefore, the storage media suffers no deleterious effects from repcated Write/Read/Erase

cycling.

ETOM media are novel erasable data storage media which utilize the phenomenon of electron
trapping common in a class of luminescent materials known as IR stimulable phosphors.
They are composed of an alkaline-earth sulfide host lattice and two rare earth dopants (the
luminescent and trapping centers). Data storage is a fully photonic process which involves the
interaction of light with the dopant ions and their electrons within the media. Also, due to
their exceptionally wide dynamic range, these materials are capable of multilevel or non-
binary recording. This coding technique can provide up to four times the data transfer rate
using four discrete amplttude levels.

The media uses two laser wavelengths to accomplisn ihe W/R/E processes. The transfer of data
is based nn a quantum effect which involve: exciting a luminescent fon and passing its excited
electron {2 a nearby trapping ion. Once bo.1d to the new ion, the electron falls to the ground
state of the ion; this traps the electron. Th* -s the stored state and is a stable configuration for
the electron. It will remain trapped until a photon of the read light sourne excites it from the
ground state to the exciu . d state. From here it can migrate back to a luminescent ion and fall to
the ground state. The transfer back to the ground state is accompanied by the emission of »
photon which is detecteu by the disk drive and indicates stored data.

Optex Cerporation has developed this rewritable data storage technology for use as a basis for
numernus data storage products. Industries that can benefit from the ETOM data stcrage
technologies include: telecommunications, entertainment, video {magery, and data/image
acquisition and storage. Products developed for these industries are weu suited for the
demanding store-and-forward buffer sys.cms and archival storage systems needed for these
applications. For example, 2 digital video recording system based on 4x subcarrier sampling of
standard NTSC composite color video (i.e., the D-2 standard) requires approximately 1 gigabyte
per minute of digitized video frames, and a transfer rate of 129 megabits per sevond. A 130 mm
..M cisk can store up to 14 minutes with less than 50 ms access time t. any irame. It a data
compression techniques such as the currcat WMPEG standard is emploved. the same ETOM disk
can store up to 18 hours cf compressed digital video programming.
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The "State” of "The State of The Art” In Mass Storage Technology

Dale Lancaster. Couvex Computer Corporation 5:-2 2827
3000 Waterview Patkway, Richardson, TZ 75083

automated mass storage application area. At Couvex we have been heavily involved ir: some of
, these efforts. This paper will describe some of our experiences and ziso discuss the trends that
; are occurring in this irdustry.
]

—

~In the last couple years, there has been an abnormal amount of interest and activity in the () /

The Tortolse and the Hare; Or Mass Storage and V¢_y Fast Computers

Looking back on the history of computing, it is obvious that =.ass storage technology has
grossly fallen short of keeping up with processor technnlcgy. it was observed that as many as
25 years ago the ratio between the amount of »ff5raable on-line disk storage and the amount of
physt~al memory on 2 amputer was 2bout 3000 to 1. In other wards. a typical departmental
computer would have maybe 1ok bytes of processor physical memory ar ’ about S0 Mby2es of
affordable” disk storcge. Now in 1992, that ratio has dropped to about . to 1 or less. This is
best illusirai=i graphically using the chart below. The amount of storage tn bytes Is
represrciitzd on a log base 2 scale over time In years. These are my own home grown numbers
but ! velieve represent a fairly true picture. The really curious question is what hap) ens when
the total amount of physical memory on e cumputer is more than the amount of “affordable
disk™ that will be connected to it? It will be posstble to buy computers with over 1 Terabyte of
memory by the end of the decade for what is considered a reasonable price. However the
equivalent amount of disk storage will be quite expensive. Maybe one oplion is tu store all
active data in memory and spool inactive data out to very high speed tape directly and avoid
the use of disks. I doubt this will happen. but it mav one day lead {0 this architecture.

Certainly disk storage has achievad some impressive densities and speeds, but processor speeds
and memory capacities have done much better. Because the computers are running much
faster, they are producing much more data than in the past and at a rate that mass storage
technology cannot typically hancle. Disk storage today costs about $2-5 per MByte ard that
cost is dropping as higher density drives are produced. The proule:n is that disk storage will
alwavs remain much more expensive than people want because their mass storage reeds are

at a rate that is faster than drive technclogy can handle. “Vithout new technology, it is
possible that the single largest cost for a data center wiil be for the storage and management of
data.

Technology now exists that allows a computer to have on-line access to virtv«lly all the data
that exists in the computer center. Until recently only the most presugious and "richest”
computer cente:s could affczd this type of technolegy. Now even a modest computer center can
afford it and as a result everybody is getting on tne bandwagoa of "on-lining” ali their data and
automating their data storage and management.

In the past, the solutions to on-lining data were jukeboxes and the ever popu.ar STK Silo using
4480 tapes. Optical jukeb >xes have yet to really catch on and ! think mainiy because the drives
are s'ill very slow and the total amount of "affordable” storage is ixot very high. The 3480,/4480
tapes have done quite well in this area, but because of the expenstve {echnology to automate it.
it has not been applicable to the smaller dat> centers. The other problem has been that the
Unix operating system has never been abie to handle the virtual disk concept ithe abllity tn
store more data on a filesystem than what actually is available on the disk).
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The software problem with Unix has now been solved in many ways with many vendors. The
most popular of these solutions is the UniTree Central Fiie Manager (UniTree) from DISCOS.
Convex has also produced its own virtual disk product called th2 Convex Storage Manager
{CSM). These two products are actually complementary in that CSM har-’es native ConvexOS
filesystem full conditions and UniTree handles network based cliemu access to the large
archives that it manages. We have plans at Convex to merge these two products.

The Realities of Tape Technology

The hardware problem has also been solved with the emergence of helical scan tape technology
and high speed interfaces to these tapes. The two most recent additions are VHS and D2.
Metrum Inc has taken VHS video tape technology and adapted it for digital storage and Ampex
and] E-systems have done Jikewise for the D2 tape technology. With helical scan, data is stored
by writing tracks of data at an angle across the tape rather than as longitudinal tracks of data
such as you find on 9-track and 3480. By doing this, you can archive much higher tape dexsity
and throughput. A single T-120 cassette can store 14 GBytes of data with access rates of 2-3
Mbytes/second and the D2 can store 25 GB on a small cassette and 165 GBytes on a large
cassette with acress rates of 15 MBytes/sec. With these new tape technologies it is possible for
mosi data centers to cost effectively store all iis data in a small 20 sq foot tape robot. As well,
with UnfTree and CSM, all these data (beiween 6 and 8 TBytes) can appear to the user as being
completely on-line.

Our first experience with truly massive storage of data has been with the STX Silo. It is easy to
say this technology has been extremely reliable and easy to use. E''t the reality 's that it has
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rapidly fallen behind in performance and capacity. A single STK Silo can hold abnut 2.4
TBytes of data on a good day. With newer 36-track 4490 tape drives, this capacity couki double
to 4.8 Terahytes. The read/write rate still hovers around 3 Mbytes/sec. The footprint for this
storage is in the 150 sq ft range at a cost of about $600,000. With newer technology, it is
possible to buy an 8 Terabyte system for the same price and a footprint of about 20 sq fi.
However, STK is the incumbent and has plans to adopt the helical scan technology and
integrate into the existing Silos. The table below gives you a comparison of the various tape
technologies available today (all of which connect to a Convex computer as well).

Tape Technology Comparison
SPEED COST
2 MB/s | $10k _

a0 [200MB_______|3MB/s [ $30k
VHS® _ [1aGB " I3MB/s %40k |

One of the tape technologics clearly not shown is 8mm. It has been our experience that this
tape technology is very unreliable in terms of re-reading tapes that have been written. We have
also heard of the tape cartridges themselves breaking after only a few hundred robotic mounts
and uninounts. Because of the relatively high rate of non-readability of the tapes. I believe
anyone would be taking undo chances for using this technology for daily use of mass storage
and data archiving. It may be this situation will change and then 8mm will become a very
competitive product for this application.

Helical scan is an interesting technology that was specifically designed for the video industry.
However, when taking this technology to store data. problems can occur. First of all, when
recording video, the user of this technology does not care if the recording is absolutely without
error.  Since the human eye cannot perceive a single or double bit error in a million bits, it's
not a problem. However, if this is digital data. it could easily represent the data for your bank
account. Now the level of concern goes up a few notches. The Bit Error Rate {(BER) for helical
scan without extensive error detection and correction is easily below 1 bit in a few giga'- :_ of
data. A couple of D2 and D1 vendors have produced drives of this quality. However, mcs  sers
find this BER unacceptable. The drives produced by Metrum and Ampex have BERs of 1 bit in
about 1 Terabyte of data. To achieve this level of BER, two additions were made to the
recorders. The first is a read-after-write of the data that is being recorded. The recorder will
continuously re-try the write of a block data until it has read t ack the entire block error free.
For reading of data, 3 lex :1s of error detection and correction «-¢ used to recover from tape
errors due to bad heads or deteriorated tape. These drives are brai.c new and have just recently
been put into production. Much factory testing has been done successfully and with extensive
field testing. I believe these drives will prove to be mainstay products in mass storage.
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Helical Scan Tape Technology

=

Cnie of {:e interesting features of helical scan tape, especially in the D2 recorder from Ampex
ar.d VHS recorder from Metrum, is the sound track is used to store block and file
inisrmation. By doing this, the tape can be "searched” at almost rewind and fast-forward
speeds. “This alleviates the need (o readt the data an the tape to find EOFs between files to do tape
positioning. I believe this feature will help these tape drives to be even more popular for the
virtnal! disk application. However on the down side, these drives are designed to use large
blocks uf data to achi=ve the high data raies. So in a fileserving type of application where there
are r:any small files storsd on the tape, the performance will drop dramatically. Also, if this
fast : earch capability 1s not used by the software or not supported by the drive, then the file
retrie rai and tape search operations pring the performance to a crawi. These two _features have
to be wurked around by the software that controls these drives. For small file storage, the
virtu: | disk software could consider doing clustering of these small files so that many files are
writte 1 at once in very large blocks (and retrieved in like manner). For tape search, it is
imper tive that both the software and the hardware support the use of the sound track for
block anc fiie position’-_3 on tape.

The last ivsue with the helical scan drives are the head wear. The average lifetime of the heads
(there are typically 4 in a single drive), is projected to be about 500 hours of actual read/write
time. At first, this seems pretty low, but the reality is that the tape heads are never constantly
i use, much of the time is used to do tape search (if using the sound track) and rewind.
Assumir.g there are at least two of these drives used in a virtual disk application, it would be
sale to ass.ime a head-use duty cycle of about 20-309% of wall clock time. This means that the
heads have to be replaced alt uiit every 3 or 4 months. The heads are quite expensive, especially
on the D2 tap:. As these urives and heads go into mass production, the costs and durability of
the heads shouild get mux 1 better.

A closing comm: un the use of these new high speed drives. This new technology demands
that you use a computer capable of keeping the drive busy, otherwise, why buy a drive that can
run 15 MB/s.c and your workstation can only pusa it to 5-10 MB/sec. Also, you will typically
have more ..1an one of these drives and this would further saturate any typical workstation
today. .. Convex our architecture is designed to support many such drives and also allow for
simul neous network activity. As prople begin to benchinark such performance. it will
becr - clear why the inv:sument in the computer Is as important (or more so) as the mass
st- vage rooot.cs and dri.es.
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The Realities of Fileserver and Mass Storage Software

As mentioned earlier, the clsar trend for most computer centers is to on-line all or most of
their data. The recent availablility of software to do under Unix has made it both possible and
extremely desirable. Another effort to make this more avatlable is the effort of the IEEE Mass
Storage Working Commitize. This Commt!i.ee is tasked with com:ing up with a model or
standard for the design and implementation of a software based mass storage system. At this
point, the model i3 very high lecel and thus, almost any data management software system is
compliant. As these folks make the model more detatled, it will cause proprietary systems and
products to be revised or replaced.

The first application that most people are interested in includes wbat of the virtual disk
concept. A typical computer center actively uses about 10-209% of the data on the disk. The
other 90% would be considered old. Many vendors, including Convex have implemented
software to handle this capability. We have modified Convex0OS. a Unix based OS. to be able to
recognize and generate file-faults; the ability to access a block of data thai dces not currently
exist on disk and should be paged into the disk from tape by the operating system. We detect
this fault at the read or write level, not the open. By detecting the fault at the rvad/write level,
this "file-fault” feature can be used by our native NFS implementation. In this manner, client
computers using Convex fllesystems via NFS can store data on the NFS mounted filesystem
and have it migrated to tape automatically. If the file fault was detected only on the open of a
file, NFS could not be used, since NFS opens are not propagated back to the NFS server. Ina
nutshell, we have treated the disk space much like we treat physical memory. We can page in
individual blocks of a file on demand, with read ahead, just like we page in pages of virtual
memory to physical memory. It is obviocus though that this demand paged virtual disk must be
tuned very carefully, otherwise you could easily have a thrashing and resource allocation
problem due to the demand placed on it by the {ast processor. In general, the paging feature
should only be used on very large files; otherwise, it is best to have the entire flle read in when a
fault occurs.

By having the file-fault feature in the kernel, the migration of the file from disk to tape and
back is totally transparent to the applications running on the system. All read, write, open
and close system calls can be used without change. The migration of files is done until a disk-
full condition or periodically as needed to keep the disk at a Jow-water mark for free space. One
of the main probiems that will occur when using the native Unix fil em, is that you could
eventually rui. out of inodes (file handles) for your filesystem. a virtual fllesystem is
terabytes in size, you could assume this could easily represent hundreds of millions of files. I
would guess this is one of the major problems that will have to be solved in the future for all
native Unix filesystems.

Another applicclion that i very popular is a centralized network archive/fileserver system.
At Convex -ve have embraced Unilree as the primary software package to handie this. UniTree
creates and . ports its own filesystem to client computers on a network. Tie client computers
access the flles in UniTree via FTP and/or NFS. The client computers simply store data to this
filesystem using familiar interfaces and the host or server computer running UnifTree ensures
that the data is migrated to tape as needed. With UniTree and the new tape technology. it is
possible to have a network fileserver/archiver that can store on order of several terabytes that
can be transparently accessed by ciient computers and it does not have the limited number of
inodes proslem that nccurs with normal Unix fllesystems.

One of the major weaknesses with network based archiving and flleserving using this new
technology ts that NFS (Network File System) has not a clue about file migration and long
access times due to tape mounts and such. In the end, something wiil have to be done to solve
these problems. The timeout problem with NFS is fixed by simply tuning all your NFS clients
to have a longer timeout period for those filesystems that are known to be under file migration
control. The other problem of identifying files that are migrated cannot be easily fixed with
NFS. When doing a long listing of the files on th~t filesystem, there is no way to tell which files
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are migrated and which ones are not. Also, there is no easy signalling mechanism to inform
the user that the file being accessed is currently being staged into disk. This is something that
will eventually have to be taken care of by some means.

At Convex, we have installed scveral UniTree systems around the world. We found quickly that
UniTree out of the box from DISCOS (the providers of UnfTree) was far from being a production
level product. Working with Titan Corporaticn, we have produced the world's first production
quality UniTree system. We found many problems related to data integrity, disk full
conditions and in genera! where the UniTree system is stressed by hundreds of requests.
DISCOS continues to improve the qualily of the software and believe that as other vendors
bring the product to market that it will become the dominant flle management product.

One of the critical things we have leamed is that when brining up any mass storage solution, it
should be done slowly. Trying to move 2 Terabyte of data into a on-line state tn one or two days
is not ideal since the system may indeed work fine, but will be swamped with all this new data
that in reality only 10% of it will ever really be used. It will take several days or maybe even
weeks for a mass storage system to become stable. Stable, in this context, would mean that
most of the data that will be used on a regular basis will be tn the disk cache and the data not
used often or at all will be in the tape system.

Related to network fileserving is that of the Distributed Computing Environment (DCE) from
OSF. The Distributed File System (DFS) portion of DCE (known as the Andrew filesystem) will
allow for the creation of a single monolithic fillesystem over an unlimited number of
computers. Many of the companies I have talked to are very iaterested in using this
technology. Currently DFS is not in production and only used experimentally mainly at
Universities.

One of the weaknesses of LFS already is that it does not have the ablility !0 migrate files to and
from tape. So when a DFS illesystem gets full, you have the same problems as before with the
normal Unix fllesystem. Howecver, there are efforts under way to integrate DFS with UniTree
to allow for a virtual disk that serves a whole network of computers. I believe this will create a
~perfect” world for most people as long as Andrew and UniTree live up to their billings.

Another technology that is based on Convex hardware and software is the EMASS storage
system from E-Systems. It is an integrated data management solution consisting of D2 tape
drives and robots and the Fileserv software. One of the basic concepts of EMASS is that of
scalable/growable data storage. It is a fact that as people on-line their data, they will continue
to need more and more data storage. With the EMASS DataLibrary, you can grow from about 27
Terabytes for the first module, up to 10 PETABYTES. There are many sites in the world that
could use this capability and capacity today. The average amount of storage used by centers
today is about 1 Terabyte. By the year 2000, this numnber will grow to about 100 Terabytes or
more. Given this to be the case, EMASS is positioned well to handle these requirements.

The Fileserv software is very extensive in its ability to track and store data. It has a very rich
accounting system and the interface to the system is via the normal ConvexOS fllesystem using
our file-fault interface. One of the most interesting features about Fileserv is ihat it supports
what I call tape sniffing. This is the ability to automatically track the BER of all the tapes in
the system so that as tapes begin to degrade in readability, the data is copied to another tape
and the bad tape ¢jected from the system. Even those tapes that are never read through normal
demands on the system are tracked by simply reading those tapes. This activity is tunable and
is a background process that does not add a significant load to the system. The nice thing about
this feature is that it puts a stop to the question of how long a storage media lasts. In this case,
it really doesn't matter as long as it's reasonable (say 5-10 years).
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Summary

In summary. I can say that fundamentally every data center in the warld is or will shortly be
very interested in soiving their data management problem through far more efficient and
effective means {han what they have today. I also believe that nelical scan tape technology will
be the mainstay storage technology to accomplish this, coupled with an IEEE Mass Storage
Reference Model based software system. I think that it will be commonplace to have
DCE/Andrew on most computers with at least one Andrew server running UnfTree as the
virtual disk manager.

1 also believe that as rmore and more computer centers on-line most of their data, that they will
want the abllity to understand what data they have to better utilize #t. This is generally known
as the meta-data problem. The intent is that if there are several million files. how do you
know {f you processed/read all the data on a given item or topic? By integrating expert systems
and object-oriented databases with the file management software, users can have an extremely
productive toal that in some cases would give companies a compe. 'tive edge for their particular
applications. There are some people in the world just starting to really work this issue and I
believe with'n a couple years there will be substantial prototype systems available to help
manage this problem. An interesting side effect of the meta-data problem is that companies
will need to generate more and more meta-data by "massaging” their data. This will require
both more processing power and more storage. so it is imperative thrt companies invest
properly in their computers so they can expand both the processing capability and their mass
storage options easily.

There is also a large portion of the computer population that is not well informed on tk« state
of mass storage technology. I believe as people learn about this leading edge technology,
demands for totally integrated mass storage solutions will increase dramatically.

Ampex is a trademark of Ampex Corporation

Unix is a trademark of AT&T

E-systems, DataTower and Fileserv are trademarks of E-Systems Incorporated

DISCOS and UniTree are trademarks of DISCOS Inc.

Convex, CSM, Convex Storage Manager are trademarks of Convex Computer Corporation
STK, 4480 and STK Silo are trademarks of STK Inc.

Metrum is a trademark of Metrum Inc.
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1.0 Introduction

Requirements are carefully described in descriptions of systems to be acquired but often there is no re-
quirement to provide measurements and perforrmance monitoring to ensure that requirements are met over
the long term after acceptance. A set of measurements for various Unix-based systems will be available at
the 1992 Goddard Conference on Mass Storzge Systems and Technologics. The authors invite others to
contribute to the sct of measurements. This abstract gives the framework for presenting the measurements
of supercomputers, workstations, file servers, mass storage systems, and the networks that interconnect
them. Production control and database systems are also included. Though other applications and third party
software systems are not addressed, it is important tc measure them as well.

The capability to integrate measurements from all these components from differer* vendors, and from the
third party software systems has been recognized and there are efforts to standardize a framework to do
this. The measurement activity falls into the domain of management standards. Standards work is ongoing
for Open Systems Interconnection (OSI) systems management; AT&T, Digital and Hewlett-Packard are
developing management systems based on this architecture even though it is not finished. Another effort is
in the UNIX International Performance Management Working Group [1]. In addition, there are the Open
Systems Foundation’s Distributed Management Environment and the Object Management Group. A paper

comparing the OSI systems management model and the Object Management Grou, “iodel has been writ-
ten [2].

The IBM world has had a capability for mcasurement for various IBM systems since the 1970's and differ-
ent vendors have been able to develop tools for analyzing and viewing these measurements. Since IBM
was the only vendcr, the user groups were able to lobby IBM for the kinds of measurements r.eeded. In the
UNIX world of muitiple vendors, acommon set of measurements will not be as easy to get. It is hoped that
this paper will strerigthen the effort to describe a minimum set of measurements.

2.0 Uses for Measurements

Seven types of uses have been identified. These are:

) distributed computing system scheduling

2) fire-fighting - solve immcdiate problems 10 provide acceptable response titne and resource alloca-
tion to all processes

3 tuning systems for current workloads

4 capacity planning
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) allocating resources
(6) looking for trends and characterizing workloads

) verifying system strategies are working or assumptions about workloads are valid, e.g. locality of
reference

The following two points are very important. (1) For fire-fighting and tuning, a systems administrator must
be able to link a particular “event” to a set of user commands.The systems administrator should be able to
know when a resource is responding slowly and which process is causing the probicin. We stress that it is
important to be able to link particular events of interest back to user commands though we know that it is
sometimes difficult. (2) Process as well as system-wide meastrements are needed.

It is also understood that taking measurements and collecting them are overhead and may in extreme cases
affect the performance of the systems measured; this is not specifically addressed in this paper. However,
data can be co.lected at various levels of detail depending on how much overhead is involved. The most
complete level of measurement is a log or trace of each transaction or event. The next level of measure-
ment is a set of counters that produce a histogram, which is an approximation to the distribution, of the
metric of interest. The least detailed level of measurement is a simple counter from which the average and
variance of the metric of interest can be derived. The level of measurement for any component depends on
the overhead associated with the workload.

3.0 Model of Distributed High Performance Computing Systems

In Figure 1 we piesent a model of the components of a distributed high performance computing system.
This model includes input scurces to indicate the collection of data for processing in the system. The dis-
tributed characteristics of this model are not depicted specifically but one can think of NASA's EOS system
as the basis for this model.

The components in the model are supercomputers, workstations, mass storage system, file servers, net-
works, input machines, database systems and production control systems. The model represents both hard-
ware and distributed software aspects of the components. Each circle represents a hardware component,
Each square represents a software component that may be implemented on some subset of the hardware
components. The network is represented by artows indicating interconnections. The dots indicate a set of
distributed components.

Below the system component level are lower level resources that are also necessary to measure. These are
the hardware resources such ac CPU, memory, disks, channel, external /O, paging and caches, and the
software rescucces such as buffers and queues.

Measuremenis at both system component and hardware/software resources levels are desired.

4.0 References

¢ Leon Traister and Terry Flynn, “A Measurement Architecture for Unix-Based Systems”, CMG
Transactions, Winter, 1991, pp. 69-77.

2) Peggy Quinn and Georgs Preoteasa, “Reconciling Object Models for Systems and Network Man-
agement”’, Technical Report, UNIX System Laboratories, Inc.
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Analysis of Cache ior Streaming Tape Drive

V. Chinnaswamy S0 8-35
8 Quail Hollow Road
Westbore, MA 01581 5 S / 5
1 Introduction /

A tape subsystem consists of a controller and a tape drive. Tapes are used for backup,
data interchange and software distribution. This paper is concerned only with the: b: *kup
operation. During a backup operation, data is read from disk, procezecd in CPU and then
sent to tape. The processing speeds of a disk subsystem, CPU and a tape subsystem are
likely to be different. A powerful CPU can read data from a fast disk, process it and supply
the data to the tape subsystem at a faster rate than the tape subsystem can handle. On the
other hand, a slow disk drive and a slow CPU may not be ablc to supply data tast enough
to keep a tape drive busy all the time. The backup process may supply data to tape drive
inn bursts. Each burst may be followed by an idle period. Depending on the nature of the
file distribution in the disk, the input stream to the tape subsystem may vary significantly
during backup. To co...pensate for these differences and optimize the utilization of a tape
subsystem, a cache or buffer is introduced in the tape controller.

Most of the tape drives today are streaming tape drives. A streaming tape drive goes into
reposition when there is no data from the controller. Once the drive goes into reposition,
the cont:oller can receive data, but it cannot supply data to the tape drive until the drive
completes its repositicn. This reposition time may vary fr- n several milliseconds to a few
seconds depending on the technology of the drive. A cor bller can also receive data from
the host and send data to the tape drive at the same ti _.e.

This paper investigates the relationship of cache size, host transfer rate, drive transfer

rate, reposition and ramp up times for optimai performance of the tepe subsystem. Formulas
developed here will also show the advantages of cache watermarks to increase the streaming
time of the tape drive, ma<imnum loss due to insufficient cache tcade offs between cache and

reposition times and the effectiveness of cache on a streaming tape drive due tc idle times
or interruptions due in host transfers.

In Section 2, several mathematical fc ..ulas are developed to predict the performance of
the tape drive. Some examples are -.ven in Section 3 illustrating the usefulness of these
formulas. Finally, a summary and some conclusions are provided in Section 4.

2 Mathematical Analysis

The pertormance of a tape subsystem depends on several variables and their relationships.
In this secticn, several formulas are develosed for the throughput of the tape drive.

Let

¢ ) denote the host transfer rate,
¢ u, the drive transfer rate,

e (, the cache size.
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* ¢, the reposition time,
e i, the ram) up tir< delay to request,
e t,, the streaming time before next reposition.

Any other variables of interest will be deficed as needed. For now, refer to P = t, +#4+¢, a8
a period. All the throughput numbers will be in kilobytes per secend. All times will be in
seconds.

2.1 Host transfer rate « the drive transfer rate
case i: A < g, Aty +24) < C, no idle tirae in host transfer,
i.e., cache does not get filled up during reposition and ramp up time.

cache |
size ->"
i
Axount |
of 1 + .
data 1 71\ /1N
| / i A /1 N
! /i \ /7 | \
| / H \ / | \
! / ! \ / I \
1/ | \ / | \
1/ ! \ / | \
i/ ! \/ | \
bm—————— e il Ltk
1€-->}<=>|<-—~smmmonmnn >i time
ty ¥} | 2

t, denstes *he d-ive streaming time. Each period repeats itszif until the whole backup
operation is over. So throughput can be calculated from jusi one period.

case ii: A < g, A(tr +1t¢) > C, no idle time in host trarafer,
i.e., cache gets filled vp during reposition and ramp up time.

cazhe |
size -~- R
! / I\
Amount i ; [
of | / i \
deta ! / i \
| / 1 \
| / | \
' / | \
I/ i \
/7 i \
v/ \
f€-memn - R A >}
c' “ ‘.



When cache gets full and the drive is in reposition, host transfer gets blocked. When this
happens bandwidth is lost. There is o idle time in host transfer except during this blocking
time. The above two cases will be analyzed first before getting into several other cases.

Analyzing the figures for cne period, we get the following relationships:

Ate+tg+8) =pts AL, +2) <C

C+M,=pt, if Ate +24)>C

From these two equations, we can get the value of ¢,

h={%§§‘ if Mte +e) < C
,-,-55 ifAMte +tg) > C

Since the process repeats :tself for each period, the effective throughput, T, of the tape
subsystem can be calculated from one period.
Total Data Transferred by Drive phe

_ - "
T= Total Time ottt 1405

We may ofien refer to T as an approximate throughput since we are neglecting the initial
time due to label checking, track turn around time, etc. However, these times would become
negligible when we are considering several hours of backup time.

Using the conditions above, we get

A ifA(t,+tg) <C
1‘={ sf At +tg) > C

1o Setalpm

2.1.1 Maximum ices in affective throughput

Wher ) < s and A(g, + ¢} > C, the host transfer is blocked when the drive is in reposition.
In this case, there is a loss in throughput due to insufficient cache.

The loss in throughput due to insufficient cache is given hy

B
L=A- —m——
14 Gertn-

Differentiating with respect to A, we can prove that the maximum loss occurs when

Ceop

. C
A=(T+u)-y—

where t=t,+t4. For C =512, t = 1.35, and u = 800, the meximum loss occurs when ) = 628.
When A = 628 KB/sec, we get only a throughput of 5§50 KB/sec, a loss of 78 KB/sec.
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2.1.2 Cache Watermarks

Wher A, + t4) < C, we migh* ** ink of introducing a watermark level at C - Aty such that
we fill up the cache before th  (pe drive starts transferring data.

When the controller tells the drive to start writing data, the drive does not start writing
data immediately. There is a ramp up delay in its response time. This timne is not negligible
for some drives. Suppose the ramp time is .5 seconds. If the drive is told to transfer data
when the cache i3 100 percent full, the host transfer will be blocked for 500 milliseconds.

zache |
E1Z@ ->%---e-memmaae .
' JN
! f0N
' /o0 \
TWM - e » i \
i It i A\
Ancunt ! 7 } \
of 1 7 ! \
data i / | ! \
1 / ! i \
i/ : | \
7/ | i \
¥4 | | \
Dl i R il i
J<-->1¢-> <¢->ig---~=--=-c-mmmom oo n o >
tt t %4 ty

Mte +4)% 8+ ) = by if Mty +44) < C
where ¢ is the additional wait ti e to bring the data in cache to the watermark level.
There is no point in setting a watermark if A(t, +tg) > C.

In this case, we have

Selving for t,, we get

c M ttatty)
TRV

Threwgkput = T = ngm = !—;'(;F' T

Using the val.e of ¢, we get

T A

-—f _ .

Introducing 2 cache watermark has not charged the throughput. But the streaming time hgs
increasad (and consequently the number of repositions during a given time has decreased)

sinee
A ttatty) _ Mir+t4)

R e PESY)

Given the tota! time or total amount of data, we can easily calculate ' 3 number of reposi-
tinns saved by using the cache watermark. If increased number of repositions causes any
reliability co:acerns, it is worth congidering intreducing cache watermearis when A{t,+4) < C.
When A(¢t, + ¢4) > C, there is no point in intreducing a cache watermark. It does not change
the throughput.
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2.1.3 Host transmiasion has idle periods

Let

s T be the continuous host transfer time

e ¢, be the idle period before the next transmission.

We will assumc that these times are contants and do not vury from period to pericd.
case iii: A< At +80) <Ci; > £+,

cache
Si2Zc ->*
|
amount | 71\ TAN
of ! F 1\ / \
data ! /| \ / \
i / [ \ / \
AR / i \ / \ /\
N A AN / ! \ / \ / \
1/ N/ ! \ / \ i \
dmmmmm e L i D o - $-—mmmmm——
l<->l<--->i<->|<->|c-~-~--~~~ ->l j<->l<->j<c-~-=--~ >l<->|<-->]
g ¢ tr 8 ¢y ty t4 ts ty =
j€--=mmmmeemmm oo fe T eSS S oo mmmm e e eemeceas >lgamemmmme e >1
n &
The approximate effective throughput is given by
TiA
~——
T+

The results are also true for the case 0 <, < € +¢,
case iv: A< pAtr +2)>C.ti > S+

cache
size ->* -3 -
} /1N / \
amount | / 1 \ , \
of [ / | \ / \ 1\
Aaca [ A AN / | \ / \ / \
/i \ S i \ / \ / \
R e R e il 4o b mmm e, e e e L L
1€<=>]<~-=>[<->|"->|<---~~--- > l<-><->|<-~~-=~ >l<-><-->]|
tq t, tr 4 ¢t ty &4 t ty =
J€-mmmmmmmmm e - e >l€-mrmmen-- >
T, 4



Ia this case, the host transfer is blocked when the cach : gets full. The approximate etfective
throughput is given by
o Tt +ta— XA
T+

T - 3%

=l

g+

where n is given by

IF [Ty - nte +ta+ 35501 > 3+ 25+ 00
thenn=n+1

Tberesultsarealsotruefortbcmeo\'s;(%-i-t,

2.2 Host Trznsier Rate > Drive Transier Rate

In this sezHon, we will analyze all cases arising from the condition when host transfer rate
exceeds the transfer rate of the drive.

221 No idle Time ia Host Transfer
case v: A > u, Afty +¢4) <C, no idle time ip host transfer.

cache |

size ->* =000 @ eeem e eacecaeo-
| /

Amount

of

data

I
I
!
|
|
| /
[
|
|
|
|

s
.

fmmmmmmm
|€==->]<->

" ¥ ts

In this case, input is blocked as soon as cache is full. Input rate will be limited to the output
rate. Effective throughput of the tape drive is the maximum throughput capacity of the tape
drive. Cache has no significant impact.

~
. e mw o e - N

case vi: A > u, i(t, +t4) > C, no idle time in host transfer.



cache |

size ->* = ----- D R LT R R A
1 / 1
Amount ! / !
of 1 / I
data | / |
| / 1
1 / |
| / I
i / !
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/7 i
i/ |
17 i
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In this case, input is blocked as soon as cache is full. There is no input or output transmission
for some period. This is a lost bandwidth. After this no transmission period, input rate will
he limited to the output rate. Cache again has no impact.

2.22 Host transmission has idle periods
case vii: A> mAltr +t) <Cti <L or A> pA(tr +14) >C55 < £

cache |
size ->* e - _
I / (Y / \
amount | / Iy / \
of l / [ AN / \
data 1 / | \ / \
1 / 1 \ / \
1/ | N/ \
1/ i
I/ |
L e bt el et ikl
R R i el E e >
t4 te
|€=~mmmmmm - ceemmm=- >l<--~->I|
n %

In this case, the input transmission begins before the drive empties the cache. The drive
streams all the time. The effective throughput is approximately the same as the drive
transfer rate.

case viii: A> pAMte +8) < C.E<ti<€trtor A> pMtr +1)>C,E <5<+t

i.e., the input transmission begins after the drive empties the cache, but before the drive
completes its reposition.
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The approximate effective throughput is less than the drive transfer rate. How much less
will depend on the reposition time and idle time.

case ix: A> mAtr +8) <G> L+t 0r A> pAltr +4) > Cts > E+ 10
The idle period is longer. The drive empties cache, completes reposition and then waits for

data.

~ache |
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The effective throughput for one period is given by
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The approximate effective throughput is less than the drive transfer rate. How much less
will depend on the reposition ime, wait time and idle time.

3 Some illustrative Examples

Suppose we have a drive with » = 800, ¢, = 1.0 second, t¢ = 0.350 second, C = 512 KB. For
continuous host transfer and for all A < u, the graph in Figure 1 gives the throughput for
different cache sizes. We lose some throughput with 612 KB cache. 1024 KB cache gives
better performance than 512 KB cache. More than 1 M1 cache seema to be a waste.

Figure 1: Cache Sizes and Throughput

Effactiveness of Cache

2048 Cache
1536 Cache

Throughput (KB/a)>

100 200 300 40 800 600 700 800
Input Rate (KB)

Lot us consider the effect of increasing only the tape drive speed, i.e., u = 1600, ¢, = 1.0
second, ty = 0.350 second. Figure 2 shows the performance for various cache sizes. For all
A < p, increasing the drive transfer rate will decrease the performance of the system unless
there is an increase in cache size. A cache size of 2 MB is needed when the drive transfer
rate is increased to 1600 KB/gec.
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Figure 2: Performance for Different Cache Sizes

Effactiveness of Cache
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A comparison of Figure 1 and Figure 2 shows that increasing the transfer rate of the tape
drive without a comparable increase in cache size and/or decrease in reposition time has a
negative impact in the performance for certain range of input values. The throughput can
be increased by reducing the reposition and ramp up time instead of increasing the cache
size.



Figure 3: Performance for different reposition times -
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4 Summary of Resuits and Conclusions
case i: A < @, A(ty + t4) < C, Do idle time in host transfer = Twl
case ii: A < p,A(tr +¢g) > C, no idle time in host transfer =>Tw—=E—y

1,.‘!..%&.

case ifi: A <pAltr +45) <C,> €+ = Tyl

case iv:A<p,4\(t,+t4)>C',t,->§+t' =->T~m—"5"'11,":—-¥-"—*

case v: A > p, Aty +t4) < C, no idle time in host transfer =»> Twp
case vi: A > p,A(ty +tg) > C, no idle time in host transfer = Ty
case vii: A> mA(tr +4) <O,y < S =5 Twp

case viii: A > p Mty +44) < C,E <ty <€+t = Tw(1- FH)p
case ix: A> uAltr +4) <C4 > S+, = Tw(1- S5t0%)u

case X: A> pmAlte +45) > C,t; < € => Tap

case Xi: A> pA(tr +14) > C, € <ty < € +t, = Tw(1- F)p

case Xii: A > p,A(tr +4) > Oty > £ +£,=> T~(1-5?;-',“:—')p



When the host transfer rate is less than the drive transfer raie and if cache doesn’t get
filled up during reposition, the throughput rate would be the same as the host transfer rate.
Whean the host transfer rate exceeds the drive transfer rate and either the host transfer has
no idle time or the idle time is less than the time to empty cache, the throughput would be
the same as the drive transfer rate. In all other cases, we lose throughput. The amouat of
loss would depend on the parameter values and their relationships.

In case ii, we lose throughput either because we have insufficient cache or the reposition
time is high.

In cases iii, viii, ix, xi, and xii, we lose throughput because of idle time from host transfer.
When there is an idle period, &, the tape drive

e will stream if < £.

* will not stream if ¢; > €.

In case iv, we lose throughput due to both idle time and insufficient cache.

These formulas are helpful to understand the behavior of the new tape subsystems when
there are changes to any of the parameter values. They also predict the backup throughputs
for any specified parameter v-lues.
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Los Alamos, New Mexico 87848

Abstract

The Los Alamos High-Performance Data System (HPDS) is being developed tc meet the very
large data storage and data handling requirements of a high-performance computing
environment. The HPDS will consist of fast, large-capacity storage devices that are directly
connected to a high-spe.d network and managed by software distributed in workstations. This
paper will present the HPDS model, the HPDS implementation approach, and experiences with
a prototype disk array storage system.

Introduction

Advances in massively parallel, iarge-memory computers and high-speed cooperative
processing networks have created a high-performance computing environment that allows
researchers to execute large-scale codes that generate massive amounts of data. A large
problem will generate frcm tens of gigabytes up to several terabytes of data. These
requirements are one to two orders of magnitude greater than what the best supercomputing
data storage systems are now able to hai:dle and will require a new generation of data storage
systems. As the massively parallel machines b..come more powerful, the data handling and
data storage requirements will likewise iacrease, requir'ng even more powerful data storage
systems.

To meet the data storage and especially the data handling requirements of this high-
pe iormance computing environment, a Jata storage system model, in which storage devices
are directly connected tv a high-performance network and data is transferred directly between
the storage devices and the client machines, is needed.

HPDS Model

The High-Performance Data System (HPDS) model is based on storage devices that are
cnnnected directly to a h:gh-performance network, such as a HIPPI-based (High-Performance
. = ;allei Interface) network, so that data can be transferred directly between the storage devices
and client machines, instead of the traditional method requiring an intermediary mainframe
computer.

The HPDS model is shown in Figure 1. Disk devices ave used to meet high-speed and fast-
access requirements, and tape devices are used to meet high-speed and high-capacity
requirements. By connecting the disk and tape devices directly to a hich-speed network,
higher data transfer rates and reduced hardware costs are realized. The model uses separation
of control and data to provide increased flexibility and performance.
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Figure 1. High-Performance Data Systemn Madel.

The recent availability of HIPFI-attached disk arrays allows implementation of a disk array
storage system based on the HPDS model. Other computing installations have c~nrected
HIPPI-attached disk arrays to clients and have operated them in a mas.er-slave mode with the
client sending read/write commands to the disk array using a HIPPi comm..nd-data port. This
mode necessitates implementing a device dri*er for cach client ard - reates integrity and
secur'ty problems because each client ca i reac . write anywhere in the uisk arsav.

A more secure approach, and one that allows a peer-to-peer data transfer between the disk
array and the client machine, is to associate a workstation with the disk array i« imiplen.ent a
disk array storage system. In the HPDS model, this workstation is referred to as the disk
server. All requests to store and retrieve data are made to the disk server, which then issues
the read/write commrands to the disk array through an Ethernet “coramand-only” port using
TCP sockets. The read/write commands specify that the disk array is to transfer the data
to/from the client machines using the HIPPI “data-only” port. The disk array will not accept
commands on its HIPPI data-only port, so access can only be through the disk server. The dis™
server will provide device management and storage management capabilities for the disk array
and will implement a data transfer protocol with the client machine.

The same approach will be used for HIPPI-attached tape rievices when they become available.
A workstation-based tape server will be associated with a HIPPI-attached tape device to

—

implement the tape storage systems shown in the HFDS model

The file server component of the HPDS model wiil implement user interface and f{ile
management capabilities that are distributed ¢~ multiple workstations.
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JPDS Implementation

Implementation of the HPDS, as shown in Figure 2, is uncderway. The approach is to
implement a series of prototypes that will provide improvirg c=nabdlities for client machines in
a timely manner. This approach will better allow new techr i *=s to be used as they become
available and for experience to be gained and used more el. <iively. Work has started on the
file server and disk server protoiypes. The various server cumponents of the HPDS wil be
disuibuted on multiple workstations and will employ message communication: using TCP
sockets.

General Ethernet

Clients Ethernet or FDDI
to Clients

x_ﬁ
Frame Buffers” _ . _. .
e —

HIPPI Swi...

Figure 2. High-Performa—. e Data System Implementation.

The file server will censist of user interface servers. name servers, and a location server. In the
initial protowype, an :nterface cailed the Data Transfer Tool (DT Tool) wili be implemented to
transfer files or parts of files between a client machine and the HPDS. DT Tool will be
implemented as a coizrnand !.terface on the client machines and as a DT T'ool server on a flie
server workstation. D't Toel functionality, operation, and syntax wil! be sirnflet to FTP. The
functior of the name servers is to map the user path names for files to a file identifier that is
used to access the data from a storage system. The initial name server will provide @ UNIX flle
structure and UNIX flle man~gement capabilities. The location server will map the fue
identifier to the storage system(s) that currently stores the flle. The locaticn server provides for
the initial placement of files and for the subsequent migraton/caching of files between different
storage systems. Future user interfaces might include an itnplementation of an NFS-like
transparen: interface 10 HPDS files and a Metadata Tos! that would allow users te build
metadata fifes that describe and provide structured access to the data.



The principal functions of the disk server are to pro-ide storage and device management for the
divk array and to provide control for the data transfe: process. A dedicated workstation will be
used for the disk server, which will provide the view of logical storage spaces with requests to
create/delete storage spaces, store/retrieve data in the storage spaces, query/modify attribute
information. and status/abort requests. The disk server maps the logical storage spaces to the

physical storage of the disk array.

Cnce the disk array storage system has been implemented and evaluated, a iape storage
system will be implem.ated. HIPPI-attached tape devices arc not available now but may
pbeco:ne available before the end of 1992. An Ampex DD-2 belical scan recorder may be
acquired for evaluation purposes and would be equipped with a HIPPI attachment when it
became available. Possible use of HIPPI-attached DD-1 helical scan recorders and HIPPI-
attached IBM 3490 ape devices is also being examined.

For a client machine to use the HPDS directly, the machine must have a HIPPI connecuon and
must instail special user interface and data transfer software. A “Gateway Machine™ will be
implemented to allow HPDS daia store and data retrieval for machines that do not have a HIPPI
connection or for machines where it is not practical/desirable to install the special software.
The Gateway Machine will cache HPDS data and allow it to be accessed using standard
protocols (Le., FTP, NFS, AFS) over Ethernet and F0DI networks.

The IEEE Mass Storage System Reference Model and the emerging standards for the IEEE
Model were used in the design of the HPDS to take advantage of ihic IEEE Model knowledge
base., to make the HPDS more understandable to others, and to allow future
hardware/software systems based on IEEE Model standards to be used. The HPDS file server
implements the IEEE Model name server, location server, bitflle server. and migration
functionality, while the HPDS disk server implements the IEEE Model storage server and bitfile
mover functionality. The IEEE Model systemn management functions of storage manggeinent,
operations, systems maintenance, and administrative control will be implesiented.

Early Ecperiences

An eariy prototype disk array storage system was implemented by connectirig an IBM RS/6000
workstation to the Ethernet commmand-only port of an IBM 9375 disk array. The IBM disk
arr .y consists of 16 data disks that provide a storage capacity of 23.3 gigabytes and a
maximum data transfer rate of 55 megabytes per second. Storage management and device
management software was implemented on the workstation.

As shown in Figure 5. the prototype disk array storage systern was connected to the Los
Alamos Advanced Computing Laboratory HIPPI network, which allowed the disk array storage
system to have HIPPI connections with a Thinking Machines CM-2, a CRAY Y-MP, an IBM
3090. and a high-resolution HIPPI frame buffer.
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Figure 3. Prototype Disk Array Storage System.

A high-speed Data Transfer Protocol (D17¥; that alicvs UNIX-based systems to transfer data
over a HIiFFi connection was Implenicrnted. DTP is based on the separation of control and data
where control uses TCP socket cunncctinns, and *raw” data (daia withcut headers) is
transmitted over a HIPPI connection. This sepaiaticn 2llows for reliaste delivery of control
messages, while simuitan=ously aliowing large blocks ¢l ucta to be transiexr=d over the HIPPI
with minimum overhead. DTP assumes wnat HiPPI eiror checlassg will detect esseiztially all
data errors and that the erro- rate is low, so large data blocks (i.e.. meZabytes) can be usca.
The protocol provides flow control. block-ievel retransinission, and timeouts. Data transfer can
consist of whole files, parts of files. or appending to the end of a file and can be kuittated by
either the sender or .eceiver. DTP is viewed as a temporary solution because the goal 15 to use
TCP sockets for the HIPPI data connections eventually.

DTP protocol was implemented on tie disk server of the prototype disk array storage system
and on the client machines. Files can be transferred between the disk array storage system
and the Connection Machine (CM-2) Data Vault at 21 megabytes per second (limiied by the
speed of the DataVault), the CRAY Y-MP disk at 16 megabytes per second (limitea by the speed
of the CRAY disk]. and the IBM 3090 expanded memory at 40 megabytes per second.

To transmit visualization data from the disk array to the HIPPI frame buffer, the workstation
issues a command to the disk array to write to the frame buffer. Files are transfeired from the
disk array to the frame buffer at 60 megabytes per second, which is approaching the maximum
transfer rate of the IBM disk artay. This drives the frame buffer at 12 frames per second.

w
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At these transfer rates, it is possibic to transfer a two-gigabyte visualization file from the CM-2
or CRAY Y-MP to the disk array in less than two minutes and then display the file on the frame
buffer in 3G secords.

Conclusions

The HPDS is almed specifically at meeting the requirements of a high-performance computing
environiment of masstvely parallel machines, large-memory supercomputers, cooperative
processing networks, high-performance visualization systems, and high-speed networks. With
the current availaofiity of networking components and 1isk array devices that operate at 100
megabytes per second and tie expected avatlability of high-speed, large capacity tape devices,
it s now feasible to impiement a HPDS for production us~.

The tmplementation of a proiotype disk array siorage system has demonstrated that
workstations can be used to control the high-speed transmission of data over a BIPPI network
between client machines and HIPPI-attached storage devices.

Copyright, 1992, The Regents of the University of California. This document was produced
under a U.S. Government contract {W-7405-ENG-36) by the Los Alamos National Laboratory,
which is cperated by the University of Caltfornia for the U.S. Department of Energy. The U.S.
Government is licensed to use, reproduce, and distribute this document. Permission is granted
to the public to copy and use this Gocument without charge, provided that this notice and any
statement of authorship are reproduced on all coples. Neither the Governm~=nt nor the
University makes any warranty, express or implied, or assumes any liability or responsibility
for the use of this document.

All Los Alamos computers, computing systems, and their associated communications systems
are to be used only f{or official business. The Computing and Communications Division and the
Operational Security/Safeguards Division have the responsibility and the authority to
periodically audit users' flles.
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OPTIMIZING DIGITAL 8MM DEIVE PERFORMANCE

P L
Gerry Schadegy. Fxabyte Corporation /J
1688 36th Saeet, Boulder, CO 80301

Overview

The experience of attaching over 350,000 digital Smm drives to 85-plus system piustforms has
uncovered many factors which can reduce cartridge capacity or drive throughpui. reduce
reliability, affect cartridge archivability and actually shorten drive life. Some are unique to
an installation. Others result from how the systeni is set up to talk to the drive. Many stem
fror: how applications use the drive, the work load thai's present, the kind of media used and,

very timportant, the kind of cleaning program in place.

Digital 8mm drives record data at densitier that rival those of disk technology. Even with
technology this advanced. they are extremely rovust and, given proper usage, care and meadia,
should reward the user with 2 long productive life. The 8mnm drive will give its best
performance using high-quality "data grade™ media. Even though it costs more, good "data
grade" media can sustain the reliability and rigorous needs of a data storage environment and.
with proper care, give users an archival life of 30 years or more.

Various factors, taken individually, may not necessarily produce performance or reliability
problems. Taken in cotnbination, their effects can coempound, resulting in rapid reductions in
a drive’s serviceable life. cartridge capacity or drive performance. The key io managing media
is determining the importance one places upon their recorded data and. subsequentiy, setting
media usage guldeitnes that can deliver data reliability. This paper explores various options
one can implement to optimize digital 8xm drive performance.

A Digital 8mm End User Perspective

We generally can classify a majority of user problems to just one of two areas — either
reliability or performance.

The first, reliability, relates to the mechanical failure rate of a particular tape drive. It may
surprise some people but a significant majority of the drives received in repair are not really
broken. They are suffering from a lack of proper care and/or poor media management. The
good news is that these types of failures can be reduced. Also, with proper evaluation and
tracking. system integrators can plan adequate service loads. costs and charges.

From a performance standpoint, users either have drives that are not running at transfer speed
or writing as much data per cartridge as expected. Here too, both can be addressed and drive
performance optimized.

Reliability

Typical of the industry. a reliability specification for computer hardware is based on a
statistically distributed mean-time-between-failure (M7TorF). Half the product population is
expected to exceed the design specification while the other half will not. The entire population
is normally represented by a bell curve. Sume small percentage !s expected to fail very early
whereas an almost equal number will work forever. It's simply a rule of statistics.
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All eguipment manufacturers measure product reliability by MTBF —- the average time between
hardware failures that require some form of repair. When a product is new, the useful lives of
each of its components, both electrical and mechanical, are added by formula to reach a design
goal MTBF a number that usually becomes the product specification. As the product is
improved, this number increases. Early 8mm drives were shipred with oniy a 20.000-hour
MTBF and current drives are shipping with a 40.000-hcur MTBF.

In the tape industry. MTBF is expressed as total power-on hours of operation. Total power-on
hours (POH) can be calculated as follows: a drive powered on 24 hours per day (7 days per week)
is powered on 720 hours each month (24 nours times 30 days). Population trend MTBF is
calculated as follows:

total vopulation * POH/mo * n months
= MTBF

total returns for n months
But, why do you need to understand MTBF? Population MTBF based on returns can be used to
confirm wanether or not a product is meeting its design specification, living up to the user's
expectations as defined by the manufacturer.

Population MTBF is calculated as foliows:

Total 8mm drives shipped 287,903 units 100 percent
Acttre U.S. population 183,980 units 64 percent
Total U.S. depot returns 2,467 per month 7.401 per quarter
Return rate per month 2.467 / 183.980 = 1.34 percent
Assumed POH/mo 600

MTBF 183.980 * 600 / 2,467 = 44,846 hoL s

Given our in-house repair activity, we track our population MTBF cn a quarterly basis (see
chart). Results have shown that we have exceeded 40,000 hours since the beginning of 1990 — a
respectable track record for tape technology.

These numbers are affected by duty cycle because, although powered on, a tape drive is rarely in
motion 100 percent of the time — reading and/or writing to tape. Duty cycle is the percentage of
time that the drive is in mechanical mction.

Because individual applications vary widely, a typical application is assumed for specification
purposes. Based on customer input regarding average application use in a cress-section of each
customer's user-base environments, Exabyte was able to define a standard application as 600
power-on hours per month (24 hours per day, 20 days per month) with an accumulated 60 tape-
motion hours per mo.th (a 10-percent duty cycie).

What does this mean to the user? A user can roughly estimate how many units will be returned
for service if the drives are performing as designed (their specified MTBF).

avg. POH/mo/unit

X 100 = percent failures per unit/mo
MTBF
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Planning must take duty cycle into account. A drive's life is impacied by the percentage of its
power-on time that it's actually in motion reading and/or writing. If a drive is powered on 24
hours a day but only reads and writes 2.4 hours per day. its duty cycle s 10 percent (24 hours
divided by 2.4 hours} the standard application. But if #t's reading and writing 4.8 hours per
day. it's operating at twice as many hours (24 hours divided by 4.8 hours) or a 20-percent duty
cycle. Most likely 1t will need repair within half the amount of time.

avg. no. FOH/mo/unit
= avg. percent duty cycle

avg. no. of tape-motion hours/mo/unit

The "8mm Drive Return Rate” chart shows the average percentage of tape drives that may
require repair on a monthly basis given various duty cycles and an MTBF of 40,000 hours.

Performance

There are a variety of application factors that impact an 8mm drive's operation. To some
extent, some of these factors are unavoidable. The goal or objective is to minimize their
impact. In brief, the factors that most impact performance are the application, the type of
media being used, how the media's being used, the operating environment and whether or not
the drive is being kept clean. Changing some factors will affect changes in both performance
and reliability.

Application and System Factors

It's fairly obvious that, to improve performance and reliability, one of the first areas to
investigate is unnecessary duty cycle. If the 8mm drive can sustain a 500 kilobyte-per-second
data transfer rate and, as such, take about 33 minutes to store 1,000 megabytes of data, it's
stream!ng continuously and operating at peak throughput. If however the drive takes over an
hour to perform the same job. it's taking twice as long and has doubled the duty cycle — maybe
unnecessarily.

The first place to investigate is whether the system !s maintaining sufficient data flow to the
drive. For example, if the drive 's attached to ¢ local area network, is the drive being utilized
during those time periods when network load is normally reduced? Keeping track of how much
time it takes for the drive to operate on a test case data file is an excellent indication of
network load impact.

Is the tape drive sharing the bus with very busy disk drives? Heavy disk demand for bus access
can dramatically affect the host's ability to keep the tape drive streaming.

Is the system transmitting really small blocks of data? If it is, just the amount of interface
overhead itself is going to reduce streaming performance. It would be like depositing $100, one
penny at a time. For the 2.5-gigabyte 8mm drive, the EXB-8200, block sizes smaller than or not
multiples of 1 K have an impact on performance and capacity. This is not as signfficant a
problem for the 5-gigabyte drive, the EXB-8500, which is capable of packing variable block
sizes. The rule of thumb is to select the largest practical bluck size to improve bus utilization
and drive performance.

Was the system software driver originally designed for a start/stop tape device? If it was, it

may not be optimized to stream the multiple-gigabyte 8mm drives and may be forcing the drive
into excessive start/stop motion at an expense to throughput.

319



There are many legitimate reasons for adapting existing system software tape drivers to an
8mm device. Time to market, installed base, service systems, training and a host of other
reasons come into play. However, doing so may rcsuit in real inefficiencies in drive
performance and reduced media reliability.

For example, a software driver for a small-capacity serpentine-type might return to the
beginning of tape to update a directory after each flle or flle sub-directory has been written.
This would cause the 8mm drive to shuttle hundreds of passes up and down the tape due (o its
very large storage capacity and the requirement of full serial access along the tape for each
update. This activity adds unnecessary passes to the tape and more ead/tape contact time
than would be required in streamirig mode. Only a small percentage of tiine {8 spent in useful
data transfer. From the user's perspective, this could appear as an apparent early tape life
failure. In addition, the drive's read/write head life may be reduced to less than it otherwise
should be.

Adapted drivers should be evaluated for long-term viability. Where appropriate. drivers
should be modified to make better use of available 8mm capabilities. In cases like this
example, simply keeping the tape directory on the system until the tape data transfer operation
is complete can result in a marked improvement in media and drive life. Total application run
time will also be reduced. The opportunity to use high-speed search features may also be Inst.

Media

Use of the right kind of media and proper media care can affect 8mm drive performance just as
much as other factors. Some media types also affect data reliability and cartridge capacity.

Several grades of 8mm media are being supplied to the data processing industry by media
vendors. Their one point of commonality stems from the fact that the magnetic tape is eight
millimeters wide. Beyond that, the media can vary widely in formulation (their composition
and siructure), film thickness (the inedia substrate), length of media per cartridge (expressed as
meters or minutes) and, lastly, the physical construction of the cartridge (material, how it's
made, its resistance to contaminants and differences in recognition hole size and location).
The bottom line is that video grade (generic) media is optimized for video recording purposes
and data grade media is optimized for data processing.

The digital 8mm drive can read and write most generic 8mm metal-particle tapes although
using low-quality media may cause a loss in tape capacity, data thrcugaput, long-term
archivability and data integrity. The drive was not designed to write or read some of the newer
video tapes.

Loss in capacity and data throughput zre caused by a high rate of dropouts in poor-guality
media. While recording data, the 8m.n drive performns an immediate read-after-write data
verification and rewrites every block of unreadable data, making sure that all data is correctly
written and readable somewhere on the tape. Of course, this process degrades performance
throughput and eats up capacity when the drive encounters a significant number of media
errors. The drive does have sz cut-off point where, after too many rewrites, it will return an
uncorrectable media error and terminate the recording process. This is done for user
protection. If the media cartridge is bad enough to warrant this type of termination, users
should not use it to store data.

Recent video introduction include tapes whose lengths exceed the industi, standard 112

meters. Thelr capacity is expressed as time in a variety of lengths including 135, 140 and 150
minutes. Users will not gain capacity as a result of the additional 1°ngth as digital 8mm drives
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assume that the tape is 112 meters which i the muaximum. Furthermore, these tapes can have
cartridge recognition hole patterns which the digital Smm drives may or may not recognize.

Hi-8 media formulations arc available as enhanced metez, particle (hi-8MP), metal evaporated
(H1-8ME) and barium ferrite (BaFe). ‘these were develop 1 for video applications and do not yet
lend themselves well for use in Smm data storage devices. Although they can be used in the
digital 8Bmm drive, they most likely will produce higher error rates because they produce
magnetic signal amplitudes that are different from standard metal particle.

Exabyte has a data grade media designed specifically to lessen the degradation of the magnetic
qualities (i.e., metal particles) of the tape after prolonged storage. Newly developed "powders"
encapsulate and protect the meial particles used in the magnetic coating and slow degradation.
This results in a uniform recording surface which helps ensure dependable recording and
preservation of the stored data along with extending the tape's archival/shelf life. According
to accelerated test data, the data grade tape’s archival shelf life is estimated to exceed 30 years
when stored under recommended environmental conditions.

The improved formulation also has a new binder and lubricant which house the metal
particles, greatly improving the durability and, in turn, the reliability of the recording process.
Tests measuring dwell performance and repeated passes in streaming mode indicate that the
improved data grade media can withstand up to 1,500 passes under recommended
environmental conditions.

A pass occurs when any given section of tape passes through the tape path under tension. A
back-space operation, a read. a write and a forward-space operation all constitute a pass on
that section of tape. For example, a start/stop operation involves three passes. The tape comes
to a compiete stop when data is discontinued (1st pass}; because this stopping point is beyond
the poirit wiere data was discontinued, the drive must reverse and back up to the point where
data stopped (2nd pass): and finally, the drive proceeds to write when data becomes available
(3rd pass). Avplications that require multiple searches to the same or very nearby locations
{such as directory or label areas) quickly accumulate nasses in a localized area.

A newly devcloped backcoating helps prevent frictional changes associated with repeated usage
by protecting the tape. It maintains stable performance even when the tape is operated in
complex start/stop motions. The combined backcoating and improved media formulation
result in a tape surface which improves head performance of 8mm data storage subsysiems.

Digital 8mm drives record data at densities that rival those of disk technology. Even with
technology this advanced. the drives are extremely robust and, given proper usage, care and
media, wiil reward the user with a long productive life. To reiterate, the drives perform best
with a high-quality "data grade" media which can prolong drive head life; provide up to a 30-
year archival life; be used for up to 1,500 passes; and deliver a cartridge shell specifically
designed for data processing which offers a s many as 10,000 lid opening and closings.

Media Care

A major problem here is over use of tapes. If an end user is not familiar with the detailed
motion characteristics of an application, excessive passes can accumulate. Mechanical loader
and library-type applications are particularly prone to this problem. When tapes begin to
break down from overuse, they begin to generate tape debris. This causes unnecessary wear and
data integrity problems which , in turn, lead to degraded read/write performance because the
drive is forced to perform excessive error recovery routines.
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Media acclimation is also important. Before using an 8mm data cartridge, allow it to
acclimate to the operating environment for twenty-four (24) hours, or for the amount of time it
has been exposed to dissimilar conditions — whichever is less.

Proper storage is a must. Always store the 8mrn tapes on edge. Do not stack flat. Constant
environment control is more important than absolute temperature values, so keep the
environment constant. The closer it is kept to ideal ., the better data recovery resuits will be.
It's also a good idea to keep a storage log on all tapes, locations, contents and history.

Tapes should be exercised on an average of once every twelve (12) months by running them
from beginning to end and back to the beginning at normal speed (not rewind or high speed).
This operation is best performed by reading to end-of-tape and rewinding at normel speed. It
will remove any stress which can build up in the tape pack during the stcrage interval. Tapes
stored at higher temperatures should be exercised more frequently.

Data Archival

When data is to be archived for extended periods of time (several years), optional steps can be
taken that further insure data integrity and recovery over and beyond digital 8mm's ncrmai
and extensive built-in data recovery margins. The tape unit used for recording archival data
should be exceptivnally clean. It is also suggested that brand new cartridges be exercised from
end-to-end up to four times at normal {not high) speed. This proving process will remove any
potential debris that could have been generated during the tape manufacturing process. This
last step is especially critical whenever the tape being used is not of high-quality,
recommended "data grade" material.

Archival data should always be recorced using the read-after-write check and rewrite features
of the 8Bmm drive. When recording an archival tape, the tape should be completely recorded
from end to end without stopping. This means that the system must be set up to constantly
strear: data to the tape drive. When the end of tape is reached, rewind it at normal speed. not at
high speed. To store, clearly label each cartridge. Include all pertinent information such as the
model and sertal number of the recording tape unit, the date. the density, any error statistics
and a log number. Always store the tape data cartridge in an 8mm cartridge storage container.
An excellent practice is to further seal the tape cartridge container in a polyethylene bag for
long-term storage.

Environmental Factors

If high humidity exists (greater aan 45 percent), increased tape coating abrasivity occurs
which causes increased tape drive head wear. The same applies to tape wear although to a
lesser degree. If low humidity exists, the combination of friction, low humidity and organic
material (contained in the magnetic coating) can cause the formation of what is called friction
polymers. These brown or bluish stain deposits appear on the head surface. They are very hard
and, as they build up, increase the effective distance between tape and head, reducing signai
strength. A desirable range for humidity is 35 to 45 percent.

As the teniperature increases, the maximum allowable relative humidity to optimize drive
performance decreases. For instance, with an increase from 22 degrees Celsius (72° F) to 32
degrees Celsius (90° F), the maximum allowed relative humidity decreases frem 80 percent to
approximately 50 percent. Thus, temperature has an indirect effect on performance by
crowding the humidity limits as temperature increases. It is an important factor to be
considered when integrating (or operating) drives into a system configuration.
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Atrflow and Location

While there are many requirements for successful integration of an 8mm drive into a system,
proper airflow and cooling are key to maximizing drive and media life. High temperatures
reduce the humidity tolerance of tapes and can cause higher drive failure rates. To maximize
drive life, a minimum temperature rise over ambient is destirable. This is achieved by drawing
sufficient airflow through the drive in order to maintain tape path temperature at or near
room temperature. Too much airflow can cause excessive amounts of dirt and dust to be
ingested by the drive leading to performance problems. When a balanced airflow exits,
particulate ccntamination is . 2nerally not a concera in the average office environment.

In addition to baiancing airflow, consideration should be given to mounting location. The
preference is to keep the drive away from a floor level or other areas where dirt can collect.
Conversely, locating a drive on or in the top of a systems cabinet may expose it to elevated
temperatures.

Cleanliness

Running drives without cleaning will result in media deposit buf’ *-up in the tape path and on
the heads which, in turn. will increase erroi rates and ultimately result in drive failure. The
rate of deposit bulld up varies widely and is dependent on tape quality, tape usage (new, worn or
ready to be retired), tape motion (streaming versus start/stop), tape path condition (aligned,
clean, new or used), and the effects of temperature and humidity on the media.

Operation without cleaning will eventually result in a significant accumulauon of deposits
that can become bumnished into the tape path, resulting in drive failures and/or unacceptable
drive performance. When this happens, single or even multiple cleaning passes of Exabyte
cleaning tape will NOT remove the deposits. Factory cleaning is necessary. Drives have been
returned to the factory with suspected early life head failures, only to find that excessive
deposits were the cause of failure.

Regular cleaning with an Exabyte Cleaning Cartridge will prevent this deposit build up, as well
as, maintain the tape path and rrad/s > heads in a clean condition. Based on test findings
and allowing for the wide varie.y of applicaticns and media, a preventive maintenance
specification was established for 8mm data recording drives. It stipuiates that one cleaning
pass be performed at least once per month or after the transfer of appro:xdmately 30 hours of
tape motion. In any worse-than-normal environment, cleaning should be more {requent. This
specification has bezn validated by testing and, where properly applied. has proven successful
throughout the field population.

Abrasive cleaning tapes can destroy heads. Use of other than Exabyte-approved cleaning tapes
can result in much-degraded head life. Instances have occurred in which all useful head life
has been removed from drives in as few as five cleaning passes. Also, some types of abrasive
tapes, that are typical of video cleaning cartridges, can deposit material on the read/write
heads, rendering them immediately useless. To avoid this problem, Exabyte Cleaning
Cartridges should be made readily available to end users, along with adequate trairdng, strong
warrings and counseling. Use of unauthorized cleaning procedures can vold warranty.

When applications do not monitor drive usage and prompt users for needed cleaning activity,
users can estimate the amounts of data transferred over operating periods and establish
regular cleaning intervals as appropriate. Cleaning frequency could be based on number of
tapes processed, number of jobs run, shifts, hours, days or weeks, etc., up to a maximum
interval of once per month.
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Check List

Exabyte has devcloped an "Integration Check List” for its 8mm tape drive~. It may help predict
the potential for drive failures that can be caused by integration and application
characteristics. All of the factors in the entire list should be evaluated for cach application
because, for the most part, a single questiorable variable may have no adverse affect on
performance and reliability. However, muitiple questionable variables can have a
compounded detrimenta! effect. Wher. unacceptable conditions exist, serious rellability and
performance problems are likely t~ occur. Guidelines are as follows: U = Unacceptable, ? =

Questionable, O = Optimal Condition.

Integration Factors
Tape Path Temp-<rature >4 CRise U
<1 CRise ?
1to4 CRise (0]
Tape Drive Location Contamination High {Near Floor or Dirt) ?
Away from Floor 0
Application and System Factors
Average Transfer Rate (2.5 GB drive) <= 123 KB/s T
> 123 KB/s but < 246 KB/s ?
= 246 KB/s {(streaming) (0]
Average Transfer Rate (5 GB drive) <= 250 KB/s ??
> 250 KB/s but < 500 KB/s ?
= 500 KB/s (streaming) 6]
Average Block Size (2.5 GB drive) <1lK U
1 K or multiples of 1 K O
Average Block Size (5 GB drive) <1lK ?
le
Number of Ble ks Transmitted Low ?
{per SCSI Command) High 0]
Number of Tape Passes per Use Unnecessary repetitiou- positioning 0]
(representative of start/stop operations) >6 ?
<=6 0]
Directory/Lavel Updating Frequent U
Once per session 0
Monitor and/or Prompt for Clea: ing Interval None ?
(on operator console) Yes 0]
Monitor/Prompt for Number of Tape Passes No ?
(on operator cansole} Yes 0
Monitor/Prompt for Soft Error Rates No ?
{to prompi media replacement decision) Yes 0]
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Media

Media

Require Cleaning as a Condition of Warranty

Use Approved Cleaning Cartridges

Suppc ° and Training

P-ovide Media Usage and
Handling Guidance

Provide Cleaning Practices
Guidance, Documentation and Training

Provide Clear, Strong Wan ing against
Using Aliernate Cleaning Tapes

Installation Specific

Temperature (Long Term Avg}

Humidity Non-Condensing (Long T'erm: Avg)

Afr Conditioning Absent or Set Back
at Night during Drive Operation

Operation in Excessively
Contaminated Environment

Recommended Cleaning with
Approved Cleaning Cariridge

Use Cleaning Cartridge beyond
Specified Useful Life

Tape Acclimatization

Onsite and offsite media storage

Duty Cycle
{approximate tape motion hours per di /)

Use "generic"” or "video grade” ??
Use "Data Grade” ?
Use EXATAPE (0]
No U
Yes 0]
No ?
Yes (0]
No ?
Yes 0]
No ?
Yes (0]
No U
Yes 0]
<SCa>40C U
5Cto<«<16Cor>24Cto40C ?
16t024 C (0]
< 2096 or = 80% U
209 to < 30%5 or > 45% to 80% ?
30% to 15% (0]
Yes ?
No 0]
Yes U
No 0]
No J
Yes (0]
Yes U
No (0]
No U
Yes (0]
Uncontrolled or unknown ?
Controlled environment within storage spec O
>3 ?
<=3 0]
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Tape Mounted in Powered-On Drive Entire day ?
{exposure {0 contaminants) Only during opcration o

Relis*.2 Service Prectices
Trick Units No ?
{ty serial number} Yes 0]
Track Fatlures No 1}
{by type. custamer and strial number) Yes 6]
Trac< Repa‘r Reports No ?
{by seriai number) Yes 0]
Supply All Informatien to Service Provider No ?
dumps, tapes, units) Yes o)
“entralized Support Organization No ?
Yes 0]

This may be an expansive list but it is the simplest way to summarizs all of the fartwes that can
affect digital 8&mm drive performance. As you may have noticed, performance and reliability
are closely tied together. Digital 8mm drives are extremely robust and. by having ‘fizce various
factors optimized, wiil reward the user with a iong productive life Furthermore, Ligh-quality
8mm "data grade™ media., even though it costs more, can sustain the reliability an4 rigorcus
needs of a data storage environment and, with proper care, give users an archival life of 30
years (- more.
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4 Using Transparent Informed Prefetching (TIP) f
to Reduce File Read Latency 0 (
R.H. Patterson, G.A. Gibson, M. Satyanarayanan
Carnegie Mellon University
QOutline
I/O performance is lagging

No current solution fully addresses read latency

TIP t: reduce latency
« exploits high-level hints that don’t violate modrlarity
 converts throughput to latency

Preliminary TIP test results

N W,

As procsssor performance gains continue 10 outstrip Input/Output gains, 1/O performance is becom-
ing critical to overail system performance. File read latency is the most significant bottleneck for high per-
formance /0. Other aspects of 1/O performance benefit from recent advances in disk bandwidth and
throughput resulting from disk arrays [Patterson88), and in write performan~e derived from buffered write-
behind and the Log-structured File System [Rosenblum91 ). The access gap problem limiting improvements
in read latency is exacerbated by distributed file systems operating over networks with diverse bandwidth
[Spector89, Satyanarayanan8S]. In this paper, we focus on extending the power of caching and prefetching
1~ veduce file read latencies by exploiting hints from high-levels of a system. We describe such Transparent
Informed Prefetchir 7, TIP, and its benefits. We argue that hints that disclose high level knowledge are a
means for transferring optimization information across, without violating, module boundaries. We discuss
how TIP can be used to convert the high throughput of new technologies such as disk armmrays and log-struc-
tured file systems into low latency for applications. Our preliminary experiments show reductions in wall-
clock exccution time of 13% and 20% for a multiple module compilation tool (make) accessing data on a
local disk and remote Coda file server, respectively, and a reduction of 30% for a text search (grep) remotely
accessing many small files.
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4 Solutions to I/O_ Bottleneck )

Throughput

demand caching
prefetching

disk arrays

disk arrays
buffered writes
LFS

But, cache effectiveness is declining

\ J

This table shows the mechanisms most heavily used to combat the growing /O bottleneck. Written
data benefits from write-behind buffering and log-structured files systems, while 1/O throughput is directly
increased by parallelism in disk arrays. Read latency, however, is only reduced by caching and prefetching.
As will be shown next, caches will not, by themselves, be able to relieve the 1/O bottieneck, and prefetching
will emerge as a critical approach to the problem.



r Effective I/O Performance with Caching N

T1 /0 = MCyt (1-M) Cy = MC;,
T1/0 = VO time M = cache miss ratio
Cy = cost of a miss Cpg = cost of a hit

Ty = execution time T = computation time
N, = number of I/Os

Miss ratio for effective 1/0 performance to scale with CPU performance

CPU/O Perf. §| Current=1 10 100
Miss Ratio 40% 4% 0.4%

\_ - J

Caches reduce the average /O service time by reducing number of I/O requests that must be ser-
viced by slow peripheral devices. The ratio of requests thus serviced to the total number of requests is the
miss ratio. For caches to compensate for the growing gap between CPU performance and 1/0 peripheral per-
formance, they must reduce their miss ratios. This simple model quantifies this relationship.

The average I/0 service time, Ty, is the weighted sum of the service times for requests that miss
in the cache and must be serviced by the 1/O subsystem, Cy,, and for requests that hit in the cache, Cy;. The
cache miss ratio, M, weights the sun. Since Cy << Cyy, the average /O service time is roughly MC). The
execution time for a program, Tg, is the sum of the time spent on computation, T¢, and the total time spent
on 1/O. Time spent on VO is, in tum, the product of the number of 1/O requests, N, and the average time
to service a request. As processor improvements reduce T relative to Cyy, the miss ratio, M, must be
reduced to achieve corresponding reductions in the time spent on 1/0. The table shows the improvement
needed in the cache miss ratio for the effective /O performance w keep pace with processor gains. A cache
that currently has a 40% miss ratio must improve to 4% to match a ten-fold increase in processor perfor-
mance and to 0.4% to match the 100 fold increase expected in the next ten to fifteen years. As the next shue
shows, such miss ratios are most unlikely.



8 Cache Miss Ratios N

1985 BSD Study 1991 Study
Cache Size | 390KB | 4MB | 8MB | 16MB 7MB (avg)
Miss Ratio | 49.2% | 28.0% | 26.2% | 25.0% 41.4%

 Diminishing returns from larger caches

» Disappointing performance over time
> growing file sizes

Clearly, caching alone cannot provide the
needed performance improvements

- J

The numbers in this table are drawn from [Ousterhout85] and [Baker91]. The 1985 tracing study of
the UNIX 4.2 BSD file system predicted cache performance for a range of cacne sizes assuming a 30 second
flush back policy for writes. The 1991 study measured cache performance on a number workstations run-
ning Sprite. Th 3prite cache size varied dynamically, but averaged 7MBytes. The diminishing returns from
increasing cache size are evident in the 1985 results. Also striking is the difference between the predicted
and measured performance of a large cache. The large cache was not nearly as effective as expected. The
authors of the study concluded that growing file sizes were to blame for the disappointing cache perfor-
mance. This result is strong evidence that we cannot rely on increased cache sizes to give us the extremely
low miss ratios needed to improve effective I/O performance. This leaves us with prefetching as a tool for
improving 1/0 read latency.
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4 Transparent Informed Prefetching (TIP) )

1) Encapsulate programmer knowledge about
future I/O requests in a hint

2) Transfer hint to file system

3) File system uses hints to transparently
prefetch data and manage resources

\—_ _/

Preietching can pre-load the cache to reduce the cache miss ratio, or, at least reduce the cost of a
cache miss by starting the 1/O early and thereby improve effective 1/O performance. While there have been
a number of approaches to prefetching [Kotz91, Smith85, McKusick84, Feiertag7], it is often difficult to
know what te p.<t 1, s prefetching incorrectly can end up hurting performance [Smith85].

To be L8t mucvers’ . prefetching should be based onknowledge of future /O accesses, not infer-
ences. We claiis 5 sooi Xr ¢ vledge is often available at high levels of the system. Programmers could give
hints about their {1721 %" scnusses to the file system. Thus infornied, the file system could transparently
prefetch needed ¢ 422 axd-)y1anze resource utilization. We call this Transparent Informed Prefetching (TTP).



4 Obtaining I';mts )

Early knowledge of serial file access

Access patterns part of code algorithm
* large matrix supercomputing: read by row,
read by column

Hints generated by: programmer, compiler,
profiler

\— J

Critical to the success of informed prefetching is the availability of accurate and timely hints. An
important part of our research will be to expose such hints in important, I/O-dependent applications. How-
evet, we don't think this will be as hard as it might seem. After all, the success of sequential readahead is
largely the preduct of “discovering™ that an application is sequentially accessing its files; this is really
known a priori because a programmer has chusen to do so. Often, it is known well in advance that many
files will be thus accessed. It is a simple step to have programmers notify the I/O system, through a hint, of
sequential access pattems.

In addition to the simplest hints about sequential accesses, programmers could give hints about
more complex, non-sequential access patterns. An important beneficiary of this approach will be the large
scientific programs that execute alternating row and column access pattems on huge matrix data files
[Miller91). At least one of these access patterns will not be sequential in the file’s inear storage, yet the pat-
tern is easily and obviously specified by a programmer.

In addition to programmer-generated hints, compilers could automatically generate hints, or a pro-
filer could be used to generate hints for future runs of a program.



4 Application Examples )

grep foo *
+ Shell expands ‘*’ to a list of filenames.

» Grep searches for a string, ‘foo,’ in ali of the files in
the list.

» From invocation, it is known that all of the files on
the list will be read sequentially.

» Give a hint about all of the files at once.

make
« makefile specifies all files to be touched from the
start

+ make generates hints for binaries it will invoke and
the files they will touch.

\- J

While we believe that scientific applications will be major beneficiaries of TIP, common Unix appli-
cations can also benefit. Her are two examples.

Given the command ‘grep foo *,’ the shell expands the ‘*’ into a list of all files in the current direc-
tory an invokes the ‘grep’ program which searches for the string ‘foo’ in all the files. Grep, or even the
shell if it knows a little about grep from a command registry, can issue a hint notifying a TIP system that all
the files in the list will soon be read. If the system has stored these files on an underutilized disk array, many
or all will be fetched concurrently.

We expect programs issuing hints on behalf of other programs, such as the shell on behalf of grep,
to be a common occurrence. Another example is the ‘make’ program which orchestrates the compilation of
program modules and their linking with standard libraries. ‘Make’ determines its actions according to a
‘makefile’ of instructions. After parsing a ‘makefile’ and checking the status of all modules to be built,
‘make’ constructs a set of command sequences that it will pass to a shell for execution. These commands or
the shell itself can issue hints about their I/O accesses. Pursuing a TIP approach more aggressively, ‘make’
can use the same command registry as the shell to issue hints even before it issues the commands.
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4 TIP Converts High Throughput to Low Latency )

Use excess storage bandwidth to pre-load
caches with future accesses and overlap I/O
with computation

Lxpose conicurrency to pack low-priority queue
with prefetch requests
» Optimize seek scheduling

» High-throughput disk arrays simultaneously
service multiple requests

» Multiple network requests may be batched
together

Cache management superior to LRU

\- ,

Amed with knowledge of future fi. : accesses, a system empioving TIP can improve performance
in three important ways.

1) At the most basic level, TIP, as for all prefetching, can overlap slow 40 accesses with other use-
ful work so that applications spend less time idly waiting for these accesses (o complete. But, because TIP
systems know what to prefetch, they can prefetch more aggressively to pre-ioad the cache with future
accesses and further reduce cache misses.

2) Using TIP, normally short I/O queues can be filled with low-priority prefetch requests giving
micre opportunities for low-level I/O optimizations. For an individual disk, deeper queues allow better arm
and rotation scheduling [Seltzer90]. For a disk array, deeper queues mean more requests are avail
concurrent servicing by independent disks. On a network, prefetch requests can be batched toge! .
ing network and protocol processing overhead.

3) TIP improves cache management *0 further reduce cache miss ratios. If it is known what  u.a will
be needed in the future, it may be possible to outperform an LRU page replacement algorithm, even without
prefetching. Unneeded blocks can be released early, and needed blocks can be held longer.

The first two benefits make TIP an excellent mechanism for exploiting the high throughput of
emerging storage technology to provide the iow latency that these technologies cannot provide. Combined
with improved cache management, these three benefits make TIP a powerful tool for overcoming the wid-
ening access gap.



4 Hints are Disclosure not Advice N

Hints that disclose Hints that advise
| will read file F sequentially with cache file F
stride S reserve B buffers & do not read-
| will read these 50 files seriaily & ahead
sequentially

 Users not qualified to give advice
» Advice not portable, disclosure is
* Disclosure allows more fiexibility
* Disclosure supports global optimizations

e Disclosure hints consistent with sound SWE
principles

\— /

As the previous slide showed, TIP is much more than simple prefetching; it is a strategy for opti-
mizing I/O. For & number of reasons, such powerful optimizatic.1s depend on having hints that disclose
knowledge of future 1/O operations instead of hints that give advice about I/O subsystem operation.

Advice about low-level operations depends on detailed system-specific knowledge. Even if a user
had such knowledge of a system’s static configuration, they could not know about the system’s dynamic
state. Thus, the user is not qualified to give advice on how to optimize the dynamic operation of the system.
Furthermore, such system-specific knowledge would not apply to other systems, and so, advice that exploits
it would not be portable to other systems.

Additionally, hints that advise, such as,’ e this fi'e,’ do not give much usable knowledge to the
TiP system. What should the TIP system do if it ca. .ot cache the whole thing? Should it cache a part of the
file? Which part? If, instead, the application discluses how it will access the file, the TIP system has the flex-
ibility to respond appropriately. This flexibility is crucial for balancing competing demands for global
resources.

Gocd hints that disclose are specified using the same semantics that an application later uses to
demand access to its files, whereas bad hints which advise concem themselves with a system's implemen-
tation. It is not a coincidence that good hints are compatible with modular scftware design. They are a means
for transferring optimization information across module boundaries without violating those boundaries.
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4 Preliminary Test \

oxr- makeo

csh
expands *

standard etch
make code pﬂ'fifltl
mo
LY/
no

Prefetching for shell expansion. Prefetching for ‘make.’

- /

Our research into 2 TIP approach began with simple, controll. | experiments demonstrating the
potential benefit~ zid obstacles of informed prefetching. Our goals with these experiments were to validate
TIP as a tool for reducing read latency, determine if mc2e than a simple, user-level mechanism is needed,
uncover implementation problems, and develop experience incorporating hints into applications.

We used two hardware platforms for our tests. The local disk tests were conducted on a Sun Sparc-
station 2 running Mach 2.5/BSD Unix 4.3. The remote tests were run on two Decstation 5000/200 running
Mach 2.5, one of them the client, and the other the scrver for the Coda distributed file system {Satyanaray-
anan90).

We tested the two applications previously mentioned, shell expansion of **' for ‘grep,’ and ‘make’
building a program called ‘xcalc.’ Flow charts for the two test programs am spove. The chart on the left
shows the configuration for exploiting shell expansion of ‘*.’ A fork operation splits the program into two
processes. The commaid runs down the left side of the fork, while an independent prefetch process runs
down ihe right side of the fork. The prefetch process uses the expanded list of filenames to determine what
to prefetch. The right-hand chart shows the configuration for the ‘make’ example. It is similar to the previ-
ous example except that a tracing facility [Mumment92] is used to determine in advance the files to prefetch.

To prefetch from the local disk, the prefetch process simply read the appropriate files, indirectly
causing the data to be moved into the cache. To prefetch remotely from Coda, the prefetch process used a
special prefetch ioctl to explicitly and asynchronously transfer the file to the local machine.
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Loval Disk I Distribused File Sysiem (Coda)
Application hot cold [coldcache! % hot cokd |coldcache] %
| cache | cache {whzciech| roductn || cache | cmbe |w/preforch| reduction
maie xcalc 9.17 1419 | 1240 § ize 1829 | 4041 | 3220 | 203
0.03) {&.13) 007 (2.00) (63) (2.74)
gres foobar » 12 ) I 330 0 185 7386 5.55 294
(<0 I ©.13) (0.04) ©.01) 7 0.68)

» make xcalc: compiie & link ¥. indow calcu-
lator

« grep foo *: 58 files, 1 MB

« Results limited by lack of parallelism in I/O
subsystem

N )

This table compares the elapsed times to run two applications with and without or=fetching on both
the local disk and the Coda distribuied fiie system. The first application, ‘maks xcalc,” compiles and builds
the X wind. w calculator tool. The second, ‘grep foobar *,” searches 58 files contain:ng a tota! of 1 MByte
all stored in (the cache of) a remote Coda file server

The nunters in parenthieses are the standard deviations for the mersurements. Since the lccal tests
were performed on a Sun Sparcstation 2 whereas the Coda tests were peiformed on Decstation 5000/200,
the numbers are it directly comparable. In the ‘ho: cache’ runs, all data read throughout the job were 1n
the local ouffer cache, so the job aever blocked for the disk. These numbers represent a lower bound on the
elapsed time. At the start of the ‘cold cache’ runs, thw:re was no data in the buffer cache or client disk cache,
though, in the distribuied case, th» server’s buffer cache was not clearec vetween runs. The ‘celd cache w/
prefetching’ runs were started just like the ‘cold cache’ runs, but they used prefeiching to speed access to
the files. The ‘% reduction’ represents the benefits of prefetcting.

TIP systems will only be - .¢ t0 approach the lower bound represenied by the ‘ix  “ache’ nurcbers
when combined with high-uuoug  ut IO subsystems unavas for these tests. In the grep test on the local
disk, the execution iir : is doniingted by I/O. The aisk is . .1, running flat out, so there is nn time for
prefetching. Grep with a disk array would still keep one disx busy and wo.ld run in about the same amount
of time, byt grep with TIP and a disk array would keep many disks ta'sy. Th *.:~1 time spent on 1/ would
drop and performance approaching the ‘hot cache’ lower bounad should be possible.
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( Lessons frecm Tests )

» Independent prefetch process overhead too
high

» Single prefetch process = no deep prefetch
queues

» Coda ioctl allowed too much prefetching
> thread starvation - need low-priority prefetching
> premature cache flushing - need to track consumption

 Poor cache buffer replacement performance

» Disk write scheduling often very inefficient

- _J

Although our experiments were preliminary, they served thei. purpose of demonstrating the benefits
of informed prefetching and educating us about implementation pitfalls.

Using independent prefesch nrocesses incurred a lot of extra overhead, especially in the local disk
tesis. Context switching, process scheduling inefficiencies, sy stem call cost, and, on the local disk, data copy
costs all reduced the performance of the prefeich tests. But, r* - most serious hindrance . prefetcliing from
the Icnal disk was that, because the read sysiem calls used are blucking, there was never more than one
prefetch request in the queue & a time. Thus, we did not benefit from the scheduling advantages offered by
decper queues

The coda tests avoided this problem with the asynchronous prefetch ioctl. They suffered instead
from over-prefetching. Until we reduced the priority of the prefetches, they interfered with demand fetches,
reducing perfonrance. Also, orefetches sometimes got ahead of the actual job and caused prefetched data
that had not yet been used to be replaced in the cache by newly prefetched data. Clearly, a real system will
need to track data consw.nption to avoid this problem. This was an exireme example of the cachc manager
making uninformed decisionc. The cache held onto data that had just been used in preference to prefeiched
data that was about to be usev.. Integrating TIP with the cache manager should greatly improve performance.
In the tests, we avoided this prob'-m by using a very large cache that could all of the data.

Writes of whele blocks were not buffered and thus were interlzaved with bnth prefetch and demand
rzads which led to very poor disk scheduling. This highligited the importance of buffered writes.
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Summary )

TIP uses hints to convert high throvghput stor-
age to low latency where caching fails

Hiuts that disclose, not advise, provide the best
inJormation and are consistent with sound
SWE principles.

Applicable to local disk and network file serv-
ers

Imniediate Plans

« modify Coda/BSD/Mach to accept and exploit
correct hints

« find & instrumient applications
> make, search, visualization, simulation

- J

Transparext Informed Prefetching, TIP, extends the power of caching and prefetching to reduce
both local and remnote file read latency by exploiting application-level knowledge of future access pattemns.
TIP sysiems can cooperaie with resource * anagement policies to increase the utilization and efficiency of
high-throughput network and storage systems. Many future accesses become current accesses that can
2aploit the parallelism of disk arrays or may baiched w reduce neiwork overheads. Digk acoesses and buffer
allocation may be improved with foreknowledge of future 2ccesses. TIP efNectively converts the high
throughput of new peripheral technology into low read latency for application programs.

Informed prefetching depends on hints from applications that disclose their future IO accesses in
terms of operations on files. Hints should not give advice about I/O subsystem operation nor be expressed
in terms of resource management policy options. This distinction is important for hing portability and coc.-
sistency with software engineering principles of modularity, and for the TIP system to be able to effectivelv
manage global resources.

Preliminary tests have confirmed the potential benefits of informed predetching and highlighted
some of the poiential pitfal’ - of implementation.

Our next step is t.  iplement TP in a Coda/BSD/Mach operating system. Then we will identify
and instrument applications to provide the required hints to the sysiem.
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