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PREFACE

The Fifth Annual Thermai and Fluids Analysis Workshop was held at the Ohio Aerospace Institute,
Brook Park, Ohio, cosponsored by NASA Lewis Research Center and the Ohio Aerospace Institute,
August 16-20, 1993. The workshop consisted of classes, vendor demonstrations, and paper sessions.
The classes and vendor demonstrations provided participants with the information of widely used tools
for thermal and fluids analysis. The paper sessions provided a forum for the exchange of information
and ideas among thermal and fluids analysts. Paper topics included advances and uses of established
thermal and fluids computer codes (such as SINDA and TRASYS) as well as unique modeling
techniques and applications.
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ADVANCED X-RAY ASTROPHYSICS FACILITY - IMAGING
(AXAF-D)
THERMAL ANALYSES USING
INTEGRATED THERMAL ANALYSIS SYSTEM (ITAS) PROGRAM

By

Benny Ghaffarian
Sverdrup Technology Inc.
Huntsville, Alabama

and

Ramona Cummings
NASA/MSFC
Huntsville, Alabama

ABSTRACT

The complex geometry and stringent thermal requirements associated with the Advanced X-ray
Astrophysics Facility - Imaging (AXAF-I) necessitate a detailed and accurate thermal analysis of the
proposed system. A brief description of said geometry and thermal requirements is included in this
paper. Among the tools considered for the aforementioned analysis is a PC-compatible version of the
Integrated Thermal Analysis System (ITAS). Several bench-mark studies were performed to evaluate
the capabilities of ITAS and to compare the corresponding results with those obtained using TRASYS
and SINDA. Comparative studies were conducted for a typical Space Station module. Four models
were developed using various combinations of the available software packages (i.e. ITAS, SINDA and
TRASYS). Orbital heating and heat transfer calculations were performed to determine the temperature
distributions along the surfaces of this module. A comparison of the temperature distributions obtained
for each of the four cases is presented in this paper. Results of this investigation were used to verify
the different ITAS modules including those used for model generation, steady state and transient
orbital heating analyses, radiative and convective heat flow analyses, and SINDA/TRASYS model
translation. The results suggest that ITAS is well suited to subsequent analyses of the AXAF-I.

INTRODUCTION

The Advanced X-ray Astrophysics Facility (AXAF-I), shown in Figure 1, is a proposed space
observatory, designed to address several fundamental questions in astrophysics through celestial
observations., The importance of AXAF-I stems from its selective sensitivity to x-rays. Recognizing
that x-rays are emitted as a result of fundamental processes affecting the formation, destruction, and
be{zavior of stellar objects, AXAF-I is expected to enhance man's understanding of the history of the
universe. .
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Figure 1: AXAF-I Flight Configuration
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AXAF-I is the successor to the Einstein X-ray Observatory, flown between 1978 and 1981.
Like the Einstein, AXAF-I will employ special mirrors, capable of projecting high-quality images of
stellar objects. This new facility, however, will exceed the capabilities of the short-lived Einstein;
AXAF-I will provide 10 times the resolution and 100 times the imaging sensitivity of Einstein. With a
life expectancy exceeding 5 years, AXAF-I is scheduled for launch in 1998. The craft will follow an
elliptical Earth orbit with minor and major axes of 10000 km and 100000 km, respectively. A 28.5°
angle of inclination will be maintained. Under the direction of NASA's Marshall Space Flight Center,
the flight system is being developed by a broad-based industry team including TRW Inc. Eastman
Kodak, Ball Aerospace, Perkin-Elmer Corporation, The Smithsonian Astrophysical Observatory, MIT,

and Martin Marietta Aerospace.
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. Figure 2: HRMA configuration must meet performance requirement with minimum thermal
sensitivity and assembly/alignment risk

AXAF DESIGN AND SYSTEM REQUIREMENTS

The High Resolution Mirror Assembly (HRMA) comprises x-ray imaging mirrors of a special
type known as "Wolter, type-1, grazing incidence mirrors." Simply stated, X-rays approaching the
mirrors with an angle of incidence between a few degrees and the normal are absorbed (i.e.
transmitted) by the mirrors. For angles of less than a few degrees, "soft" x-rays of a few angstroms in
wavelength are reflected and imaged using specialized optics. These mirrors are thin-walled cylinders



constructed of Zerodur material. The primary mirrors are parabolic whereas the secondary mirrors are
hyperbolic. Because the grazing angle of incidence is low, the collection area of Wolter-type optics is
necessarily small. The effective collecting area is increased by nesting concentric sets of mirrors. The
AXAF-I HRMA uses four sets of grazing incidence optics, radially and axially parafocalized to a 10 m
focal length. The largest parabolic mirror has an inner diameter of 1.2 m; the smallest is 0.68 m.
Each mirror is 83.8 cm in length. To satisfy the encircled energy requirement, the polished mirrors
must be mounted in a strain-free configuration and assembled to small alignment tolerances. These
tolerances must, of course, be maintained during ascent and in the orbital environment. A central
aperture plate is the primary structural element in the HRMA; this plate is fabricated using a high-
strength aluminum alloy, so chosen because it's high thermal conductivity minimizes temperature
gradients which can misalign the mirrors. The forward and aft aperture plates are equipped with ghost
image control baffles and multi-zone heater tapes which maintain the assembly at a temperature of 20C.
Pre- and post-collimators narrow the view factors (i.e. to cold space and to the 10 C telescope) and
minimize heat losses and axial temperature gradients. Heater tapes located on the quarter-point flanges
and circumferential MLI blankets minimize diametrical thermal gradients (the HRMA isothermal
spatial temperature variation must be maintained to within 2.5 F of the orbital thermistor control set
point). The axial, diametrical, and radial temperature gradients must also be maintained to within 1.5
F, 0.5 F, and 1.0 F, respectively, '

AXAF-I has provisions for two focal plane Science Instruments (SI's); these include a High
Resolution Camera (HRC) and an AXAF CCD (Charge Coupled Device) Imaging Spectrometer
(ACIS). The HRMA remains stationary and the SIM will have the capability to move and position the
appropriate SI at the focal plane of the HRMA.

In order to make on-orbit observations with the precision required to meet the established
scientific objectives, ground calibration of the HRMA in conjunction with the SI's, must be performed.
Calibration will take place in the X-ray Calibration Facility (XRCF), at the Marshall Space Flight
Center . ‘

OBJECTIVE OF STUDY

A complex geometry, coupled with the need to maintain a strictly defined thermal
environment, justify the need for a detailed thermal model of the AXAF-I. Furthermore, the HRMA
and other specularly reflective surfaces require an analysis tool that may be used to determine specular
(ray tracing/Monte Carlo) view factors/Script-F components of radiation conductors. Among the tools
considered for this analysis is an interactive, menu driven, PC-based thermal analysis package known
as PC-ITAS. Complex models can be quickly generated using a comprehensive set of integrated
surface geometry generation primitives. Figure 3 shows an ITAS-generated representation of the
AXAF-1. While the preliminary evaluations of ITAS were particularly encouraging, further studies
were needed to determine whether this software is suitable for the task at hand. Therefore, a series of
bench-mark studies was performed using a geometry for which the results are accepted and
documented. In this case, a Space Station module was considered. Results obtained using TRASYS
and SINDA were compared with those obtained from ITAS.



Figure 3: ITAS generated AXAF-I exterior model

METHOD OF EVALUATION

As stated in the previous section, a study was conducted to evaluate PC-ITAS and to compare
the performance of this package with that of TRASYS and SINDA. The test case chosen for this
evaluation involved a Space Station module in a 250-n.mi., circular earth orbit. A beta-angle of 38°,
with respect to the Sun, was assumed for this orbit. Values used for the absorptivity and emissivity of
the MLI-covered exterior surfaces of the module were 0.30 and 0.40, respectively. The 0.156-inch-
thick Aluminum skin which separates the inner layer of insulation from the interior of the spacecraft
was included in the model. An effective emissivity of 0.02 was assumed between interior and exterior
- surfaces of the spacecraft. Finally, interior surfaces were assumed to exchange heat, via convection, at
a rate of 0.20 Btu/sq.ft.hr. to an environment at 70 F. Radiation heat transfer was considered
between interior walls of the module, for which the emissivity was assigned a constant value of 0.90.
Figure 4 shows a schematic of the model that was generated using ITAS. :

Four sets of analyses were conducted. In the first case, ITAS was used (exclusively) to
generate a2 model of the module and to perform orbital heating and subsequent heat flow calculations;



results of these calculations were then used to predict interior and exterior surface temperatures. In the
second and third cases, ITAS translators were used to generate SINDA and TRASYS input decks (i.e.
using the very same model developed for case one). For the second case, SINDA was run without
modifying the respective input deck. In the third case, however, heat fluxes obtained using the ITAS-
generated TRASYS input deck were integrated with the ITAS- generated SINDA model. In the fourth
and final case, TRASYS and SINDA files were generated and analyzed, independent of ITAS.

Figure 4: ITAS generated schematic of the space station model.

RESULTS AND DISCUSSION

The temperatures of selected nodes, shown in figure 4, are depicted in Figures 5 through 12.
Nodes 7 and 15 are the exterior nodes on the end-cone and have no view of the earth. i.e. the
contributing heat source and sink are the solar heat flux and radiation to deep space. Node 30 is on the
main cylindrical portion of the module and has partial view of the earth. Node 46 is the exterior node
on the other end-cone which is pointing at the earth. Nodes 67, 75, 90 and 106 are the corresponding
interior nodes to the above mentioned exterior nodes. As shown in the figures 5 through 12, results
corresponding to each of the four cases were in general agreement; hence, the findings of this study
suggest that the performance of ITAS is acceptable, at least for cases in which diffuse surface
properties may be assumed. These results serve to verify the model definition, steady state and
transient orbital heating analysis, radiative and convective heat flow analysis, and translator modules
included in the ITAS package.

Additional studies are underway to verify other features of ITAS including the capability for
ray tracing and specular surface radiation modeling. These features are of particular interest because
they are not accurately handled by COSMIC TRASYS.
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AN ENGINEERING CODE TO ANALYZE HYPERSONIC
THERMAL MANAGEMENT SYSTEMS

Valerie J. Van Griethuysen
Wright Laboratory
Wright-Patterson AFB, OH

Clark E. wWallace
Science Application International Corporation
Torrance, CA

INTRODUCTION

Thermal loads on current and future aircraft are increasing
and as a result are stressing the energy collection, control and
dissipation capabilities of current thermal management systems and
technology. The thermal loads for hypersonic vehicles will be no
exXception. In fact, with their projected high heat loads and
fluxes, hypersonic vehicles are a prime example of systems that
will require thermal management systems (TMS) that have been
optimized and integrated with the entire vehicle to the maximum
extent possible during the initial design stages. This will not
only be to meet operational requirements, but also to fulfill -
weight and performance constraints in order for the vehicle to

takeoff and complete its mission successfully. To meet this
challenge, the TMS can no longer be two or more entirely
independent systems. Nor can thermal management be an after

thought in the design process, the typical pervasive approach in
the past. Instead, a TMS that has been integrated throughout the
entire vehicle and subsequently optimized will be required. To
accomplish this, a method that iteratively optimizes the TMS
throughout the vehicle will not only be highly desirable, but
advantageous in order to reduce the manhours normally required to
conduct the necessary tradeoff studies and comparisons.

This paper will discuss a thermal management engineering
computer code that is under development and being managed at Wright
Laboratory, Wright-Patterson AFB. The primary goal of the code
will be to aid in the development of a hypersonic vehicle TMS that
has been optimized and integrated on a total vehicle basis.

BACKGROUND HISTORY

Prior to high speed flight, thermal loads on aircraft were not
overtaxing the capabilities of existing cooling approaches,
coolants or structural material temperature limits. Consequently,
thermal management was not on overriding design consideration.
With the advent of high speed flight, this is changing.
Previously, aeroheating prediction methods were undergoing
development and did not have the fidelity that we are witnessing
today. As a result, the extent of thermal protection needed was
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not apparent during the initial design stages for vehicles, such as
the space shuttle. Consequently, some of the solutions for thermal
protection of the shuttle were "fix-it" solutions, ultimately
resulting in payload loss potential. With hypersonic vehicle
development, we can not afford to take this approach.

Between the lessons learned from previous programs, such as
the shuttle, and the current heat loads that are anticipated for
hypersonic vehicles, thermal management can no longer be relegated
to the tail end of the design cycle. Instead, there must be active
involvement during the early design cycle. Furthermore, to enhance
the overall vehicle performance and to aid in meeting weight
constraints, an integrated engine/airframe thermal management
system will have to be developed. This leads to the need for a
computer code that will aid in that process.

After a review of available codes and identification of
computational requirementg, it was decided to base an integrated
thermal management code on an engineering code that was under
development by Science Applications International Corporation known
as HYSTAM (Hypersonic Structural Thermal and Acoustic Management) .
The primary author submitted a proposal, during autumn 1990, to
further develop and enhance the code to meet requirements for a
hypersonic vehicle program. The proposed program was approved
January 1991 and the effort was under contract before the end of
August 1991. ‘ '

‘To differentiate HYSTAM from the resulting code to be
developed during this effort, a new name was derived and the code
became known as the Vehicle Integrated Thermal Management Code or
VITMAC. In addition to the code’s technical capabilities, it was
necessary that it be non-proprietary. This was to ensure that it
would be available to the government and government contractor’s
associated with thermal management for the hypersonic vehicle
program in the near term, and eventually to a wider user base. An
additional attractive feature of this code was its modularity which
easily facilitates the incorporation of non-proprietary codes,
subroutines or algorithms from the various sources involved with
the program. -

CODE ARCHITECTURE

, The design approach that went into the development of VITMAC
was to simulate a vehicle’s thermal management system as a network
of open and closed fluid loops with adjacent structures, which may
experience external or internal heat loads.® Since the networks
also included components, such as pumps, tanks, heat exchangers,
cooling panels, piping, fittings and turbomachinery, the ability to
add them was incorporated into the code. This was possible due to
the modular design of VITMAC.

Originally, VITMAC had three primary modules, a general
cooling network thermal-fluids response module, a structure thermal
response module, and a heat loads module. The heat loads module,
for example, contained the capability to compute aerothermal heat
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loads and to calculate the heat flux on external surfaces of an
earth-orbiting body.? After contract' initiation, the heat loads
module was expanded to include internally generated heat loads. 1In
‘addition, new modules were added and included a fuel tank module
and a component performance module. The role of the fuel tank
module is to predict thermal-hydraulic response of the cryogenic
tanks and inlet conditions to the cooling networks. The purpose of
the component module is to calculate component performance and
thermal response and provide coupling with the cooling networks.
Figure 1 outlines the code module architecture. A generic VITMAC
cooling network is presented in Figures 2 and 3. Figure 2 is a
generic cooling network showing various components, with aero-
heating and internal heat load inputs and thermal outputs. Figure
3 is the same cooling network that. is broken down further to show
control volumes, branching and merge points, structure breakout and
heat sources and sinks. , A more detailed description of the
modules follows.

Céoling Network Thermal-Fluid Module.- This module determines the

thermal and hydraulic response of a user-defined active cooling
network. This module is coupled to the Structure Thermal Response
Module. Contained within this module is the capability to have
multiple cooling flow loops with multiple coolant sources (i.e.
tank) and sinks (i.e. combustor, film cooling). Variable time
dependencies can be accepted for the source and sink conditions.
Multiple branching and merge points within the loops to simulate
parallel flow 1is 'also present. Individual coolant loops can
thermally interact through designated heat exchangers, as well as
allow for coolant (fluid) mass addition and subtraction. The fluid
flow can be simulated as being either once-pass through, as in an
open system, or recirculating flow, as in a closed system. The
code also allows for flow reversal. o

VITMAC is currently set up to handle the computation of heat
transfer coefficients and friction factors for various flow areas.
These include smooth and rough wall for pipe flow and flow between
parallel plates for laminar, turbulent and transitional flow. Heat
transfer coefficients are based on Nusselt number correlations.
Also contained within this module is a loss coefficient library
containing several plumbing components, such as valves, tees,
elbows and bends. These are listed in Table 1 and can be expanded
as needed. ’

The ability to include pressure drops has been generalized to
account for pressure losses due to both skin friction and form drag
within the network components. Also contained within this module
is the capability to determine hydrogen property data. To
accomplish this, NASA Lewis Research Center’'s code GASPLUS has been
coupled with VITMAC as well as built in hydrogen property functions
and tables. = In addition, a separate submodule for tank operating
conditions for hydrogen, oxygen and helium has been developed. -

This module is being updated to include correlations for
predicting the heat transfer and losses associated with various
cooling concepts. Further, industry data pertinent to
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configuration and conditions will be incorporated.

Structure Thermal Response Module.~- This module predicts structure
temperature history and heat loads to the cooling networks. It
performs in-depth conduction and radiation heat transfer
calculations and convection heat transfer calculations with the
coolant, to determine structure thermal response, including through
. gaps. The module takes a multi-one dimensional approach during its
calculations. Further, it takes into account convective, radiative
or heat addition boundary conditions. The structures themselves
can be actively or passively cooled or heated. In addition, multi-
layer composite materials with gaps can be simulated. Thermo-
physical properties, such as density and temperature-dependent
conductivity and specific heat, for a number of structural
materials have been incorporated in with this module. The current
list of materials is shown in Table 2. There are plans to expand
this list.

Heating Loads Module. - This module addresses aercheating agd
internally generated heating loads. The aeroheating portion is

based on a cold wall spatial distribution as a function of
altitude, while hot wall aeroheating is extracted from surface
temperature and edge recovery enthalpy during the £flight
trajectory. The user has the option to either use the aeroheating
module to generate the external heat loads or to input the data
directly from other sources. The user has the option to utilize
attached boundary layer aerocheating loads generated from a 2-D
version of the SAIC 3-D MEIT/3-D inviscid code. The 2-D version
was selected to help keep the run times down. A comprehensive
survey of the heating effects due to shock boundary layer
interaction has been completed, including defining classes of
interactions. Development of an algorithm for the code was
underway, but due to current funding limits and other priorities,
incorporation into VITMAC will be delayed.

Internal heat loads can be either steady-state or transient.
VITMAC currently provides the user with three options for
specifying internal heat loads on structures. The first option
allows the heat loads to be included as part of the input file,
i.e. a namelist file, in tabular form. These loads are directly
applied to the structure surfaces as specified in the input deck.
The second and third options permit the user to define the heat
loads on the structures in separate input files, one each for the
vehicle’s upper and lower surfaces. These heat loads are treated
as cold wall aeroheating loads and corrected to hot wall
aeroheating loads when read into VITMAC. The second option derives
these files from the TRAJIQ code, while the third option requires
the user to manually generate these files in the TRAJIQ output file
format employing own data. ’

Algorithms that were previously developed for internal heat
generation, such as generic engine heat generation rates and
electronic heat generation will be incorporated into VITMAC.
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Fuel Tank Module.- This module solves the time-dependent forms of
the mass and energy conservation equations for gas, liquid and
'solid phases for hydrogen and oxygen within a tank. This can be
coupled with the injection of a binary gas such as helium for
ullage pressure control. Further, the ullage pressure, fuel mass,
and fuel level within the tank are predicted as a function of
specified heating, venting and recirculation rates. Also, the code
has the capability to model equilibrium with phase transition due
to heat leakage. Tank pressure can currently be depicted by a
Pressure-time table. The tank module will be fully integrated with
VITMAC and expanded to include heat transfer to local structures
and insulation. ' .

Component Pérformance Module.- - This module éalculates component

responses and provides coupling with the cooling network. The code
currently includes simple models for pumps, compressors, and
turbines, based on generic component performance and thermodynamic
relationships. Pump performance is obtained from head-discharge
curves. Compressor performance is based on compression ratio and
efficiency. Turbine performance is calculated from expansion ratio
and efficiency, coupled with compressor and pump power require-
ments. The capability to determine power balance between several
compressors, pumps and turbines is included. The capability to
conduct a complete system power balance will be taking place in the
near future. '

Engine Module.-~ VITMAC does not currently support a fully

dedicated engine module. However, the code can model at a
simplified level, the fuel side of the system. This work was

originally scheduled to be developed in FY93. However, funding
cutbacks = currently preclude the addition of this module.
Nonetheless, it is hoped that this can be added in the future.

Input/Qutput.-~ While working with the code, it became clear that
an alternative approach for inputting the data was needed. The
process of inputting a network in a data file was very time
consuming. In addition, the learning curve associated with the
code was longer than desired. Because of the limited available
manpower at contractor and government facilities to conduct cooling
network design trade-off and analysis studies, an easier and faster
approach to input data into VITMAC was needed. To fulfill this
need, the use of a computer graphical user interface (GUI) was
recommended. ' '

The possibility of coupling GUI technology with VITMAC was
investigated and determined to be highly feasible. The question
then became, whether to include GUI capability as soon as possible
or to wait until the end of code development. The decision was
made to incorporate the GUI during code development. This would
make it easier and faster for the user to learn the code, while
taking less time to input data. Further this would facilitate
feedback to the developer on capabilities, strengths, weaknesses,
and areas needing change while the code was still under
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development. A contract modification was completed in late August
1992 to add this capability.

Figures 4, 5, and 6 demonstrate generally how the GUI will be
used with VITMAC. It is clearly obvious that with the use of the
GUI, the network from figures 1 and 2 can literally be generated on
the computer screen. This not only aids in visualizing the
network, but also aids in input error detection. The GUI will also
be used for displaying output, as seen in figure 7 as an example.
As a result of these changes, VITMAC is being transitioned to the
UNIX operating system, with an XWindows environment.

GENERAL CAPABILITTES

VITMAC has been developed to enable the user to select steady-
state, quasi-transient or transient operation. Procedures for
ensuring numerical stabilities have been developed and incorporated
into the code. These include operations involving division and
logarithms, and input error detection. Procedures to minimize
storage (i.e. Jacobian matrix within the thermal-fluid module) and
run time requirements have been developed. Thermophysical property
data for hydrogen and structural materials has been extrapolated to
9000°R, to provide the user with information which may prove help-
ful during modeling refinement. This is not intended to extend the
response of the coolant and materials to this high a temperature.
Currently the maximum number of control volumes per loop is 100 and
the maximum number of structures is 70 during simulation. This
capability can be easily expanded by updating the appropriate
parameter statements and recompiling the code.

Several cases, of varying degrees of complexity, were run to
assist in the development and checkout of the thermal-fluid
network, structure thermal response and tank modules. With the aid
of industry in supplying data, several specific simulation cases
were performed for both the airframe and engine. The VITMAC User
Manual is revised as the code is updated. A manual on the theory
of the code will be generated as part of the final report. The
code is in the process of being transitioned from a VAX environment
Lo a SUN Workstation environment and should be completed prior to
this meeting.

CURRENT STATUS

Mid October 1992, this effort received a drastic budget cut of
76% for FY93. As a result, a stop work order had to be placed on
the contract to prevent over expenditure. Damage control was
initiated to determine what we could afford to complete and what
had to be eliminated, yet still result with a product that would be
useful. Downscoped statements of work were written, while budget
levels fluctuated. One key area that had to be sacrificed was the
engine heat loads module. Since the scope of work had to be
reduced to such a large extent, the contract had to be modified and
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renegotiated. This was finally completed mid March 1993 and work
has been reinitiated at the reduced level. The current contract is
scheduled to be completed the end of January 1994. It is hoped
that funding will be restored, as a minimum, to the level before
the budget cut, in order to complete the originally scoped effort.

CONCLUSION

Despite the uncertainties surrounding the future of hypersonic
programs, the need for an engineering computer code that integrates
overall thermal management systems remains. This is true, now more
than ever, due to the manpower cuts experienced by both airframe
aud engine companies, particularly in the thermal management

community. Not only is the industry personnel base in thermal
management small, the same is true for the government in both DOD
and NASA. Regardless of whether hypersonic vehicle programs

continue, or if there are sub orbital research vehicle programs, or
a high speed propulsion system development program, thermal
management issues still exist and remains an enabling technology.
To conduct complete integrated engine/airframe analyses and trade-
off studies to develop an optimum TMS, a code such as VITMAC, is
required.
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TABLE 1. Loss Coefficient Library

Component Type K,
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Regular 90°, flanged
Regular 90°, threaded
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Flanged
Threaded

OCOO0OOroO
NI UTW

B O
[O148)

Tees:
Line flow, flanged
Line flow, threaded
Branch flow, flanged
Branch flow, threaded
Union, threaded

ONPFP OO
CoOoOoOowN

Valves: :
Globe, fully open
Angle, fully open
Gate, fully open
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Ball valve, full open
Ball valve, 1/3 closed
Ball valve, 2/3 closed
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Pipe Entrances:
Inward projecting
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Pipe Exits:
Projecting
Sharp edged

Rounded .
w:_

e
ocooco

20



TABLE 2.

o

Structural Material List

Aluminum 2219 Beryllium Carbon-Carbon
fibermax Graphite/Epoxy Haynes 188
Haynes 230 Incoloy 754 Incoloy 909
Incoloy 956 Lockalloy Mo-50/Re
Narloy-2Z Niobium Q-fiber/He purge

Stainless Steel

sTitanium 6Aa1-4V

Titanium 1100
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FIGURE 2. VITMAC Cooling Network
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FIGURE 4. VITMAC GUI Generic Cooling Network
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FIGURE. 5. VITMAC GUI Structure Generation

VITMAC GUI STRUCTURE GENERATION (U)

ey

Structure Mo. ;L_d

/
Mo. of Distinct Layers B .\-

Tatal Area for Heat Transfer an:
Top

Bottom B

Intemal ===7a

Emissivity of Structure: Top Eg Bottom ¥ == |
i

Absomvity of Structure: Top '=-§.'-.? Bottom EE !

Extermnal Environment Hadiation Smk Temperature: ==

Internal Environment Radiation Sink Temperature: 547 53 .
Canvection:
- Method of Calculating tleat Transfer Coeff.: ! Top I Battam

Top l Pire Flow ¢srooth wzli) (ot i Radation:

™ Top I Battom

Alummum 2219
Beryllium
Cartion-Carhon
/ M : Columbium
Defmition of Layer @ ateral Type:
e 23 Fibermax

Alusinua

Graphite/Epoxy
Densit o
NSIY padet Haynes 188

: § Edit Conductivity Data " |Haynes 230
Voul Fraction @ R

Incoloy 754

S — _
j Edit Specific Heat Data . * -~ | Incoloy 309
PR 2 R incatoy 956
Lockalloy
HMo-50Re

Rarloy-Z

Q-fiher with ar gas purge
Q-fiher with helium yas purye
Stainless Steel

Titanium 6A1-3V

TNitanium 1100

User Defined

UNCLASSIFIED

24




FIGURE 6. VITMAC GUI Component Generation
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FIGURE 7. VITMAC GUI Output
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UNCERTAINTY ANALYSIS OF DIFFUSE-GRAY
RADIATION ENCLOSURE PROBLEMS
--A Hypersensivite Case Study

Robert P. Taylor*, Rogelio Luck**, B. K. Hodge*
and W. Glenn Steele***

Thermal & Fluid Dynamics Laboratory
Department of Mechanical Engineering
Mississippi State University
Mississippi State, MS 39762

ABSTRACT

An uncertainty analysis of diffuse-gray enclosure problems is presented. The genesis of this study
was a diffuse-gray enclosure problem which proved to be hypersensitive to the specification of view
factors. This genesis is discussed in some detail. The uncertainty analysis is presented for the general
diffuse-gray enclosure problem and applied to the hypersensitive case study. It was found that the
hypersensitivity could be greatly reduced by enforcing both closure and reciprocity for the view factors.
The effects of uncertainties in the surface emissivities and temperatures are also investigated.

INTRODUCTION

All thermal analysis computations involve uncertainties. Geometries are imprecisely specified,
thermal physical properties are not known exactly, and process data (boundary conditions) such as
temperatures, pressures, and velocities are to some degree uncertain. Some of these uncertainties are a
natural part of the process being modeled. The thermal-physical properties will naturally vary from point
to point in physical space. The thermal conductivity will depend on such local conditions as impurity
concentrations, grain structure, and voids in all but the purest and most carefully handled materials.
Thermal radiation properties can vary considerably over a surface depending on factors such as roughness
and oxidation. Also, the boundary conditions will not be precisely applied in the actual process. Other
uncertainties result from a lack of input data. In the early design computation stages, field data may not
have been collected and previous project experiences or handbook data must be used to estimate certain
process conditions. Finally, all thermal analysis models rely ultimately on experimental measurements
for material properties, boundary conditions, or design data bases and correlations. Experimental
uncertainty is always present.

The treatment of experimental uncertainties is well developed. National and international
standards for the treatment of measurement uncertainty have been published. The ANSI/ASME (1986)
standard is one example. The book by Coleman and Steele (1989) gives a good review of current
practices for experimental uncertainties. The treatment of thermal analysis uncertainties is not
philosophically different from the treatment of measurement uncertainties. A set of basic rules (thermal
analysis model/data reduction equation) is applied to a set of data (physical properties and boundary
conditions/basic measurements) to produce a result. The goal of the uncertainty analysis is to follow the
estimated or measured variances in the data through the rules into uncertainties in the resuit.

The nuclear engineering community routinely incorporates uncertainty analysis in reactor
certification and design calculations and has developed a considerable body of literature on this subject.
A recent series of articles in Nuclear Engineering and Design (Boyack et al., 1990, Wilson et al., 1990,

* Professor, ** Assistant Professor, *** Professor and Head
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and Wulff et al., 1990) are representative of activity in nuclear engineering. The book edited by Ronen
(1988) is also a good source. The fields of sensitivity analysis in control theory (Cruz, 1973) and
reliability based mechanical design (Rao, 1992) are closely related to uncertainty analysis.

The use of uncertainty analysis in the mechanical and aerospace engineering thermal analysis
community is still rather rare. Emery and Fadale (1990) and Fadale and Emery (1992) present analyses
of uncertainties in finite element conduction heat transfer computations. Mehta (1991) discusses aspects
of uncertainty in computational fluid dynamics.

This paper presents an uncertainty analysis of diffuse-gray radiation enclosures. Such problems
contain uncertainties in the view factor matrix which arise from the geometric specification, in the
material properties through the emissivities, and in the process specifications through the surface
temperatures. Under the right (or wrong) conditions these uncertainties can have a profound effect on
the computed heat flux results. The genesis of this study was a homework problem in the second heat
transfer course at Mississippi State University. This genesis is discussed below. This is followed by the
development and application of the uncertainty analysis and discussion.

GENESIS

The following problem from the heat transfer text by Incropera and Dewitt (1985) was assigned
in the second heat transfer course at Mississippi State University during the Fall 1992 term.

13.62 A room is represented by the following enclosure, where the ceiling (1) has an emissivity
of 0.8 and is maintained at 40°C by embedded electrical heating elements. Heaters are
also used to maintain the floor (2) of emissivity 0.9 at S0°C. The right wall (3) of
emissivity 0.7 reaches a temperature of 15°C on a cold, winter day. The left wall (4)
and end walls (SA, SB) are very well insulated. To simplify the analysis, treat the two
end walls as a single surface (5). Assuming the surfaces are diffuse-gray, find the net
radiation heat transfer from each surface.

> ¥
o __|

| B3 2

SA

Two students, Miguel and Simon, ignored the simplification and worked the problem as a six-
sided enclosure. Miguel computed the view factors from the formulae for opposed parallel plates and
perpendicular plates with a common edge and obtained the following view factor matrix:
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[ 00 0394 0.1921 0.1921 0.1109 0.1109]
0394 00 01921 0.1921 0.1109 0.1109
0.2881 02881 0.0 0.196 0.1139 0.1139
0.2881 0.2881 0.196 0.0 0.1139 0.1139
0.2774 0.2774 0.1898 0.1898 0.0 0.066
0.2774 02774 0.1898 0.1898 0.066 0.0 |

Simon, on the other hand, obtained values for the view factors from plots provided in the text and
obtained the following view factor matrix:

(00 0.38 0.19 0.19 0.11 0.11]
038,00 0.19 0.19 0.11 0.11
028 028 0.0 0.9 0.1 0.11
028 028 0.19 0.0 0.11 0.11
028 028 0.19 0.19 0.0 0.07
028 0.28 0.19 0.19 0.07 0.0

Both students used a diffuse-gray enclosure computer program to find the net radiation heat flux
at each surface. This program was based on the net radiation method. This is a two step process. First
the following equation is solved for the net radiosity vector, q..

I - I - D)Flg, = oD D (1)

where I is the identity matrix, D, is a diagonal matrix with the surface emissivities as members, F is the
view factor matrix, D, is a diagonal matrix with surface temperatures for members, and i is a vector of
I’s. The heat flux vector is then calculated from the net radiation energy balance.

¢=U- Pg, @

Both students modeled the adiabatic surfaces as perfect reflections (¢ = 0). The results are summarized
in Table 1.

Simon has slight errors in his view factors, but all in all they look very reasonable. All of the
values are within a percent or two. The row sums of view factors are 0.98, 0.98, 0.97, 0.97, 1.01, and
1.01; so, the closure requirement is reasonably met. His radiosites are not seriously in error. The
maximum error is 3.5%. However, his heat flux results, which are off by 376%, 18% and 13% for
surfaces 1, 2, and 3, respectively, are profoundly in error. Also, his answers are in gross violation of
global conservation of energy. For a steady-state analysis such as this one, the net energy stored in the
enclosure should be zero. Miguel only has 10 w out of 5000 w left over which is a reasonable error.
On the other hand, Simon has 2400 w out of 6000 w left over. Clearly something is terribly wrong.
A quick independent check revealed that Simon had executed the program correctly. His radiosity results
are indeed solutions of equation (1), and the problem is not numerical. At least not numerical in so far
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Table 1. Comparison of Miguel’s and Simon’s Solutions

q,(W/m?) q(w/m?) Q(m)

Surface Miguel Simon Miguel Simon Miguel Simon

1 546.2 542.7 -3.69 10.21 -221.4 612.4

2 609.0 607.3 83.87 99.32 5032.2 5959.2

3 ) 442.6 435.9 -120.53 -105.00 -4821.2 -4200.0

4 543.3 524.4 0.0 0.0 0.0 0.0

5A 543.4 542.4 0.0 0.0 0.0 0.0

SB 543.4 542.4 0.0 0.0 0.0 0.0
Total -10.40 2371.6

as the evaluation of the inverse of the matrix in equation (1) goes. Simon’s results are the proper solution
to the problem as Simon posed it.

Simon’s view factor matrix did not strictly enforce closure’. It is common practice to force
closure by only considering N-1 elements on each row to be independent and computing the remaining
element from the closure rule. In fact, Brewster (1992) insists that not only closure but also reciprocity
(af; = afy must be enforced. He quotes avoidance of singular or poorly conditioned matrixes which
cannot be inverted as the reason. As discussed above, inversion is not a problem in Simon’s case. In
fact, the matrix of coefficients, [I - (I- D,)F], which results with Simon’s view factors, is well behaved
with a condition number of 2.83, compared to a condition number of 2.85 using Miguel’s view factors.

Closure is important philosophically and physically; so, we naively adjusted the diagonal elements
in Simon’s view factor matrix to force closure. The resulting view factor matrix was

002 038 0.19 019 0.11 0.11]
038 0.02 0.19 019 0.11 0.11
028 028 0.03 0.19 0.11 0.11
028 028 0.19 003 0.11 0.1
028 0.28 0.19 0.19 -0.01 0.07
028 028 0.19 0.19 0.07 -0.01]

The physically unrealistic negative view factors were not corrected. Table 2 shows the revised results
which are vastly improved. The heat flux errors are now 21%, 1%, and 2% for surfaces 1, 2, and 3,
respectively. This result is an order of magnitude improvement. This result is somewhat surprising since
we have enforced a closure where the individual view factors are even more in error. We have forced
plane surfaces to see themselves and have forced physically unrealistic negative view factors. However,
on the other hand, we have enforced an important physical constraint.

Anecdotically, we can surmise from this experience that this problem is hypersensitive to errors
in the view factor specification when all NxN view factors are independent. However, a rather naive
enforcement of closure greatly reduces this sensitivity.

'As is well known, since a ray emitted from a surface must either strike that surface or one of the other surfaces in the

N
enclosure, the rows of the view factor matrix must sum to unity, 2 f; = 1.
s
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Table 2. Simon’s revised resuits

q,(w/m?) q(w/m?) Q(m)

Surface Miguel Simon Miguel Simon Miguel Simon
1 546.2 546.0 -3.69 -2.92 -221.4 -174.6
2 609.0 601.9 83.87 82.92 5032.2 4975.2
3 442.6 441.4 -120.53 -117.89 -4821.2 -4715.6
4 543.3 543.0 0.0 0.0 0.0 0.0

5A 543.4 543.0 0.0 0.0 0.0 0.0

5B 543.4 543.0 0.0 0.0 0.0 0.0

Total -10.40 85.6

The computations in equations (1) and (2) are readily amenable to an uncertainty analysis. The
sensitivity of the radiosities and heat fluxes to each view factor, emissivity, and temperature can be
computed and used with estimates of the uncertainties in the input data to determine estimates of the
uncertainties in the computed values for radiosity and heat flux. Such an analysis provides a systematic
way to investigate the problems that were apparent in the above discussion, provides a way of
determining the source of the hypersensitivity, and provides a means to determine the fidelity of the input
data required for a desired model accuracy. This uncertainty analysis is developed below.

UNCERTAINTY ANALYSIS

In the following, we discuss the propagation of uncertainties from the input into the result, the
definition of the sensitivity coefficients, and the development of the relations needed to compute the
sensitivity coefficients for this problem. In this investigation, uncertainties in view factors, emissivity,
and temperatures are considered.

Uncertainty Propagation

The development of the first-order general uncertainty analysis is discussed in detail by Coleman
and Steele (1988), and only the result is given here. If all of the uncertainties in the data are taken to
be independent (no common or correlated sources of uncertainty), the uncertainties in the results are
obtained by taking the root-sum-square of the product of the sensitivity coefficient and the input variable
uncertainty.

2 f ot 2
- 2
3)
N N

Here the result, r,, is either the heat flux, g, or the radiosity, q,,. The sensitivity coefficients are the
first partial derivatives of the result with respect to each input variable. For the view factors
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6% = ?‘; @)
for the emissivities

og; = g’e_t 5)
and for the temperatures

8, = i;% ©

The terms can be computed efficiently for small problems (considering algebra, .programming, and
computation time) by direct brute-force finite differences. The forward finite difference formula gives

_ Rx + 3x) - @) 7
St ox g

For the six-surface enclosure considered by Miguel and Simon, this approach would require 49 complete

solutions of the enclosure problem to compute the derivatives in equations (4), (5), and (6). For large

problems this can become onerous. Also, simple forward differences can be troublesome if the scales

are not considered. Fortunately, the direct computation of the sensitivity coefficients is straight forward.
Sensitivity Analysis

The sensitivity computations can be reduced to a series of matrix multiplications by direct

expansion of equations (1) and (2). But first a brief consideration of their origin is in order. The
radiosity on a surface can be written as the sum of the emitted and reflected radiation

g, = oDD}i+ (I - D), 8)

where q; is the irradiation. For a diffuse enclosure the irradiation can be written in terms of the
radiosities as

Dy, = F'D g, 9)

where D, is the diagonal matrix with the surface areas as members. Solving equation (9) for q,
substituting into equation (8), and rearranging gives

[ - I - D)D}'F™D)q, = oD D' (10)
The net heat rate on the surfaces is given by the difference between the radiosity and irradiation as
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qu il cha g qui (11)

Using equation (9) and rearranging yields
g = - DF'D)q, (12)

Usually at this stage of the development the view factor reciprocity relationship

F'D, = DF (13)

is substituted into equations (10) and (12) to give equations (1) and (2). However, in this investigation,
we are interested in the sensitivity of this analysis to perturbations in the view factors where reciprocity
is not strictly enforced. In this case, it is more appropriate to work with equations (10) and (12) directly
so that the sensitivities are properly weighted.

A term-by-term differentiation of equation (10) with respect to f; gives

-laF 4, *+ I - -D)D; FTD.]& =0 e
u %

which can be solved for the radiosity sensitivities using the matrix inverse

o T -1 -165
_Eq=1 I - D)D,F™D ][ - D)D, =— D, (15)
7, B =i a H i 1 ) 7, q.]

A term-by-term differentiation of equation (12) resuits in

% . pr&Flp, +a-pirp)de ' (16)

% % afq

Likewise, for the sensitivities with respect to emissivity, a term-by-term differentiation of equation
(10) gives

aD

aD
=t nirtp I - - D)D_F™D & = g—* D% 17
ae' [ gq. i [ ( .) [ ¢] ae‘ g ae’ l‘ ( )

Solving for the radiosity sensitivities yields

aq, i ol aD, .
I-{d-D)D,F'D]'[c 'D- — D, FT 18
% U~ €~ DOIFDJ ot B - S DR 18)

A term-by-term differentiation of equation (12) resuits in
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34 _ . piprpy e 19)
= o D,FD.)ae‘ (

—

Finally, for the sensitivities with respect to temperature, differentiation of equation (10) gives

oq

I - -D)D,F™D] il oD 4D}, (20)
i

where 1, is a vector with 1 at location i and zeros otherwise. Solving for the sensitivities

% = -{d-D)DFTD] ' oD sD}1] @1

i

Equation (12) yields as before

BB i =ttt O 22)
3 "I - DiFD) (

The calculation procedure for heat flux and uncertainties is as follows:

1) Tovert (I - (I - D)D,'F™D]™

2) Compute q, by multiplication with gD ‘D:i

3) Compute q using equation (12)

4) Compute the radiosity derivatives using equations (15), (18), and (21).
5) Compute the heat flux derivatives using equations (16), (19), and (22).
6) Compute the uncertainties using equation (3).

In this procedure, only one matrix inversion is required. All of the other computations involve only
matrix multiplication.

APPLICATION FOR MIGUEL AND SIMON’S PROBLEM

The uncertainty analysis discussed above was added to the diffuse-gray enclosure computer
program, and the analysis was carried out using Miguel’s input data. For sensitivities with respect to the
view factors, four cases are considered: a) all view factors are independently specified, 2) closure is
enforced alone, 3) reciprocity is enforced alone, and 4) both closure and reciprocity are enforced
simultaneously. That discussion is followed by an examination of the sensitivities with respect to
emissivity and temperature and the overall uncertainty problem.

The difference in the four cases for view factor results from the formation of the view factor
matrix transpose F'. If all view factors are independent (closure and reciprocity not enforced) the
derivative, aFf/afij, only has one nonzero element, a 1 at place (j,i). Table 3 shows the normalized
sensitivities with respect to the view factors for the heat flux on the three active surfaces. Considering
that the view factors are of order 1, the heat flux on surface 1 is seen to be hypersensitive to uncertainties
in view factors from the first column of F" and strongly sensitive to the other view factor uncertainties.
The heat flux on the second surface is much better behaved but still has a strong sensitivity to uncertainty
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Table 3: Normalized sensitivities with respect to view factors for the active surfaces in Miguel and
Simon’s problem with neither closure nor reciprocity enforced.

Surface s, /9
k=1 12417 747 18.21 53.73 53.72 53.72
138.46 8.32 20.30 59.91 59.89 59.89 |
67.08 4.03 9.84 29.02 29.02 29.02
82.35 4.95 12.08 35.63 35.62 35.62
49.41 2.97 7.24 21.38 21.37 21038 ‘
49.41 2.97 7.24 21.38 21437 21.37 |
k=2 -0.74 -6.02 -0.94 -2.76 -2.76 -2.76
-0.82 -6.71 -1.04 -3.08 -3.08 -3.08
-0.40 -3.25 -0.51 -1.49 -1.49 -1.49
-0.49 -3.99 —0.62 -1.83 -1.83 -1.83
-0.29 -2.40 -0.37 -1.10 -1.10 -1.10
-0.29 -2.40 -0.37 -1.10 -1.10 -1.10
k=3 0.33 OFYTREE 4.99 1.45 1.45 1.45
0.36 0.19 5.56 1.62 1.62 1.62
0.18 0.09 2.69 0.78 0.79 0.79
0.22 k11 3.31 0.96 0.96 0.96
0.13 0.07 1.98 0.58 0.58 0.58
0.13 0.07 1.98 0.58 0.58 0.58

in the second column of F'. The third surface is relatively less sensitive but is by no means insensitive.
The third column has normalized sensitivities of order 3, and the other view factors have normalized
sensitivities of order 0.1 to 1.0.

This clearly shows the origin of Simon’s difficulty. If all view-factor uncertainties are assumed
to be equal (Ug = const) in equation (3) and all uncertainties in emissivity and temperature are ignored,
the uncertainty in heat flux is given by

o @
s
which gives for each active surface
Uq
— = 28374 U, 24)
q, ;
qu
— = 14.12 Uf (25)
9 ’
U,
-3 21020 U, (26)
qs '
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Table 4: Normalized sensitivities with respect to view factors for the active surfaces in Miguel and
Simon’s problem with closure enforced.

Surface Oz, /%
k=1 -=-- -118.73 -107.81 -71.67 -71.71 -71.71
132.39 ——— 12.18 52.48 52.44 52.44
58.23 -5.90 19.52 19.50 19.50
47.53 -31.21 -23.96 —— -0.02 -0.02
28.52 -18.70 -14.36 0.01 ——— 0.00
28.52 -18.70 -14.36 0.01 0.00 -
k=2 -—— -5.28 -0.20 -2.02 -2.02 -2.02
5.89 —— 5.67 3.63 3.64 3.64
0.11 -2.75 -0.98 -0.98 -0.98
1.34 -2.16 p L5 | e 0.00 0.00
0.80 -1.30 0.72 0.00 -—— 0.00
0.80 -1.30 0.72 0.00 0.00 -
k=3 —_—— -0.16 4.66 3313 T.13 .13
% —— 5.37 1.43 543 1.43
-2.52 -2.60 - -1.91 -1.91 -1.91
-0.75 -0.85 2.34 —— 0.00 0.00
-0.45 -0.51 1.41 0.00 -_—— 0.00
-0.45 -0.51 1.41 0.00 0.00 ——

To obtain 5% accuracy in q, Uf, must be less than 0.0001546, or the view factors must be

known with approximately 4 digit accuracy. On the other hand, to obtain 5% accuracy in g, requires va

less than 0.0057 or about 2 digit accuracy. This is in line with Simon’s experience. His maximum error
was 0.014 on F;, and F,,. This resulted in 376% error for q, but only 13% error for g,.

If closure is enforced by computing the diagonal elements from

N
T == 12; Jy @7
J#i

the derivative aFf/aﬂj contains two nonzero terms—a -1 at place (i,i) and a 1 at place (j,i). Table 4 shows
the results of the sensitivity analysis for heat flux when closure is enforced. The table shows that closure
alone does not reduce the overall sensitivity. Normalized sensitivity coefficients of 100 are still found.
In our previous work with Simon’s solution it appeared that enforcing closure greatly improved the
results. However, equation 1 implicitly assumes that reciprocity exists and Simon’s view factors
reasonably meet that reciprocity requirement.

When reciprocity is imposed cross-diagonal terms in F are related by

a, fy = ajj;, (28)

In this case, view factors in the lower-left triangle of F are computed from those in the upper-right
triangle by equation (28). Table 5 shows the results of the sensitivity analysis when only reciprocity is
enforced. No improvement is seen. In fact, for this case the overall uncertainty in heat flux would be
higher than the case where reciprocity is not enforced.
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Table 5: Normalized sensitivities with respect to view factors for the active surfaces in Miguel and
Simon’s problem with reciprocity enforced.

Surface 8,;,” 19,

k=1 124.91 146.78 119.53 178.32 178,326 178.26
— 8.37 26.51 67.74 67.70 67.70
e e 9.89 41.35 41.33 41.33
e — —— 35.85 71.67 71.67
—— — — i 21.49 42.98
———— ——— ——— —_—— ——— 21.49

k=2 -0.74 -6.84 -1.53 -3.49 -3.49 -3.49
———— -6.71 -5.92 -9.07 -9.06 -9.06
——— ——— -0.51 -2.11 -2.11 =211
—_— — — = —70583 -3.66 -3.66
——- —— —— ——n -1.10 -2.19
— —— e e —_— -1.10

k=3 033 0.53 525 E iy o 1.78 1.78
- 0.19 5.69 1579 1579 1,79
—— — 2.69 4.09 4.09 4.09
——— — ——— 0.96 1.93 1.93
———— —— — — 0.58 1.16

———— - — -———— oo PN - 0 . 58

Table 6 shows the results when both reciprocity and closure are simultaneously enforced using
equations (27) and (28). An order of magnitude decrease in the sensitivities is observed. If the
uncertainties in f; are again taken to be constant and the uncertainties in emissivity and temperature are
ignored, the uncertainties for the active surfaces are given by

U
—% =i0798 U, 29)
q v

U
—=2 =183 U, (30)
9 :

=189 U, #h

Now, to obtain 5% accuracy in q,, the uncertainty in f; must be less than 0.0018 which is between 2 and
3 digit accuracy. Recall that, when Simon’s view factors were revised to enforce closure, reciprocity was
implicitly included in equation (1), and the error for q, was 21%, which is in line with equation (29).

The sensitivity analysis has given us a great deal of insight into the hypersensitivity of Simon’s
problem. It has improved our understanding of why enforcing closure in Simon’s case so greatly
improved the problem and has shown that this improvement actually requires the simulitaneous
enforcement of both closure and reciprocity for the view factors. We can draw the conclusion that both
closure and reciprocity should be strictly enforced to minimize the sensitivity of the diffuse-gray enclosure
analysis to errors in view factors.

For simple geometries such as this one, view factor determination can be made with whatever
accuracy is necessary. However, the material properties, emissivities, process specifications, and
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Table 6: Normalized sensitivities with respect to view factors for the active surfaces in Miguel and
Simon’s problem with both closure and reciprocity enforced.

Surface 8,% 14,

k=1 —— 13.66 -20.46 -0.38 -0.39 -0.39
—— — 3.33 5.67 5.67 5.67
—— — ———— -4.45 -4.44 -4.44
—— e —— —— 0.00 0.00
—— —— —— ——— — 0.00

k = 2 —— 0.61 -0.04 -0.01 -0.01 -0.01
—— — 1.55 0.39 0.39 0.39
——— — —— 0.22 0422 0.22
——— ——— — —— 0.00 0.00
— —— e —— —— 0.00

k=3 —— 0.02 0.88 0:01 0.01 0.01
—— — 1.47 0.15 0.15 0.15
—— -—— — 0.43 0.43 0.43
— —— —— ——— 0.00 0.00
——— —— . — — 0.00

temperatures will always contain uncertainties. Table 7 shows the normalized sensitivities for this
problem with respect to emissivity and temperature for the three active surfaces. The normalized
sensitivities to errors in emissivity are on the order of 10 which is about the same as the view factor
sensitivities with both closure and reciprocity enforced. The normalized sensitivity to errors in
temperature are on the order of 1. Care must be taken when comparing these normalized sensitivities
if the variables have vastly different scales. Emissivity is on the order of 1 while temperature in degrees
K is on the order of 100-1000. An absolute error of 5°K will cause much more error in the heat flux
result in this problem than a 0.05 error in emissivity.

Using the uncertainty values (va = (.0001; Ue' =0.1,i = 1,2,3; Ue‘ =0,i= 4,5A,SB;U,‘

= 1°K,i = 1,2,3; and U,‘ = 0, i = 4,5A,5B) and Miguel’s view factors with both reciprocity and

closure enforced, gives the heat flux and uncertainty results shown in Table 8. The table shows that these
very reasonable uncertainties result in significant uncertainties in the heat transfer resuit. The percentage
uncertainty on the nearly adiabatic surface 1 is very large. These uncertainties are mainly caused by the
uncertainties in emissivity and temperature since Miguel’s very precise view factors were used.

CONCLUSIONS

Uncertainty analysis was used to propagate the uncertainties in the view factors, emissivities, and
temperatures into uncertainties in the computed heat flux. This analysis allowed us to determine the
nature and source of the hypersensitivity to view factor in Simon’s case and to find a way to reduce this
hypersensitivity. It was found that to avoid hypersensitivity to view factor specification both closure and
reciprocity must be simultaneously enforced. Even when the view factors are precisely specified
considerable uncertainty remains because of uncertainties in emissivity and temperature specification.

The sensitivity analysis and associated uncertainty analysis are very enlightening. The
computational overhead is small since only one matrix is inverted for both the diffuse-gray enclosure
solution and the sensitivity analysis. Therefore, it is strongly recommended that all diffuse-gray enclosure
solutions be coupled with an uncertainty analysis.
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Table 7: Normalized sensitivities with respect to emissivity and temperature for the active surfaces

in Miguel and Simon’s problem with both closure and reciprocity enforced.

egq/Qg
Surface i 2 3 4 5A 5B
emissivity
k 1 1.031 12.97 -12.97 0.01 0.01 0.01
k 2 0.03 0.84 0.65 0.00 0.00 0.00
k 3 -0.01 0.29 o2 0.00 0.00 0.00
temperature
k d -1.24 0596 0.29 0.00 0.00 0.00
k 2 -0.04 0.06 -0.01 0.00 0.00 0.00
k 3 0.02 0.02 -0.03 0.00 0.00 0.00
Table 8: Overall uncertainty in Miguel and Simon’s Problem: Ufb = 0.0001, UE‘ = 0.1,
Ue’ = 1°K.
Surface
1 2 3
q(w) -3.63 83.9 -120.5
U, (w) +8.82 +10.9 +16.4
UJ/q +270% +13% +14%
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A COMPARISON OF TSS AND TRASYS IN FORM FACTOR
CALCULATION

Eric Golliher
Thermal and Fluids Analysis Branch
National Aeronautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44135

INTRODUCTION

As the workstation and personal computer become more popular than a centralized
mainframe to perform thermal analysis, the methods for space vehicle thermal analysis will change.
Already, many thermal analysis codes are now available for workstations, which were not in existence
just five years ago. As these changes occur, some organizations will adopt the new codes and analysis
techniques, while others will not. This might lead to misunderstandings between thermal shops in
different organizations. If thermal analysts make an effort to understand the major differences
between the new and old methods, a smoother transition to a more efficient and more versatile
thermal analysis environment will be realized.

DISCUSSION

As dedicated computers becomes more affordable and faster, the method for performing
radiation thermal analysis using a "ray-tracing" ' technique may become the standard. The advantage
of some ray-tracing codes lies in their versatility: the ability to account for specular and transmissive
surfaces, and to handle boolean geometrical constructions, fence problems, and the box-on-a-plate
problem. The disadvantage is that ray-tracing has historically been thought of as less computationally
efficient than the traditional method for typical space vehicle thermal design problems, which has
been the "unit sphere" or "double summation" method. Since many mainframe computer
departments account for costs on a per-CPU hour basis, double summation codes such as TRASYS
and VectorSweep currently dominate. However, with the popularity and speed of workstations and
personal computers on the rise, many new ray tracing codes and enhancements are taking shape.

Examples of some of the codes with full ray-tracing capability are ESARAD (European Space
Agency Research and Technology Center), NEVADA (Turner Associates), OPERA (Boeing Monte
Carlo), TMG (Thermal Model Generator from Maya Heat Transfer), and TSS (Thermal Synthesizer
System, sponsored by NASA-JSC). Since the workstation costs are typically accounted as a one-time
purchase cost, the perceived longer "run-times" with workstations are not a cost issue. Also, since
most large satellite/space station thermal problems require many hours of CPU time on a mainframe
as well as on a workstation, the "turn-around" time for both is comparable.

This discussion centers on two codes used in form factor radiation thermal analysis for space
vehicles: TSS, as an example of a ray-tracing code, and TRASYS, an example of the unit sphere
method. A comparison among the different ray-tracing codes is beyond the scope of this paper.
Also, a comparison of the orbital heating rate calculations is not the subject of this paper; although
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it is acknowledged that the issues described here may cause similar problems with the heating rate
algorithms as well.

The motivation for this report came about during a recent project in which NASA-LeRC was
involved, called SOHO (Solar and Heliospheric Observatory). The satellite is being integrated by
Matra-Marconi of France under contract to ESA/ESTEC in Noordwijk, Holland. The launch vehicle,
an Atlas IIAS, is being provided by General Dynamics Commercial Launch Services under contract
to NASA-LeRC. The launch date is June 1995. Figure 1 shows the ITPLOT?TRASYS plot of the
SOHO spacecraft.

E-nmnm-

Figure 1 SOHO Spacecraft Geometrical Math Model (GMM)

Recently, ESA/MATRA delivered to NASA/GD simplified thermal models of the satellite
which contained approximately 800 surfaces. NASA intended to use TRASYS, a Nusselt sphere-type
code, to perform the integrated thermal analysis of the launch phase of the mission. The original
GMM was created by Matra in Toulousse, France using ESABASE, a geometry builder for their ray-
tracing type radiation thermal analysis code, THERMICA. Therefore, a conversion program had to
be written at LeRC to convert ESABASE to TRASYS. The converted GMM was used to generate
Hottel-type radiation conductors (RADK’s) in TRASYS and then in TSS. After the conversion
process, NASA-LeRC plotted the TRASYS surfaces. There appeared to be many surfaces running
into each other and many box-on-a-plate problems. It was learned however, that these types of

‘errors” can, in fact, be handled by ray tracing type codes. Thus, this report can serve as a "lessons
learned" from a user’s perspective.

It was decided to try using a ray-tracing code at NASA/LeRC to confirm the original
TRASYS/SINDA SOHO launch phase temperature predictions® The intent was to compare form

factors directly using TSS at NASA/LeRC. However, this became too unwieldy for an 800-node
model. A more practical approach was taken. Final temperatures from various SINDA analyses were
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compared for the corresponding Thermal Math Model (TMM). In each situation, the original
SINDA thermal math model contained only TRASYS-generated heating rates and radiation
conductors (RADK’s). Then, RADK’s generated by TSS were switched for those generated by
TRASYS, and the temperatures compared.

When using TRASYS, the analyst has a variety of options in the FFDATA and RKDATA
statements which control the accuracy of the resultant form factors. Over the years, typical
parameters which seem to work well for most space vehicle analysis have been developed through
trial and error. Also, rules and techniques for "good" TRASYS model-building have been
established. Since it was known that the model in this case contained box-on-plate problems, it was
decided to push TRASYS to its limit with some unreasonably tight FFDATA parameters:
NELCT=200, FFRATL=-1.0, and FFACS=0.01. The CPU time for RADK’s was approximately 8
hours on a VAX 9410.

When using TSS or any other ray-tracing code, the analyst must deal with a completely
different set of control parameters and these are generally not well known to engineers familiar with
TRASYS. These parameters include Energy Cut Off Factor, Number of Rays per Surface, Numbers
of Levels and Objects in the Oct-Tree Accelerator, Random Number Generator Seed Value, Error
Parameter, and the Update parameter®. The Error Parameter applies to an individual surface and
is a function of the confidence level.® Also, a working knowledge of engineering statistics is helpful
in understanding ray-tracing codes.

ANALYSIS AND RESULTS

Figure 2 shows a plot of CPU time on the Apollo DN10000 versus number of rays and error.
The default value was used for the other parameters.

40000
- 35000 F O 5% Error Parameter a
H ¥ 4% Error Parameter
2 Q 3% Error Parameter
0
= 30000 | 4
= (o]
o
=3
=]
S 25000
z
Q
2
S 20000 -
a
<
§ o
Q
A 15000
£
=
£ 10000 |
5]
L
e 5000
(o]
0 - L L
0 5000 10000 15000 20000 25000
Number of Rays Parameter

Figure 2 CPU Time Comparison for TSS
Parameters
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The TSS parameters were successively varied as such: 1000 rays to 20,000 rays with a 5 %
Error Parameter, then 20,000 rays with a 4% Error Parameter, and finally 20,000 rays with a 3%
Error Parameter. The TSS analyst can effectively use a "restart" file to build upon calculations
already performed in previous analyses. For TRASYS, the analyst can increase the accuracy for a
particular surface, but the calculations effectively start over for that surface.

As the number of rays per surface increases, the error will decrease. TSS will generate rays
from a particular surface until either the Number of Rays or the Maximum Error Parameter is
reached. This condition is checked as often as is required by the Update Parameter. For 1000 rays
and 5% error, the Number of Rays is the limiting parameter for most surfaces in this problem. For
20,000 rays and 5% error, the Error Parameter is limiting the calculations for some surfaces and fewer
than 20,000 rays are generated for many surfaces. As the Number of Rays parameter is increased,
it is more likely that the Error Parameter will control the calculations of most surfaces in the
problem. The user has the option of forcing practically all surfaces to the same error by setting the
Number of Rays equal to a very large number.

If the Error Parameter had the controlled the calculations, the plot would show that the
percentage of CPU time increases as the square of the improvement in error. The roughly linear
relationship of CPU time to Number of Rays shown in Figure 2 is expected. In this case, the error
is different for each surface.

Figure 3 is a close-up view of an instrument which shows a 4-sided boxed protruding through
the mounting structure. All surfaces are facing outward. Note that a portion of the active surfaces
of the central box view the inactive surfaces of the prism-shaped mounting structure. Also, note that
this structure sits directly on a larger rectangle which forms the payload support wall, an example of
the box-on-a-plate problem (see Figure 1). This is a typical construction found in the Matra GMM

which cannot be handled well by TRASYS, but is acceptable to the Matra ray-tracing package,
THERMICA.

!-lmr-o.-'-

Figure 3 SWAN Instrument GMM




Figures 4 and 5 show the distribution of the difference between temperatures from successive
analyses using various TSS and TRASYS RADK’s.
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Figure 5 Expanded View of Figure 4

To get this plot, the temperatures produced by TRASYS RADK’s were subtracted from those
produced by TSS. If the two methods gave exactly the same answers, there would be nothing but a
peak at 0 °C. There seems to be a distinct shift in a majority of temperatures by about 2 to 12 °C
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warmer for most of the TSS values. This is because TSS has greater view factors to the spacecraft
surfaces and therefore smaller views to space. The original TRASYS results showed form factors
sums for some surfaces to be far from 1.0. Also, for TSS, weighted error results for several small
form factors exceeded 5%. Therefore, for this problem and perhaps for many other similar
situations, using TRASYS to generate form factors from a GMM originally constructed for use with
a ray tracing code may yield generally colder temperatures as well as in some cases, significant errors,
both warmer and colder. Figure 5 clearly shows that successive analyses of TSS using more rays and
a smaller error parameter do not produce significantly different results. Therefore, 1000 rays with
a 5% Error Parameter seems to be adequate for the majority of the surfaces for a model of this size
and type. Of course, different spacecraft models may require more rays.

CONCLUSION

Although the converted SOHO model did contain what TRASYS-trained analysts might call
"errors," the model was acceptable to a ray-tracing type code. TRASYS did a surprisingly good job
on most of the surfaces. However, results of the two codes do differ for a significant number of
surfaces. This model should be reworked if a ray tracing code is not used. Also, as a result of the
work on the SOHO project, an ESABASE-to-TRASYS FORTRAN conversion program is available
at NASA-LeRC.

If a "cookbook" set of parameters to use with various types and sizes of typical space vehicle
thermal models could be provided, this would reduce the confusion and ease the transition to TSS
or any ray-tracing program. If, however, TSS and other ray tracing codes must be carefully optimized
for each particular spacecraft and situation, or if a ray tracing user must thoroughly understand
advanced radiation heat transfer and engineering statistics, the popularity of TSS and other ray
tracing codes may be much more limited than TRASYS.
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ACCURACY CONTROL IN MONTECARLO RADIATIVE
CALCULATIONS

P. Planas Almazan
Thermal Control and Life Support Division
ESAJ/ESTEC, P.O. Box 299
2200 AG Noordwijk, The Netherlands

SUMMARY

This paper presents the general accuracy law that rules the MonteCarlo, ray-tracing algorithms
used commonly for the calculation of the radiative entities in the thermal analysis of spacecraft. These enti-
ties involve transfer of radiative energy either from a single source to a target (e.g., the configuration fac-
tors). or from several sources to a target (e.g., the absorbed heat fluxes). In fact, the former is just a
particular case of the larter. The accuracy model is later applied to the calculation of some specific radiative
entities. Furthermore, some issues related 1o the implementation of such a model in a software tool are dis-
cussed. Although only the relative error is considered through the discussion, similar results can be derived
for the absolute error. .

INTRODUCTION

Monte Carlo methods are often used in combination with ray-tracing algorithms to perform the
radjative analysis of spacecraft (ref. (1]). Using this approach (MCRT from now on), the radiative cou-
plings between the faces of a model, as well as the external heat loads applied on these faces, are calcu-
lated. Normally, these radiative values are passed to a thermal solver in order to produce the temperature
predictions for the spacecraft model. . : :

While MCRT-based tools present some interesting advantages with respect to other methods, they
also show a major drawback, which is the often large computational effort required to produce the radiative
values. The results of a MCRT simulation are taken as an estimation of the actual values of the radiative
entities. Since these results are of random nature, the accuracy of the estimation dépends on the number of
rays fired in the simulation. In general, the thermal engineer performs a trade off between the accuracy of
the results and the computational effort required to achieve them. This paper presents models which allow
the automatic accuracy control of the results in an efficient way.

It is important to point out that the simulation inaccuracies only account for a part of the uncer-
tainty in the results of the thermal analysis. Other sources of error are the validity of the modelling assump-
tions and the uncertainty of the data used in these models (ref. [2]). The “engineering judgement” shall be
used to decide which level of accuracy in the simulation is sensibly required, especially when compared to
the uncertainties in the other areas. Once the simulation's accuracy requirements have been established,
their efficient achievement can be guaranteed by the techniques presented in this paper.
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BASIC ACCURACY MODEL

MCRT methods are based on the repetition of a given random process, which reproduces the phys-
ical problem of interest (ref. (3]). For each trial, values of the random parameters that play a role in the
process are uniformly sampled from their cumulative distribution functions, and a score T, representative
of the physical phenomenon, is tallied. T is a random variable that follows an arbitrary distribution:

T=-(E(T).V(T)) (EQ 1)

where E(T) is the expectation of T and V(T) the variance of T. The estimation r* of the radiative parameter
R is then calculated by averaging the scores over a large number of trials:

1 N
"=§'Z“ (EQ 2)
1= ] i

where 1 is the score for the I-th trial and N is the total number of trials. In the MCRT simulations, each trial
involves firing a ray from the source. Because of the random narure of the process, every simulation pro-
duces a different estimated value, and therefore the estimation R* is a random variable itself. By the central

limit theorem (ref. [4]), given N reasonably large, R* is normally distributed, regardless of the actual shape
of the distribution for the basic random variable T

R* ~N(E(R*),V(R*))} (EQ3)

where:
E(R*)=p,, =E(T) =R (EQ 4)
V (R*) .sczk. = X;—T) (EQ 5)

By definition, the relative error of an estimated value r* is:

r*-R
&y (EQ 6)

By applying the algebra of random variables, it is possible to show that the relative error of the estimated
values is also normally distributed:

48




E-N(E(E),.V(E)) (EQ7)

with expectation and variance given by:

E(E)=p, =0 (EQ8)
*
V(E)-o’E=V(R2 ) =Vm2 (EQ9)
R N-R

Given the normal law followed by the simulation error, the probability & of having a relative error smaller
than € is:

a:Prob(e<e)=crf( : J (EQ 10)
2'°2£

and replacing (eq 9) into (eq 10) the fundamental accuracy model is derived:

e 2
erf (a)) .V(T) a5

N =2-(
E £ R2

This expression is very important for our purposes, because it provides a relationship between the
accuracy € to be achieved and the computational effort (number of rays N;) required for it, in terms of the
radiative value itself, the variance of the basic random process used in the MCRT simulation and the confi-
dence level a. Furthermore, (eq 11) shows that the accuracy achieved is inversely proportional 1o the
square root of the number of rays fired in the simulation (i. e., 10 halve the relative error the number of rays
has to be multiplied by four).

For a given confidence level g, if N¢ rays are fired to ensure a level of accuracy of €, the variance
of the relative error depends only on €:

2

3
V(E,) = -;- (——) (EQ12).

crf'l(a)

That is, the variance of the relative error is directly proportional to the square of the level of accuracy spec-
ified. Once the accuracy requirements are fixed, the variance of the €rTors associated to the estimation of
different values do not depend on the actual values or on the variance of the basic random processes. This

is an interesting property which is used later in the paper to introduce an efficient way to calculate recipro-

cal couplings.
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ACCURACY CONTROL FOR RADIATIVE PARAMETERS
Configuration Factors

The configuration (or view) factors represent the fraction of diffuse energy uniformly emirted by a
- radiative face and reaching directly (i. e., without suffering any intermediate reflection) a target face. The
procedure followed in the MCRT approach to determine the configuration factors is based on the repetition
of a process consisting of the following steps:
* calculate a random emission point on the emitting radiative face
* calculate a random emission direction ]

* «alculate the intersection between the ray fired from the emission point and directed along the emission
direction, and the target radiative face -

 tlly the ray if the intersection is not void
Finally, the estimated value f* is calculated as the average of all the trials performed:

N
f"'=%-2tl (EQ 13)
l=]

Thus, this algorithm tallies the random variable T, which in this case represents the intersection
between a randomly emitted ray and the target radiative face. T is a discrete random variable, which onl Y
can take two possible values: 0 if the intersection is void and 1 if the ray strikes the target radiative face.
Since this is a rather simple process, the distribution function of the random variable T can be determined
by only knowing the value of the configuration factor F, as shown in Figure 1.

~ The expectation and variance of T can be calculated by applying the expressions used for discrete
random variables: :

E(TE= Ztk-P(tk) (EQ 14)
k=1
s
V(T) = ) (4-E(T)? Pt €Q15)
k=]

where s is the number of discrete values which the random variable can take. Applying these expressions
to T, with s = 2 corresponding to the only two possible values 0 and 1, we obtain:

E(T) =F (EQ 16)
V(T) =F-(1-F) (EQ17)

where F is the actual value of the configuration factor.
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FIGURE 1. Probability distribution function for the random variable T, intersection rayhargct fuce

Introducing these values into the general accuracy model given by (eq 11), the accuracy control law for
the configuration factors can be derived:

2
: -1
erf (a)) 1-F L

Nt=2'( 3 F

From this expression it can be appreciated that, in agreement with the experience, bounding the accuracy
for small configuration factors is much more computationally demanding than doing so for large values.

Due to the fact that the variance of the basic random process depends exclusively on the value of
the configuration factor, once this value F is fixed it is possible to specify the number of rays to be fired in
order to achieve the desired accuracy. Figure 2 shows the computational effort (i. e. number of rays fired
from the radiative face) required to achieve three different accuracy levels (relative errors of 100%, 10%
and 1%) for the whole range of configuration factor values. - '
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FIGURE 2. Computational effort vs configuration factor value for several levels of accuracy (confidence
level of 99%) ~

Radiative exchange factors

The radiative exchange factors (REF) are defined as the fraction of diffuse energy uniformly emit-
ted by a radiative face and being finally absorbed by a target face. Multi-refiection paths are included in
this definition. These values can be derived from the configuration factors, following Gebhart's method
(ref. [5]). Alternatively, the MCRT approach offers some advantages, taking into account the non-uniform
narure of the radiative transfer exchange between radiative faces, as well as allowing the inclusion of spec-
ular behaviour. The procedure followed for each radiative face is in this case:

* calculate a random emission point on the emitting radiative face
» calculate a random emission direction

* propagate the ray fired from the emission point and directed along the emission direction through the
model. For the propagation take into account the radiative behaviour of the surfaces

» tally the fraction of the original ray's energy which is finally absorbed by the target face (random varia-
ble T) : :
Following this algorithm, the estimation of the REF value G is calculated by the expression:

N
g* = % Zt, (EQ 19)
%



The main difference with the configuration factors case is that it is not possible to know a priori the
nature of the probability distribution function of the random variable T. Indeed, T can ke different values
depending on the path followed by the rays, and the number of possible paths grows significantly with the
number of radiative faces in the model. Nevertheless, regardless of this fact the powerful central limit the-
orem is valid and (eq 11) still applies. Therefore, the accuracy control model for REF can be expressed us:

=" 2
N_.=2. (erf (u)) : T (EQ 20)
5 € G

Thus, in the REF case, the computational effort depends explicitly not only on the value of the REF but
also on the variance of the basic random process.

Direct Solar Flux

The heat flux emirted by the Sun and being intercepted by a given target radiative face can be cal-
culated as:

= (EQ 21)

D=SC-A
where SC is the solar constant and At is the visible cross section area of the face.

The MCRT method can also be used to calculate an estimation of D. Once the solar constant and
the solar aspect ratio are known, the probiem is reduced to find the visible cross section area of the radia-
tive face. Although for non-occluded planar faces this is a simple operation, a MCRT procedure can be fol-
lowed whenever the faces are curved or shading effects exist:

« calculate a tandom emission point on the radiative face

» fire aray from the emission point towards the sun

* find whether the emission point “'sees” the Sun. A discrete random variable H, taking only two possible
values (0 if the Sun is not visible and 1 if it is) shall be tallied for this purpose

< tally the cos 6 value (where 8 is the angle between the Sun direction and the face's normal vector at the
emission point), only if the emission point is not occluded by any other part of the model

An estimation of A* is then calculated as:

; N
deiveigr]
& =<-A-) (c0sO),-h (EQ 22)

where A is the radiative node area, h; is the value of the random variable H and (cos 8), is the value of the
random variable cos 8. The subscript | refers to the I-th trial.

Applying the general accuracy model to this specific case, the followne zguation is obtained:

= \-s‘\;
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2 V(cos®©:-H)

-1
N -2.(Ml
v E

2
¢ = ) - (SC- A) (EQ 23)

SOME IMPLEMENTATION ISSUES
Parameter pre-estimation

The application of the accuracy models to the estimation of radiative values presents the paradox
of requiring as input the value whose calculation is the goal of the simulation. Furthermore, the variance of
the basic random process used to calculate the estimation is not generally known a priori. These apparent
drawbacks can be satisfactorily overcome by pre-estimating both the radiative value R and the variance of
the basic process V(T), so that the accuracy models can be applied. The pre-estimated values can be
obtained after a first batch of M rays is fired in the simulation. Indeed:

Mo
R=t=,z,m (EQ 24)
M
2 1 ; 12
V(T)’.5T=M_1'z(‘|“) (EQ 25)

I=]

The number of rays M to be fired in order to pre-estimate R and V(T) shall be determined as a
compromise between having reasonably accurate pre-estimations and not spending too much computa-
tional effort in this previous phase of the algorithm. In practice, it has been checked that even with sample

sizes which are small when compared to Ng, the accuracy control based on the accuracy model produces
excellent results.

For instance, Figure 3 shows the histogram of the relative error associated to the estimation of a
particular configuration factor, with a reference value of 0.01832. To produce the histogram, 1000 different
simulations were performed, each of them using a pre-estimation sample size of 1000 rays. The accuracy
model was then applied to ensure an accuracy of 3% with a level of confidence of 99%. The application of
(eq 11) shows that these requirements are achieved by firing approximately 398000 rays in each simula-
tion. The tails of the histogram, filled in black, show that only 10 out of the 1000 simulations performed
had an error beyond the specified limits. This is in agreement with the confidence level used for this partic-
ular case.
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FIGURE 3. Histogram of the relative error associated to the estimation of a configuration factor with
reference value 0.01832

A particular problem arising when introducing the pre-estimated values into (eq 11) is that this
expression becomes singular for t = 0. A null pre-estimated value can indicate either that:

» the actual radiative value is indeed null, in which case its actual variance will also be null, or that

« the actual radiative value is so small that the size of the sample it is not large enough to provide a non-
null pre-estimated value.

In the first case, no additional rays need to be fired. In the second, a very large number of rays are likely to

be needed. Practical considerations impose a limit to this number, which for very small couplings might

become computationally prohibitive. Generally speaking, once this limit is imposed it will not be possible

1o guarantee the accuracy of the radiative values below a threshdld value.

Enforcement of the réciprociry law

In general, and for efficiency reasons, the software tools that implement MCRT methods do not
calculate the couplings individually. Indeed, the couplings from one face to all the other faces in the model
are normally calculated in one pass. Due to this fact, the couplings’ line sum adds up to 1. However, the
reciprocity law between couplings is in principle not satisfied, because of the statistical inaccuracy associ-
ated to the estimations.

' Often, the manipulation of couplings that satisfy the reciprocity law is preferred, especially
because of the reduction in memory requirements. The enforcement of the réciprocity law brings about a
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line sum which does not add up to 1. This imbalance is sometimes taken as a measure of the error in the
estimation of the couplings. The enforcement of the couplings” reciprocity is normally performed after
both couplings have been independently calculated. This is not very efficient, since computational time is
wasted 10 guarantee the specified level of accuracy for both the direct and inverse couplings. Furthermore,
a systemauc error is introduced by the enforcement method.

On the other hand, the general error model shows that, given a reciprocal pair of faces, one of the
associated couplings is privileged in the sense that identical accuracy levels can be achieved with a smaller
number of rays. This fact suggests the idea of estimating the non-privileged coupling by simply applying
the reciprocity law to the one calculated via MCRT from the privileged face. Of course, this operation shall
ensure that both coupling’s errors meet the specified accuracy requirements.

To apply this approach, the privileged face shall be identified. Therefore, the question to he
answered is: given a reciprocal pair of couplings R;j and R;; such that:

Rom VR (EQ 26)

where ¥ is the reciprocity factor, and assuming that the accuracy requirements are respectively set to €j;
and g;;, which face shall be used to fire rays from?

To identify the privileged face, let's assume that the MCRT simulation is performed by firi ng rays
from face i. Therefore, the coupling R;; is directly estimated via the simulation, while the coupling R is
estimated by enforcing the reciprocity law:

B (EQ27)
r*;
8 QTS )
r'y = &2 (EQ 28)
The reciprocal values estimated in such a way follow normal distributions:
RgeR: : (EQ 29)
R‘ji-'N(E(R."g.)nv(R.jj)) (EQ30) -

Furthermore, it can be shown that the variance of the relative error associated to-the estimation of Rj; via
(eq 28)is:

. " Xl
V(Eﬁ) = V(Eij) = (EQ 31)

On the other hand, if the estimation of Rj; was calculated by the MCRT procedure, by firing from
face j the number of rays needed to meet the accuracy target &;;, the variance of the relative error would be:
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1 €.
V(E )=--( L ) (EC 32)
& 2 crf"(a)

Since the accuracy requirements must be also achieved by the enforced estimation R’j,, the variance of itx
error must be equal to the variance of the error obtained in the MCRT procedure:

V(Ej.,.) = V(Et”) (EQ 33)
From this equation, it can be proved that i is the privileged face if the following condition holds:

V(Tij)S‘Pz-V(Tjj) (EQ 34)

This expression relates the variance of the basic random processes used to estimate the couplings. If (eg

34) is applied to the configuration factors case, it can be seen that the privileged face is the.one with larger
associated coupling. In the REF case, the privileged face cannot be determined by simply looking at the
relative size of the reciprocal couplings, and (eq 34) shall be used instead.

To clarify the interest of firing rays from the privileged face, let’s present an example. For the
model in Figure 4, reference values are available in the literature (ref. (6]). In particular, F5 = 0.29176.
Assuming we are interested in the calculation of the view factors with an accuracy of 5%, the most effi-
cient way to proceed is 1o fire rays from face 1, which is the privileged one. This can be seen by checking
the condition given by (eq 34). If the accuracy law for view factors (eq 18) is applied, it can be seen that
approximately 6500 rays are needed to guarantee the accuracy requirements for both reciprocal couplings.
If the same accuracy level had to be achieved by firing rays from face 2, roughly 25000 rays would be
needed.

FIGURE 4. Model consisting of two perpendicular rectangular plates, with areas of 1 and 3 units
respectively. The reciprocity factor between the configuration factors is in this case ¥ =3.
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ACCURACY CONTROL FOR ABSORBED HEAT FLUXES

The estimation of the ahsorbed heat flux on a radiative face differs of that of the simple radiative
values presented above in that the absorbed value can be seen as the contribution of several source terms.
Indeed, the heat flux striking the spacecraft follows different multi-reflection paths until it is finally
absorbed by the face. Obviously, some multi-refiection paths will contribute more than others to the final
absorbed flux. The purpose of this section is to apply the general accuracy model to this problem, taking
into account the relevance of the mentioned radiative paths into the final value. The results that follow are
applicable to either solar or planetary (infrared and albedo) absorbed heat fluxes.

A proper accuracy control for the absorbed heat flux is especially interesting when trying to quan-
tify the absorbed heat flux on a spacecrafi radiator. Because of the radiator's heat rejection requirements,
the direct heat loads are generally small, and most of the absorbed flux reaches the radiator afier several
reflections.

As previously stated, the heat flux @ absorbed by a given radiative face can he expressed as the
addition of a number of contributing terms <DJ:

d = ZCDj (EQ 35)

where each @, is the flux being absorbed by the target face, with origin in the reflection of direct heat flux
in the source face j. The summation is therefore extended to the n faces in the model which have non-null
direct heat flux. " ,

The concept of source faces is clarified with the help of Figure 5. Assuming an idealised model
consisting of 4 surfaces illuminated by the Sun, only faces 1 and 3 are source faces, as far as the calculation
of the heat flux absorbed by face 4 is concerned. Face 2 does not see the Sun, and therefore it will not con-
tribute with a source term in (eq 35).
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FIGURE 5. Source faces 1 and 3 contribute to the heat flux absorbed by face 4. In this case, face 2 only

contributes through multi-reflections.

In the actual MCRT simulation, the ®; term is estimated by uniformly firing N; rays from face j
and averaging the random variable Tp.i. e amount of the energy carried by the ray that i 1: finally absorbed

by the target face:
NJ

¢;=}‘%Z“)

The estimated value for the absorbed heat flux is therefore:

and follows a normal Jaw:

@ ~N(E(®"),V (d))

The variance of the relative error associated to the estimation is:
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V(E) = : V() = ] : V(T;) (EQ 39)
_;2 ( )_¢2 .TJ-

j=1

This expression shows that the variance of the relative crfor. which is directly related to the accuracy

achieved by the simulation, depends on several terms, one for each source face. The question here is, given
a fixed amount N of rays to be fired:

N = ZNj (EQ 40)

how shall these N rays be distributed among the source faces so that (eq 39) is minimised? The solution to

this problem can be found by applying standard techniques of non-linear programming. It can be shown
that the optimal solution is given by:

(T

o: L j
Nj-,——'—'N (EQ 41)

S N

k=]

For this optimal distribution of the rays, the variance of the error becomes:

a o .

V(E) = ! - - (Z /V(Tj)) (EQ 42)

2
¢'h j'l

Replacing (eq 42) in the gcxicral error model, the accufacy control law for the estimation of the absorbed
heat ﬂuxcs_ tan be obtained:

; ] \ 2
T e

J=1

This multi-source model is the most general expression of the accuracy law for MCRT calcula-
tions. In fact, the accuracy model previously obtained for the simple radiative entities is just a particular
case of (eq 43), with n = 1. Indeed, one can regard the calculations of couplings as a mono-source phe-
nomenon, being the unique source the radiative face emitting the radiation. Similarly, the Sun (or the
planet) are the unique sources emitting radiation when the direct fluxes are calculated.

The considerations ahout the pre-estimation of the values are also rélevant for the implementation
of this accuracy model. :



CONCLUSIONS

This paper has presented a model which can be used to control the accuracy of the radiative values
estimated by using MCRT methods. The generality of the model allows its application to the radiative val-
ues relevant to the thermal analysis of spacecraft. '

A prototyping activity has confirmed the validity of the assumptions used in the derivation of the
accuracy models, as well as the feasibility of their implementation. The results obtained are in excellent
agreement with the values predicted by the statistical models, even if pre-estimation of some parameters is
required.

Full scale implementation of the error models is in progress, with the intention to enhance
ESARAD, the radiative analysis software developed for the European Space Agency (ref. [7]). Significant

improvements in terms of accuracy control, efficiency and performance are expected in relation to other
radiative codes currenty available in Europe.

NOMENCLATURE

The following conventions have been followed in naming the random variables:
* Star indicates estimation of a radiative entity. For example, F* represents the random variable “estima-
tion of the view factor F".

* Upper case is reserved to denote the distribution of the random variable, while lower case denotes a
sample value from this distribution. For example, f* is the estimation of the view factor F, as provided
by a single simulation run.

Furthermore, the notation:
R-N(E®R),V(R))

indicates that the random variable R follows a normal distribution with expectauon E(R) and variance
V(R).
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ABSTRACT

A thermal control system has been designed for the SSF sensor/electronics box
(SSTACK). Multi-layer insulation and heaters are used to maintain the temperatures of
the critical components within their operating and survival temperature limits. Detailed
and simplified SSTACK thermal models were developed and temperatures were calculated
for worst-case orbital conditions. A comparsion between the two models showed very good
agreement. Temperature predictions were also compared to measured temperatures from
a thermal-vacuum test.

INTRODUCTION

As part of the Defense Meteorological Support Program (DMSP) with Martin Mari-
eta’'Astro-Space Division (MMASD), a thermal control system was designed for the SSF
(Special Sensor F) sensor/electronics box (SSTACK) located on the precision mount-
ing platform (PMP) of the DMSP satellite. The SSTACK is attached to an aluminum
mounting bracket which is thermally isolated from the PMP. The top half of the SSTACK
consists of an array of earth facing infrared sensors and a chopper motor, and the bottom
half contains a row of electronic circuit boards. Detailed and simplified thermal models of
the SSTACK were developed using the thermal analyzer SINDA [1]. The simplified ther-
mal model was integrated into the MMASD PMP thermal model. An SSTACK TRASYS
[2] geometric math model of the simplified model was also developed and incorporated
into MMASD’s TRASYS PMP model.

The boundary temperatures, orbital heat rates, and thermal radiation conductances

- from MMASD’s PMP and TRASYS models for hot (95° sun angle and end-of life (EOL)

optical properties) and cold (0° sun angle and beginning-of-life (BOL) optical properties)

'This work performed at Sandia National Laboratories, supported by the U.S. Department of Energy
under contract DE-AC04-76DP00789
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orbits were used in Sandia Labs detailed SSTACK SINDA model. The model guided
the development of the SSTACK thermal control system design which maintained the
sensors, motor, and electronic board temperatures within their operational and survival
temperature limits. Survival/operational heaters were required for SSTACK cold orbit
thermal management. Results from the SSTACK thermal models for the different orbits
will be presented and results compared to measured temperatures from a thermal-vacuum
test.

DESCRIPTION OF SSF SENSOR/ELECTRONICS BOX

The SSTACK is located on the earth-facing side of the precision-mounted platform
(PMP) and is attached to an aluminum bracket as illustrated in Figure 1. Figure 1 shows
only the PMP and the ESM (equipment support module) sections of the DMSP satellite.
The bracket is covered with multi-layer insulation (MLI) and is thermally isolated from
the PMP. The PMP temperature range is 5°C £3°C. A schematic diagram of an earlier
SSTACK design is shown in Figure 2. The SSTACK is divided into four quadrants (Q1 to
Q4) with Q3 facing outward and Q1 facing inward to the spacecraft. The SSTACK has a
mass of 10 kilograms (22 pounds) and produces a power of 11.5+0.2 Watts as summarized
in Table 1. Because of redundancy, there are A-side and B-side circuit boards for the
SPS-14 and SHM-13 modules with either the A-side or B-side boards powered on. The
SSTACK has an overall length and width of 24.8 cm (9.75 inches), and a height of 22.2
cm (8.79 inches). The SSTACK is constructed of thin aluminum sheets (0.10 cm (0.04
inches) average thickness) which are screwed to an inner aluminum frame structure. The
SSTACK is attached to the PMP via four feet (1.8 cm by 2.0 cm) located on the bottom
of the box. The top section consists of an array of eleven sensors and a chopper motor
as illustrated in Figure 3. The bottom half contains an array of electronic circuit boards
as shown in Figure 4 with the front covers removed. The circuit boards slide into frame
guides and are plugged into a connector board. The front-end of the board frames,
except for the two power supply module frames (SPS-14A and SPS-14B), are screwed to
the inner frame structure. The front-ends of the power supply frames are attached to
the box front cover which enhances heat conduction from the power supplies to the front
cover. The operating and survival (power off) component temperature limits are given

in Table 2.

Kapton insulated resistive strip heaters (4 Watts each and two per side) are located
on the inner wall surfaces (see Figure 4). A thermal control electronics (TCE) device,
provided by MMASD, is used to turn the heaters on and off at a temperature set-point of
-10£0.2°C. The TCE temperature sensor is located near the chopper motor (see Figure
3). Each of the eleven sensors have apertures located on the earth-facing top cover. The
aperture plate is shown in Figure 5.



DESCRIPTION OF SSTACK THERMAL MODELS AND ORBIT
RESULTS

The DMSP operates in a 450 NM orbit having a 100 minute orbit period. For the hot
orbit, the DMSP satellite encounters an eclipse (earth’s shadow) during thiry-percent of
the orbit and the SSTACK receives direct solar flux immediately before and after eclipse.
However, during the cold orbit, the SSTACK is shaded and does not receive any direct
solar flux. MMASD required each sensor contractor to provide simplified SINDA and
TRASYS models to be integrated into the MMASD PMP thermal and TRASYS models.
The nodes for the reduced model are shown in Figure 6 and in Figure 7 for the detailed
model which consisted of 24 and 48 diffusion nodes, resectively. The detailed model
was first constructed and the simplified model was developed by maintaining the critical
components (motor, sensors, and power supplies). The simplified nodes were formed
by combining nodal points and calculating equivalent thermal conductances from the
detailed model.

Figure 8 illustrates the MLI design and the thermal radiator surfaces. The SSTACK
thermal radiator surfaces include the nadir-facing sensor aperture plate and the bottom
half of Q3 which are coated with S-13 GLO white paint. The other surfaces are covered
with MLI (8 layers of 0.5 mil thick double-sided aluminized Kapton, 1 mil thick black
Kapton outer layer, and 0.5 mil thick Kapton inner layer).

The environmental heat fluxes (direct and reflected solar, and earthshine), bound-
ary temperatures, and thermal radiation conductances for the hot and cold orbits were
obtained from MMASD’s PMP thermal and TRASYS models. The heat fluxes and
boundary temperatures were input into the SSTACK thermal models. The SSTACK
temperatures were calculated using the thermal analyzer SINDA until quasi steady-state
conditions were obtained (approximately 18 orbits). The thermal parameters used in

MMASD’s PMP TRASYS model for the cold and hot orbits are shown in Table 3.

Temperature predictions and a comparison between the simplified and detailed ther-
mal models during hot operational conditions (11.7 Watts) are given in Table 4. The
temperature uncertainty for model predictions, £11°C, according to MIL-1540B (3] was
not included in Table 4. Adding the uncertainty, the electronics modules, motor, and sen-
sor temperatures are a few degrees above their desired maximum operating temperatures
and are higher than their minimum operating temperatures. A one-Watt operational
heater was needed for the morning orbit to keep the motor temperature from going below
-10.2°C. A comparison between the simplified and detailed models indicate temperatures
that are within +5°C. Results for the cold orbit (11.3 Watts) and survival conditions
(power off) are shown in Table 5 where temperatures for the simplified and detailed ther-
mal models compare to within +2°C. Approximately 12 Watts of survival heater power
was needed to maintain the motor temperature from going below -10.2°C. However, Ta-
ble 5 shows a motor temperature of -11.0°C. This was attributed to thermal lag from the
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motor location to the heaters. Adding -11°C to the critical component temperatures in
Table 5, indicate temperature limits well above minimum survival temperatures.

THERMAL-VACUUM TEST SET-UP

SSTACK thermal-vacuum tests were recently conducted in a 42 inch diameter by 42 inch
high chamber. Thermal balance tests were performed to verify the SSTACK thermal
model. The SSTACK was screwed to a block of fiberglass G-10 material to thermally
isolate the SSTACK from the chamber baseplate. An MLI test blanket was built and
consisted of ten layers of double-sided aluminized Kapton and an outer layer of double-
sided aluminized Mylar. The outer surface of the aluminized Mylar was painted with
Chemglaze Z-306 black paint. 'The sensor aperture plate and the bottom of Q3 were
painted with S13-GLO white paint. Also included in the chamber was a power distribu-
tion box (PSTACK) that accompanies the SSTACK. The PSTACK is located in the ESM
section of the DMSP satellite (see Figure 1) and was also bolted to the baseplate. The
PSTACK was covered with a separate MLI blanket to minimize thermal radiation inter-
action with the SSTACK. The baseplate and inner wall of the chamber were controlled
to preset temperatures with the chamber pressure maintained at 10~° torr.

The SSTACK has 14 internal AD-590 temperature monitors on each of the sensors,
the motor, and the power suppplies. The AD-590’s, shown in Figures 3 and 4, have
an accuracy of £2°C, and an output voltage which corresponds to a calibrated temper-
ature. In addition to the internal temperature monitors, copper constantan (Type-T)
thermocouples were attached to the external surfaces of the SSTACK using Kapton tape
illustrated in Figures 9 to 11. Thermocouples were also located on the inner wall of the
chamber (shroud) and baseplate, and on the PSTACK. The thermocouples were cali-
brated to be £3°C. The thermal balance tests were conducted at three different shroud
and baseplate temperature levels to simulate SSTACK hot-operational (10°C and 20°C)
and cold-operational (-100°C and 20°C) conditions. A mid-point operational (-40°C and
and 20°C) condition was also performed as a third data point for the SSTACK thermal
model. The temperature boundaries were held constant for 15 hours at each condition
at which time the SSTACK temperatures changed by no more than 2°C per hour. The
A-side was powered on (11.7 Watts) throughout the tests.

The boundary temperatures were determined by a thermal-vacuum thermal model
which incorporated the SSTACK, PSTACK, baseplate, and shroud. A TRASYS model
was developed for the SSTACK and PSTACK in the vacuum chamber in order to obtain
the thermal radiation conductances for the experimental setup. Shroud and baseplate
temperatures boundaries were put into the SINDA thermal model and steady-state tem-
peratures were calculated for the three thermal balance tests. Thermal model calculations
were done on a Sun Workstation.




COMPARISON OF SSTACK PREDICTED AND MEASURED RESULTS

Preliminary comparisons between the predicted and measured steady-state temperatures
are given in Tables 6 to 8 for the hot-operational, cold-operational, and mid-operational
tests. The model was first compared to the hot and cold cases with an SSTACK power of
11.7 Watts as shown in Tables 6 and 7. The effective emittance (¢*) of the MLI was 0.02.
For the hot case, Table 6, a comparison of the measured and predicted temperatures for
the critical components (motor, sensors, and power supply) were within 3°C. For the cold
test, Table 7, the component temperatures also compared well, but the measured cover
temperatures for Q2 and Q4 (TC5 and TC15) were over 10°C lower than the calculated
values even though the measured outer temperatures of the MLI surfaces for Q2 and Q4
(TC9 and TC19) were within 5°C of the calculated values. These discrepencies could
be attributed to heat leaks through MLI blanket openings, and thermocouples detaching
from the surface. Analysis is continuing to determine these large temperature differences.

SUMMARY AND CONCLUSIONS

A thermal control system was designed for the SSTACK located on the PMP section
of the DMSP satellite. The aperture plate and the bottom of Q3 were painted with
S13-GLO white paint and the remaining surfaces, except for the bottom plate, covered
with MLL. A one-Watt operational heater was needed for the cold orbit and a 12-Watt
survival heater for the cold orbit powered off condition. Detailed and simplified SINDA
thermal models were developed for the SSTACK with the simplified model integrated into
MMASD’s PMP thermal model. There was very good agreement between the reduced
and detailed thermal models for cold and hot orbital conditions. The model calculations
were also compared to measured results from a recent thermal-vacuum test. Preliminary
results indicated good agreement between measured and predicted results for the critical
components (motor, sensors, and power supply).
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Table 1. Nominal Power Distribution for SSTACK.

Component Power (Watts)
e | A-Side On | B-Side On
[ Bottom Section

BMD-10 0.62 0.62
SPS-14A 2.15 0.00
SPS-14B 0.00 2.15
SFR-10 0.01 0.01
PAT-10 0.01 0.01
PAA-10 0.91 0.90
PAA-10 0.91 0.91
PAA-10 0.91 0.91
ARM-10 0.50 0.50
SAA-11 0.53 0.53
SAA-11 1.04 1.04
SAT-10 0.20 0.20
SHM-13A 0.33 0.00
SHM-13B 0.00 0.33
CAS-12 0.48 0.48
CAL-27 0.00 0.00
Top Section
Motor 0.66 0.66
Pyro Sensors 1.14 1.14
Silicon Sensors 0.74 0.74
Radiometer (2) 0.35 0.35
Total e 11.50 11.50

Table 2. SSTACK Component Temperature Limits.

Compﬁent Temperature (°C)
Operational | Survival
Sensors -30 to 35 -40 to 55
Motor -23 to 35 -40 to 60
Electronics -40 to 50 -40 to 70

Table 3. Thermal Parameters for Cold (BOL) and Hot (EOL) Orbits.

&rameter __[ Cold | Hot |

Solar Flux 0.132 | 0.142

(W/cm?)

Earth Infrared 0.021 | 0.026

(W/cm?)

Earth Albedo 0:275:1.0:375
as | err

S13-GLO White Paint | 0.20 | 0.42
Black Kapton 1 mil 0.87 | 0.87
MLI effective €* 0.05 | 0.02
PMP Temp. (°C) 2 8
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Table 4. SSTACK Operational Orbit Temperatures.

o Simpﬂﬁed Model

Detailed Model

Node Temperature (°C) Node Temperature (°C)
No. Hot Orbit Cold Orbit No. Hot Orbit Cold Orbit
11.7 Watts 11.3 Watts 11.7 Watts 11.3 Watts
Min. | Max. | Min. | Max. | Min. | Max. | Min. | Max.
"~ Electronics Modules
80125 31.9 |8 34.9 | -1.6 |“20:6 1001 29.6 &332 | =92 | =26
8013 | 27.9 |. 361 | =58 | 4.7 1002 274 | 362 | -6.5 | -4.2
8014 | 18.4 | 29.2 | -13.6 | -12.3 1003 19:7 |20 4l =116
8015 | 26.2 | 30.0 | -7.2 | -5.5 | 1004,1005 | 28.1 | 30.7 | -7.5 | -5.5
8016 | 37.8 | 39.6 | 3.7 4.6 | 1006,1007 | 36.6 | 38.7 1.2 32
1008
8017 | 34.4 | 36.2 -0.1 0.8 1009 33.0 35.1 -2.8 -0.7
8018 | 344 | 36.2 [ 0.3 0.8 1010 33:4"| #3550 | 2240 =038
8029 | 36.8 | 38.1 2.9 3.3 [ 10111016 [ 1832 R 34 0| =1t 0.1
Chopper Motor
8008 | 24.8 | 26.3 |-10.2] -88 | 1017 | 26.6 | 27.8 | -10.2 | -8.4
Sensors
8009 | 23.6 | 25.9 | -11.2 | -10.1 | 1018-1020 | 24.0 | 27.4 | -11.8 | -8.4
8010 1-23.0° {268~} -11.1 | -8.7 | 1021,1022:} 25.7 | "27.3 | -11.4'] -84
1027,1028
8011 | 22.8 | 25.9 |-11.2 | -8.9 | 1023-1026 | 24.1 | 27.2 | -11.4 | -8.6
External Covers
8001 | 16.1°) 32:2¢f-14.2 | -12.6 8001 10030324 |16 11162
8002 | 23092785 -10 |-=6.7 8002 22:9v 5279 | =16 | 2519
800381 "23:7 | 12811" | =016 573 8003 235" |28 2 |- 1010V =6
3004 5] 22:971727.8 [-=10. 1 [726.7 8004 22.9 | 28.0 | -11.6 | -5.9
] e A P o S e i ) 8018 19.3 | 926:20[-13%" | 712818
30065 “2516" [£29:3 |[-27.87 | -6:4 8019 25:3 |28 9801 295 EIlN=616
SUUT 27515 804 e8] ~4'9 8020 24.1 | 28.8 | -10.5 | -5.8
8021 | 18.4 | 25.4 | -13.3 | -9.1 | 8006,8010 | 20.2 | 26.7 | -13.2 | 8.3
8014
8022 | 20.3 | 25.6 | -12.2 | -4.9 | 8007,8011 [ 21.5 | 26.8 | -12.7 | -5.9
8015
8023 | 20.4 | 25.7 [ -12.1 | -8.2 | 8008,8012 | 21.6 | 26.9 | -12.4 | -7.6
8016
8024 | 20.3 | 25.6 | -12.2 | -4.9 | 8009,8013 | 21.5 | 26.8 | -12.56 | -5.8
8017

I__N_ote: :t—l_l"C uncertainty not included.
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Table 5. SSTACK Cold Orbit Temperatures, Power Off.

Simplified Model Detailed Model
Node | Temperature (°C) Node Temperature (°C)
Min. Max. Min. | Max.
Electronics Modules
8012 | -14.1 -13.1 1001 -15.3 -12.2
8013 | -18.8 177 1002 -20.1 -17.6
8014 | -19.1 -17.7 1003 -20.4 -17.6
8015 | -14.2 -12.3 1004,1005 | -14.8 -13.0
8016 | -13.6 -12.8 1006,1007 | -14.3 -12.0
1008
8017 | -13.5 -12.8 1009 -14.3 -12.0
8018 | -13.5 -12.8 1010 -14.3 -12.1
8029 | -13.4 -12.9 1011-1016 | -14.1 -12.6
Chopper Motor
ganscl -1 8T o 3007 . deit0) . -84
Sensors
8009 | -12.0 -10.9 1018-1020 | -12.7 -8.7
8010 | -11.4 -8.3 1021,1022 | -12.2 -8.3
1027,1028
8011 | -11.4 -8.7 1023-1026 | -12.1 -8.5
External Covers
8001 | -19.9 -17.6 8001 -21.5 -17.7
8002 | -14.9 -10.5 8002 -16.5 -9.3
8003 | -14.4 -11.1 8003 -15.9 -10.7
8004 | -14.9 -10.5 8004 -16.7 -9.5
8005 | -15.4 -8.9 8018 -15.6 -8.8
8006 | -14.5 -12.7 8019 -15.8 -12:3
8007 | -14.2 -11.7 8020 -16.4 -10.1
8021 | -15.8 -10.6 8006,8010 | -17.0 -11.1
8014
8022 | -13.9 -5.8 8007,8011 | -15.6 2740
8015
8023 | -14.3 -9.2 8008,8012 | -15.3 -9.3
8016
8024 | -13.9 -6.1 8009,8013 | -15.6 7.0
8017

[ Note: :?fl"C uncertainty not included.
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Table 6. Comparsion of Measured and Calculated
Temperatures, Hot-Operational.

Thermocouple AD-590 Model
TC No. | Temp. (°C) | AD-590 | Temp. (°C) Model NodiLTelnp. (2C)
o s 9 Ql e i
1 33.3 Box 1 37.0 8003 35.7
2 30.5 Box 2 37.0 8023 32.9
3 29.4 8023 32.9
4 (MLI) 18.1 8027 15.3
Q4
5 28.4 8004 34.5
6 32.0 8024 32:7
7 29.6 8024 32.7
8 28.9 , 8024 32.7
9 (MLI) 1y 8028 14.1
Q3
10 36.1 8001 33.6
11 8001 33.6
12 29.1 8021 32.3
13 30.0 8021 32.3
14 (MLI) 18.4 8025 14.0
Q2
15 26.5 8002 34.6
16 3152 8022 3217
17 34.5 8022 32.7
18 29.4 8022 32.7
19 (MLI) 16.7 8026 14.7
Aperture Plate
L P | | =i 8008 - lw 3B
Motor
| ] fivioag0. . |55 mdeE Ty s
Power Supply
| [ {470 lovgens il g
Sensors
| | [ 37.0 .. ] so009-s0118l. 34
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Table 7. Comparsion of Measured and Calculated
Temperatures, Cold-Operational.

Thermocouple AD-590 Model
TC No. | Temp. (°C) | AD-590 | Temp. (°C) | Model Node | Temp. (°C)
i T e
1l -24.5 Box 1 -25.0 8003 -30.6
2 -28.4 Box 2 -25.0 8023 -33.4
3 -33.1 8023 -33.4
4 (MLI) -63.6 8027 -75.6
Q4
5 -42.1 8004 -31.8
6 -34.1 8024 -33.7
7 -39.5 8024 -33.7
8 -37.0 . 8024 -33.7
9 (MLI) -83.4 8028 -81.4
Q3
10 -25.3 8001 -32.6
11 8001 -34.1
12 -45.0 8021 -34.1
13 -45.3 8021 -34.1
14 (MLI) -81.6 8025 -82.1
Q2
15 -46.3 8002 -31.7
16 -39.5 8022 -33.7
17 -32.7 8022 -33.7
18 -42.9 8022 -33.7
19 (MLI) -75.4 8026 -79.5
Aperture Plate
IR e S | o =800 -l <348
Motor
| ] it 5-28:0 - o - ~8088F - +]eiig] 8
Power Supply
I | e - o .1 - e e - X
Sensors
| | | -280 | 8009-8011 |  -33.0
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Table 8. Comparsion of Measured and Calculated
Temperatures, Mid-Operational.

Thermocouple AD-590 Model
TC No. | Temp. (°C) | AD-590 | Temp. (°C) | Model Node | Temp. (°C)
Ql 7
1 3.7 Box 1 5.0 8003 -0.1
2 1.6 Box 2 5.0 8023 -2.9
3 -2.9 8023 -2.9
4 (MLI) -20.5 8027 -29.4
Q4
5 -5.8 8004 -1.3
6 -2.1 8024 -3.6
i -6.5 8024 -3.6
8 T B 8024 3.6
9 (MLI) -27.1 8028 -32.3
Q3
10 5.1 8001 -2.1
11 8001 -3.6
12 -8.3 8021 -3.6
13 -5.5 8021 -3.6
14 (MLI) -28.9 8025 -32.3
Q2
15 -10.1 8002 -1.3
16 -4.4 8022 -3.1
17 ! 8022 -3.1
18 -8.0 8022 -3.1
19 (MLI) -30.4 8026 -31.0
; Aperture Plate
T 0.1 | | j7 80080 " Rt Ll
Motor
| | | g ) |7 Bopgsii] Yy 18
Power Supply
l [ R R R A T P T S T
Sensors
| | | 4.5 | 8009-8011 |  -2.0
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Figure 5. SSTACK aperture plate.
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Figure 7. Detailed SINDA thermal model nodes.

EZ MULT! - LAYER INSULATION
(BLACK KAPTON OUTER LAYER)
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Figure 9. Thermocouples locations on Q1.
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Figure 10. Thermoéouples locations on Q2 (paranthesis) and Q4.
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UTILIZATION OF RECENTLY DEVELOPED CODES FOR HIGH
POWER BRAYTON AND RANKINE CYCLE POWER SYSTEMS

Michael P. Doherty
National Aeronautics and Space Administration
Lewis Research Center
Nuclear Propulsion Office
Cleveland, OH 44135

SUMMARY

This paper will present two recently developed FORTRAN computer
codes for high power Brayton and Rankine thermodynamic cycle analysis
for space power applications. The codes were written in support of an
effort to develop a series of subsystem models for multimegawatt
Nuclear Electric Propulsion, but their use is not limited just to nuclear
heat sources or to electric propulsion.

‘The paper will provide code development background, a description
of the codes, some sample input/output from one of the codes, and state
future plans/implications for the use of these codes by NASA’s Lewis
Research Center.

BACKGROUND

Nuclear Electric Propulsion (NEP) is a propellant-efficient type of
low thrust-to-weight propulsion for space-based propulsion applications.
NEP systems employ a nuclear reactor as a thermal source in a closed heat
transport system to generate electricity, which drives an electric
thruster. The electric thruster uses the electrical energy to accelerate a
propellant, producing mechanical energy or thrust.

Because low thrust is characteristic of electric propulsion, electric
propulsion (EP) only realizes its usefulness in microgravity fields. Near
planetary bodies, an EP spacecraft’s flight is characterized by a spiral
trajectory about the planet until escape is achieved. Once free of the
planetary gravity well, the spacecraft's trajectory is as direct as need be
for target body intercept. Extremely high EP spacecraft velocities are
achieved by continual thrusting over a period of time.

Recent studies have shown NEP to be beneficial for robotic planetary
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science, as well as Mars piloted and cargo, missions, offering significant
advantages over chemical propulsion, including: reduced vehicle initial
mass, reduced transit time, wider launch windows, and planetary
rendezvous capability (refs. 1 to 4).

Five major subsystems make up an NEP system: a nuclear reactor
(with radiation shield), a power conversion subsystem (or heat engine), a
waste heat rejection subsystem, a power management and distribution
subsystem, and the electric propulsion subsystem (see Figure 1).

Lewis Research Center's (LeRC) Nuclear Propulsion Office (NPO) and
Advanced Space Analysis Office (ASAQ) have developed subsystem models
to improve LeRC’s capability to model NEP systems and predict their
performance. Greater depth is needed for NEP system models, to verify
performance projections and to assess the impact of specific technology
developments. The effort to bring greater depth to system models for NEP
was initiated with the development of separate software submodules to
model each of the five major subsystems inherent to an NEP system.

Subsystem models were developed by the Oak Ridge National
Laboratory (ORNL) for the reactor (ref. 5), by the Rocketdyne Division of
Rockwell International for power conversion, heat rejection, and power
management and distribution (refs. 6 to 9), and by Sverdrup Technology for
the thrusters (ref. 10), with at least two inherently different technology
options being modeled for each subsystem.

These models are now resident as VAX/FORTRAN source and
executable code on one of LeRC’s Scientific VAX computers.

DESCRIPTION OF THE CODES

Rankine cycle heat engines produce useful work by heating a fluid to
become a gas, employing the heated gas to do useful work, and condensing
the gas back into liquid state. Under this modeling effort, the Rankine
cycle power conversion option assumes that a primary liquid metal
lithium loop supplies heat from the reactor to the boiler and reheater.
This is the basis for the schematic shown in Figure 2, which also depicts
the other components that make up this power conversion system. Boiler
and reheater are modeled as a once-through design with lithium on the
shell side and potassium on the tube side. The turboalternator is modeled
as a multistage axial reaction turbine with a two-pole toothless
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(permanent magnet) alternator. The condenser is modeled as a shear-
controlled flow condenser co-serving as a manifold for a heat pipe
radiator. The turbopump is modeled as a single stage centrifugal impeller
with inducer, driven by a 45% efficient partial admission turbine. Head
losses and piping sizes are also computed.

Brayton cycle heat engines are single-phase working fiuid engines
which produce useful work by heating a gas under a relatively constant
pressure process, employing the heated gas to do useful work, and cooling
the gas under another relatively constant pressure process to get it back
to its original state. This is the basis for the schematic shown in Figure
3, which also depicts the components making up this power conversion
system. This Brayton cycle power conversion model has the capability to
model the heat input to the gas as either by direct heating (gas circulated
through a reactor) or by indirect heating (gas flowing through a liquid-to-
gas heat exchanger). The heat exchanger assumes tube and shell
configuration with liquid on the tube side. The Brayton turboalternator-
compressor can be modeled as either an axial or radial machine, with a
two-pole toothless (permanent magnet) alternator. A ducting algorithm
computes the ducting diameter, length, and mass, multifoil insulation
mass, and total mass for each ducting segment, as well as providing gas
Reynolds number and pressure drop. Finally, the code can analyze both
recuperated and non-recuperated system designs.

The codes are applicable for electrical ouput power ranges of 100-
10,000 kilowatts-electric for system lifetimes of 2-10 years, at turbine
inlet temperatures ranging from 1200-1600 K (Rankine) and 1200-1500 K
(Brayton). The ranges of inlet-to-outlet temperature ratios considered
are 1.25-1.6 (Rankine) and 2.5-4.0 (Brayton).

The products or output of these codes include optimal
thermodynamic cycle characteristics, component descriptions,
dimensions, efficiencies, and operating parameters, and overall subsystem
mass. These outputs are provided as clearly dependent upon the input
parameters of turbine inlet temperature, temperature ratio, electrical
power level, lifetime, materials of design, turbine design, etc.

SAMPLE INPUT/ OQUTPUT

To date, the codes have been reasonably well verified (exercised to
see that they work), but only have just begun the process of being
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validated (determining the reasonableness of their answers). A
parametric analysis of a Brayton power system will be presented to
demonstrate the potential of the codes.

Using the Brayton code, a set of cases was run to demonstrate the
effect of compressor inlet temperature on the overall mass of a specific
space nuclear power system design. The significance of this effect should
be clarified. Because of the strong impact that mass has on spacecraft
performance, spacecraft power systems may not necessarily be designed
for maximum efficiency. Rather, the space power system may be design-
optimized for minimum mass. This implies that the system design point
ultimately chosen may not be one yielding the highest efficiency, but one
yielding the lowest mass.

This implication has interesting consequences for the design of a
space electric power generation system. Because a power generation
system designed for high efficiency requires moderately low heat
rejection, and thus “cold-end”, statepoint temperatures, its heat
rejection will be encumbered by a low fourth-exponent temperature
differential, thus requiring large rejection areas (and encumbent high
mass) to achieve the required waste heat rejection capacity. On the other
hand, for the same output power requirement, if the power generation
system is designed with high heat rejection temperatures, the resulting
low power conversion efficiency will demand that a large power source
(with encumbent mass) be used. Clearly, for an optimized space electric
power generation system, the minimum mass point will be associated
with a “cold-end” statepoint (usually the compressor inlet for a Brayton
power generation system) temperature somewhere in between these
extremes. Detailed analytical modeling of the entire power generation
system will help determine minimum system mass versus key parameters
such as compressor inlet temperature (or temperature ratio).

To demonstrate this point, a 500 kWe Brayton system was analyzed.
The system assumed an 1144 K turbine inlet temperature, a radial
compressor having a design pressure ratio of 1.8, a radial turbine design, a
Helium-Xenon working fluid mixture having a molecular weight of 20, a
recuperator efficiency of .85, and an alternator voltage of 1400 Vims. The
compressor inlet temperature was varied from 300 K to 500 K (implying a
temperature ratio variance from 3.8 to 2.3). For this analysis, the reactor
heat source was modeled with the use of the ORNL lithium liquid metal
cooled pin type reactor code (ref. 5), while the heat rejection system was
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modeled as being a Sodium-Potassium (NaK) pumped loop having a flat
plate, water heat pipe radiator in a 1000 km high Earth orbit, by using the
Rocketdyne heat rejection code (ref. 8). Statepoint temperatures,
pressures, and required heat flows were manually passed from the Brayton
code to the reactor and heat rejection codes to achieve system
consistency. System specific mass was calculated versus compressor
inlet temperature. In this analysis system specific mass is the sum of
the reactor mass; Brayton subsystem mass (including turboalternator-
compressor, recuperator, ducting, and intermediate heat exchanger); and
heat rejection subsystem mass, divided by the electrical power output.]
The results of this parametric variation of compressor inlet temperature
(CIT) are shown in Figure 4.

As can be seen from the figure, system specific mass is minimized
for a CIT of 400 K, a point somewhere in the midst of the examined range.
(It is only coincidental that the minimum happens to occur at the mid
point of the chosen range; for the initial conditions of this Brayton design,
a CIT design point as low as 250 K is possible, but such a system couldn’t
operate in Earth orbit. In addition, selection of more data points would
have more precisely determined the actual CIT at which the minimum
specific mass occurs.) Although the Brayton efficiency at this CIT (24%)
is only 73% of the efficiency that could be achieved with a 300 CIT (33%),
the mass of its heat rejection system happens to be 33% less. Thus it can
be seen that the CIT operating point yielding the minimum system specific
mass is not the same point yielding the highest efficiency.

Using the K-Rankine code, a system designer can perform the same
kind of trades to determine overall system mass (or specific mass) versus
temperature ratio.

UTILIZATION PLANS

A guiding tenet in LeRC's strategic planning for the 1990’s is to
build upon the strengths of the our Center. At LeRC, our strengths, as
evidenced by the roadmap of our history (ref. 11), clearly fall into the
disciplines of space power and electric propulsion.

Although these space power and electric propulsion technical areas
have had a resurgence in emphasis in recent years - especially so with the
potential dawning of major new applications (ref. 12) - there has been a
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recent cooling off of intentions to apply these technologies in a major
way to new advanced applications. Nevertheless, to indeed build upon the
Center's strengths, the Center must maintain a cutting edge in both the
technology discipline and systems application of these particular
technological areas to the greatest extent possible.

Therefore, these codes, and the system analysis capability they
provide, find themselves at the very heart of the future mission of LeRC.
Although the Nuclear Propuision Office will not be formally continued
after the end of the fiscal year, the Advanced Space Analysis Office will
continue to perform NEP mission and system studies.

Realizing that these studies will be ongoing at LeRC, and recognizing
the need for LeRC to maintain a pre-imminence in design, modeling, and
analysis of NEP systems for future applications, LeRC is now beginning to
implement a new, efficient modeling tool for end-to-end NEP system
analysis. This modeling tool will take advantage of an existing generic
system modeling, simulation, and analysis environment tool called General
Purpose Simulator (or GPS), authored and maintained by the Department of
Energy’s Argonne National Laboratory (ref. 13). The tool will provide for
quick, detailed prototyping of NEP systems that are made up of the
subsystem models introduced in this paper (refs. 5 to 10). Such a tool
should reduce the analysis time required to create a data curve such as in
Figure 4, from as much as 1/2 hour (of analyst’s time) per datapoint to
mere seconds (the time it takes for a UNIX workstation to respond to the
touch of a single kestroke). Before the end of FY93, this system modeling
capability is planned to be implemented to some initial degree.
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STUDY OF TRANSIENT BEHAVIOR OF FINNED COIL HEAT EXCHANGERS

S.P. Rooke and M.G. Elissa
Department of Mechanical Engineering
The University of Akron
Akron, OH. 44325-3903

SUMMARY

The status of research on the transient behavior of finned coil cross-flow heat exchangers
using single phase fluids is reviewed. Applications with available analytical or numerical
solutions are discussed. Investigation of water-to-air type cross-flow finned tube heat exchangers
is examined through the use of simplified governing equations and an up-wind finite difference
scheme. The degenerate case of zero air-side capacitance rate is compared with available exact
solution. Generalization of the numerical model is discussed for application to multi-row multi-
circuit heat exchangers.

INTRODUCTION

Significant activity has occurred over the last 25 years in the study of the dynamic
behavior of heat exchangers. Analytical and numerical solutions of a variety of heat exchanger
geometries and applications have appeared. The focus here is specifically with respect to cross-
flow heat exchangers for application in the HVAC (and automotive) areas; where geometries
are significantly smaller than found in power generation and process industries.

In-depth study of the dynamic behavior of such heat exchangers commenced in the mid-
sixties through research aimed at improving dynamic control capabilities of air heating and
cooling systems. Numerous simplified first-order transfer function models emerged, such as for
bare single tubes in cross flow (refs. 1,2), single pass finned tubes, (ref. 3), serpentine single
row (refs. 4,5,6 to 10), and multi-pass cross-counter and cross-parallel flow (refs. 11,12) heat
exchangers. Large multi-pass and shell and tube heat exchanger dynamics are discussed in refs.
13 and 14. These references apply to one fluid mixed, liquid to gas cross flow heat exchangers.
Most of the results presented are in gain and time constant / frequency response format most
useful for control engineering. The aim of all of the above mentioned work was to derive
transfer functions relating outlet temperature response of the primary and secondary fluids to
changes in flow rate or temperatures of the inlet conditions of primary or secondary fluids.
Each of the above references provide up to 4 transfer functions relating the responses of the
outlet temperatures to changes in the inlet flow rates and temperatures. Ref. 15 provides for 6
transfer functions, accounting for primary and secondary fluid temperatures and primary fluid
flow rate effects on the outlet temperatures. Ref. 16 provides for 8 transfer functions, including
the effects of secondary fluid inlet flow rate on the outlet temperatures. Models are also
available which include closed-loop feed back analysis of heat exchanger transients (ref. 17) and
heating and cooling system simulation (ref. 18).

Most of the above works account for the presence of external fins, but do so by
“lumping"” the thermal mass of fins with the tubing, thus neglecting thermal diffusion lags due
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to conduction in the fins. Work by Waede Hansen and Demandt (ref. 19) and Kabelac (ref. 20)
explores distributed effects of heat diffusion in the fins on the overall response of finned tube
heat exchangers. Waede Hansen and Demandt concluded that neglecting heat diffusion effects
in the fins was reasonable in the frequency range up to 10-15 rads/sec. Kabelac achieved good
agreement with experiment using a model which incorporated fin diffusion effects, but did not
separate the effects of the fins from the overall model behavior.

Many of the more rigorous analytic and numerical approaches for transient heat
exchanger analysis have been developed more recently and have results presented in temperature
vs. time format (i.e. the focus is on heat transfer behavior). Some of these studies are more
applicable to a wider class of crossflow heat exchangers (i.e. plate heat exchangers, rod bundles,
etc.). Rizika (ref. 21) analytically examined a tube in a constant temperature or insulated
environment. Evans and Smith (ref. 22) analytically investigated single pass cross flow heat
exchangers with neither fluid mixed, but did not include the effects of metal or matrix thermal
capacitance. Myers et al. (refs. 23,24) developed an approximate integral method for single
row, single pass geometry (solutions developed for both fluids unmixed). Myers et al. (ref. 25)
numerically investigated the case of one fluid having an infinite capacitance rate. Jang and
Wang (ref. 26) numerically investigated the case: of one fluid mixed. Terasaka et al. (ref. 27)
used an approximate method of weighted residuais to investigate the case of both fluids unmixed,
neglecting metal/matrix capacitance. Spiga and Spiga (ref. 28) utilized the Laplace transform
technique (and numerical inversion) to investigate the case of both fluids unmixed, with
metal/matrix capacitance incorporated. Gvozdenac (ref. 29), Spiga and Spiga (ref. 28), Romie
(ref. 31), and Chen and Chen (ref. 32) used similar Laplace transform approaches to derive
analytical solutions for gas-to-gas,. neither fluid mixed geometries. Yamashita et al. (ref. 33)
used a finite difference technique to numerically investigate heat exchanger transients with both
fluids unmixed. Chiang et al. (ref. 34) numerically investigated a cross counter flow automotive
application. Numerical investigation of multi-row cooling coils with condensation occurring on
the fins has been studied by Reichert et. al (ref. 35).

While significant effort in the above works have been applied to developing analytical
solution techniques and presenting the general transient behavior of the broad class of cross flow
heat exchangers, less emphasis has been applied to quantifying behavior of particular applications
and circuiting arrangements. Numerical analysis remains the strongest and most flexible
technique for examining heat exchanger transients. In the same vein as the work of Myers et
al. (ref. 23,24, analytical) and Reichert et al. (ref. 35, numerical; cooling coils), the present
study further examines the analysis, mathematical/numerical description, and behavior of heat
exchangers for air heating in HVAC.

MATHEMATICAL DEVELOPMENT

A length of finned tube exposed to air in crossflow is to be modelled. The tube could
be coiled in serpentine manner, laying in a plane which is perpendicular to the external fluid
flow, or it could be a single length of tube in cross flow. Situations where multi-row or
parallel/counter cross flow circuiting is employed will be discussed later. The following
assumptions will be applied:
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Incompressible flow.

"Plug flow" model for water. :

Convective coefficients constant during transients, equivalent to steady values.
Negligible axial conduction in tube and fluids.

Negligible radiative effects.. '

Fins/tube are at one unique temperature at a given x location ("lumped thermal mass").
The temperature difference between the tube/fin surface and the air is the logarithmic
mean temperature difference..

8. Negligible thermal storage in the air.

NP LN -

The primary fluid (water) is treated as mixed (no variation in temperature except in the flow
direction) and the secondary fluid (air) is treated as unmixed (vanauons In temperature both in
the flow direction and normal to the flow direction).

Energy balances on an elemental unit of fin/tube (m), water (w), and air (a) gives the
governing equations in the primitive variable form:

et < oe W) S RAT - T) s VAT, - T =0 O
aT, T, - |

pwcp-Aw—aE‘ + p“AwVwcpv.Tx— + th(Tw - Tm) = O ’ (2)

pVALC,(T, - T,) = 9,5,A'LMID | 3

As will be shown later, this form may be of most usefulness for studying individual effects of
physical parameters. The case to be studied here will be for the secondary fluid (air) being
heated. Thus, temperatures are non-dimensionalized according to (T-T,)/(T,;- T,,) Subsutunon
and rearranging gives:

(e, + p,c,,a;)_a_tz - b0, - 0,) + mc,8, =0 )
0, ' a6 -

p”c"-A"-a_t- * G, =+ hP@, -6, - 0 o)

6, = [1. - exp(-nﬁ,/i’ Im, cp_)]o,,, ©

To reduce the number of variables, dimensionless groupings as follows are helpful:
x=xIL, 7=1tVJL
N, = hPLimc,

N, = nhA'lmlc,
C =C,lC,
H = n,h,,A'/h P
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Insertion into the governing equations produces

3, N, NH
it 7 R T WO S )
ar " im0 gle = 0 .
a6, a9,
3 " M - 0) =0 ®
0, = [1 - exp(-N,]o, ©)
Substitution of Eqn.(9) into Eqns. (7) and (8) yields
oo , | N [ SNNA L, | SEN | (10)
ar  |C T NC |~ c |
0, 0, o N ap

R IR i L
where f(N,)=1-exp(-N,). Initially, the primary fluid, metal, and secondary fluid temperatures
are at zero. The primary fluid (water) temperature is subject to a sudden step change in
temperature. The boundary and initial conditions are then

0,(x,0) = 8,(x,0) =0 (12)
6.1, = 1 (13)

The dimensionless groupings are the minimum number required to describe the problem. While
N, =NTU, and N,=NTU, have the same form as the conventional "Number of transfer units",
they are not actually NTU values. Conversion of these dimensionless variables used into the
conventional NTU (ref. 36) can be accomplished as follows:

[¢ W 1

re<e | Sy | Nu-UAl N a4
c, N, C, 1 +H
(¢, N ] H

fC, <¢C,|=e=21 51 nv=-U4. 2N (15)
¢c. N, ¢ T-&

N, and N,, are chosen instead of NTU because they appear naturally in the governing equations,
and effectively separate primary and secondary side fluid effects. N, dictates how close the air -
temperature comes to the metal temperature (see eqn.6). N, contains the water flow length L
in it, while N, does not explicitly contain the water flow length. This is a result of the energy
equation for the air being lumped and not distributed; thus no characteristic length appears
explicitly on the air side. Use of the steady state NTU is not straight forward in parametric
studies where the definition can vary. N, and N, are also used by Spiga and Spiga (ref. 28) and
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Chen and Chen (ref. 32). As will be shown, even the non-dimensional parameters selected do
not allow for a perfect separation of all fluid and heat transfer effects. For example, variations
in air side resistance affect both the N, as well as H,. This duplicity cannot be avoided however,
even with a different selection of non-dimensional parameters.

NUMERICAL TECHNIQUE

A forwafd time backward space finite difference scheme was chosen for the numerical
calculations. The explicit formulation was chosen as a "first cut" approach. Eqns. (10) and (11)
become

0:;1. =’ 1 - NWAT - ﬂNa)NerAT e:oi + ﬂNa)NwAT 0?" (16)
" C NC, ’ C "
" N At
ol = |1 - A7 _Nar|g, - ATgr - DT an
» [ Ax w (1 Ax » 1 ﬂNa) 'y
A stability criteria arising from Eqn.(17) is seen to be
1‘
_1_. + Nw (18)
Ax

N, in Eqn.(18) arises from the convection term in Eqn.(11). In a purely advective problem,
N, =0 and Ar=Ax would resuit (a desirable result, since in dimensional form it is equivalent
to AtV =Ax, which implies that a fluid front properly arrives at a spacial grid point precisely
at the time dictated by the fluid velocity.) In the present work the numerical constraint on A7
is Ar<Ax, which implies a fluid front will appear at a given grid point prior to what is
physically dictated by the fluid velocity. Note that by writing Ar=¢-Ay, where 0<¢ <1, for
best representation of the physics, we want ¢ =1. We can then methodically select grid spacing
according to

1-¢
A T mt— :
| | X = SN (19)
and as ¢ approaches 1, A7 approaches Ax. Computational effort increases significantly as this
is done.

RESULTS AND DISCUSSION

A parametric study is presented using the above parameter definitions over ranges of the
parameters found to cover the design and operation of several manufactured air heating coils as
determined by a survey of manufacturer’s catalogs and designs reported previously in the
literature. -
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An exact solution for the problem at hand is not available. However, Myers et al. (ref. 37)
provide an analytic solution for the degenerate case of zero air side capacitance rate. This
idealized situation was simulated in the present case by forcing N, to be very large.

Fig. 1 provides a comparison between the numerical model and the exact solution for the
case of negligible air side capacitance. Fig. 1 illustrates a severe test of the numerical model,
that of correctly predicting the step response of the primary fluid (water) at the outlet, at a water
flush time of one. The comparison is seen to improve as the value of ¢ in Eqn. 19 approaches

1.0 (i.e. decreasing grid and time spacings). A reasonable trade-off between accuracy required
for this study and computational effort was to keep ¢ in the neighborhood of 0.995. Figure 2
illustrates that the ¢ criteria has a less dramatic effect on the secondary side fluid (air). For a
fixed ¢ less than 1.0, error in temperature is approximately constant versus time, although the
magnitude of temperature increases with time and the error appears larger at longer times. The
ability to control numerical error is demonstrated; however, since numerically the ¢ s 1 implies
some error, the explicit formulation is not particularly attractive on this point and future studies
should explore implicit techniques.

Figures 3 and 4 reflect the effects of the metal to water capacitance ratio on outlet water and
air temperatures, respectively. The value of C, does not effect the steady state values of the
dimensionless temperatures, but has a strong influence on the transient behavior as expected.
Response times can be compared directly between each of the curves on either figure, with
greater response times obtained for larger C, (larger wall capacitance).

Transient heat exchanger efficiency is a useful parameter which compares the energy leaving
the heat exchanger via the air stream to the energy that is given up by the water stream, at a
given instant during the transient. At steady state, the efficiency will equal one. For heating
of the air, we define the transient efficiency as:

e, (T., - T.)
(e, (T = Tuo)

Transient Efficiency, ¢ =

Figure 5 reflects the transient efficiency versus time for the case of varying capacitance ratio.
Discontinuities in the curves appear at a dimensionless time of one due to the fact that the water
outlet temperature changes abruptly at one flush time. While discontinuities are not an attractive
feature for performance diagrams, this is a reflection of what is really occurring. The transient
efficiency plot also allows us to compare overall heat exchanger response times for different
values of the parameter being studied.

Figures 6 and 7 show the dependence of outlet water and air temperature on N,, respectively.
One can view the N, variation as a variation in the air flow rate, with smaller N, valucs
reflecting larger air mass flow rates (with the air side resistance artificially held fixed). As N,
decreases, the water outlet temperature, and hence the air outlet temperature, are seen to
decrease. Figure 8 depicts the transient efficiency from which overall response times may be
compared. Comparisons of Figs. 6,7, and 8 demonstrate the uuhty of presentmg both outlet
temperatures and efficiency; while response time is enhanced by increasing the air mass flow
rate (decrease in N,), one would not want to maximize air mass flow rate in most de51gns
because by doing so the air experiences a negligible rise in temperature.

The effect of the length of the heat exchanger is examined with the N, parameter. Figs. 9
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and 10 show the outlet water and air ternperatures, respectively versus the dimensionless time
with N, as a parameter. The x-axis is normalized with respect to the flush time of the water
of the N, =1 case so that time durations are equivalent between the different N,, curves. Thus,

one flush time is shown at Tau =1 for the N, =1 case, while for the N, =8 case, the flush time
occurs at Tau"=8 since its length is 8 times longer than for N, =1 (assuming the same fluid
velocity in each case). As N, decreases, the outlet water temperature approaches the inlet water
temperature, the outlet air temperature approaches the water temperature, and steady state is
reached more quickly than for the larger values of N,.. The transient efficiency curves shown
in Fig. 11 more directly compare response time for the N,, variations. Note that N, =1,4, and
8 correspond to the conventional units of NTU=0.5, 2.0, and 4.0, respectively, here.

Approximate solutions are available for the cases examined here. The current work is not
intended to replace previously available solutions, but rather to complement them. Effort has
been aimed at outlining and describing the results and limitations of a simplified numerical
solution approach to solve for heat exchanger transients.

Extension of the current work is ongomg to further utilize the flexibility of the numerical
approach. Areas being studied include examining the effects of tube rows on transient behavior
and examining changes in secondary fluid temperatures and the flow rates of both fluids.
Comparisons of solutions between the present modeling approach and a simplified model using
ordinary differential equations is also underway. It is anticipated that these efforts will add
further insight into modeling requirements as well as insight into design of heat exchangers with
consideration of transients.
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NOMENCLATURE
A Area (m?)
Cp Specific heat (J/kg'K)
C, Dimensionless ratio of metal capacitance to water capacitance.
¢ Capacitance rate (W/K), mass flow specific heat product.
h Convective heat transfer coefficient (W/m?K)
H, Dimensionless ratio of water side resistance to air side resistance.
L Total flow length experienced by water (m)

LMTD Logarithmic mean temperature difference: (T,o-Tw)/In[(Ty-To)/(Ty-Too)]

m Mass flow rate (kg/s)

NTU Number of transfer units, UA/C,,.

N, (NTU,) Dimensionless number, inverse of water side resistance-capacitance product.
N, (NTU,) Dimensionless number, inverse of air side resistance-capacitance product.
P Tube inner perimeter (m)
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t Time (s)
UA  Overall heat transfer coefficient (W/K)
v Velocity (m/s)
J Volume (m?)
X Axial position along tube (m)
greek
o Density (kg/m®).
7 Surface efficiency
T Dimensionless time, tV,/L.
6 Dimensionless temperature (T-T,)/(T.;-Tw)
X Dimensionless position, x/L.
subscripts superscripts
w water n time level
a air " per unit length
ai inlet air - length or surface averaged
ao outlet air
i grid point
m metal (fin plus tubing)
f fin
t tube
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Fig. 1. Comparison of numerical and exact solutions (dimensionless water outlet
temperature versus dimensionless time) for the case of negligible air side
capacitance, with the grid/time spacing ratio as a parameter.
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with NTUw=1.0, NTUa=1000.0, CR=1.0, Hr=1.0
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Fig. 2. Comparison of numerical and exact solutions (integrated dimensionless air outlet
temperature versus dimensionless time) for the case of negligible air side capacitance,
with the grid/time spacing ratio as a parameter.
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Fig. 3. Dependency of outlet dimensionless water temperature versus dimensionless
time on the metal/water capacitance ratio, with all other parameters held fixed.
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with NTUw=1.0, Hr=1.0, NTUa=1.0
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Fig. 4. Dependency of the dimensionless integrated air outlet temperature versus
dimensionless time on the metal/water capacitance ratio, with all other
parameters held fixed.
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PREDICTION OF PRESSURE DROP IN FLUID TUNED MOUNTS
USING ANALYTICAL AND COMPUTATIONAL TECHNIQUES

William C. Lasher”, Amir Khalilollahi®, John Mischler™, Tom Uhric™
The School of Engineering and Engineering Technology
The Pennsylvania State University at Erie, The Behrend College
Station Road, Erie, Pa. 16563

ABSTRACT

A simplified model for predicting pressure drop in fluid tuned isolator mounts has been
developed. The model is based on an exact solution to the Navier-Stokes equations and has been
made more general through the use of empirical coefficients. The values of these coefficients
were determined by numerical simulation of the flow using the commercial CFD package

FIDAP.

INTRODUCTION

Fluid-tuned mounts [1] are an effective device for vibration isolation. A simple mount
consists of fluid filled chambers connected by a narrow inertia track (Figure 1). When a
force is applied to the chamber ends, the fluid is forced through the inertia track causing a
pressure drop across the mount. - The magnitude and phase of the pressure drop are important
parameters in determining the isolation performance of the mount. It is possible to tune the
mounts to a specific "notch frequency" by varying the geometric shape of the mount. The
shape of the mount and the flow parameters determine the flow resistance, which determines
the notch frequency. The design problem then becomes one of determining the shape and
flow parameters for a specific notch frequency. This is a complicated fluid dynamics
problem; successful design of the mounts requires either sophisticated computational fluid
dynamics (CFD) predictions or construction of prototypes for experimental testing. Either of
these options requires a considerable amount of time and resources, which makes them
difficult to use as design tools. Although this analysis and testing cannot be completely
avoided, a simplified empirical model would allow the designer to investigate the effects due
to changes in important parameters, and perform preliminary screening on different
proposals.

In the present work a model is developed for the simplified geometry shown in Figure
2. The probiem can be non-dimensionalized using the mean velocity uy and diameter d of the
inertia track. The non-dimensional parameters are defined as:
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Simple Mount

D/d: expansion ratio
I/d:  length/diameter ratio
r/d:  radius/diameter ratio
Re:  Reynolds Number (pu d/u)
St Strouhal Number (wd/u,)
Va: Valenci Number (ReeSt)
where
p = density
B = viscosity
w = angular frequency :

A theoretical model for predicting the pressure drop for this geometry was previously
developed. The model consists of a series of component models (inertia track, expansion,
contraction, and end chamber) which contain coefficients that must be determined by
experiment or numerical simulation. In the present work a series of numerical simulations
were performed to determine the value of these coefficients, which are a function of mount
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Figure 2
Simplified Mount Geometry

geometry and flow parameters. Completion of the model will require experimental
verification, which is in progress. ‘

MATHEMATICAL MODEL

A control volume analysis on the simplified geometry of Figure 2 gives the following
equation:

dQ
AAP=pl—=+F (1)
0 P d’t+ b

where A, is the cross-sectional area of the end chambers, P is the pressure, Q is the volume
flow rate, and F, includes the effects of viscous shear, expansion/contraction, and other
forces such as body and gravity forces. This equation simply states that the resistance to the
pressure difference across the mount is determined by the inertia of the fluid and a general
shear/body force. ,

Presently, the force Fy includes two effects: the viscous resistance, and
expansion/contraction terms. The latter are minor contributors and are [2]:
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APmI(%pug)=0.42(J———1-) @

1 2 AV
AP,XP/(-z-puo)=( -2;) 3

where A is the cross-sectional area of the inertia track.

The major part of the resistance to the flow occurs within the relatively long inertia
track and the end chambers, where the spatial and periodic velocity components exist. The
analysis of the oscillatory viscous flow through uniform pipes can be favorably applied to
develop the relation between the flow rate and pressure difference across the mount. This
phasor relation includes the effects of viscous shear as well as the inertia of the fluid. If a
long circular cross-section pipe of radius R undergoes an oscillatory pressure gradient, the
volume flow rate through this pipe is [3]:

_BRPAR(| 20i%, (wi®) o

: @
plio | Bati(ai®?)

where « is equal to R(w/ v)12 and is referred to as the frequency parameter (a2 is equivalent
to Va/4), J, and J, are Kelvin functions [4].

It is practical to input the displacement of the mount rather than the force on the
mount. In this case the volume flow rate is known

Q=Qqsin(w?) (Y]

and the pressure difference AP must be calculated from:

AP=R.Q sin(wt+d) (6)

Using the above analytical solution and after some arrangement [5], the unknowns Rg
and ¢ are obtained:
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|Z|=R= p:)l )]
TR*M,,

¢ =% —81 0 (8)

where R is the magnitude of the impedance to the flow, and

819=2K -0, +6, , (10)
4
sing :
=tan = (———2— : (11)
€40 ( T—co 610)
oM, (12)
2M,

The final assembly of components used in the characterization of the mount impedance
is represented by a series circuit diagram (Figure 3) where Q (as current) creates AP (as a
potential). The theoretical flow impedance of the inertia track, Z, and that of the chambers,
Zy, includes both the inertial and viscous forces that can be found by equations (7) and (8),
and are complex values. The contracnon/expansmn terms are assumed to have negligible
inertial resistance but they add to the viscous resistance, so their impedances have only real

components. They can be approximated as

2
2,22 (1-—1—] 13)
»""2 |4 4,
pQ2(, AV
Zu s (1 70') (14)
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Schematic Representation of Flow Impedances

The total instantaneous pressure difference can be stated as the sum of contributing phasors:

AP = (Co exp coanon+Cch+CtZt)Q )

The empirical coefficients (C's) are discussed and algebraicly evaluated later in terms of
different flow geometries and frequency parameters, upon comparison with the results from
numerical simulations.

NUMERICAL COMPUTATIONS

The reason for performing numerical simulations is to extend the range of applicability
of the previously described model. For example, the model for the inertia track was
developed for infinite length pipes. Simulation of flow in a pipe of finite length provides a
correction factor which may be used in predicting the pressure drop for a realistic geometry.

Two computational domains were studied in the present work. In order to determine

116



coefficients for finite track length and expansion/contraction losses, it is necessary to
simulate the full mount, as shown in Figure 4. The problem is axi-symmetric, with the axis
of symmetry along the centerline of the inertia track. The boundary conditions are set to zero
velocity, except at the ends, where a periodic normal velocity is specified. A systematic
series of computations was performed, varying the ratio of track length to diameter and
contraction/expansion corner radii.-

\—— Axis of ’Symmetry

Figure 4
Computational Domain for Full Mount

To determine the effect of different cross-sectional inertia track shapes on pressure -
drop, the domain shown in Figure 5 was studied. This corresponds to the infinite length pipe
by setting the end conditions to zero normal velocity gradient and applying a periodic
pressure difference. There are two advantages of this approach over specifying periodic
normal velocity - only one element is needed in the x-direction, since all x-derivatives are
zero; and the problem is linear, since the convective terms are zero. These advantages
greatly reduce the computational time required for solution, which is important when the
simulations are for non-circular cross-section, because they must be fully three-dimensional.
The disadvantage of this approach is that the flow parameters (i.e., Reynolds number and
Strouhal number) are not known until the problem has been solved. In the present work the -
theoretical model is used to find an approximate pressure drop for non-circular cross sections
corresponding to the desired flow parameters. This pressure drop is then used as input, and
the exact flow parameters are determined from the simulation.

The incompressible Navier-Stokes equations are solved using the Galerkin formulation
of the Finite Element Method provided in the CFD package FIDAP [6]. Each problem was
started with an initial velocity of zero. For the full mount case, each problem was run until
the pressure history became periodic, which generally occurred in 3 cycles or less. For the
infinite length track case, each problem was run until the volumetric flow rate became
periodic, which generally occurred in 20 cycles or less.

For each case a preliminary numerical study was performed to optimize FIDAP
- options. Grid independence was determined for a typical case by doubling the number of
elements until there was less than 2% difference in the predicted pressure drop or flow rate.
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The optimal time increment was determined in a similar manner to be 50 time steps per
cycle. An acceleration factor of 0.5 was used along with the quasi-Newton solver. The
penalty formulation was used for pressure, with the penalty parameter set to 10°. For the
higher Reynolds number cases (above 100) the upwinding option was used to suppress
oscillations in the computed velocity field. Backward integration was used for the time
derivative.

All of the simulations reported here are for laminar flow. Turbulent simulations for a
few cases were performed, but the results were later abandoned for two reasons. First, it is
unclear whether the conditions typically found in fluid tuned mounts are in fact turbulent.
Ahn and Ibrahim [7] discuss the results of several studies that show transition Reynolds
number for periodic flow increases with increasing frequency. The high frequencies typically
found in mounts cause the fluid to move as a slug with extremely thin shear layers at the
walls. For the frequencies and Reynolds numbers of interest in the present work, the
formulas presented by Ahn and Ibrahim indicate laminar flow. Experimental work is in
progress to determine if this is in fact the case.

The second problem is that simulation of unsteady turbulent flow is problematic
because the k-e turbulence model is based on steady flow, and may not be applicable to
oscillating flows. Lasher and Taulbee [8] discuss this problem in more detail. In addition,
the form of the model used in FIDAP is a high-Reynolds number model that uses wall
functions, and therefore cannot predict transition. As a result of these concerns, turbulent
simulations have been deferred until experimental data is available.

FIDAP generally works quite well on this problem, although there were a few
difficulties. One of the most significant problems is that the pressure history sometimes
developed unrealistic oscillations when the second-order trapezoidal integration was used for
the time derivative, which caused the solution to diverge. As a result, the simulations were
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- performed using the less-accurate backward integration. This is a known problem with the
penalty formulation for the pressure, but was unexpectedly found to also occur when the
segregated solver (which solves the Poisson equation for the pressure) was used. This
problem is currently under investigation. .

Simulations were also attempted using FLUENT [9]; however, these did not work as
well as FIDAP. 1t took significantly longer to get a converged solution, and it was found that
the interpolation done by the program for time-varying boundary conditions is incorrect. The
results obtained by FLUENT did agree well with those obtained by FIDAP.

DETERMINATION OF EMPIRICAL COEFFICIENTS

The empirical coefficients of Equation 15 are developed in terms of nondimensional
geometric and flow parameters. Using the pressure drop predicted across a component by
computational simulation, the coefficient is found as

¢ = AP compuszionat 16)

AP model

Certain geometric components contribute to the flow resistance more than others. Figure 6
shows the centerline pressure drop across a typical mount.

Because most of the pressure drop across the mount occurs in the inertia track, the
track. component will be the most significant. The pressure drop across the expansion and
contraction typically represents 6-10% of the total pressure drop shown. The pressure drop
across the chamber is relatively small, so any difference between the model and
computational results will not be significant in the overall pressure drop. The chamber
coefficient is therefore set to 1. In general the coefficients will be functions of several
parameters, such as Reynolds number, Strouhal number, etc. We assume that the coefficients
are separable into individual coefficients for each parameter; for example:

C-CR)CE)CUD an

RESULTS
Expansion/Contraction Coefficients
Within each cycle, the expansion becomes the contraction and vise versa. Because of

this, the expansion and contraction losses are combined as a single loss. The coefficient will
be dependent on the following nondimensional geometric and fluid parameters:

119



0.020 -

0.010 -

0.000 -

Pressure Drop (psi)
b
2
(-]

-0.020 -

<0.030 +-

<0.040 $ $ 4 4 $ ' 4

Figure 6
Typical Centerline Pressure Drop

D/d = Expansion Ratio

Re = Reynolds Number

St = Strouhal Number

r/d = Expansion Radius to Diameter Ratio

First, the Reynolds number dependence is considered. In the development of the

theoretical model, the pressure drop across the expansion is formulated from the x-momentum
equation. The momentum equation contains a viscous term for the wall shear stress, which is
neglected in the derivation. If the viscous term is carried through the derivation, it becomes
equivalent to adding a term to the nondimensional pressure drop which is proportional to the
inverse of the Reynolds Number. Simulations were performed at an expansion ratio of 5 for
Reynolds numbers of 1, 10, 100 and 1000. The coefficient was determined by taking the
difference between the model and computation and performing a least-squares regression.
The resulting corrective term is; '
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The data points and equation (18) are shown in Figure 7. Note that the term asymptotically
approaches zero as the Reynolds number increases, as expected.
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Figure 7
Expansion/Contraction Correction

A similar analysis was performed to determine the coefficient for Strouhal Number
dependence. The resulting least squares fit is given by :

C(S) =1.0+0.0325>57 (19)

and is shown in Figure 8. Notice that the coefficient approaches 1 for low Strouhal Number
(steady flow), as expected, and increases with increasing Strouhal Number.

Other coefficients can be developed for Expansion Ratio and Radius to Diameter
Ratio. A comparison of the model predictions to FIDAP simulations is shown in Figures 9
and 10. The good agreement indicates that the assumed separation given in equatlon an
produces reasonable results.
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Track Coefficients

* As previously discussed, the theoretical model for the track was derived for periodic
fully developed pipe flow. In the developing region the viscous stresses are higher because
the velocity profiles are more uniform. The theoretical model will therefore underpredict the
pressure drop in this region. For long pipes this error will be negligible; however, the error
will increase as the length of pipe decreases. The coefficient for this correction is shown in
Figure 11 and given by
0.078 ] 20)

(W84

C(lld) =1 .Oe[

For noncircular cross sections the concept of an equivalent diameter is used. Pressure
drop in the inertia track correlates well with Valenci number. At high Valenci numbers the
pressure drop is mostly inertial, and thus a function of cross sectional area and independent of
cross sectional shape. At lower Valenci numbers the cross sectional shape can significantly
influence pressure drop. The equivalent diameter ratio (defined as the diameter of a circle
that gives the same pressure drop divided by the diameter of a circle of the same area as the
rectangle) for various aspect ratios of a rectangular cross section are shown in Figure 12. As
expected, the coefficients asymptotically approach 1 at high Valenci number. The Figure also
shows that the pressure drop in a square cross section is almost equivalent to that in a circular
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cross section of equal area, and increases as the aspect ratio increases.

Coefficients similar to the ones described here can be developed for more complicated
geometries. These coefficients will expand the applicability of the- model to realistic mount
geometries.  Work is currently in progress to develop these coefficients. :

CONCLUSIONS

A series of component models have been developed for predicting the pressure drop in
fluid tuned mounts. Empirical coefficients that will expand the applicability of the models
have been developed, and predictions from the adjusted models agree well with computational
simulation. - As additional coefficients are developed the model will become more useful in
the design of realistic mounts. ‘

A major obstacle to completing this model is the problem of determining critical
Reynolds number. Further research, including experimental verification, is in progress.
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SOLUTION OF MIXED CONVECTION HEAT TRANSFER
FROM ISOTHERMAL IN-LINE FINS

* Amir Khalilollahi*
The School of Engineering and Engineering Technology
The Pennsylvania State University at Erie, The Behrend College
Erie, PA 16563

SUMMARY

Transient and steady state combined natural and forced convective flows over two in-line
finite thickness fins (louvers) in a vertical channel are numerically solved using two methods. The
first method of solution is based on the "Simple Arbitrary Lagrangian Eulerian” (SALE)
technique which incorporates mainly two computational phases: (1) a Lagrangian phase in which
the velocity field is updated by the effects of all forces, and (b) an Eulerian phase that executes
all advective fluxes of mass, momentum and energy. The second method of solution uses the
finite element code entitled FIDAP. In the first part of this study, comparison of the resuits by
FIDAP, SALE and available experimental work were done and discussed for steady state forced
convection over louvered fins. Good agreements were deduced between the three sets of results
especially. for the flow over a single fin. In the second part of the study and in the absence of
experimental literature, the numerical predictions were extended to the transient transports and
to the opposing flow where pressure drop is reversed. Results are presented and discussed for
heat transfer and pressure drop in assisting and opposing mixed convection flows.

INTRODUCTION

Louver arrays are used to enhance the performance of compact heat exchangers. If the orientation
of the exchanger is vertical and the flow rates are low, the buoyancy forces would effect the heat
transfer and pressure drag characteristics of the fins. Mixed convection near rectangular fins -
with finite thickness has been studied by Kurosaki et al [1], Sparrow et al. [2], and Suzuki et al.
[3]. Reference [1] has provided experimental data for a single fin, two collinear fins, two parallel
fins and a staggered array of fins. Suzuki et al. [3] presented finite difference solutions for an
array of very thin fins in assisting (upward) flow and discussed heat transfer characteristics of
arrays. Transient mixed convection over a single fin was studied by Khalilollahi and Joshi [4]
where temperature overshoots and enhanced heat transfer rates were observed for higher Grashof
numbers. The transient and steady state assisting flow over two in-line was numerically
investigated in Ref. [5] and steady state results were compared with some experimental data
reported in Ref. [1].
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Figure 1. Array geometry and computational domain (L=.022 m,
$=.015 m,H=.105 m,b=.01 m,t=.0022 m)

The present study is intended to (1) enhance the confidence in the solution by the finite
difference FORTRAN code, SALE (Simple Arbitrary Lagrangian Eulerian) through comparisons
with the solution by the finite element package, FIDAP, and (2) to investigate the opposing
convective flow where the pressure difference between the top and bottom sections reverses
causing pressure field to oppose the buoyancy force.

NUMERICAL PREDICTIONS
Finite Difference Scheme

Figure 1 shows the model geometry, flow domain and computational grid to the left of x-axis.
This domain is used in both SALE and FIDAP solutions. The flow field is governed by the
conservation equations in dimensionless form,
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JUIax +3V]aY=0 LW

dU|or +U3UI3X +VoU|aY = -P/aX +dll, Jox+dlL, JoY 2
3V]av +UaVIoX +VaV]aY=-3P|aY +3lL, JOY +IL, JOX+Gro )
36/3t + UdBJ5X +Vo8[aY =[3%8/aX 2 +578/aY 2]/ Pr )
where
II_=23U/3X , I, =24V13Y L =3U[3Y+3V]oxX

GregB(Ty-TJLv?, Pr=pC,lk, Nu=qL/AT k, O=(T-TTy-To),

X=x/L, Y=y/L, U=ulLlv, V=vilv, <=tv[L?,  P=pL?pv?

The boundary and initial conditions are

=0, U=V=6=0, (initial conditions)

>0, |
oV]oX=U=06/0X =0 (at X=0, b/L)
U=V=0, 6=1 (on fin surfaces)

[Ply.o - [Ply.g=AP (pressure drop) .

The axes of symmetry are at X=0 and X=b/L, as shown in Fig. 1. The above equations were
solved numerically by a Fortran code which incorporates Simple Arbitrary Lagrangian Eulerian
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finite difference scheme. This technique is described by Amsden et al. [6]. SALE procedure
includes a Lagrangian explicit method where computational cells move with the flow, and an
Eulerian phase in which the cells are returned to the original position. This phase estimates the
effects of advective fluxes of mass, momentum and energy on the flow parameters.

Finite Element Scheme

The finite element solution of conservation equations governing the laminar flow with
boundary/initial conditions in this problem was made possible through the available educational
version of the FIDAP package [7]. The grid independence was determined by doubling the
number of elements until less than 2% difference in maximum velocity at midsection of the lower
fin was observed. The same procedure was incorporated in the finite difference scheme, SALE.
An acceleration factor of 0.3 , the quasi-Newton solver, pressure penalty formulation, and a
fixed time increment (.05 sec) were used. For both schemes, similar unequally sized grid was
assigned with higher cell density near the heated fin surfaces (Fig.1). The convergence in all
cases was relatively fast and smooth.

RESULTS AND DISCUSSI‘ON

Some transient problems in natural and mixed convection flows have been previously solved by
using SALE procedure with favorable resuits [8,9]. This study intends to apply this technique
and finite element analysis to the phenomenon of heat dissipation of in-line finite thickness
louvers. In the absence of empirical data, the predictions of transients and thermal characteristics
of fins in adverse pressure fields can be valuable. In addition, Comparison of the two set of
predictions (by FIDAP and SALE) can evaluate the reliability and accuracy of these methods
when applied to thermal design problems.

Figure 2 indicates the heat transfer steady state performance of a single rectangular fin in
a531st1ng flow where positive pressure drop assists the buoyancy force. Reynolds number range
is between 30 to 600. This is common for air-cooled compact heat exchangers. The aspect ratio
/L has been shown to have minor effect on the overall heat transfer rates [1]. The results are
shown for Nusselt number vs. Grashof number and for a fin with t/L=.2 in infinite (air)
medium. The correlation for forced convection flow over a flat plate is (shown in Fig. 2)

= 644 Pr' Re2 )

The agreement between the three sets of predictions is good especially in the range where
buoyancy is dominant and Re number is low. The onset of disturbed flow at higher flow rates
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and adjacent to fin corners may be accounted for the small disagreement at Re>200. The
experimental values seem to be average of the two numerically predicted sets.

Figure 3 presents the comparison of Nusselt number for assisting steady state flow over two
fins (as shown in Fig. 1) which is positioned in an array. The presence of neighboring fins in
the array creates the symmetry lines, Y=0 and Y=>b/L. The higher values of Gr/Re? represents
the dominance of natural convection while lower range of Gr/Re” indicates the forced convection
regime. The experimental data from Ref. [1] is for in-line fins in infinite medium. This explains
the difference between the numerical and experimental values for the downstream fin (#2).
However, predictions of FIDAP and SALE are in favorable agreement especially in buoyancy
dominant regime. For reference, the relation for mixed convection heat transfer for a flat plate
is shown in Fig. 3 [10].

The estimation of pressure drop is an important consideration in design of heat exchangers.
In the absence of experimental data for fins of present study, numerical predictions by SALE and
FIDAP are presented and compared :for pressure coefficient and for pure forced (Gr=0) and
mixed (Gr=1480) convections as shown in Fig.4. The agreement is very good especially for
lower Reynolds number (Re <40) where convection starts by buoyancy action. The difference
is steady but higher (about 10%) for higher Re numbers where forced convection is dominant.

(4}

— SALE, Gr=0
~= FIDAP,Gr=0
--- SALE,Gr=1480

2
\ = - FIDAP,Gr=1480

Ap/u%e

C=

Figure 4. Comparison of pressure coefficient for
assisting flow
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The term "opposing flow" is given to the case where the pressure drop is reversed. That
means the higher pressure at the top section presses the flow downward while opposing the forces
of buoyancy. This case presents an interesting discontinuity trend for the flow and heat transfer.
Upward free convection begins with AP=0 at about Gr/Re?*=1.3 (Re=34), causing higher heat
transfer rates for the downstream fin (#1). Flow stays upward but looses intensity when the
magnitude of pressure drop (which is negative) increases. Diminishing flow corresponds to the
upper limit of Gr/Re?=10 shown in Fig.5. Increasing the magnitude of AP will change the
direction of the flow downward not gradually but stepwise where a sudden shift is observed for
the Nu number of both fins. Thereafter the flow starts from the upper limit ,Gr/Re?= 1.3, in
downward mixed convection region and moves to lower Gr/Re? region approaching pure forced
convection. The differences between SALE and FIDAP predictions are more noticeable for the
second fin in the upward flow region and for both fins in the forced convection dominant region.

Similar trend is observed for pressure coefficient in opposing flow (Fig. 6). Lower magnitude
of AP, ( |AP|<4500) is not sufficient to push the flow downward in the region where Re < 33.

With increasing lAPL The flow vanishes (Re=0) but then suddenly changes direction to a
downward flow with Re of about 33. Increasing the magnitude of the pressure difference
increases Re where differences between FIDAP and SALE results become more noticeable.
Overall the agreement seems to be favorable. :

Transient heat transfer and average vertical component of velocity for Gr=1480 and
AP= 13484 are shown in Figures 7 and 8, where predictions by SALE and FIDAP are
compared. Figure 7 shows the transient Nu vs. dimensionless time, t , and for assisting flow
(AP=+3484). The solutions show minima at early times, then reaching steady state values
quickly especially for the downstream fin. These minima are caused by the onset of convection
and after the early conduction heat transfer lowers. The agreement seems to be fairly good. The
underestimation of Nu by FIDAP for fin #1 is opposite to the trend seen for the fin #2. Very
good agreement is observed for the average velocity (V=vL/v). |

Figure 8 represents the same trends observed in Fig. 7. The flow is an opposing type since
AP is negative. Initially the flow is negative or downward, but eventually it reaches steady
upward flow since buoyancy effects are more dominant. At early times (.05 <t <.15) under
downward pressure force , the flow is downward before the strengthening of buoyancy effects.
This region presents higher Nu values for fin #2, since it is the upstream fin. Later the flow
direction changes while approaching steady state with fin #1 becoming the upstream fin. The
discrepancy between FIDAP and SALE is moderately significant for the first fin and at about
t©=0.2. The agreement for the average velocity is fine except at intermediate times
(.05 <t <.25) when FIDAP overestimates the predictions by SALE.

CONCLUSION

Transient and steady state heat transfer characteristics of mixed convection were analyied
for assisting and opposing flows over two in-line vertical isothermal fins. Steady state assisting
flow was predicted by three means, namely FIDAP and SALE that are numerical schemes, and
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by available experimental data in the literature. The trends in pressure coefficient were presented
for above cases. A discontinuous trend in Nu number, flow rate, and pressure coefficient was
observed for negative AP values (opposing flow). Overall predictions by the two schemes,
FIDAP and SALE, compared favorably. Future work is planned to study further this
discontinuity and to conduct experiments on verification of numerical results especially for
opposing flows.
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A DIRECT APPROACH TO FINDING UNKNOWN
BOUNDARY CONDITIONS IN STEADY HEAT CONDUCTION

Thomas J. Martin® and George S. Dulikravich**
Department of Aerospace Engineering
The Pennsylvania State University, University Park, PA 16802, USA

SUMMARY

The capability of the boundary element method (BEM) in determining thermal boundary
conditions on surfaces of a conducting solid where such quantities are unknown has been
demonstrated. The method uses a non-iterative direct approach in solving what is usually called the
inverse heat conduction problem (IHCP). Given any over-specified thermal boundary conditions
such as a combination of temperature and heat flux on a surface where such data is readily available,
the algorithm computes the temperature field within the object and any unknown thermal boundary
conditions on surfaces where thermal boundary values are unavailable. A two-dimensional, steady-
state BEM program has been developed and was tested on several simple geometries where the
analytic solution was known. Results obtained with the BEM were in excellent agreement with the
analytic values. The algorithm is highly flexible in treating complex geometrics, mixed thermal
boundary conditions and temperature-dependent material propertics and is presently being extended
to three-dimensional and unsteady heat conduction problems. The accuracy and reliability of this
technique was very good but tended to deteriorate when the known surface conditions were only
slightly over-specified and far from the inaccessible surface.

INTRODUCTION

The objective of the steady-state inverse heat conduction problem is to deduce tempceratures
and heat fluxes on any surface or surface element where such information is unknown. In many
instances it is impossible to place sensors and take measurements on a particular surface of a
conducting solid due to the inaccessibility or seventy of the environment on that surface. These
unknown thermal boundary values may be deduced from additional temperature or heat flux
measurements made within the solid or on some other surface of the solid. This problem has been
given a considerable amouint of attention by a variety of researchers and virtually all work has been
directed to the one-dimensional transient problem. The first method proposed to solve the [HCP
used inversion of convolution integrals (Stolz 1960) and was subsequently improved by a number
of authors (Beck et al. 1988). Many other methods have also been developed using such 1
techniques as Laplace transforms, finite elements, ime-marching finite differences and other
approaches. A detailed chronological review of the IHCP literature has been provided by Hensel
(1992).

A characteristic of most of these inverse techniques is that they tend to produce temporal
oscillations in the unknown surface thermal condition estimates that are larger than the temporal
oscillations in the over-specified thermal data as it propagates through the solid (Hills and Hensel
1686). In other words, the random noise due 1o round off errors tends to magnify as the solution
proceeds and quickly produces a useless solution, especially as the distance between the surface
and the over-specified information increases. A number of authors have presented various
smoothing techniques for reducing this error growth, but the effect of these operations on the
accuracy of the solution is not easy to evaluate (Murio 1993).
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The method presented herein does not utilize any artificial smoothing technique and is not
limited to transient or one-dimensional problems. This approach is non-iterative and has been
shown to compute meaningful and accurate thermal fields in a single analysis using a straight-
forward modification to the boundary element method (BEM).

The BEM is a very accurate and efficient technique that can solve boundary value problems
such as those governing heat conduction, electromagnetic fields, irrotational incompressible fluid
flow, elasticity and many other physical phenomenon. For steady-state heat conduction analysis
using the BEM, either temperatures, T, or heat fluxes, Q, are specified everywhere on the surface of
the solid where one of these quantities is known while the other is unknown. In the BEM solution
to the IHCP, both T and Q must be specified on a part of the solid's surface, while both T and Q are
unknown on another part of the surface. Elsewhere on the solid's surface, normal boundary
conditions should be applied as either T's or Q's. The surface section where both T and Q are
specified simultaneously is called the over-specified boundary and is necessary for the [HCP
problem's solution. _

Figure 1 illustrates a typical two-dimensional, multiply connected, inverse heat conduction
problem. Surfaces labeled I'1 are the over-specified boundaries where both T and Q are given.
Normal boundary conditions (either T or Q specified) are enforced on the surfaces labeled I.
Thermal data is assumed to be inaccessible on the inner I'3 surface and thus has both T and Q
unknown on this boundary. The objective of the IHCP is to compute temperatures and heat fluxes
on the boundary I'; using only the values of T and Q provided on the surface of the solid and,
possibly, additional temperature measurements made within the solid if such data is available.

THEORY
Two-Dimensional Steady-State BEM

Steady-state heat conduction in a homogeneous medium with a constant coefficient of
thermal conductivity is governed by the Laplace's equation in the region, Q, of a conducting solid

V2T = 0 )
where T is the temperature. This is a linear boundary value problem having essential boundary
conditions, To, and natural boundary conditions, Qo, specified on the surfaces I'u and Iq,

respectively. For nonlinear problems with temperature-dependent material properties, the governing
equation is given by

Ve (MDD VT) = 0 )

where \(T) is the temperature-dependent thermal conductivity. Equation (2) can be linearized by
the application of the classical Kirchoff transf: ormation which defines the heat f unction, ©, as

T
_ r NT) .
@__[ . dT 3)

Here, A, is a reference conductivity and \(T) could be an arbitrary function of temperature.
Consequently, equation (2) can be transformed into Laplace's equation and solved for the heat
function, ©, instead of temperature, T. Results obtained for the heat function must be transformed
back into temperatures using the inverse of the transf ormation given in equation (3).
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Laplace's equation may be solved-using the BEM (a wei ghted residual technique) by
introducing an approximation, u, to the exact solution, ©.  Since the approximation is, in general, not
equal to the exact solution, an error function or residual is produced in the domain and on the
boundary. The residual in the domain is given by R = V*u and the residuals at the boundaries are
Ry =1u-8¢and Rq = dwon - Qy. These error functions are normally non-zero unless u is the
exact solution. The weighted average of the residual over the domain and on the boundary may be
set to zero by the weighted residual statement '

f u* vy dQ - f(q~Qo)u*dI‘+ f(u-@o)q*dl“=0 4)
Q Y Fu

where u* represents the weight function which is usually called the fundamental solution (Brebbia
and Dominguez, 1989), while q = du/dn, q* = du*/dn and n is the direction of the outward normal
to the surface I". After integrating by parts twice, the boundary integral equation for Laplace's
equation is obtained

[uv2urdQ + fu*qdr = faxudr (5)
Q T r

The weight function is a Green's function solution for a point-source subject to the
homogeneous boundary conditions. For the two-dimensional Laplace's equation it is

u* = —log\-) | 6)

where r=1x;- x |, x; is the coordinate of the observation point, x; is the coordinate of the source
point and the logarithm function here has base e. The bounding surface I" is discretized into N
surface elements bounded by N end-nodes. After discretizing the surface and utilizing the

properties of the Dirac delta function, the boundary integral equation (6) can be written as

Ns Ns
cjuj + zbfu q* dIj = }ffqu* dr 7
FL T

=T

for each ith node. The term ¢; indicates the scaled internal angle at the ith surface node. The
functions u and q are assumed to vary linearly along each surface element and, therefore, they can
be defined in terms of their nodal vaiues and interpolation functions ’

U@ =h®) v+ uz and  q (&)= ¢1(8) q1 + ¢2(E) qo (8)

where § is a localized surface-following dimensionless coordinate, while ¢1 = (1-E)2and
¢2 = (1 +E)/2. The whole set of equations for the N nodal values of u and q can be expressed in

matrix form as
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HU=[G]Q )

where U= (Ul,Uz,U3,..;,UN) and Q = (Q1,Q2,Q3....,QN) are vectors containing the nodal potentials
and surface panel fluxes while the terms in the [H] and [G) matrices are assembled by properly
adding the contributions from each surface integral

H;; f¢29* dl’; + f¢1<1*drj+1
T i
(10)

fq)zu* dI“J+ fq)lll* dI‘j+1

T; Tia

ij

The free term, g, is produced when the first surface integral of equation (6) is
integrated in the sense of the Cauchy principal value. Since q* = du*/on = (du*/ar) (ér/dn) = 0
when the ith surface integral contains the ith observation point, the diagonal of the [H] matsix is
simply the G term. This coefficient may be computed explicitly by calculating the internal angle at
the surface node or implicitly (Brebbia and Dominguez 1989) by Tirst assuming a constant unit
potential throughout the entire domain and then solving for the diagonal component as

N
¢ =Hj = - YHyj =] (11)

=1

When the observation node is on the surface panel of integration, the terms in the [G] matrix are
computed analytically from the integral :

1 1 ! 1
Gis = 5[4, 1°8(;) ar; + 5= [ ‘Og(;) dr,, (12)
r. r.

1 1+1

After the [H] and [G] matrices are formed, all boundary conditions are applied and a set of
linear algebraic equations, [A] X =F, is constructed. Known or specified surface potentials, U;,
and fluxes, Q, are assembled on the right-hand-side of the equation set and are multiplied by their
respective or [G] matrix row thus forming the vector of knowns, F. All unknown potentials or
fluxes are assembled on the left-hand-side of the equation set and are represented by a coefficient
matrix [A] multiplying a vector of unknown quantities, X,

The set of linear algebraic equations is then solved for the unknown surface potentials, U,
and fluxes, Q, using a singular value decomposition (SVD) matrix solver (Press et al. 1992). We
used the SVD since the matrix tends to become ill-conditioned or singular (several equations
become linearly dependent with other equations in the equation set) whenever the over-specified
thermal data are farther away from the surfaces where no boundary conditions are applied. If
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additional thermal data within the solid is'provided, additional equations may be added to the
equation set. Note that the SVD algorithm is capable of providing a satisfactory solution vector -
even when the [A] matrix is not square. The more rows (i.e. more data points) that are provided to
the system, the more accurate the solution vector becomes, although the reverse is true when the
matrix has less rows than columns. Once the matrix is solved, the entire thermal field within the

solid can be easily deduced.

RESULTS AND DISCUSSION
IHCP for a Square Plate Using the BEM

A BEM computer program was developed using the theory discussed in the previous
section. The accuracy of the BEM as a solution to the [HCP was verified for a solid square plate.
The plate was 6.0 m on each side and the thermal conductivity of the plate was chosen as 1.0 W/mK.
The top and bottom boundaries were specified to be adiabatic (Qo =0 W/m?2) while the left side
surface of the plate was over-specified with a temperature boundary condition of Tg=300K and a
heat flux boundary condition of Qg = -50 W/m2. The right side boundary was considered to be
inaccessible and, as such, both temperature and heat flux were unknown on this boundary. The
plate boundary was discretized with 12 panels (3 per each of the four sides) on the boundary of the
solid. The BEM was successful in computing a temperature field within the plate that was accurate
to almost the {loating point precision of the computer. The computed temperature and heat flux on
the right side boundary were 0.000161 K and 49.99997 W/m2, respectively.

Study of the IHCP for an Annular Disk Using the BEM

v The behavior of this algorithm for various combinations of boundary conditions was :
documented for steady-state heat conduction in an annular solid disk. The outer radius of the disk
was 1.2 in and the centrally located hole had a radius of 0.5in. The analytic solution for this
problem was developed by applying Dirichiet or essential boundary conditions everywhere on the

-boundary of the annular region. Temperature boundary conditions of 100°C on the outer boundary
and 50°C on the inner boundary were enforced. The thermal conductivity of the solid was
considered to be constant, A = 1.0 Buw/in sec®R. The analytic solution for the temperature field
within the disk is easily found as

. T(r)=A+Blogr (13)
where A =89.59 and B = 57.11. The radial heat flux is then
QN =-AVT=-AdT(1)/dr=B/r (14)

which yields Qoy; = -47.59 BtwinZsec and Qi = 114.22 Btu/in2sec as heat fJuxes through the
outer and inner boundaries, respectively. The BEM algorithm was run on the same problem. The
problem was discretized with 36 panels on each outer and inner boundary. The BEM program
predicted the temperature field in the solid which averaged only a 0.3% error versus the analytic
solution, ‘
‘ In order to study the feasibility and accuracy of the BEM solution to the steady-state [HCP,
seven variations to the same problem were performed and the results obtained were compared to
those from the previous problem. Each test utilized the same annular geometry and outer boundary
thermal data in a variety of combinations. ’

: Test 1. The outer and inner boundaries of the annular domain were each discretized with 36
equally-length flat panels. The entire outer boundary was over-specified with temperature and flux
boundary conditions, while both temperature and flux were unknown on the inner boundary. The
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BEM formulation detailed in the theory §éction, can be represented in matrix form by equation ().
For this test case, the solution set of 72 equations included 72 known values given as boundary
conditions on the outer surface and 72 unknowns on the inner boundary. The BEM computed the
temperature field within the annular solid in addition to the unknown temperatures and heat fluxes
on the inner boundary. Figure 2a shows the computed temperature contours for the annular solid
disk and also includes the BEM nodes used and the type of boundary conditions specified at each
node. The box-shaped nodes have both T and Q known and thus are over-specified, the circles are
nodes where both T and Q are unknown, and the triangular nodes have a single boundary condition
of temperature applied. The thick solid lines in figures 3 and 4 represent the accuracy of this
particular BEM solution. Figure 3 shows the relauve percentage error in temperature on the inner
boundary for each test as a function of the circumferential angle in radians. Figure 4 is the same as
figure 3 except that it gives the relative percentage error in the heat flux on the inner boundary.
Notice that this test case had an almost perfectly symmetric result with an average error of only
0.5% in temperature and a somewhat oscillating error in heat flux averaging about -1.5%.

Test 2. This test case was identical to Test 1 except that the outer and inner boundaries were
discretized with a coarser grid consisting of 18 panels each. Overall, the BEM solution set had 36
knowns, 36 unknowns and 36 equations. The computed temperature field and boundary
discretization are shown in Figure 2b and the relative percentage error in temperature and heat flux
on the inner boundary are given as thin solid lines in figures 3 and 4. The temperature field within
the solid was nearly perfectly symmetric, but was uniformly biased about 2.5% in temperature and -
2.5% in heat flux.

Test 3. This test case was identical to Test 1 except that the boundary of the annular disk
was discretized with 36 panels on the outer boundary and 18 panels on the inner boundary.
Overall, the BEM solution set was over-specified and had 72 knowns, 36 unknowns and 54
equations. The thick dotted lines in figures 3 and 4 readily show that Test 3 produced the most
accurate results for both temperature and heat flux. In addition, the temperature contours in Fi gure
2c are nearly perfectly symmetric.

Test4. This test was identical 1o Test 1 except that the outer boundary was discretized with
18 panels and the inner boundary was discretized with 36 panels. Overall, the BEM solution sect
was under-specified and had 36 knowns, 72 unknowns and 54 equations. Results of Test 4 are
given by the thin dotted line in {igures 3 and 4. The temperature was uniformly biased with a 3.0%
error, while the heat flux was somewhat oscillatory and similarly biased. The temperature contours
in figure 2d were nearly symmetric.

Test 5. Both the outer and inner boundaries of the annular disk were discretized with 36
paneis. Temperature boundary conditions were specified evervwhere on the outer boundary but the
additional heat flux boundary conditions were over-specified in the first and third quadrants of the
outer boundary only. The BEM solution set had 54 knowns, 90 unknowns and 72 equations. The
temperature field shown in figure 2e was comparable to that of Test 4. The temperature and heat
flux on the inner boundary are represented by the finely dotted lines. The temperature distribution
on the inner boundary was somewhat oscillatory, but averaged only a 0.75% error. The heat flux
on the inner boundary was also oscillatory and averaged an error of about -2.0%.

Test 6. The circular disk was discretized with 36 panels on both the inner and outer
boundaries.. Temperature boundary conditions were specified on the entire outer boundary, while
heat flux boundary conditions were over-specified only on the upper half of the outer boundary.
As in Test 5, the BEM solution set contained 54 unknowns, 90 unknowns and 72 equations. The
temperature field illustrated in figure 2{ was asymmetric about the x-axis, but was very nearly
symmetric about the y-axis. The greatest error in the temperature field occurred in the bottom half
of the annular solid region. The thick dashed lines in figures 3 and 4 reveal inner boundary errors
that are quite oscillatory in nature and noticeably peak at the very bottom of the solid disk (the point
farthest from the over-specified data).

Test7. This test case is identical to Test 5, except that heat flux boundary conditions are
over-specified in the first quadrant of the outer boundary only. The BEM solution set contained 45
knowns, 99 unknowns and 72 equations. Figure 2g illustrates the temperature contours within the
solid disk. The error in the temperature field obviously worsens as the distance from the over-
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specified data increases. The thin dashedlines in Figures 3 and 4 illustrate the error in the
temperature and heat flux on the inner boundary. The error is oscillatory and peaks at about 60% at
the point farthest from the over-specified data.. Notice also that the temperature field is symmetric
about the line inclined 45 degrees and passing through the center of the circle.

IHCP for a Rocket Nozzle Wall Section with a Coolant Flow Passage

The BEM solution to the IHCP was attempted on a realistic engineering problem with
temperature-dependent material properties. High pressure, reusable rocket thrust chambers
encounter a progressive: thinning of the coolant {low passage wall after repetitive engine operation.
This deformation is caused by high thermal plastic strains that eventually cause cracks to form in
the cooling passage wall.  An engineer who wishes to reduce or eliminate the plastic strain may
obtain experimental data such as hot gas wall temperatures and heat {luxes, shroud temperatures,
compressive strains, and thrust chamber total pressure and temperature (Quentmeyer 1978, 1992).
Unfortunately, the engineer cannot normally obtain data within the coolant flow passage due to the
extremely low temperature of the liquid hydrogen coolant and the small dimensions of the passage..

Figure 5 is a schematic of a cylindrical thrust chamber assembly and fi gure 6 illustrates a
cylinder wall cross section showing typical instrumentation locations and dimensions. These
figures were taken from a NASA publication (Quentmeyer 1978) and were subsequently used to
generate the geometry of the nozzie wall section. The hot gas wall temperature (1520 R), heat flux
(-35 Bw/in?sec) and shroud temperature (518.4 °R) were experimental measurements taken from
the same publication. The outer shroud heat flux was assumed to be negligible (0 Buw/in2sec). The
coefficient of thermal conductivity of the solid copper region was linearly dependent on the local

temperature ' |
A=ro(l+aT) (15)

where A = 0.004893 Btu/insec°R and a = -0.000055056 °R-!. ‘In addition, fi gure 6 shows that the
conducting solid region is made up of three different materials; copper, electrodeposited copper, and
nichrome ZrO>. Although the present analysis uses only a single material, the BEM can be
modified to handle composite materials with each having distinct thermal properties. The
shaded portion in figure 6 is the domain typically used in the two-dimensional heat conduction
model. For the BEM analysis of this [HCP, a full section containing the entire cooling passage
and half of the surrounding conducting metal was generated in order to examine the symmetry of
the results. The meridional or symmetry planes were assumed o be adiabatic. The outer and inner-.
boundaries were discretized in the same manner: 16 panels on the hot gas side , 8 panels on the
shroud and 8 panels on each of the two periodic meridional boundaries. The BEM solution set
contained 66 knowns, 94 unknowns and 80 equations . The BEM computed both temperatures and
heat fluxes on the entire coolant flow passage boundary in addition to the temperatures on the
meridional side boundaries. The predicted temperature field within the solid region is illustrated in
figure 7. These results show a negligible asymmetry about the meridional centerline and slight
oscillations in the temperatures computed near the comers of the coolant passage's cool side.

CONCLUSIONS

The boundary element method computed temperature and heat flux boundary conditions on
boundaries of a conducting solid where such quantities were originally inaccessible and unknown.
- The results presented herein indicate that the direct non-iterative BEM solution method for the
IHCP is an accurate, robust and reliable technique that takes only seconds of CPU time on any
typical mainframe, workstation or PC. In addition, the results obtained were found to be more
accurate when one or both of the following conditions were observed: a) greater amount of over-
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pecified data was applied, b) the over-spécified data locations were in close geometric proximity to
he locations of the unknown boundary conditions.

=2 »n
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Figure 1. A geometric definition of a two-dimensional inverse heat conduction problem.
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Figure 2. Geometry of the BEM nodes on the outer and inner boundaries, boun
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ABSTRACT

A numerical investigation of exergy destroyed by operation of
a conventional steam power plant is computed via an exergy cascade.
An order of magnitude analysis shows that exergy destruction is
dominated by combustion and heat transfer across temperature
differences inside the boiler, and conversion of energy entering
the turbine/generator sets from thermal to electrical. Combustion
and heat transfer inside the boiler accounts for 53.83 percent of
the total exergy destruction. Converting thermal energy into
electrical energy is responsible for 41.34 percent of the total
exergy destruction. Heat transfer across the condenser accounts
for 2.89 percent of the total exergy destruction. Fluid flow with
friction is responsible for 0.50 percent of the total exergy
destruction. The boiler feed pump turbine accounts for 0.25
percent of the total exergy destruction. Fluid flow mixing is
responsible for 0.23 percent of the total exergy destruction.
Other equipment including gland steam condenser, drain cooler,
deaerator and heat exchangers are, in the aggregate, responsible
for less than one percent of the total exergy destruction. An
energy analysis is also given for comparison of exergy cascade to
energy cascade. Efficiencies based on both the first law and
second law of thermodynamics are calculated for a number of
components and for the plant. The results show that high first law
efficiency does not mean high second law efficiency. Therefore,
the second law analysis has been proven to be a more powerful tool
in pinpointing real losses. The procedure used to determine total
exergy destruction and second law efficiency can be used in a
conceptual design and parametric study to evaluate the performance
of other steam power plants and other thermal systems.

NOMENCLATURE
area, m?
specific heat, KJ/(kg.c)
exergy, MJ

gravitational acceleration, m/s?
enthalpy, KJ/kg

methalpy, KJ/kg, hl=h+gz+Vv?/2
heating value of fuel, KJ/kg
mass flow rate, kg/s

pressure, KPa

o3 E’J‘;D‘lﬂ D]_CO:D'
I T T O T A
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Q = heat rate, KW

R = ideal gas constant, for water vapor R=0.461 KJ/(kg.K)

s = entropy, MJ/K.kg

S = entropy, MJ/K

t = time, sec

T = temperature, K or C

v = specific volume, m’/kg

v = velocity, w/s

W = gross turbine power, KW

X = mass flow rate ratio of mixing

z = elevation, m

Z, = enthalpy departure factor

Z, = entropy departure factor
GREEK LETTERS

B, = first law efficiency

By = second law efficiency

A = (pressure) difference

SUBSCRIPTS

a = ambient (reference)

b = boiler

bfpt = boiler feed pump turbine

cond = condenser

cr = critical point

dc = drain cooler

des = destroyed

fri = due to friction

gen = entropy generation

gsc = gland steam condenser

ht = high pressure turbine

hx = heat exchangers

i = inlet, inflow

it = intermediate pressure turbine

1 = liquid

loss = due to loss

1t = low pressure turbine

mak = water makeup

mix = due to mixing

o = outlet, outflow

rh = reheater

ssr = steam seal regulator

v = vapor,steam

W = water
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INTRODUCTION

A conventional steam power plant unit located in Valmy,
northern Nevada is shown in Fig. 1. 1In this Plant, steam generated
in the coal-fired boiler enters a high-pressure turbine. Most of
the steam leaving the Thigh-pressure turbine enters the
intermediate-pressure turbine via a reheater. A small fraction of
the steam leakage flow from the high-pressure turbine enters the
intermediate-pressure turbine directly (without reheating). After
passing through the intermediate-pressure turbine, the steam then
powers a low-pressure double flow turbine-generator. The main
output steam from the turbine-generator is condensed into water
through a condenser and is then diverted back to the boiler through
a series of heat exchangers and a deaerator. After partial
pressurization, the condensed water 1is heated inside heat
exchangers by the steam coming down from three different turbines
through bleeds. Two other pieces of auxiliary equipment in the
system schematic are the BFPT and SSR. BFPT is the boiler feed
pump turbine which supplies direct drive power to the boiler feed
pump. The "steam seal regulator" (SSR) can adjust the steam
pressure in the turbine gland seals.

Although there have been a considerable number of prior exergy
studies on power generation (Salamon et al, 1980; El-Masri, 1985;
Ishida et al, 1987; Bejan, 1988; Lozano and Valero, 1988; Stecco
and Desideri, 1988; Valero and Torres, 1988; El-Sayed, 1988; Kalina
and Tribus, 1989; Dunbar et al, 1991; Kalina, 1991; Horlock, 1991;
Bidini and Stecco, 1991; Tsatsaronis et al, 1991), a second law
assessment of exergy cascade for this kind of plant is not
available.

Properly quantified performance of a steam power plant must
not only account for the energy gains and losses as dictated by the
First Law of Thermodynamics, it must also account for the quality
of the energy. However, energy gquality can be only determined from
the Second Law. Exergy analysis is a powerful tool for the
evaluation of the thermodynamic and economic performance of thetrmal
systems. In this research, the application of exergy analysis in
the evaluation of the steam power plant is described in detail. An
energy analysis is also performed for purposes of comparison with

‘the exergy analysis.

EXERGY ANALYSIS AND EXERGY EQUATIONS

As described in the above section and Figure 1, the unit is
composed of a coal-fired boiler, reheater, high-pressure turbine,
intermediate-pressure turbine, low-pressure double flow turbine
generator, heat rejector (condenser), gland steam condenser (GSQC),
drain cooler (DC), deaerator, six heat exchangers, boiler feed pump
turbine, steam seal regulator, transportation pipes, pumps, valves
and other auxiliary equipment. The working fluid is water/steam.
Exergy destruction happens where energy transfer and momentum
transportation are involved. In this analysis, only main
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components in the system which play impeortant roles in  energy
transfer and momentum transportation are considered.

Exergy destruction in the boiler manifests from highly
irreversible combustion and heat transfer. The fuel oxidation
consumes a certain percentage of the usable fuel energy. The huge
gap between steam temperature and combustion temperature
necessarily causes similarly huge exergy destruction. The value of
exergy loss which is obtained by subtracting exergy leaving from
exergy arriving at the boiler is the product value of entropy
generation and reference temperature. There are several various
proposals for the expression of second law efficiency about power
plant components (Horlock, 1991). This investigation adopts
Fratzscher'’s definition which is also recommended by Horlock. The
second law efficiency is the ratio of exergy leaving over exergy
arriving.

Eb. des=sb, genTa =Eb,i-Eb, 0 (1)
Eb =]

n]I. = - . (2)
b By,

Exergy arriving includes the exergy of fuel input (fuel exergy),
the exergy of water returning from heat exchangers and the exergy
coming from high-pressure turbine then entering reheater which is
built inside the boiler. Exergy gained by the working f£luid which
is delivered to the high-pressure turbine and the intermediate-
pressure turbine respectively 1is considered as exergy leaving.
The fuel exergy is given by

» T
Ef l= Qf 1(1— 2 ‘)dt (3)
ue f uea Tfla_mg'
where
Oruer=Meye  HV (4)

Bejan (1988) gives the flow exergy as,
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E=m[h°-hl-T, (s~s,) ] at (5)

which is defined as the difference between the flow availability of
a stream and that of the same stream at its restricted dead
(reference) state. In the above eguation, h% is methalpy
representing the summation of thermal, potential and kinetic
energy. After neglecting potential and kinetic energy, the exergy
of water from the heat exchangers is expressed by adopting

equation (5).

Eb.i.}zx"'fmb,i,hx[bb,i,hx‘ha"Ta (Sy, i, 0e=8,) 1dE (6)
The flow exergy entering the reheater from the 'high-pressure
turbine can be described by a same expression.

| Eb,i,ht::fmb,i,bt [Bp, 1, ne=Ba=Ta(Sp, 1 pe=S,) 1 dE (7)
The flow exergy leaving the boiler for the high-pressure turbine
is given by

Eb,o,ht=fmb,o,bt [hb. o.nt~1a~T, (Sb, o,ht-sa) ldt ' (8)
The flow exergy leaving the reheater for the intermediate-pressure
turbine is given by

Eb,o,i!::fmb,o,it (By,0,16782=Ta (Sp,0,578,) 1 dt 9

so the exergy destruction and second law efficiency become,

Ep, des™5b, genTa=Erue1*Eb, 1, 5x " Eb, 1,0t~ Eb, 0, 5t ~Eb, 0, it (10)

155



Ebl o,ht+Eb,O,iC (11)
61 Ep, i, nx"Ep, 1, nt

Mo, »=
Efu

Similar analyses of the exergy balance related to exergy
destruction and second law efficiency for other components in this
steam power plant are based on equation (5) and the following
equation for work output or input.

E,=[wdt | (12)

Exergy destruction occurs in the flowing fluid throughout the
entire system because of energy and momentum loss. Thermodynamic
irreversibility in incompressible water flow only depends on
temperature drop (Bejan, 1988).

T
St,1,9e0" [mC,ln—2] de (13)
i
or when c
AP<=2T, (14)
v
then v
Sf.l,gen=f['ZTiAP] dt | (15)

In the case of steam, entropy generated by £fluid friction is
proportional to the pressure gradient and difference of entropy
departure factors. _

P,
Sf,v,gen=me[ln'P}'+(Zs'o"zs'i)]dt (16)
[-]

The first term in the above expression is based on the ideal gas
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assumption (Bejan, 1988). But ideal gas relations should not be
used in steam power plant applications where high pressure
- superheated steam is usually involved. At high pressure, steam
deviates considerably from ideal gas behavior. A correction term
including enthalpy departure factors and entropy departure factors
must be incorporated (Cengel and Boles, 1989). The second term is
added to correct for entropy departure.

When two streams of differing temperature and pressure mix
with one another, the accompanying energy and momentum exchange
necessarily involves exergy destruction. There are many locales
where such mixing occurs in the system. Bejan (1988) gives the
mixing entropy generation for incompressible fluid as,

X 4. I-T3 ., xv P -P (1-x) v, By=Py
Sm'l'gsn’fmcp'w[—z(l x) )5 le( P, )+ Cp,wli ( P, V1t

T Cp,

(17)

where m is total mass flow rate after mixing, x is ratio of mass
flow rate from the inlet with temperature T, and pressure P, over
the total mass flow rate. Variables with subscripts 1 and 2
represent - two inlet flow while the outlet flow of mixing is
expressed with the subscript 3. The corresponding expression for
steam is

-7 -p ~ _
Sm,v,gen’fm{[cp'VX(l'X) ( TlTT2)2+ XR (Pl 3y + (1 X)R< P, Ps)]+

1 cp.V rP3 Cp,v PB
XR(Z4 4~Z, 1) +(1-X) R(Z, -2, ,) }dt | (18)

The first three terms in the above equation are based on the ideal
gas assumption (Bejan, 1988). Simildr to the expression for
entropy generated by fluid friction (steam), the last two term is
added to correct for entropy departure. Then, exergy destructicn
can be obtained by multiplying entropy generation and T,.

Pumps, of course, contribute themselves to the overall -
destruction of exergy through the system. Like most steam-turbine
cycle calculation, their thermodynamic irreversibilities are
neglected. Inlet and outlet flows of the steam seal regulator have
the same temperature and pressure, so that flow through the steam
seal regulator generates no entropy and the net exergy loss is
Zero.
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ENERGY ANALYSIS

Energy balance is based on counting the energy input, energy
output and energy losses which is dominated by the first law of
thermodynamics. The value of energy loss is obtained by
subtracting energy output from energy input.

EnergyLoss=EnergyInput-Energyoutput (19)

The first law efficiency is the ratio of energy output over energy
input.

EnergyOutput (20)

M= EnergyInput

For example, considering energy balance for the boiler.

E’nergyLossr-f{ (MHV) pyor* (MA) p i per* (MA) p, 1 pe= (MA) p o 5= (mA) 5 ;e
(21)

therefore

f{ (mh) b,a,})t+ (mh) b,o,it}dt

(22)
f{(mHV) fuer* (MA) p ; pet (mh) p 4 4 NdE

N1, 5=

Similar analyses of the energy* balance and first law
efficiency for other components in the power plant are based on
equation (19) and (20).

RESULTS AND DISCUSSION

The preceding integrals are evaluated numerically for a single
day using the heating value of coal, temperatures and pressures
provided by Sierra Pacific Power Company. Table 1 presents energy
and exergy quantities in the energy cascade and exergy cascade
from heat source to heat exchanger 7. Comparing the second columns
with the third columns for every component in Table 1, it should be
noticed that exergy input is always less than energy input. This
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‘means that thermal energy input is not high quality energy and
only part of it is available. '

Table 2 shows the first law efficiency and the second law
efficiency for components and the plant. This table shows that some
components, such as the turbine/generator, have high first .law
efficiencies but low second law efficiencies. The first law
efficiency of the turbine/generator set is almost one hundred
percent while its second law efficiency is just 54.4 percent. The
reason is that a lot of hot steam flows down to the heat exchangers
through bleeds. This bleed-off steam can be considered as the hot
stream (source) of the heat exchangers and the output of
turbine/generator. These thermal energy outputs are much lower
quality of energy than the highly refined energy of electrical
output. It is also interesting to note that all heat exchangers
have a one-hundred percent first law efficiency but not a one-
hundred percent second law efficiency, the difference being caused
by exergy destruction due to heat transfer. The heat exchanger
numbered one has a lower second law efficiency than the other heat
exchangers. This datum, crucial to effective energy management,
means that heat exchanger one has a larger availability loss; a
loss which escapes the methods and techniques of first law
analyses. , _

After the investigation of exergy destruction, it is found
that combustion and heat transfer losses in the boiler are
responsible for 53.83 percent of the total exergy destruction.
Combustion losses can hardly be reduced with present technology
because the conventional fuel oxidation via the highly irreversible
combustion process consumes about 30 percent of the usable fuel
energy (Dunbar et al, 1991).. A possible remedy for this waste of
exergy would be the application of fuel cells in future, even
though fuel-cell technology £for large-scale generation of
electrical power remains to be determined. The heat transfer loss
causing destruction of exergy is due to the difference between high
temperature gas and low temperature water/steam. This loss may be
reduced by using high temperature and pressure steam.

Conversion of thermal energy into mechanical energy then
electrical energy accounts for 41.34 percent of total exergy
destruction. Entropy is generated by the expansion of vapor from
high temperature and pressure to low temperature and pressure. The
magnitude of entropy generated depends on turbine isentropic
efficiency.

Heat rejection from steam to the atmosphere is responsible for
2.89 percent of the total exergy destruction. This is due to heat
transfer between steam and its ambient surroundings. Lowering the
condenser pressure can, of course, reduce temperature differences
between working fluid and the atmosphere so that entropy generated
in heat rejection can be reduced, but the technical and economical
feasibility of doing this should be considered together.

Friction losses account for 0.50 percent of the total exergy
destruction. Although it poses a small fraction of the total
exergy destruction, it should be noticed that this loss is much
bigger than the losses caused by the boiler feed pump turbine, flow
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mixing, and any of the heat exchangers in the system. The friction
losses may be reduced by installing smooth surface transportation
pipes and better insulation on pipes so that pressure and
temperature drops are reduced.

The loss caused by the boiler feed pump turbine is responsible
for 0.25 percent of the total exergy destruction. Mixing losses
account for 0.23 percent of the total exergy destruction. The
mixing losses may be reduced by selecting two streams with smaller
pressure and temperature difference for mixing purpose. The gland
steam condenser, drain cooler, deaerator and other heat exchangers
are collectively responsible for 0.96 percent of the total exergy
destruction. Theoretically, the irreversibility of heat exchangers
depends on two factors, heat transfer across the temperature
difference between the hot and cold streams and the pressure drop
caused by friction. Large heat exchangers may have a lower exergy
destruction rate because they have more heat transfer area and more
heat transfer.

CONCLUSION

A methodology is presented to calculate the exergy delivered
and the exergy destroyed by operation of a conventional steam
power plant. It is shown that combustion and heat transfer inside
the boiler and conversion of thermal energy to electricity are
responsible for most of the exergy destruction. Heat loss from the
condenser makes the next largest contribution. Flow with friction,
the boiler feed pump turbine and flow mixing manifest a very small
fraction of the total exergy destruction. Heat transfer across
temperature differences and frictional pressure drop involved with
the gland steam condenser, drain cooler, deaerator and heat
exchangers also reduce delivered exergy. The second law analysis
is a powerful tool of thermodynamic research for power plants and
other thermal systems.
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Table 1. Energy and Exergy Quantities

R — S— —
COMPONENTS ENERGY INPUT (MJ) EXERGY INPUT (MJ)
Boiler 1.51270 EO8 8.58632 EQ7

Turbine/genérator 1.29420 EO08 5.38873 EO07
BFPT : 2.71932 E06 776627
Condenser ; 3.30799 EOQ7 1.75705 EQ6
GsC ' 2.77810 EO06 | 58312
DC 2.97503 E06 64511
#1 Heater 5.06362 EO06 , _ 368189
#2 Heater 6.42929 E06 557701
#3 Heater 9.83891 EO06 1.34524 EO6
#4 Héater 1.29291 EQ7 2.16142 EOQ06
#5 Heater 1.53978 EQ7 2.69885 EQ6
#6 Heater 1.98722 E07 4.13567 EO06
#7 Heater - 2.31962 EOQ7 5.59951 E06
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Table 2. Efficiencies

. » . S T

COMPONENTS n | L
Boiler 85.6% 62.8%
Turbine/generator 99.7% 54.4%
BFPT 100% | 80.6%
Condenser 8.1% 2.4%
Gsc 100% 91.6%
DC 100% | 93.0%
#1 Heater 1. 100% . 73.4%
#2 Heater 99.9% _ 91.6%
#3 Heater 100% 92.0%
#4 Heater 100% 95.8%
#5 Heater 100% 98.9%
#6 Heater 100% 98.0%
#7 Heater 100% 98.0%
Total Plant 42.8% 37.8%
N
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SOME USEFUL INNOVATIONS WITH TRASYS AND SINDA-85

Ruth M. Amundsen
National Aeronautics and Space Administration
Langley Research Center
Hampton, VA 23681

SUMMARY

Several innovative methods have been used to allow more efficient and accurate thermal analysis
using SINDA-85 and TRASYS, including model integration and reduction, planetary surface calculations,
and model animation. Integration with other modeling and analysis codes allows an analyst to import a
geometry from a solid modeling or compiiter-aided design (CAD) software package, rather than building
the geometry "by hand.” This is more efficient as well as potentially more accurate. However, the use of
solid modeling software often generates large analytical models. The problem of reducing large models has
been elegantly solved using the response of the transient derivative to a forcing step function.

The thermal analysis of a lunar rover implemented two unusual features of the TRASYS/SINDA
system. A little-known TRASYS routine SURFP calculates the solar heating of a rover on the lunar sur-
face for several different rover positions and orientations. This is used not only to determine the rover
temperatures, but also to automatically determine the power generated by the solar arrays. The animation
of transient thermal results is an effective tool, especially in a vivid case such as the 14-day progress of the
sun over the lunar rover. An animated color map on the solid model displays the progression of tempera-
tures.

INTRODUCTION

In many industries there has recently been a concerted movement toward "quality management"
and the issue of how to accomplish work more efficiently. Part of this effort is focused on concurrent
engineering: the idea of integrating the design and analysis processes so-that they are not separate, sequen-
tial processes (often involving design rework due to analytical findings) but instead form an integrated sys-
tem with smooth transfers of information. Specific examples of concurrent engineering methods being -
carried out at NASA Langley Research Center (LaRC) are: integration of thermal, structural and optical
analyses to predict changes in optical performance based on thermal and structural effects; integration of
the CAD design process with thermal and structural analyses; and integration of thermal analysis with ani-
mation to show the thermal response of a system as an active color map - a highly effective visual indica-
tion of heat flow.

Electronic integration of design and analysis processes was achieved and refined during the devel-
opment of an optical bench for a laser-based aerospace experiment. One of the driving requirements for
any complex optical system is its alignment stability under all conditions. Accurate predictions of optical
bench or test bed deflections are necessary to calculate beam paths and determine optical performance.
Another requirement that is increasingly demanded of any analysis process is to do it faster and better;
create a more streamlined process and include all known variables to produce the best possible predictions.
These goals can be accomplished by using an integrated process to accomplish design and all analyses.
This integrated analysis process has been built around software that was already in use by designers and
analysts at LaRC. The PATRAN® solid modeling / finite element package is central to this process, since
it was already in common use at LaRC. Most of the integration and interface steps described here are also
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possible with other packages, although certain of the translators were developed or modified for use with
these specific software packages.

Modeling with any solid geometry package, such as PATRAN, tends to encourage the use of larger
models than a thermal analyst would tend to produce. Since the geometry is more accurate, it has more
complexity and requires finer nodalization. Also, the meshing capability allows quick, automatic genera-
tion of models with more nodes than would be generated by hand. These larger models must be reduced to
produce the type of model required for a space-flight experiment. One way this has been done at LaRC is
to compare the derivative of the transient thermal response to a forcing step function, and correlate this re-
sponse with the transient response of a smaller model.

In the analysis of a lunar rover, a subroutine in TRASYS called SURFP was used for the first time
at LaRC. This routine calculates the solar and IR heating for a spacecraft that is stationary on the plane-
tary surface. By evaluating heating at several different positions on the lunar surface over a lunar day, the
entire thermal environment for a traversing rover can be calculated. Also, the solar flux values were used
to calculate the power levels generated by the rover's solar arrays, and thus determine what level of charge
the battery would achieve, o

The process of thermal animation, which is a natural outgrowth of model integration with the solid
modeling codes that have this built-in capability, is especially effective for a situation such as the lunar
rover, where the angle of the sun to the vehicle is constantly changing. ‘

The efforts of Kelly Smith and Jill Marlowe in structural analysis, Steve Hughes and Al Porter in
design, Maria Mitchum in software development, and Greg Herman and Alan Little in optical analysis are
gratefully acknowledged.

ANALYSIS INTEGRATION

The heart of the concurrent engineering process described here is the use of a single integrated
model for thermal and structural analysis of a system. This allows a savings of time in the thermal and
structural analysis work, since only one geometric model must be developed. It facilitates electronic trans-
fer of data between all types of analysis, such as transfer of exact thermal gradients to be used in structural
analysis. Finally, it produces greater model accuracy since the model can be directly imported from the
design software package.

Interfaces between Analysis and Design Software

The design software most often used in this process at LaRC is Pro-Engineer®. A part is com-
pletely designed in Pro-Engineer, which produces a three-dimensional model of the part as well as all the
fabrication drawings. A Pro-Engineer solid shaded model of a complex assembly is shown in Figure 1.
This example assembly is a laser reference cavity which is mounted on an optical bench. There are three
basic methods available to translate from Pro-Engineer CAD software to the PATRAN solid modeling
software. All these methods have been used to produce viable models. One is to mesh the solid geometry
of the part in Pro-Engineer and transiate that mesh to PATRAN. The disadvantages to this method are:
only the mesh is transferred, not the underlying solid geometry, so the geometry and mesh cannot be
changed in PATRAN; and the mesh is limited to only tetrahedral or triangular elements. The second
method is to transfer the part from Pro-Engineer to an IGES file, which is a standard graphics format, and
read this file into PATRAN using the CADPAT translator. This translates the phase I (underlying) geome-
try, but only in the form of surfaces and lines, not PATRAN's solid geometry elements called hyperpatches.
Thus the analyst must still define hyperpatches based on the geometry described by the translated surfaces.
This can be helpful as the analyst can choose to ignore details such as bolt holes in constructing the analyti-
cal model. The disadvantages to this method are the rework in creating the solid form from the transferred
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surfaces (which only applies when the part being transferred is a solid rather than plate elements), and that
during translation of an assembly of parts, the orientation of the individual parts is lost and the assembly
must be reconstructed from the components. The third method is to bring the solid geometry from Pro-
Engineer directly into PATRAN. This method is only viable for the newer releases of both Pro-Engineer
(Version 10 or later) and PATRAN (3.0). The solid geometry can then be either directly meshed, or used
to create hyperpatches. An example component of the laser reference cavity is shown as an IGES file
(Figure 2) and as completed with elements (Figure 3). Parts have also been brought into PATRAN from
ANVIL, but this brings across only the 2-D shape and position of parts.

Figure 2. Mount surfaces imported to PATRAN Figure 3. Mount part with solid
from ProEngineer through IGES file elements created in PATRAN
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The integration of design and analysis has several benefits. In terms of streamlining the process,
there is much less work to be done by the analyst since the majority of the geometry is imported automati-
cally. The entire process of taking dimensions from a design drawing and manually building up the geome-
try is eliminated. Also, the analyst is automatically working with the most current version of the design.
Eliminating the repeated step of entering the dimensions lessens the probability of errors in the model.
Geometries that are difficult to model and would perhaps be approximated are automatically translated
exactly.

Interface between Thermal and Structural Analysis

The translators between structural and thermal analytical models are already built into the
PATRAN system. The analysts can easily use the same geometric model, perform analyses through their
separate software packages, and share the results electronically. There are a few techniques that make this
type of translation easier and more effective. The model can be built in PATRAN by either analyst, but
there must be communication between the analysts before the model is built, so that the final model will
have a structure and level of detail appropriate for both analyses. One unique aspect of the work described
herein is that the structural and thermal analysts determined together what method would be best for both
of them in modeling certain parts, before the model was developed. A requirement on the thermal side that
must be maintained in the model in order for it to be useful for the thermal analyst, is that between every
pair of connected elements all corner nodes must be identical. Also, the best translation to a thermal model
is currently achieved by using solid elements rather than plate elements in most cases. Many of the connec-
tions between solids and plates and plates-to-plates, that are correct for structural analysis, do not work
correctly for thermal analysis. In order for each analyst to be able to easily create their own mesh, or use
the same mesh, the phase I geometry must meet the requirements of both analysts.

The only change that must be made to alter the model between use by the thermal and structural
analysts is a re-definition of the material properties, usually a five to ten minute task. The material identifi-
cation is maintained through the transfer; only the actual material properties need be input again.
Unfortunately the material properties are exclusive, so that each time the PATRAN model is transferred
between analysts, the material properties must be redefined. Normally, the transfer is done only once.
Improvements slated for PATRAN 3.0 will do away with this concern.

To perform the thermal analysis, the PATRAN model is translated to SINDA-85, a finite differ-
ence thermal analyzer, using the PATSIN translator!. This SINDA-85 model is used to perform thermal
analysis, with some modifications such as adding power sources. The structural analysis can be performed
in P/FEAZ? (a software package that directly interfaces with PATRAN) or after translation to NASTRAN3.
The analysts sometimes desire different levels of detail; thermal analysis commonly uses a lower level of
detail than structural analysis. In that case, an identical PATRAN phase I geometry of patches and hyper-
patches is still used; each analyst can create their own mesh. The calculated temperatures can be used to
impose accurate thermal loads on the structural model regardless of whether the meshing is the same, as
long as the phase I geometry is identical. This has been checked using two different meshings and element
numbering schemes on a model; the interpolated values were found to be correct.

One way to use the nodes and conductors created by PATSIN is to separate them into files that are
called into the SINDA model using an INCLUDE statement. Thus the SINDA model can contain other
data such as heating arrays; if there is a change to the PATRAN model it will only affect the included files,
with the main SINDA model left unchanged. The output of PATSIN is often quite bulky, which would
make editing of the full SINDA model more difficult. Using included files limits the size of the SINDA
model file, and allows several different SINDA files to reference the same PATRAN model.

The thermal results, either from a steady state analysis or from time steps in a transient run, are
translated by SINPAT to produce element and nodal temperature files that can be read by PATRAN.
These files can be read directly into PATRAN, and the thermal results mapped onto the model geometry.
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One advantage to the integrated method is the capability for viewing temperatures that are mapped back
onto the geometry of the part. This provides a concrete display which can be used for demonstration of
effects, or for de-bugging the model. Some examples of the effectiveness of this display are shown in
Figures 4, 5, and 6. In Figure 4, thermal mapping on a laser reference cavity is shown. In this case, it was
desirable to have a detailed model and direct transfer of temperatures since the structural analysis was re-
quired to predict displacements down to the micron level. In Figure 5, the PATRAN model was created by
a designer for display only, and used for thermal mapping to visually verify the position of the rover with
respect to the sun. In Figure 6, a cryocooler support bracket and its mounting scheme to a cold bus is por-
trayed. In this case, the internal heating of the cryocooler is critically dependent on the geometry of the
mounting system, so the exact part geometry was imported from Pro-Engineer and used to perform both the
thermal and structural analyses.

To use the nodal temperatures as actual thermal loads rather than only for display, the files must
be run through a program called READER that translates the files to binary format. The results can be
interpolated onto the structural model using a built-in utility of PATRAN (TEMP, ADD/INT)*. The ther-
mal results, imported into the PATRAN model, can be used in the structural analysis software to calculate
thermally driven stresses and deflections based on the predicted temperature distribution. These thermal
stresses can be summed with any load-driven stresses, to produce a total reaction of the system to the
environmental constraints.

Exporting Thermal Results to Optical Analysis

Most optical models start with the assumption that the system is aligned and at rest. The optical
analyst inputs surfaces, sources and objects at their designed location, and determines the performance of
the system. The optical code currently used by many analysts at LaRC is CODE-V®. During actual op-
eration of the optical system, there will often be factors that cause distortions to the aligned system. In the
case of an optical bench with optical components mounted on it, there can be thermal gradients across the
bench that will cause minute warping of the bench and result in significant distortion of the optical system
from its baseline aligned performance. There can also be structural loads imposed which cause deflections,
and both the thermal and mechanical loading environments can be changing with time. There is an existing
translator that will look at the deformation of a single optical element such as a lens in NASTRAN, and
translate the appropriate information to CODE-V to determine the distorted lens performance. However,
for the optical bench structure, a method was needed to look at changes in the overall performance based on
distortions of the entire bench, not only a single element.

To accomplish this, an output file of nodal deflections is generated by the structural analysis soft-
ware, with six values for each optical surface (rotations and translations in each of three axes). The
deflections can be due to thermal, structural or any combination of loading conditions. A relational file is
developed for that model that relates the nodes in the PATRAN model to the optical surfaces in the CODE-
V model. Translation software (PATCODYV) was developed at LaRC to read the structural analysis
deflection file, the relational file, and a copy of the undeflected CODE-V model. It produces a new
CODE-V model that has new positions and angles for the optical elements based on summing the predicted
deflections and the original positions of the elements. CODE-V can then be run on the new model, and
optical performance based on the distorted system is predicted. For any optical system there is usually only
one PATRAN model, but there can be a separate CODE-V model for each optical path. The translation
must be run for each optical path for which deflectio