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ABSTRACT

We present results of the application of turbulence models and the Reynolds analogy to the Navier-Stokes computations of Mach 2.9 two-dimensional compression ramp flows. We studied the Baldwin-Lomax eddy viscosity model and the \( k - \varepsilon \) turbulence transport equations for the turbulent momentum flux modeling in the Navier-Stokes equations. We also studied the Reynolds analogy for the turbulent heat flux modeling in the energy equation. The Navier-Stokes equations and the energy equation were numerically solved for the flow properties. The Reynolds shear stress, the skin friction factor, and the surface heat transfer rate were calculated and compared with their measurements. We concluded that (a) with a hybrid \( k - \varepsilon \) turbulence model for turbulence modeling, the present computations predicted the skin friction factors of the 8\(^\circ\) and 16\(^\circ\) compression ramp flows and (b) with the turbulent Prandtl number \( Pr_t = 0.93 \) and the ratio of the turbulent thermal and momentum transport coefficients \( \mu_T / \mu_r = 2 / Pr_t \), the present computations also predicted the surface heat transfer rates beneath the boundary layer flow of the 16\(^\circ\) compression ramp.

NOMENCLATURES

- \( p \): static pressure
- \( Pr_L \): laminar Prandtl number, 0.73
- \( Pr_t \): turbulent Prandtl number, 0.93
- \( Q \): thermal flux
- \( Re \): Reynolds number, \( \rho U \delta_0 / \mu_w \)
- \( S \): Reynolds analogy factor, \( \left( \mu_q / \mu_r \right) Pr_t \)
- \( T \): static temperature
- \( t \): time
- \( t' \): temperature fluctuation
- \( U \): \( X \)-direction velocity component
- \( U_T \): frictional velocity, \( \left( \mu_q |\omega|_w / \rho_w \right)^{0.5} \)
- \( U_s \): velocity component parallel to wall surface
- \( X, Y \): physical coordinates

(1) Student intern at NASA Lewis Research Center.
\( \gamma^+ \) \( (\rho_v \omega_v / \mu_w)^{0.5} Y \)

\( \delta \) boundary layer thickness

\( \delta_{\text{ij}} \) Kronecker delta

\( \varepsilon \) turbulence dissipation rate

\( \mu \) dynamic viscosity

\( \mu_q \) turbulent thermal transport coefficient

\( \mu_t \) turbulent eddy viscosity

\( \rho \) density

\( \tau_w \) surface shear stress

\( \tau_{\text{xy}} \) Reynolds shear stress, \( \mu \left( \partial U / \partial Y + \partial V / \partial X \right) \)

\( \omega \) vorticity

Subscripts

\( c \) condition at ramp corner

\( d \) downstream of ramp corner

\( s \) sublayer condition

\( u \) upstream of ramp corner

\( v \) sublayer edge condition

\( w \) wall surface condition

\( o \) condition at \( X = 0 \)

\( \infty \) free stream condition

\( o,\infty \) free stream stagnation condition

Superscript

\( \cdot \) incompressible flow condition

INTRODUCTION

Shock wave/turbulent boundary layer interaction flow is an important phenomenon which occurs in the flow field of a high speed propulsion inlet system. A review of the existing literature on the shock wave/boundary layer interaction flows can be found in an AGARD report [1]. Generally, the existing studies have described the flow phenomena for transonic and supersonic speed regions by using experimental observations, correlations, theoretical concepts, and numerical solutions of the compressible Navier-Stokes equations. Existing computational studies [2 and 3] indicate that, with proper turbulence models, solutions of the Navier-Stokes equations and the energy equation could predict the surface pressure and skin friction variations for most of the interaction flows.

The surface heat transfer within the shock wave/boundary layer interaction flow is also very important to the design of a high speed propulsion inlet system. For many turbulent flow analyses, a practical approach to estimate the turbulence effect on the surface heat transfer has been the Reynolds analogy. However, boundary layer theory [4] indicates that the use of Reynolds analogy requires a wide range of turbulent Prandtl numbers in order to properly model the turbulent thermal fluxes in pipe flow and a heated boundary layer flow. Closer to the present work, a recent experiment [5] of a supersonic compression ramp flow also revealed that the Reynolds analogy needed an additional factor to correlate the Stanton number and the local skin friction factor. Therefore, there is a need to investigate the application of the Reynolds analogy for the modeling of the turbulent thermal flux within a shock wave/turbulent boundary layer interaction flow field.

The present paper describes some Navier-Stokes computational analyses of the Reynolds shear stresses and the surface heat transfer in a two-dimensional shock wave/turbulent boundary layer interaction flow. We considered the shock wave/boundary layer interaction around 8° and 16° compression ramps (Fig. 1) imbedded in a fully developed turbulent boundary layer flow. The free stream Mach number was 2.9. The free stream Reynolds number (based on the initial boundary layer thickness \( \delta_o \)) was \( 1.7 \times 10^6 \). These are the experimental conditions of Ref. [5]. The Baldwin-Lomax turbulence model [6], the low Reynolds number \( k - \varepsilon \) turbulence model of Nichols [7] and their revised versions [8] were each used, respectively, to model the turbulent momentum fluxes in the momentum equation. The Reynolds analogy was then used to model the turbulent heat flux in the energy equation. The turbulent Prandtl number was constant and equal to 0.93. The turbulent thermal flux was represented by the product of the mean temperature gradient and a transport coefficient. A Reynolds analogy factor was used to account for the stream-wise variation of the ratio of the thermal trans-

Figure 1.—Compression ramp flow model \( (\delta_0 = 26 \text{ mm}, \ Re = \rho_{\infty} U_{\infty} \delta_0 / \mu_{\infty} = 1.76 \times 10^6) \).
port coefficient and the turbulent eddy viscosity. The compressible Navier-Stokes equations and the energy equation were solved for the flow properties with a time-dependent explicit finite difference computational code [9].

The present Navier-Stokes computational results of the turbulent eddy viscosity, the Reynolds shear stress, the mean flow velocity, and the surface heat transfer rate within the interaction flow fields are described and compared with their measurements in the existing experiments [5, 10, and 11]. Based on the comparisons, the effectiveness of the turbulence modeling techniques and the Reynolds analogy on the predictions of the Reynolds shear stress, the skin friction factor, the surface pressure, and the surface heat transfer rate of the supersonic compression ramp flow are discussed in the paper.

**TURBULENCE MODELS**

The Baldwin and Lomax model [6] is widely used for turbulence modeling in compressible flows. A compressible $k-\epsilon$ two-equation turbulence model developed by Nichols has been used in some supersonic flow computations [7]. Viscous sublayer turbulence models [12 and 13] have been developed and incorporated with the $k$ and $\epsilon$ equations to resolve the near wall turbulence modeling. Previous studies [7, 12, and 13] presented the applications of the $k-\epsilon$ turbulence model and the viscous sublayer turbulence models in the predictions of the surface pressure and skin frictions of compression ramp flows with large deflection angle and free stream Mach number. The effectiveness of these models on the computations of the Reynolds shear stress and the surface heat transfer rate within a compression ramp flow were not reported.

In the present work, we studied the existing turbulence modeling techniques [6, 7, 12, and 13] for the computations of the Reynolds shear stress and the surface heat transfer rate. A summary of the turbulence modeling techniques used here is given in the following section.

**Baldwin and Lomax Turbulence Model**

This turbulence model is a two-layer eddy viscosity model. The eddy viscosity formulas of a two-dimensional flat plate turbulent boundary layer flow are shown in the following: In the inner layer, the eddy viscosity, $\mu_{i,i}$, is described by

$$\mu_{i,i} = \rho C_i Y \left[ 1 - e^{-Y^*/26} \right]^2 |\omega|$$

where

$$Y^* = \left( \rho |\omega| / \mu_\omega \right)^{1/3}$$

and

$$|\omega| = \sqrt{\left( \frac{\partial U}{\partial Y} - \frac{\partial V}{\partial X} \right)^2}$$

In the outer layer, the eddy viscosity, $\mu_{o,o}$, is described by

$$\mu_{o,o} = 0.0168 \ C_o \rho F_{\text{wake}} F_{\text{kleb}}$$

$F_{\text{wake}}$ is the smaller of $Y_{\text{max}}^* F_{\text{max}}$ and $0.25 \ Y_{\text{max}}^* U_{\text{max}}^2 / F_{\text{max}}$.

The quantity, $F_{\text{max}}$, is the maximum value of $F$ that occurs in a profile and $Y_{\text{max}}$ is the value of $Y$ at which $F_{\text{max}}$ occurs. The function, $F_{\text{kleb}}$, is the Klebanoff intermittency factor given by

$$F_{\text{kleb}} = \frac{1}{1 + 5.5(C_{\text{kleb}} Y / Y_{\text{max}})^6}$$

In earlier work [8], the empirical constants, $C_i$, $C_o$, and $C_{\text{kleb}}$, appearing in Eqs. (1) to (3) were adjusted to achieve better prediction of the Reynolds shear stress upstream and downstream of the compression ramp. These sets of empirical constants were found to model the turbulence eddy viscosity upstream and downstream of the compression ramp. These sets of empirical constants are (1) $C_i = 0.41$, $C_o = 1$, and $C_{\text{kleb}} = 0.8$ for the upstream modeling, $X \leq X_c$ and (2) $C_i = 0.45$, $C_o = 2$, and $C_{\text{kleb}} = 0.8$ for the downstream modeling, $X > X_c$. Using these empirical constants, we modified the Clauser constant and the Klebanoff intermittency factor of the Baldwin-Lomax turbulence model.

**$k-\epsilon$ Turbulence Models**

The following compressible low Reynolds number turbulence model was first used [7] to predict the turbulent eddy viscosity within the supersonic flat plate turbulent boundary layer flow. The turbulent eddy viscosity, $\mu_t$, was defined as

$$\mu_t = \rho C_k \left( \frac{k^2}{\epsilon} \right) \left( 1 - e^{-0.015 \rho \mu_t / \mu} \right)$$

with $C_k = 0.09$.

The turbulence kinetic energy, $k$, and the dissipation rate, $\epsilon$, were described by using the following transport equations:

$$\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial X} (\rho U k) + \frac{\partial}{\partial Y} (\rho V k) = \frac{\partial}{\partial X} \left[ \left( \mu + \mu_t \right) \frac{\partial k}{\partial X} \right]$$

$$+ \frac{\partial}{\partial Y} \left[ \left( \mu + \mu_t \right) \frac{\partial k}{\partial Y} \right] + p - \rho \epsilon - \frac{2 \mu k}{Y^2}$$

In the present work, we studied the existing turbulence modeling techniques [6, 7, 12, and 13] for the computations of the Reynolds shear stresses and surface heat transfer rates of two-dimensional compression ramp flows (Fig. 1). Two flow fields with different deflection angles ($8^\circ$ and $16^\circ$) were considered. Experiments [10] of the flow fields indicated that flow separation did not occur. Thus, we did not consider the turbulence modeling of a separated flow. A summary of the turbulence modeling techniques used here is given in the following section.
\[
\frac{\partial}{\partial t}(\rho e) + \frac{\partial}{\partial x}(\rho u e) + \frac{\partial}{\partial y}(\rho v e) = \frac{\partial}{\partial x}\left[\left(\mu + \frac{\mu_k}{1.3}\right) \frac{\partial e}{\partial x}\right] + \frac{\partial}{\partial y}\left[\left(\mu + \frac{\mu_k}{1.3}\right) \frac{\partial e}{\partial y}\right] + 1.35 \frac{\varepsilon_0}{k}\left[1.8 f p e - \frac{2 \mu_k e^3}{Y^2}\right]
\]

where

\[
f = 1 - \frac{0.2}{0.9} e^{-\left(\frac{1}{\mu_k Y}\right)^2}
\]

The production term, \( P \), was defined as

\[
P = \left[\frac{\mu}{2} \left[\frac{\partial U_x}{\partial x} + \frac{\partial U_y}{\partial y}\right] - \frac{2}{3} \frac{\partial U_x}{\partial x} \frac{\partial U_y}{\partial y} \right] \frac{2}{3} \rho k \delta_y
\]

Equations (4) to (8) were also solved for the turbulent eddy viscosity in the computations of the interaction flow along the compression ramp. The source terms were found to be numerically stiff at locations near the corner of the compression ramp. Therefore, a viscous sublayer model [12] was used to eliminate the stiffness problem. This viscous sublayer model and the high Reynolds number forms of the \( k - \varepsilon \) turbulence model corresponding to Eqs. (4) to (8) were combined to formulate the following hybrid \( k - \varepsilon \) turbulence model [8] for the flow over the compression ramp.

Adjacent to the wall, the viscous sublayer thickness, \( Y_v \), was defined by

\[
Y_v = 20 \left(\frac{\mu_s}{C_f} \right) \left(\frac{C_{\mu}}{U_r}\right)
\]

where \( C_f (= 0.4) \) is an empirical constant. Within the viscous sublayer thickness, \( 0 < Y \leq Y_v \), the turbulent eddy viscosity, \( \mu_{\varepsilon, v} \), was expressed as

\[
\mu_{\varepsilon, v} = \left\{ C_f + \left[0.8 \left(\frac{C_{\mu}}{C_{\mu, v}}\right) \left(\frac{\rho_s}{\rho_w}\right)^{0.5} - C_{\mu, v}\right] Y \left(\frac{\rho_s}{\rho_w}\right)^{0.5} \mu_{\varepsilon, v}\right\} \frac{Y_{v,y}}{Y^{2}} \varepsilon_y
\]

where the turbulence kinetic energy, \( k_e \), and the dissipation rate, \( \varepsilon_y \), are

\[
k_e = \left(\frac{\rho_s}{\rho_w}\right) k \left(\frac{Y}{Y_v}\right)^2
\]

and

\[
\varepsilon_y = \left(\frac{\mu_s}{\rho_w}\right) \left(\frac{k}{Y_v}\right)
\]

\( k_e \) and \( \varepsilon_y \) are the turbulence kinetic energy and its dissipation rate at the viscous sublayer edge. They are

\[
k_e = \left(\frac{U_r^2}{C_{\mu, v}}\right) \left(\frac{\rho_s}{\rho_w}\right)
\]

and

\[
\varepsilon_y = \left(\frac{U_r}{0.4 Y_v}\right) \left(\frac{\rho_s}{\rho_w}\right)^{1.5}
\]

At locations outside of the viscous sublayer, the high-Reynolds-number forms of Eqs. (4) to (8) were solved for the eddy viscosity. The free stream turbulence kinetic energy and the dissipation rate were the far field boundary conditions. Similar turbulence quantities given by Eqs. (13) and (14) were the boundary conditions at the viscous sublayer edge.

REYNOLDS ANALOGY

The general and practical heat transfer modeling technique for a turbulent flow is the Reynolds analogy. Given a turbulent Prandtl number, the analogy relates the turbulent thermal flux to the turbulent momentum flux. In this section, we describe the application of the Reynolds analogy in the prediction of the surface heat transfer downstream of the compression ramp flow.

We postulate that the turbulent thermal fluxes, \( \rho u' t' \) and \( \rho v' t' \), assume the forms

\[
\rho u' t' = -\mu_s \frac{\partial T}{\partial x}
\]

and

\[
\rho v' t' = -\mu_s \frac{\partial T}{\partial y}
\]

where \( \mu_s \) is the thermal transport coefficient. Including the thermal conduction fluxes, the total thermal fluxes in \( X \) and \( Y \) directions are

\[
Q_x = -K \frac{\partial T}{\partial X} - C_p \mu_q \frac{\partial T}{\partial X}
\]

and

\[
Q_y = -K \frac{\partial T}{\partial Y} - C_p \mu_q \frac{\partial T}{\partial Y}
\]
Introducing the laminar Prandtl number, \( Pr_t = C_p \mu_t / K \), into Eqs. (17) and (18), the thermal heat flux terms become

\[
Q_x = -C_p \left( \frac{\mu}{Pr_t} \frac{\partial T}{\partial x} + \frac{\mu_s}{\mu_t} \frac{\partial T}{\partial x} \right)
\]  

(19)

and

\[
Q_y = -C_p \left( \frac{\mu}{Pr_t} \frac{\partial T}{\partial y} + \frac{\mu_s}{\mu_t} \frac{\partial T}{\partial y} \right)
\]  

(20)

The ratio, \( \mu_s / \mu_t \), is usually called the turbulent Prandtl number, \( Pr_t \). In a turbulent pipe flow study [4] it was found that the ratio, \( \mu_s / \mu_t \), varied from about 1 at near wall location to about 1.5 at the pipe center. Another study [4] of a boundary layer on a heated wall also revealed that the ratio, \( \mu_s / \mu_t \), increased from about 1 at the near wall location to approximately 2 at the boundary layer edge. Thus, the ratio, \( \mu_s / \mu_t \), is usually assumed to have a value of 1 at near wall locations. The above results were obtained from incompressible turbulent flow investigations.

An experiment [5] was recently performed to study the heat transfer of a shock wave/turbulent boundary layer interaction flow. The interaction flow field generated by a 16° compression ramp in a Mach 2.84 flow was considered. The results (Fig. 2) show the Reynolds analogy factor (the ratio of the Stanton number and half of the skin friction factor) increased, significantly at the downstream locations. The factor appeared to level-off at a value of 2.15 at the downstream location. This may imply that \( \mu_s / \mu_t \) may be greater than 1 at near wall locations downstream of the compression flow field.

Based on the above observations, we propose that, for the compression ramp flow the conventional definitions must be modified,

\[
\frac{\mu_s}{\mu_t} = S
\]  

(21)

where \( S \) is the Reynolds analogy factor. Introducing Eq. (21) into Eqs. (19) and (20), we obtained the following expressions

\[
Q_x = -C_p \left( \frac{\mu}{Pr_t} \frac{\partial T}{\partial x} + \frac{S \mu_s}{\mu_t} \frac{\partial T}{\partial x} \right)
\]  

(22)

and

\[
Q_y = -C_p \left( \frac{\mu}{Pr_t} \frac{\partial T}{\partial y} + \frac{S \mu_s}{\mu_t} \frac{\partial T}{\partial y} \right)
\]  

(23)

for the thermal fluxes. We further assumed that \( S \) only varies along the X-direction. As shown in Fig. 2, three different potential analogy factor variations, \( S \) as function of \( X / \delta_o \), were considered in this study;

1. The analogy factor is constant, \( S = 1 \).
2. A discontinuity in \( S \) occurs at the corner \( X / \delta_o = X_c / \delta_o \). \( S \) is 1 at upstream locations and \( S \) changes to a value of 2 at downstream locations.
3. A discontinuity in \( S \) occurs at the corner \( X / \delta_o = X_c / \delta_o \). \( S \) is 1 at the upstream locations \( (X / \delta_o < X_c / \delta_o) \). At the downstream locations, \( S \) varies approximately following the ratio of the Stanton number and the skin friction factor from the experiment [5].

In the present study, the Baldwin-Lomax eddy viscosity formulas and the \( k - \varepsilon \) turbulence models were first used to model the turbulent momentum fluxes in the Navier-Stokes equations. Then, the above Reynolds analogy, with \( Pr_t = 0.93 \), was used to model the thermal flux in the energy equation. Numerical computations were performed to solve the transport equations. Since the surface heat transfer measurements were only available for the 16° compression ramp flow, the heat transfer portion of the present computational analysis was also limited to the 16° compression flow field.

**COMPUTATIONAL METHODS**

The mass averaged unsteady compressible turbulent Navier-Stokes equations and the energy equation were solved numerically for the steady state properties within the compression ramp flows. These properties are the density, \( \rho \), the velocity components, \( U \) and \( V \), and the static temperature, \( T \). The equation of state for an ideal gas was used to calculate the static pressure, \( P \). The turbulent eddy viscosity, \( \mu_t \), was calculated, with or without the turbulence quantities, \( k \) and \( \varepsilon \), based on the selection of the turbulence modeling technique. These properties were then used to compute the Reynolds shear stress, \( \tau_{xy} \), skin friction factor, \( C_f \), and the surface heat transfer, \( Q_w \).
A time-dependent explicit numerical computational method was used. Shang et al. [9] developed such a computational code, using MacCormack’s finite difference scheme [14]. This code used the standard Baldwin-Lomax eddy viscosity concept to model the turbulence terms. This code was revised by modifying the Baldwin-Lomax eddy viscosity concept and by adding the present \( k - \varepsilon \) turbulence models as described in the section TURBULENCE MODELS. The revised code with four models available was used for the present computations. The conservation equations, the coordinate transformations between the physical and the computational domains, and the finite difference scheme used in the numerical computations were described in a previous report [15].

Fully developed turbulent flat plate boundary layer flow properties were used as the upstream boundary conditions at \( X / \delta_* = 0 \). These boundary flow properties were first calculated by using the computational code. The turbulent flat plate 1/7th power law velocity profile was assumed for the initial stream-wise mean velocity components. The initial normal direction mean velocity components were set to zero. The velocity and temperature relationship of a compressible laminar boundary layer along a heated flat plate [15] was used to define the initial mean temperature distributions. The far-field boundary conditions were prescribed by the free-stream conditions. The no-slip condition, constant wall temperature, and zero normal pressure gradient were used for the wall boundary conditions. It was further assumed that the flow properties did not change along the external mean velocity direction. With this assumption, zero property gradients along the \( X \)-direction were used as the upstream and downstream boundary conditions. The physical computational domain for establishing the flat plate boundary layer conditions was \( 7.5 \delta_* \) in the \( X \)-direction and \( 2 \delta_* \) in the \( Y \)-direction. An \( H \)-type grid with a 40 by 149 mesh size was used in the computations. The grid points were packed near the wall along the \( Y \)-direction. However, the grid points were uniformly distributed along the \( X \)-direction. For the \( k \) and \( \varepsilon \) computations, the incompressible flat plate boundary layer turbulent kinetic energy [16] was used as the initial conditions of \( k \). The initial dissipation rate was calculated by using \( \varepsilon = \rho C_e k^2 / \mu \), where \( \mu_* \) was obtained from the Baldwin-Lomax turbulence model computations.

The computed turbulent flat plate boundary layer flow properties were used both as the upstream boundary conditions and the initial conditions of the Navier-Stokes computations of the compression ramp flows. The physical domain was chosen such that the reflected shock wave crossed the downstream out-flow boundary and there, the free-stream properties were used as the far-field boundary conditions. With the present free-stream conditions, the \( 8^\circ \) and \( 16^\circ \) compression ramps induced slightly different reflected shock wave orientations. Consequently, two different physical domains were chosen respectively for the \( 8^\circ \) and \( 16^\circ \) compression ramp flow computations. A domain of \( 7 \delta_* \) in the \( X \)-direction and \( 2 \delta_* \) in the \( Y \)-direction was used for the \( 8^\circ \) compression ramp computation, and a domain of \( 7.5 \delta_* \) in the \( X \)-direction and \( 2.5 \delta_* \) in the \( Y \)-direction was used for the \( 16^\circ \) compression ramp computations. The flow properties at the out-flow boundary were also assumed to remain constant along the downstream free stream direction. An \( H \)-type grid with a 221 by 149 mesh size was used for the present computations.

A general concept [15] of the transformation between the physical and the computational domains was also used in the present computations. The transformation was required to concentrate the computational mesh points within the near wall and the corner regions where large gradients in the flow properties would occur. Two different grid configurations were used previously [8] for the \( 8^\circ \) and \( 16^\circ \) compression ramp flow computations. These grid configurations were optimized, by changing the packing parameters [15], to obtain satisfactory computational results of the Reynolds shear stresses. These grid configurations were also used here. Using the computed flat plate boundary layer flow properties as the initial conditions, the numerical computation, with a CFL number = 0.4, required approximately 45,000 time iterations to obtain a steady state solution. The computation process was time consuming.

**RESULTS AND DISCUSSIONS**

Based on the turbulence modeling techniques, some of the computational results of the flow properties, such as the turbulent eddy viscosity, the Reynolds shear stress, the stream-wise mean flow velocity, and the surface heat transfer rate, are described and discussed in the following sections. To assess the accuracy of the present computations, the computational results are also compared with similar results from experiments [5, 10, and 11].

**Upstream Flat Plate Boundary Layer Flow Properties**

The computed Reynolds shear stress profiles, at \( X / \delta_* = 0.5 \) location, with the standard and modified Baldwin-Lomax turbulence models are shown in Fig. 3(a). A constant Reynolds analogy factor, \( S = 1 \), was used at this \( X \)-location in the computations. The computational results are also compared with existing Reynolds shear stresses measurements [10]. Both models predicted approximately the Reynolds shear stress variation. The standard Baldwin-Lomax model calculated larger Reynolds shear stresses at locations away from the wall surface. By changing the value of \( C_{k,ib} \) from 0.3 [6] to 0.8, the modified model could predict the experimental Reynolds shear stresses at the locations away from the wall surface. Thus, a different intermittency factor is required to use the Baldwin-Lomax model for supersonic boundary layer Reynolds shear stress computation.

The computed Reynolds shear stress profiles at \( X / \delta_* = 0.5 \) from the computations with low-Reynolds-number and hybrid \( k - \varepsilon \) turbulence models were plotted and compared with the measurements in Fig. 3(b). The computational results agree very well with the measurements. Particularly noteworthy, these turbulence modeling techniques could describe the near wall Reynolds shear stress variation as it was shown by the experimental results.

The present computational results of the boundary layer mean velocity profile at \( X / \delta_* = 0.5 \) were studied, using an existing compressible boundary layer flow analysis [17]. This existing analysis used a transformation theory [18] to map the compressible turbulent boundary layer flow velocity profile into an incompressible flow law of the wall velocity correlation. A brief description of the mapping technique was presented in the APPENDIX of the paper. This mapping technique was used to correlate the \( Y \)-directional variations of the velocity component, \( U_* \), and density, \( \rho_* \), from the present computations. The mapping process leads to the prediction of the skin friction factor. This skin friction factor can be compared with the skin friction factor obtained from the computations. The experiments [11] measured the flat plate boundary layer velocity and Mach...
number profiles. Assuming an adiabatic wall condition, we calculated the boundary layer density variation based on the experimental Mach number profile. The mapping technique was then used to correlate the velocity component, \( U \), and the density, \( \rho \). This correlation was then compared with the correlation based on the present Navier-Stokes computational results of \( U \) and \( \rho \). The law of the wall, in terms of the velocity scale, \( U / U_r \), and the transformed coordinate, \( \xi \), is shown in Figs. 4(a) and (b). Using the Baldwin-Lomax models, the computations predicted larger \( U / U_r \) than that was prescribed by the law of the wall (Fig. 4(a)). Using the \( k - \epsilon \) turbulence model, the computations predicted a smaller \( U / U_r \) than that was prescribed by the law of the wall (Fig. 4(b)). Using the hybrid \( k - \epsilon \) turbulence model, the present computations predicted large \( U / U_r \) at locations near the viscous sublayer edge (Fig. 4(b)) and failed to resolve the velocity profile within the buffer layer. This may be because the model did not consider the turbulence modeling within the buffer layer. Despite this, the hybrid \( k - \epsilon \) model generally does a good job of describing the flow properties. A value, \( C_f = 0.002 \), for the incompressible skin friction factor was required to establish the correlations from the present computational results of the velocity component, \( U \), and the density, \( \rho \). Based on this \( C_f \) value, Eq. (A5) gives \( C_f = 0.001 \). The present computations also predicted a skin friction factor, \( C_f = 0.0009 \). In addition, the computations calculated a surface heat transfer rate, \( \dot{Q}_o = 0.75 \text{ Btu/ft}^2 \cdot \text{sec} \), for a near adiabatic wall condition, \( T_o / T_{w_0} = 1.04 \). The above observations indicated that the present Navier-Stokes computations could predict the surface heat transfer and the skin friction factor.

As it was shown by the results in Figs. 4(a) and (b), the experimental data agrees well with the law of the wall for \( \xi < 10.6 \). For \( \xi > 10.6 \), the experiment shows a larger velocity scale than that was calculated by using Eq. (A1). With the Baldwin-Lomax model for turbulence modeling, the computational velocity (Fig. 4(a)) agrees closely with the experimental data. With the \( k - \epsilon \) turbulence transport equations for turbulence modeling, the computational velocity correlations (Fig. 4(b)) show a lower velocity scale than that was indicated by the experimental data. At large \( \xi \) locations, the computations also predicted a lower \( U / U_r \) than that was given by Eq. (A1).

The present computational results of the eddy viscosity from different turbulence models were also plotted in terms of the transformed coordinate \( \xi \) in Figs. 5(a) and (b). The modified Baldwin-Lomax model (with \( C_{kde} = 0.8 \)) calculates small eddy viscosity at the location away from the surface (Fig. 5(a)) and this model predicts the experimental measurements of the Reynolds shear stress (Fig. 3(a)). The low-Reynolds-number \( k - \epsilon \) turbulence model and the hybrid \( k - \epsilon \) model calculate approximately the same eddy viscosities within most parts of the boundary layer (Fig. 5(b)). A difference in the eddy viscosities occurs only at locations very close to
The present computations also required a larger $C_i$ value to account for the downstream Reynolds shear stress amplification. Based on the hybrid $k-e$ turbulence modeling techniques, the computed Reynolds shear stresses also agreed well with their measurements especially at the downstream locations. Both the computation and the experiment gave downstream Reynolds shear stress profiles which are significantly different from the profile at upstream location. Along the Y-direction and near the shock wave locations, the computed Reynolds shear stress increases and then decreases to its free stream condition. However, the measurements indicate that, near the shock wave locations, $\tau_{xy}$ reduces and then increases to its free stream value.

The computed surface pressure, $p_u/p_w$, and the skin friction factor, $C_f = \tau_w/(1/2)\rho U_w^2$, variations are shown in Fig. 7. The surface shear stress was computed by using $\tau_w = \mu \frac{\partial U}{\partial n}$. The normal velocity gradient, $\frac{\partial U}{\partial n}$, at the wall surface. At an upstream location ($X \leq X_s$), the velocity gradient, $\frac{\partial U}{\partial n} = \frac{\partial U}{\partial Y}$, was evaluated based on the $U$ values at the first three grid points from the surface. At a downstream location ($X > X_s$), $U$ and $V$ at the first three grid points were first determined to obtain the velocity components $U_s$ at the grid points. These velocity components were then used to evaluate numerically the normal velocity gradient, $\frac{\partial U_s}{\partial n}$.

The experimental results [10] of these surface conditions were also plotted in Fig. 10 for comparison. Using either Baldwin-Lomax turbulence model, the computations predicted the experimental surface pressure distribution. Using the modified Baldwin-Lomax model, the computations calculated a higher level of the skin friction downstream of the compression corner. This skin friction distribution agrees better with the measurements. Using the hybrid $k-e$ model, the computations could also predict accurately both the experimental surface pressure and skin friction variations.

**16 Degree Compression Ramp Downstream Flow Properties**

Using the best turbulence models for the 8° ramp and the Reynolds analogy assumptions, the computed Reynolds shear stress variations along the $Y$-direction at five different $X/\delta_{y}$ locations were shown in Figs. 8(a) and (b). For comparisons, the corresponding shear stress measurements [10] were also plotted in Figs. 8(a) and (b). Figure 8(a) shows these results when the modified Baldwin-Lomax model and different Reynolds analogy assumptions were used respectively in the computations. With constant Reynolds analogy factor, $S_y = S_x = 1$, the computations well predicted the experimental Reynolds shear stress variations along the $Y$-direction at $X/\delta_{y} = 5.5$ and 6.5 locations. However, the computed Reynolds shear stresses, at the near corner locations, were larger than the measured Reynolds shear stresses. With the experimental Reynolds analogy factor, $S_y = 3.65 - (X/\delta_{y} - 2.5)^{0.38}$, the computations overpredicted the Reynolds shear stresses at almost all downstream
locations. Figure 8(b) presented the results when the hybrid $k-\varepsilon$ turbulence model and different Reynolds analogy assumptions were used in the computations. The computations, using $S_u = S_d = 1$, computed approximately the experimental $Y$-directional shear stress profile at $X / \delta_o = 3$ location. Using either $S_d = 1$ or $S_d = 2$ in the computations, the computations could predict the shear stress variation along the $Y$-direction at $X / \delta_o = 6.5$ location. Changing the $S_d$ value from 1 to 2 in the computations, the computations produced small differences in the Reynolds shear stress predictions.

The computed skin friction factor and surface pressure variations, with different turbulence models and the Reynolds analogy factor assumptions, were plotted and compared with their experimental measurements [10] in Figs. 9(a) and (b). The computational results of the skin friction factor were obtained in a manner as it was used in the $8^\circ$ compression ramp flow calculations. These results indicated that the downstream Reynolds analogy assumption did not significantly affect the present computations of the surface pressure and skin friction factor. Using the modified Baldwin-Lomax
model (Fig. 9(a)), the computations closely predicted the surface pressure but poorly predicted the skin friction factors. The computational results of the skin friction factor indicated that flow separation occurred near the corner location. Just the opposite was true, using the hybrid $k-\varepsilon$ turbulence model (Fig. 9(b)), the computations calculated a lower level of the downstream surface pressure and accurately predicted the skin friction factor variation. The computational results of the skin friction factor also indicated that a very small flow separation region existed around the corner location. This is close to the experimental observation [10] that incipient flow separation could occur near the corner location.

For a compression ramp flow, it has been shown [19] that the upstream and downstream static pressure ratio played an important role in modifying the turbulence within the flow field. The role of the pressure ratio was not included in the hybrid $k-\varepsilon$ turbulence model. It could not capture fully the turbulence distortion in the compression ramp flow and the present computation could not predict accurately the surface pressure on the 16° compression ramp. The success of the present calculation of the skin friction along the 16° ramp may require further investigation. However, the hybrid $k-\varepsilon$ turbulence model is straightforward and is a worthwhile advancement for the engineering application.

The Navier-Stokes computational results of the static temperatures at the first three grid points from the wall surface were used to calculate numerically the normal temperature gradient, $\frac{\partial T}{\partial n}$, at the wall surface. This temperature gradient was then used to compute the surface heat transfer rate by using $Q = -K_w \frac{\partial T}{\partial n}$. The com-
computed surface heat transfer results, based on different assumptions of the Reynolds analogy factor and turbulence models, were plotted and compared with the measurements [5] in Fig. 10. With constant Reynolds analogy factor, $S = 1$, the computational results did not show significant increase in the surface heat transfer at the downstream locations. With the experimental Reynolds analogy factor and the modified Baldwin-Lomax turbulence model, the computed surface heat transfer rate decreased at locations just upstream of the corner location. The surface heat transfer rate oscillated at locations immediately downstream of the corner and, then, increased rapidly to a higher value than that was measured. Using the hybrid $k - \varepsilon$ turbulence model and $S_u = S_d = 1$ assumption, the computations even predicted a reduction in the surface heat transfer at the downstream locations. However, using a $S_d = 2$ assumption, the computation predicted the downstream surface heat transfer variation. A turbulent Prandtl number $Pr_t = 0.93$ was used in the computations. Thus, the combination of the hybrid $k - \varepsilon$ turbulence model and a ratio of $\mu_y/\mu_s = 2.15$ seems to be an appropriate turbulence modeling technique for the computations of the surface heat transfer rate downstream of the $16^\circ$ compression ramp.

It should be noted that for one case, the case with $S_u = 1$ and $S_d = 3.65 - (X/\delta_o - 2.5)^{0.38}$ assumptions and the modified
Baldwin-Lomax turbulence model for 16° ramp, only preliminary computational results are described in this paper. Because of the very long computing results, we used the previously computed 8° compression ramp mean flow properties to start this part of computations. The computational results did not show significant variations after 15,000 time iterations. Thus, the computational results, at the 15,000th iteration, were presented in Figs. 8(a), 9(a), and 10.

Equations (15), (16), and (21) were used to model the turbulent heat flux terms for the present computational analysis. The 16° compression ramp computations (with \( S_u = 1 \) and \( S_d = 2 \)) indicated the turbulent heat flux \( \nu \nu' / U T \) changed significantly as flow moved downstream. For example, the computed profiles of the \( \nu \nu' / U T \) correlation at the upstream \( (X / \delta_s = 0.5) \) and the downstream \( X / \delta_s = 6.5 \) locations were plotted in Fig. 11. These profiles indicated that, within the boundary layer flow, the correlation \( \nu \nu' / U T \) was amplified at the downstream location.

Recently, advanced turbulence modeling techniques have been developed to model the near wall turbulence. Turbulence transport equations [20] were used to analyze the near wall turbulent heat flux. The turbulence transport equations could calculate the velocity-temperature correlations within some incompressible boundary layer flows. An analysis [21] was also proposed to relate the evolution of the Reynolds stress and the turbulent heat flux to the mean flow properties in a shock-wave/turbulence interaction. These new turbulence modeling techniques may lead to a better analytical approach for the predictions of the Reynolds shear stress, the turbulent heat flux, and the surface heat transfer rate of a shock-wave/boundary layer interaction flow field.

**CONCLUSIONS**

The application of turbulence modeling techniques and the Reynolds analogy in the Navier-Stokes computations of two-dimensional supersonic compression ramp flows were investigated. The Baldwin-Lomax eddy viscosity concept and the \( k - \varepsilon \) turbulence models (with and without modifications) were used for turbulent momentum flux modeling. The Reynolds analogy was used for the turbulent thermal flux modeling. The ratio of the thermal and momentum transport coefficients was assumed to be \( S / Pr_r \). \( S \) is an analog factor and it was also assumed to be a function of the streamwise location. The turbulent Prandtl number is constant, \( Pr_r = 0.93 \).

The Navier-Stokes equations and the energy equation were solved numerically for the flow properties of the compression ramp flow field. The Reynolds shear stress, skin friction factor, and the surface heat transfer rate were calculated and compared with their measurements. It was concluded that:

(a) The Navier-Stokes computations predicted the supersonic flat plate boundary layer flow properties when the \( k - \varepsilon \) transport equations were used for turbulence modeling of a boundary layer flow with nonadiabatic wall condition.

(b) A modified Baldwin-Lomax turbulence model and a hybrid \( k - \varepsilon \) turbulence model were found to be effective for the Navier-Stokes computations of the Reynolds shear stress and the skin friction of a supersonic compression ramp flow. The ratio of the transport coefficients in the Reynolds analogy only slightly influenced the computations of the Reynolds shear stress, the skin friction factor, and the surface pressure.

(c) The ratio of the transport coefficients used in the Reynolds analogy has an impact on the computation of the surface heat transfer rates downstream of the compression ramp. With a transport coefficient ratio of \( 2 / Pr_r \) and a hybrid \( k - \varepsilon \) turbulent momentum flux modeling technique, the present computations predicted the experimental results of the heat transfer rate on a 16° compression ramp surface.

**APPENDIX**

Baronti and Libby [17] performed an analysis to map a compressible turbulent boundary layer flow into an incompressible boundary layer flow. Their results showed that the compressible flow velocity profile was well correlated by the law of the wall. The law of the wall was written as

\[
\frac{\bar{U}}{U_t} = \tilde{\zeta}, \quad \text{for} \quad 0 < \zeta < \frac{\tilde{\zeta}}{C_f}
\]

\[
= 2.43 \ln 7.5 \tilde{\zeta}, \quad \text{for} \quad \frac{\tilde{\zeta}}{C_f} < \zeta
\]

where \( \bar{U} = \left( \frac{U}{\rho \omega} \right)^{0.5} \) is frictional velocity, \( \frac{\tilde{\zeta}}{C_f} = 10.6 \) was assumed. The \( Y \)-directional transformed coordinate, \( \tilde{\zeta} \), was defined as

\[
\tilde{\zeta} = \left( \frac{C_f}{2} \right)^{0.5} \left( \frac{\mu}{\mu_0} \right)^{0.5} \left( \frac{\rho}{\rho_\infty} \right)^{0.5} \left( \frac{P}{P_0} \right) dY
\]

with

\[
\left( \frac{\mu}{\mu_0} \right)^{0.5} = \left( \frac{\rho}{\rho_\infty} \right)^{0.5} \left( \frac{P}{P_0} \right)^{0.5} d\tilde{\zeta}
\]

Some relationships between the compressible and incompressible flow properties were also written as

\[
\frac{\bar{U}}{U_t} = \left( \frac{U}{\bar{U}} \right)^{0.5}
\]

\[
\frac{C_f}{C_f} = \left( \frac{\rho_\infty}{\rho} \right)^{0.5} \left( \frac{\mu}{\mu_\infty} \right) C_f
\]

Given a \( C_f \) value and the compressible flow velocity and density profiles, Eqs. (A2) to (A4) could be used to calculate \( \bar{U} / U_t \) and \( \tilde{\zeta} \) at a specific \( Y \) location. It is also possible to select a value of \( \bar{C}_f \) which correlates \( \bar{U} / U_t \) and \( \tilde{\zeta} \) in the law of the wall region. Based on the \( \bar{C}_f \) value, Eq. (A5) could then be used to calculated compressible flow skin friction factor \( C_f \).
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We present results of the application of turbulence models and the Reynolds analogy to the Navier-Stokes computations of Mach 2.9 two-dimensional compression ramp flows. We studied the Baldwin-Lomax eddy viscosity model and the k-ε turbulence transport equations for the turbulent momentum flux modeling in the Navier-Stokes equations. We also studied the Reynolds analogy for the turbulent heat flux modeling in the energy equation. The Navier-Stokes equations and the energy equation were numerically solved for the flow properties. The Reynolds shear stress, the skin friction factor, and the surface heat transfer rate were calculated and compared with their measurements. We concluded that (a) with a hybrid k-ε turbulence model for turbulence modeling, the present computations predicted the skin friction factors of the 8° and 16° compression ramp flows and (b) with the turbulent Prandtl number $Pr_t = 0.93$ and the ratio of the turbulent thermal and momentum transport coefficients $\mu_t/\mu = 2/Pr_t$, the present computations also predicted the surface heat transfer rates beneath the boundary layer flow of the 16 compression ramp.