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NASA STI Program

Coordinating Council
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Document Preparation

The following transcription was prepared from the audio tape of the session by the staff of

the NASA Center for AeroSpace Information and reviewed by the speakers. The transcription

is intended to give the substance of the presentations and does not attempt to exhaustively

report comments from the audience. Accompanying viewgraphs immediately follow each

presentation.
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Welcome and Introductions

Patt Sullivan welcomed the assembled guests and introduced the speakers.

NASA STI Modernization Plan

Karen Kaye

Strategic Plan

Back in 1990, the STI program began work on a strategic plan (Viewgraphs 1 and 2). We had

regular meetings, and identified where the program should go. That resulted in a document

that specified goals for the STI Program. Those goals necessitated an upgrade of our current

technology base. For example, one goal was to enhance the quality of our products and

services, with a focus on the customer. Of course, in order to improve quality, we really

needed to improve the underlying technology base. Another goal was to enhance and improve

access to STI resources for the user community to make it easier for them to get our

information. Next, we needed to increase the scope of and access to foreign materials.

Current Operations

We also needed to improve current operations. We had an analysis done of operations at the

NASA Center for AeroSpace Information a year ago, and they identified some specific items

that could be improved in the short-term to improve current operations. It was soon apparent

that, in addition to those things, we really needed to upgrade the technology base to make

major gains in what needed to be done.

User Studies

In 1990, we had the first of four user studies that indicated a need for improvements in

specific areas. Getting input from our users is something that will last, that will continue to

drive, what we're doing in terms of modernization. In 1991, an independent committee headed

by Dr. Rosen recommended modernization of the STI infrastructure (Viewgraph 3). In 1992, a

technology focus group was established by Gladys Cotter to identify technologies that could

be leveraged to improve products and services.



Infrastructure Upgrade Plan

In 1993, we completed an infrastructure upgrade plan that included background on why we

were doing modernization. It presented details of the results of user studies in a matrix form.

The plan analyzed the current situation, our baseline, and looked at what we needed to do to

upgrade the baseline and migrate to a modernized system. One of the focuses of the document

was getting the funding we needed to go forward with the modernization. We were successful

in getting the funding, and we have received the first increment, about two million dollars,

which is being used to fund improvement projects.

Engineering Review Board

In 1993, an Engineering Review Board was established. The purpose of that board was to

provide oversight to all of the projects that were encompassed by the modernization plan.

Also in 1993, an architectural framework working group was established to look at the overall

architectural issues that needed to be addressed in order to be sure that everything making up

our modernization plan would work together and that we would be able to exchange

information within NASA and with our exchange partners.

Modernization

What do we mean by modernization? First of all, we've used a number of terms for

modernization during the life span of this plan (Viewgraph 4). As a matter of fact, we called

it modernization at one time. The document itself was called Infrastructure Upgrade Plan;

now we refer to it as reinventing the STI Program. The jargon is important: if you have the

key words, it helps you to bring your issues and ideas to upper management. Additionally,

what we're doing encompasses STI and user systems and all the support systems and services.

It doesn't just deal with what the end user will see, but everything that makes what the end

user receives possible. Our operating system spans the full document life cycle. We're using

the new definition of document - essentially any type of recorded information that can be

delivered to an individual. This includes video - everything - not just what we used to regard

as a technical report. Our target architecture moves from highly centralized to distributed

capabilities. Our time frame is five years, beginning in 1993.

Modernization Vision

What is our modernization vision? First of all, it's a virtual library (Viewgraph 5). That means

access to information in a seamless fashion, so that we have at our fingertips all information

that we need without physically having to go anywhere. Tied to that, we're talking about

desk-top information access and delivery. Yet, we haven't stopped with the desktop; we have

extended our information delivery vision to include your Newton, your portable personal

assistant, even your car information system. It's just in time information delivery where and



whenyou needit. We're alsoincludingonline translations.We'redealingherein terms of
modernizingwith commercialoff-the-shelfand governmentoff-the-shelfsystems.Our focus
is not to developfrom scratchin-house,but to go andbuy andintegrate.In the caseof
governmentoff-the-shelf,we don'tevenhaveto buy it.

Shared Network Environment

What is the modem STI information environment? What we're really looking at is a shared

network environment (Viewgraph 6). We're talking about having access to full-text and

images, having information on CD-ROM, having audio and video input and output, providing

on-demand print, both local and remote, and optical archiving, on-demand translation, and a

gateway. In that regard, we're looking at NAM, the NASA Access Mechanism, as our

gateway. It's a project that got started in advance of modernization. There was a realization

that this was a technology that was needed. The NAM virtual library includes people. It

provides a peer-locator service. This is a very important service that came about as a result of

our user studies. Scientists and engineers want to be able to contact others with similar

expertise and be able to exchange information. Our user study showed that a peer locator

service was really wanted.

Modernization Approach and Phases

What is our modernization approach? We have a very structured approach that includes

incremental development of prototypes and testing (Viewgraph 7). Integral to our approach is

our user and technical requirements. Planning is very, very integral. We're dealing with

structured project plans and looking at how everything fits together, so that we can have an

overall plan in which everything works. Since all of these things feed into each other, we're

using a phased approach. We're talking about selecting and acquiring the technologies we

need to support our modernization, integrating these technologies, building them into our

infrastructure and doing rapid prototyping. What are our modernization phases? Of the five

phases, the first phase begins in 1993 (Viewgraph 8). The mainframe replacement is the result

of the recognition that we are dealing with antiquated IBM systems that carry high

maintenance costs. We know now that there are new technologies out there that can do many

of the same operations on a smaller scale system at a lower cost.

Network Upgrade and STIMS/RECON Replacement

The second item in Phase 1 is our network upgrade. We recognized a need at the NASA

Center for AeroSpace Information (CASI) for some of the basic hardware, software and

networking capabilities that have been utilized at some other locations. We are looking at

modernizing the entire facility, making automation available to whoever needs it. Another

item is our STIMS/RECON replacement. We are also considering bringing in a machine

translation system. The graphical user interface (GUI) gateway front-end is the NASA Access



Mechanism(NAM). We also havea videomultimediasupportequipmentitem to supportthe
handlingof non-print informationand multi-media.

Network Upgrade

In Phase 2, we will be upgrading the mainframe replacement. We will also be doing a

network upgrade and bringing in additional equipment, including an optical imaging system.

Additionally, more work will be done on NAM. In Phase 2, we will also see EDI, Electronic

Document Interchange, getting past the trial, prototype stage and being implemented. In Phase

3, we have a second mainframe replacement, enhanced full-text and image retrieval, an

enhanced optical imaging system, and EDI (Viewgraph 9). We are really looking at

enhancements and bringing these systems up to speed, so that they will meet our operational

needs. In Phase 4, we are again looking at upgrades of systems that have already been

identified. We are also going to be looking at expert systems.

Network Capability

In Phase 5, we are again looking at upgrading our network capability. Phase 5 is way out in

1997, so it's hard to predict what will be available then and what we'll do. We're looking for

gigabit transmission speeds on the network out that far. That will enable us to do things like

deliver video at the desk-top in a far greater capacity. We're looking toward having the

bandwidth needed to provide products and services that now seem pretty far-out to some of

us. We are also looking at further enhancement of our optical imaging and electronic

document interchange systems. Everything we've identified in Phase 1 is underway in one

capacity or another, except for the mainframe replacement (Viewgraph 10). The reason that

we're not doing that yet is that we're letting our software decisions drive our hardware

decisions. So, the choice of the RECON replacement will determine what kind of hardware

we'll use to replace our current mainframe.

Modernization Challenge

What is a modernization challenge? A big challenge is the overall structuring of these

systems, seeing to it that they all work together (Viewgraph 11). We also need to identify the

optimum windows of opportunity that will balance the issues and constraints. Some of these

constraints may be technology constraints. One of the first things we did when we started this

effort was to put together a technology map that looks at existing and emerging technologies

that could be leveraged into the program. The optimum window of opportunity is very

dependent upon the state of these technologies; this is particularity true as we move forward

in our long-term modernization plan. We have endeavored to identify those technologies that

will impact us, but there may be wonderful new technologies that emerge that we will be able

to integrate easily into our operations to realize our modernization vision.



Evolutionary Modernization

Additionally, we are looking at achieving evolutionary modemization. This term has to be key

during the conceptualization of the modernization program. We will start on a small scale;

this will happen over the next five years. We must keep up with our user involvement with

projects so that we can continue to meet our users' needs.
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N94- 36843

The Engineering Review Board
Judy Hunter

Background

The Engineering Review Board (ERB) was officially formed in 1993 (Viewgraph 1). It was

put together in order to create our information infrastructure upgrade plan, our overall

modernization effort. The Engineering Review Board is a permanent panel that meets

regularly in order to coordinate all of the projects (Viewgraph 2). These people need to be in

the position where they can look beyond this specific project to see how that one project fits

into the whole system from a program- and system-wide perspective. The major project under

review now is the RECON Replacement Project (Viewgraph 3). The next major focus will be

on the NAM Lessons Learned document which we'll look at in October. The membership of

the ERB consists of our program director, Gladys Cotter, and managers from each of our

sections: Jim Erwin from Information Services, Judy Hunter from Special Projects, Barbara

Bauldock from Budget, and Karen Kaye and Kristen Ostengaard, who help us with our

strategic plan and with our long-range plan for the program (Viewgraph 4). Everyone on the

board is a voting member. A quorum is three out of four of the managers, including the

program director, and one or two of the staff people.

ERB Role

The role of the ERB is to actually approve concepts (Viewgraph 5). The ERB looks at a

proposal from a system-wide perspective. The idea is to assure that all of the user

requirements are met (Viewgraph 6). They look at the technical documentation. The board

makes sure that you don't just get approval for the next step if your documentation is not in

order; naturally they provide procurement and budget oversight. At the end of the project,

they take a look at what actually happened in that project, and they make decisions about

where or where not a project might go. In some cases, and hopefully in most of the cases, the

project managers will come to the board with recommendations, and the board can choose

form those recommendations (Viewgraph 7). The role of the ERB, just to summarize, is to

look at the interfaces across the board, to make sure that all of the individual systems will, in

the end, work together, that we're following whatever standards we decide to adhere to in

order to reduce duplication. This will ensure that five or ten years down the line, these

systems will still be working together and complementing each other, not working against
each other.

17



Future Directions

The future directions are to continue what we've been doing; that is, look at the projects; take

all of the input from the Board, from all of the projects that have been done, and feed them

into other projects in our architectural framework; make sure that all of the input we get from

our sources, from all of our projects, are fed into anything new; and begin to make sure that

all the interfaces work (Viewgraph 8). We need to develop; we know this. We're in the

process of figuring out exactly the best way to do it in our environment, to develop new

procedures for system product changes. If there's a major change, then things need to be

reviewed.
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Dr. Linda Hill
RECON Replacement Project

Background

The RECON Replacement Project is one of the first projects of the modernization plan. The

intent is to replace one of the central elements of the service that the STI Program provides to

our user community (Viewgraph 1). This drawing represents the environment in which the

new information storage and retrieval system will reside. The replacement will be a

commercial, off-the-shelf package providing the search and retrieval and database

management functions that we need to support the program.

Project Components

The components of this project, in the center box of the drawing, are a search and retrieval

engine, the database management package, and a system interface that will come with the

system. The system is depicted as a kind of client/server architecture, which means different

things in different environments. The environment we're bringing the new system into has to

be understood. For example, we are not necessarily replacing the current Input Processing

System (IPS) at CASI. It is not part of the procurement. Similarly, we have other systems -

document ordering, registration, accounting, and photo-composition systems. These are not

necessarily being replaced in this project.

Interface Requirements

Now, what that means is that we must be very sensitive to the interface requirements, and we

have to know what interfaces are going to have to be adapted to the newly procured system.

Users may very well have their own local clients, their own local interfaces, such as NASA's

NAM gateway product or the NOTIS MDAS (Multiple Database Access System). The

interface could be one of the many systems that are being developed at the Centers. We

would like to have the system designed in such a way that the local interface could get to the

new system through the system's interface or directly to the search engine, through the Z39.50

protocol, for example. Most of the time, the users are going to be using other databases; they

can go directly to the other databases (for example, STN or DIALOG) or they can use the

local interface to get to both our system and to the other databases.
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Alternate Search Engines

We also don't see the new retrieval system as the only path to the data that will be available

in the environment. We can provide alternate search engines, as illustrated on the left side of

the drawing. We can establish proprietary indexes for alternate search engines that would

access our databases. We are not, within this procurement, dealing with the image databases

and the multimedia systems. What we are requiring in this procurement is that the system be

able to interface with such systems.

Project Management Team

The Project Management Team is a small team that was designed to get the project going and

moving on the fast track (Viewgraph 2). On the team are myself, Karen Holloway, Harry

Needleman, Roland Ridgeway, and Gail Hodge. The procurement itself is an RMS

procurement for CASI. The lines between the Project Management Team and the RMS box

are intended to represent the very close relationships that we have and the fact that we're

working hand-in-hand with the RMS staff to move this project along, to do the project

planning and all that's entailed.

RECON Replacement ListServ

One of the methods that we've been using very successfully through this process to ensure

communication and maximum understanding and knowledge of what we're doing, and to

provide maximum opportunity to contribute input into decision making on various issues, is

our ListServ, our RECON Replacement ListServ. There are 81 subscribers to the List now;

we mail to those to whom we can't easily communicate electronically.

Project Elements

With this illustration, I'd like to give you some idea of some of the different elements of

the project (Viewgraph 3). The first step was developing a requirements document - the

functionalities, the architecture, and the capabilities that we wanted in the system. These

requirements were turned into a Request for Proposal (RFP) because we discovered that the

procurement method that we needed to use was the formal RFP process. The RFP has been

sent out. The proposals are due on September 21. At that point, an evaluation process will

begin. The evaluation process will result in a report and a recommendation. We are expecting

the report to be done by the end of the year or in early 1994.

28



Record and File Restructuring

Since this replacement of RECON is a huge change to current operating methods, it gives us

the opportunity to look at how the data are structured, both the records and the files. So, we

have a very intense effort to restructure the record format and the file structure. This will

eventually result in a record/file structure which is different from the one we have now. What

we decided to do, in the spirit of the use of standards for the international exchange of

information, was to use Z39.2, which is the bibliographic information interchange standard

which is the basis for MARC, as our record framework for the re-design.

COSATI and MARC Formats

Some of you will realize what a radical step this is. The COSATI format, which is used

by NASA, has been used by Federal Government agencies for their bibliographic record

structure. Each agency has implemented its own version of COSATI, resulting in records that

are similar to one another but not exactly the same. Libraries, on the other hand, use the

MARC format for their monographic-type materials - their books, music scores, archives,

manuscripts, maps, etc. The MARC format has not been applied, as we are applying it, to

journal literature and technical reports. Because MARC is an international standard, we

decided to adapt it to our types of records because many of the data elements in a MARC

record are the same as we need for our records, and it provides the flexibility we need to

create additional data elements.

Draft Record Design

We now have the draft record design; it is being reviewed internally by CASI for impact

analysis. It will then be reviewed by the JTT staff, particularly the international group so that

we're sure we have the data elements needed to track our agreements with other contributors

to our database. It will also be discussed with a much wider group, with the CENDI

Cataloging Working Group, with the MARC community and so forth. We completed an

inventory of all existing data elements in RECON records. We are starting on plans for data

clean-up during conversion. We have the chance to continue with the database upgrade

project in which we identified quite a number of corrections that should be done, but we

didn't have the resources. Primarily, it came down to the inflexibility of STIMS/RECON. It

was just too difficult to do the corrections in this environment. So, we said, "We'd like to do

these things someday, but we can't do them now." Now, we have the opportunity to take care

of those things.
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Plans

We will be doing prototype conversions and testing, and we will be doing an evaluation of

file collections. Essentially, right now, RECON and STIMS are structured in files to represent

certain characteristics of the records which we will be able to represent by data elements. We

will not have to have a whole file to represent the distribution limitations, for example. We'll

be combining as many files as possible. Down the line, we know we have to deal with

installation of both hardware and software. Preliminary plans for this stage are being made.

We're going through the process of software procurement first. We'll start the hardware

procurement as soon as we know what we need for the system. We will have an acceptance

testing period for the software. We will do phased file conversion, doing the main ones first.

We will keep parallel systems up for a period of time because this is central to our service,

and we have to ensure that the new system is stable before cutting over to it. We know that

we will have to make modifications to system interfaces. There will have to be training, both

internally and for the user community, and user documentation will have to be developed. We

will also have to have a promotional effort. The goal of the project was to finish by the end

of 1994. Because of the delays that we experienced in the RFP process, the project will

extend into mid-1995. Our goal right now is to actually cut over to the new system by the

end of 1995, saying goodbye to our RECON workhorse, which has done a very good job for

us, but which is ready for retirement.

Are there any questions?

Question: What are we looking for in the replacement of the RECON database management

system?

Answer: We are looking for a very sophisticated Boolean-based system. We are looking for a

standards-based, open-architecture kind of system that we can use to interface all of our

packages. We are looking for the capability to have flexible record structures so that we can

integrate such things as pointers or links over to document images or other kinds of data.

Question: Will we be moving towards full-text capability?

Answer: Yes, we are.
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Electronic SCAN

Aerospace Notices)
Rick Dunbar

(Selected Current

Electronic and Paper SCAN

Essentially, the STI Program has had the paper SCAN for a long time, so STI management

figured, why not have it online? (Viewgraphs 1 and 2). What happens is that a couple of

times a month, CASI makes a SCAN on paper, and they make a big file electronically and

automatically File Transfer Protocol (FTP) it over to a machine here, and we slice it and dice

it into the SCAN topics and make it available by a Gopher, anonymous FTP, and LISTSERV

so that people can get it whenever they like.

Electronic Ordering Methods

Essentially, it's available three ways (Viewgraph 3).

1) You can FTP to a ftp.sti.nasa.gov, login as the user anonymous, and get the topics that

way. It's a little bit cumbersome because it goes by the SCAN topic numbers to keep the path

name short so you don't have to type aerodynamics of whatever to see a couple of files.

2) Gopher is the easiest way to browse it because you can just sit and take your time and

click and point around and see what's there.

3) LISTSERV is nice if you just like to read mail or you don't have real Internet access; like,

if you only got NASA Mail, you can still get it electronically and look at it, so it's kind of

handy. I've also thought about putting it into a world-wide web because those interfaces are

nicer, actually, than Gopher.

File Transfer Protocol

Here's my final, my big statement about FTP (Viewgraph 4). If you can't type FTP on your

machine and have it work, talk to whoever maintains your machine and have them make it

work or show you what you are doing wrong because, if you're on the network and you've

got access to the Internet using TCUIP, you should have it.
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Gopher

Gopher clients are a little bit different (Viewgraph 5). There's a zillion of them and I didn't

try to list them here. There are Gopher clients for whatever you use. If you have DOS, there's

a Gopher for DOS. If you have Microsoft Windows, there are Gopher clients for you. The

DOS clients are a pain because, for every vendor's TCIP/IP package, you have to write a

client for that package. The Windows implementation. What they're doing with this

implementation is writing to a library that essentially knows how to talk to the package so

that you can write a Gopher client that looks nice and can run on anyone's TCIP/IP package

that runs on Windows, and the X client's okay as well.

LISTSERV

LISTSERV is a little bit more complicated because you've actually got to send e-mail and

say, "I want a certain list" (Viewgraph 6). Essentially, what you do is send a note to

listserv@sti.nasa.gov and subscribe to the list you want. It looks like this. You just put that in

one of your mail messages. Users can also subscribe to multiple lists at the same time. If you

want all of the SCAN's, there's a list called scan-all-topics, and it will give you a lot of mail

twice a week. If you have more discriminating taste, you can pick what you want and you'll

get mail in logical hunks. Here is the first page of the many pages of the list (Viewgraphs 7 -

18). If you subscribe to the SCAN-02, you get all the little sub-things underneath it. If you

take a step out where it says Aeronautics, you'll see that in each of these main categories

there's one that's indented that's called General; if you subscribe to that one, you get

everything under the main category. By subscribing to scan-01, you'll receive everything

under the main Aeronautics heading.
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listserv.report Thu Sep 9 Ub:_:Jl Z_

LISTSERVER Statistics

.L

79 users subscribed to 192 lists.

User's E-mail Address Number of Listserv Subscriptions

TISO@UDAVXB.OCA.UDAYTON.EDU

PEANDER@HOLOGRAM.LERC.NASA.GOV

THORNTON@VNET.IBM.COM

DSGMAD@CDSLR1.GSFC.NASA.GOV

AE773@FREENET.CARLETON.CA

JEFF344@VOODOO.LERC.NASA.GOV

GHOETKER@STI.NASA.GOV

TLYONS%HRTRI.SPAN@FEDEX.MSFC.NASA.GOV

FSASHPS@COBY.LERC.NASA.GOV

DJLESCO@ARIEL.LERC.NASA.GOV

FSJRS@OZ.LERC.NASA.GOV

MLN@BLEARG.LARC.NASA.GOV

@VTVMI.CC.VT.EDU:DEWOLF@VTVMI.CC.VT.EDU

BLEHRER@NHQVAX.HQ.NASA.GOV

TRIMETI@AIP.ORG

AMY@SCOTLAND.LERC.NASA.GOV

JERWIN@STI.NASA.GOV

DRESHFIELD#M#_ROBERT_L@LIMS-AI.LERC.NASA.GOV
STEVES@ECN.PURDUE.EDU

JGRANT@MAIL.CASI.NASA.GOV

JOHN@COSMIC.COSMIC.UGA.EDU

BMCCARTH@MICKEY.ENG.GULFAERO.COM

BAAKLINI#M# GEORGE@LIMS-AI.LERC.NASA.GOV

TOMPOSKI@NPT.NUWC.NAVY.MIL

SCAN-26-04@ROCKET.COM

GGOTT@BLEARG.LARC.NASA.GOV

SCAN-76-02@ROCKET.COM

SCAN-44-02@ROCKET.COM

SCAN-15-05@ROCKET.COM

SCAN-34-O7@ROCKET.COM

SCAN-34-08@ROCKET.COM

SCAN-18-01@ROCKET.COM

MSWENSON@ATC.BOEING.COM

SCAN-16-01@ROCKET.COM

0004229010@MCIMAIL.COM

SCAN-26-03@ROCKET.COM

SCAN-76-01@ROCKET.COM

SCAN-23-01@ROCKET.COM

SCAN-34-09@ROCKET.COM

SCAN-28-02@ROCKET.COM

TDOWLING@LIB.WASHINGTON.EDU

SCAN-20-03@ROCKET.COM

SCAN-18-02@ROCKET.COM

SCAN-15-03@ROCKET.COM

SCAN-28-01@ROCKET.COM

JPARKER@AURORA.MSFC.NASA.GOV

SCAN-26-06@ROCKET.COM

SCAN-19-02@ROCKET.COM

MSHAPIRO@MAIL.CASI.NASA.GOV

SCAN-26-01@ROCKET.COM

SCAN-92@ROCKET.COM

SCAN-32-01@ROCKET.COM

SCAN-25-02@ROCKET.COM

SCAN-34-01@ROCKET.COM

SCAN-27-02@ROCKET.COM

SCAN-26-07@ROCKET.COM

BLEHRER@HQ.NASA.GOV

SCAN-33-09@ROCKET.COM

SCAN-23-03@ROCKET.COM
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SCAN-75-01@ROCKET.COM

SCAN-43-01@ROCKET.COM

SCAN-15-02@ROCKET.COM

SCAN-27-03@ROCKET.COM

RHUGHES@MAIL.CASI.NASA.GOV

SCAN-45-01@ROCKET.COM

SCAN-76-03@ROCKET.COM

SCAN-27-05@ROCKET.COM

SCAN-23-04@ROCKET.COM

SCAN-75-02@ROCKET.COM

SCAN-14-02@ROCKET.COM

SCAN-13-01@ROCKET.COM

SCAN-25-04@ROCKET.COM

SCAN-34-03@ROCKET.COM

SCAN-25-01@ROCKET.COM

SCAN-43-02@ROCKET.COM

MCCREIGHT@NASAMAIL.NASA.GOV

SCAN-15-01@ROCKET.COM

SCAN-35-08@ROCKET.COM

SCAN-20-01@ROCKET.COM

11
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listserv.report Thu Sep 9 06:32:31 199_

Users subscribed to 135 SCAN topics

Total of 192 subscriptions

Listserv list Number of User Subscriptions

SCAN-34-01

SCAN-ALL-TOP ICS

SCAN-20-01

SCAN-02

SCAN-02-01

SCAN-61-01

SCAN-61

SCAN-NOTIFY

SCAN-34-04

SCAN-25-04

SCAN-34-06

SCAN-24

SCAN-23-01

SCAN-75-03

SCAN-81

SCAN-91-02

SCAN-60-01

SCAN-74

SCAN-I 9-02

SCAN-03-01

SCAN-07

SCAN-01

SCA_-55-01

SCAN-60

SCAN-20-03

SCAN-23-03

SCAN-15

SCAN-I 8-02

SCAN-02-03

SCAN-59

SCAN-39

SCAN-63

SCAN-03-07

SCAN-33

SCAN-35-08

SCAN-17

SCAN-19

SCAN-76-01

SCA.N-07-01

SCAN-23-04

SCAN-47

SCAN-64-01

SCAN-36

SCAN-16-01

SCAN-13-01

SCAN-26

SCAN-26-06

SCAN-32-01

SCAN-81-01

SCAN-27-03

SCA/_-34-10

SCAN-18-01

SCAN-34-02

SCAN-02-02

SCAN-24-01

SCAN-76-03

SCAN-26-04

SCAN-37

SCAN-15-01

SCAN-47-01

SCAN-03-04
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xferstats.out Thu Sep 9 06:34:07 1993 i

TOTALS FOR SUMMARY PERIOD Mon Mar 8 1993 TO Wed Sep 8 1993

Files Transmitted During Summary Period

Bytes Transmitted During Summary Period

Systems Using Archives

225

8427572

0

Average Files Transmitted Daily

Average Bytes Transmitted Daily

8

290606

Daily Transmission Statistics

Date
Number Of Number of Average Percent Of

Files Sent Bytes Sent Xmit Rate Files Sent

Mon Mar 8 1993 5 588762 5.5 KB/s 2.22

Tue Mar 9 1993 2 52280 26.1 KB/s 0.89

Wed Mar i0 1993 1 50330 50.3 KB/s 0.44

Tue Mar 30 1993 4 107696 4.3 KB/s 1.78

Thu Apr 29 1993 2 4323 2.2 KB/s 0.89

Wed May 5 1993 1 158 0.2 KB/s 0.44

Wed May 26 1993 2 9593 3.2 KB/s 0.89

Fri Jun 4 1993 4 170948 3.1 KB/s 1.78

Wed Jun 16 1993 4 70496 2.4 KB/s 1.78

Thu Jun 17 1993 8 16498 1.8 KB/s 3.56

Tue Jul 13 1993 4 14857 3.0 KB/S 1.78

Fri Jul 16 1993 2 11413 5.7 KB/s 0.89

Mon Jul 19 1993 3 12410 3.1 KB/s 1.33

Tue Jul 20 1993 1 8542 4.3 KB/s 0.44

wed Jul 21 1993 8 687804 0.9 KB/S 3.56

Fri Jul 23 1993 2 2170 i.i KB/s 0.89

Tue Aug 3 1993 3 521 0.2 KB/S 1.33

Mon Aug 9 1993 3 12145 3.0 KB/S 1.33

Mort Aug 23 1993 1 9439 9.4 KB/s 0.44

Tue Aug 24 1993 8 104424 4.2 KB/s 3.56

Wed Aug 25 1993 20 592520 1.8 KB/s 8.89

Fri Aug 27 1993 1 1974 2.0 KB/s 0.44

Mon Aug 30 1993 10 239155 5.2 KB/s 4.44

Tue Aug 31 1993 2 58266 5.8 KB/s 0.89

Wed Sep 1 1993 7 229789 5.9 KB/s 3.11

Thu Sep 2 1993 2 10291 5.1 KB/s 0.89

Fri Sep 3 1993 31 1223217 4.7 KB/s 13.78

Tue Sep 7 1993 69 3255968 5.9 KB/s 30.67

Wed Sep 8 1993 15 881583 5.6 KB/S 6.67

Percent Of

Bytes Sent

6.99

0.62

0.60

1.28

0.05

0.00

0.ii

2.03

O.84

0.20

0.18

0.14

0.15

0.i0

8.16

0.03

0.01

0.14

0.11

124

7 03

0 O2

2 84

0 69

2 73

0 12

14 51

38 63

10.46

15
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xferstats.out Thu Sep 9 06:34:07 1993 2

Total Transfers from each Archive Section

Archive Section Files Sent Bytes Sent

scan 67 212875

scan/archive 49 3634900

scan/current 109 4579797

Percent Of ....

Files Sent Bytes Sent

29.78 2.53

21.78 43.13

48.44 54.34

I
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xferstats.out Thu Sep 9 06:34:07 1993 3

Total Transfer Amount By Domain

Number Of

Domain Name Files Sent

Number of Average Percent Of Percent Of

Bytes Sent Xmit Rate Files Sent Bytes Sent

it 8 16498 1.8 KB/S 3.56 0.20

uk 2 4323 2.2 KB/3 0.89 0.05

com 8 85353 2.5 KB/s 3.56 1.01

edu 42 982091 2.3 KB/3 18.67 11.65

mil 1 18079 4.5 KB/s 0.44 0.21

net 8 687804 0.9 KB/s 3.56 8.16

nasa.gov 145 6482040 5.4 KB/S 64.44 76.91

unresolved II 151384 9.5 KB/s 4.89 1.80

These figures only reflect ANONYMOUS FTP transfers. There are many

sites which mount the archives via NFS, and those transfers are not

logged and reported by this program.

17
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xferstats.out Thu Sep 9 06:34:07 1993 4

Top 15 Most Popular Archive Sections

Archive Section Files Sent

scan/current 109

scan/archive 49

scan 67

By Bytes Transferred

Percent of

Bytes Sent Files Sent Bytes Sent

4579797

3634900

212875

48.44 54.34

21.78 43.13

29.78 2.53

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00

0.00 0.00
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N94. 36846

Machine Translation Project
Katie Bajis

Existing Translation Systems

We were looking at existing machine translation systems that are real-world; that is, they're in

use, not under development (Viewgraphs 1-4). These systems at the top of the chart are two

of the systems that we looked at. This is SYSTRAN. It was developed by the U.S. Air Force,

and has been around for about 30 years. GLOBALINK: this has come on the scene in the last

four or five years. STYLUS was developed in Moscow; it's questionable by which

organization. PC-TRANSLATOR is a small PC system. Of the systems we looked at, only the

first four were really in the running. SYSTRAN was at the top of the list, essentially because

of the dictionary subjects that were available. SYSTRAN has, on the current version that we

have at CASI, 16 subject dictionaries. None of the other systems, PC or mainframe have the

same range of subjects or the same size dictionaries. The dictionaries for SYSTRAN for

Russian alone are about 240,000 words. French and German versions have their own

dictionaries.

Critical Factors

Denise Bedford and I started to look at the critical factors: size, nature of the subject

dictionaries, and user friendliness. Well, SYSTRAN isn't all that user friendly. Even in its

more user friendly versions, because of the size of the dictionaries and the complexity of the

software itself, it was still not as easy to use as GLOBALINK. GLOBALINK has what I

would call the maximum amount of user friendliness for the average person. Because of its

user friendliness, GLOBALINK 2 was considered an excellent option for procurement as a

supplement to SYSTRAN. Some of the subject dictionaries available from GLOBALINK are

not covered by SYSTRAN at all. There are some business, legal, and finance dictionaries that

are not available from SYSTRAN. So, Denise and I figured that some of these supplemental
dictionaries that are available under GLOBALINK and not available under SYSTRAN would

be useful to NASA right now, particularly because of the Russian space initiatives and efforts.

Additionally, GLOBALINK is coming out with a reverse capability for Russian; it's due out

in the next month or two. We figured that reverse capability would be useful in some cases,

again because of the Russian initiatives. STYLUS was a package that was offered to us,

essentially free from a Russian group that was visiting here. They briefed us on some of the

capabilities.

Translation Tests

Denise and I tried a couple of sentences that we had already produced through SYSTRAN.

The test case was a sentence from an astrophysics text. The translation came back nearly
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identical, which sort of surprised us because, if the dictionary was so small, we were kind of

wondering why it would have a lot of this technical vocabulary. In discussing this and talking

to a couple of people who developed SYSTRAN, we came back with some information on

the possibility that maybe it wasn't all developed in Moscow. We still don't know. It was

offered to us for free. It has some very interesting capabilities. For one, it has the reverse

capability of English to Russian. It also does Russian to Italian, German, French, and Spanish

and vice versa. We may use it as a chain capability to go from Italian to Russian to English

because all of the software is stored in the same PC configuration. With PC-Translator, we

decided to procure only Italian because it was not covered by GLOBAL, SYSTRAN, or

STYLUS, and we thought that we might need some Italian capability. So, those are the four

basic systems that we were recommending for purchase or acquisition. With SYSTRAN, we

don't have to purchase the software, only the hardware.

Question: What platform will you use?

Answer: SYSTRAN is going to be on the PS2, OS2; the others will run on PC's. But they're

all going to be installed on the same hardware. The SYSTRAN system in the configuration

we've decided on is, for the most part, very, very similar to what the Air Force is using at

FASTC; they developed the system. They are putting theirs on PS2's. It will be possible for

four or five simultaneous users to get into the system for SYSTRAN. GLOBAL, STYLUS,

and PC-Translator will be available to one person at a time.

System Features

I'll quickly go over some of the system features that we looked at. Dictionary characteristics

that we looked at were whether they could handle phrases or idioms, abbreviations, acronyms,

or glossary creation; that was considered to be very, very important. GLOBALINK allows

you to create your own dictionaries, to build them as you go along, to save some of the

information from doing translations with corrections. You can save some of the information

and store it in a file. With input file formats, we needed to be able to take machine readable

text from various foreign languages and run it through the system; so, the input file system
was also a consideration.

Basically, this chart was meant to show, in a graphic way, the capabilities we would get if we

purchased or acquired four different systems and put them on the same configuration of

workstations (Viewgraph 5). These are the subject dictionaries that are available, the primary

languages, and the reverse languages. The subject dictionaries and which language pairs were

needed were primary considerations. If we got all of the language pairs available for

SYSTRAN, Globalink, and PC-Translator, these shaded areas would be all the languages,

pretty much, that we can cover.

Procurement Recommendations

Now, it was our recommendation that we not necessarily get all of these languages because

some of these, like Norwegian, Swedish, Korean, Portuguese, and Greek are not all that
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importantto us at this time. So,the basiclanguagesthat we aregoing to offer areRussian,
French,German,andJapanese,whenit becomesavailable.Noneof the systemswe've looked
at cando Japanese,althoughSYSTRANhasaJapanese-English,English-Japanesesystem
that, I believe,is underdevelopmentnow. Spanishis alsocoveredunderthe SYSTRAN
systemthat we're going to get. So,basically,we're only going to havefour languagescovered
underthe configurationandlanguagepairsthat we'veselectedsofar. In the first coupleof
monthsof projectimplementation,we'regoing to collect informationon whatother language
pairsuserswould be interestedin. We'll probablydecidein anotheryearor two which of
theselanguagepairswould bemostimportantfor our programto have.

Work Flow

Question: What is the work flow that you anticipate?

Answer: It could be tremendous. There has been a lot of interest. We know that a lot of the

users take the attitude that, if there's a magic box available, they'll use it. The system is

configured so that a user will send us a fax. It will go to a machine here, and a computer will

pick it up from a board so that we don't have to scan it. In most cases, we're going to have

some capability to convert this into some sort of foreign language ASCII, and then that

machine-readable text is going to be processed through in a raw format, and we're not going

to do any editing. We're going to give it back to the user either by fax or by e-mail in a raw,

unedited form so that there will be the least amount of processing to do here. One reason we

want to do that is to see whether users will accept the raw, unedited stuff. We want to get

them exposed to that because it's the least expensive and will only require the services of an

operator who doesn't necessarily know the foreign language. We're going for the lowest
common denominator at the beginning to see what the user wants and whether we can make

the system run with someone who doesn't know a foreign language. In most cases, we are not

going to be able to have a competent translator doing the editing and proof reading at every

site. So, the volume could be extremely high. We're going to determine, probably on the basis

of cost, what we're going to do in the future.
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N94- 36847

Multimedia
Karen Kaye

Definition

Multimedia has been defined to mean applications that include graphics, text, sound, video,

and animation (Viewgraphs 1 and 2). It need not necessarily include all of the above. In fact,

it may only include a single item. We want to emphasize the things that we can do with

multimedia within the program; that is, the interactive learning, training kind of uses, the

audio-visual uses, the presentation-display uses, and multimedia publications.

Classification

If you try to define a classification scheme for multimedia, you essentially can define it in

terms of three application types (Viewgraph 3). Initially, this was done by someone at Apple.

First of all, we have the narrative - the watch and listen type of multimedia. Now, this is

what we're all used to. Everyone watches television; anyone who doesn't is very strong-willed.

Additionally, we have interactive multimedia in which the user of the application can choose

and do. I, as the user, essentially guide the application along different pathways. Some of you

here have seen the Columbus video which we show, which was, essentially, done

commercially. There is also participative multimedia, which isn't out there too much now.

What it does is allow the end user to contribute and create additional multimedia applications.

There is a prototype being done by the British Film Institute which provides that capability.

Multimedia Initiative Objectives

Now, what are the multimedia initiative objectives that we have within our project?

(Viewgraphs 4 and 5) First of all, we want to verify the economic and technical feasibility of

delivering multimedia within the STI Program. We also want to make a positive educational

and informational impact and develop an exploitable capability that can be used by others and

in other applications. Why did we get started in multimedia? Not because it's the buzzword of

the 90's, but rather because we realized, as a result of our user studies and talking to people at

the Centers, that the user population out there is producing multimedia now. There are virtual

reality applications being done at some of the NASA Centers, and there are traditional

multimedia applications. Many of you have seen the kiosk applications at the Air and Space
Museum and the interactive kiosks at Goddard's Visitor's Center - these are all multimedia

applications. We also recognize a need, in talking to the public affairs people and NASA

video producers, to provide a union catalog, first of all for videos, then other types of

multimedia, to facilitate dissemination. We have talked to scientists and engineers who know

of multimedia applications that have been developed. They know something was done about a

year ago, and maybe they know who did it, but the person retires, and that person took the
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applicationwith him. So, it becomes,essentially,lost STI, lost information.Thus, we realize
that there'sa needto capturethis informationandmakeit availableto the users.Additionally,
we want to provideenhancedusersupport,managementsupport,training, etcetera.What's
beingdoneat the NASA Centersnow?As partof this project,we conducteda surveyof the
different typesof non-printmediacurrentlyused(Viewgraph6). Videos,motion pictures,and
especiallyCD-ROMs andlaserdisksareoftenusedfor multimediaapplications.And, as
you'll note, therearea coupleof Centersthat areleadingin productionof multimedia
applications.

Non-Print Project

Now, within the multimedia initiative, the first big project we have is to acquire NASA

produced non-print material and handle and disseminate it practically. We call that our Non-

Print Project. Within that project, we have an initial focus on videos. Over a year ago, we

completed a project plan (Viewgraph 7). We participated in the CENDI Working Group that

worked to define non-print submission guidelines. We identified interim CASI procedures for

immediate handling and dissemination of non-print. Essentially, we found that there was a

backlog of non-print there that needed to be input into the system and made available for

dissemination. We also formed an STI Program video guidelines advisory group and held

several video teleconference meetings. We had a lot of interesting NASA Center participation

there. We've essentially been told that, once we get our services in this area up and running,

that we will be saving NASA, as an agency, millions of dollars.

Non-Print Project Procedures

We also have been discussing the non-print procedures that are already in place in similar

organizations. Johnson Space Center has a big video archive, and we have been working very

closely with them. We also produced an initial print product, the NASA Headquarters Public

Affairs Video Catalog, which lists public affairs videos available to the community

(Viewgraph 8). We have been addressing some of the particular issues related to the video

portion of non-print, such as how to package videos, how to label videos, whether we should

have a kit where we could include material along with the video - questions of that nature.

The CENDI cataloging working group has been dealing with the non-print media cataloging

issues; for instance, the report documentation page annotation that will eventually become

standard that will allow for the proper entry of non-print materials. We are now working to

determine the Center for AeroSpace Information final prototype procedures for non-print, and

we have been extremely busy. Lots of people that have been involved in that area have been

helpful. Our video facility, initially, will be at the CG4; it's very small, but once we get past

the prototype stage, the video facility will be at the Center for AeroSpace Information. We

are also nearing completion of a video catalog that will be disseminated far more widely than

the first and will go out to the Air and Space Museum, Johnson Space Center's Space Center

Houston and some of the other facilities that cater to the public and provide NASA

information. The point is to make this information available as widely as possible.
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Video Projects

Just a little more on the video projects. Specifically, the point, of course, is to have a central

repository for the dissemination of NASA produced video (Viewgraph 9). When we first

started out, we thought that we would handle all of the NASA videos, but soon realized that

this is beyond reasonable scope. There were Centers that held 20,000 videos, like Kennedy

Space Center. Archiving all of these is really beyond our scope. There would not be much of

a demand for some of the information, for example, raw video footage of a plant growing at

zero gravity. We would not want to view 48 hours of plant growth; that is very slow.

Additionally, we are trying to build our expertise. Several people here have acquired some

expertise in this area, and we also have Patrick Curran, who has experience with actually

shooting production videos. We are trying to develop more experience in-house in this area.

In terms of our other multimedia projects, one we are considering will be a global change

project that will deal with a subset of information within a single global change domain.

In-House Support System

We are also looking at doing an in-house support system (Viewgraph 10). What this would

provide essentially would be an interactive capability to provide performance support. What

support information do I need to make my job better and more effective relative to everyone
within the program? This includes training as well as access to information. Because NASA is

such a large agency and there is so much being done, it is always a challenge to have

available the information that is needed. So this is what we are going to be looking at in this

project. Now, we also went out and got equipment needed to support these projects, piece by

piece. We don't have all of it yet. We have some that we just ordered and some ordered

months ago. The software chosen was essentially selected to facilitate application

development while providing cross-platform playback portability.

Hardware and Software Testing

We are also currently testing hardware and software that has just come in, and one of the

problems there is that we really don't have the staff we need. We are looking at bringing in

more staff, and when that happens I think we will get more done. In terms of testing, we

recently completed testing of video compression algorithms included in our system. Our

hardware compression board is a New Video Eye Q, and the reason for choosing that one was

essentially their promise of supporting multiple codecs, multiple compression-decompression

algorithms. In fact, the board does that quite successfully. It supports six different codecs, and

the vendor is planning on adding a new one. It also has very good quality. What I would like

to do is show you a NASA video. This is digital video which will be shown at the full NTSC

rate, which is 30 frames per second and gives you an example of the type of quality that is

capable with our system. (The video demonstration follows.) What I am trying to show you
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here is that the technology is essentially here. There are networking questions that needed to

be addressed, but we are seeing more and more in the way of available technology that can

be used to deliver multimedia information.
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H94. 36646

Electronic Document Interchange
Dick Tuey

DocuTech

Many of you here today are already aware of the Scientific and Technical Information

Office's goal in the evaluation of a networked DocuTech at the Center for AeroSpace

Information (Viewgraphs 1 and 2). To bring you up to date, the following phasing schedule

shows the progress completed to date on the evaluation project. Specficially, the diamonds

portrayed on the schedule are milestones that have been completed. I might add that progress

is being made and that we will meet the target date of having a completed Evaluation Report

by early January 1994 (Viewgraph 3). One of the objectives of the evaluation is the

transmittal of a desktop publication such as produced by WordPerfect with figures and
graphics imbedded in the text to the Evaluation DocuTech located at CASI.

Document Transmission Tests

I might also add that, from the same workstation at NASA Headquarters, we are using the

same document and sending it to the NASA Headquarters mainframe computer's laser printer,

the Xerox 4090 (Viewgraph 4). Using this same scenario, the identical document is being sent

to the networked DocuTech located at the Lewis Research Center and to an Apple Laser

Writer II connected via the Code J LAN. The Apple Laser Writer II is located within the STI

office. The purpose of this exercise is to identify any transmission speed and communication

protocol problem associated with the sending of documents to various laser printers located

throughout the Headquarters site. At this time, the advantage of sending a publication to the

networked DocuTech at LeRC is that the publication comes back to you as a finished

publication. At this time, job ticket software which spells out what the user wants as an end

product is still lacking within the Wide Area Network environment. As part of the evaluation,

we are exploring the best means to handle this problem.

Mail Merge and Bar Coding for Postage

Another objective that the evaluation is to demonstrate is the capability to do mail-merge and

bar coding for postage. The idea here is to enable the delivery of the publication to recipients

designated by the publisher of the document as it would be defined and identified on the job
ticket. To ensure that the evaluation DocuTech at CASI will be able to demonstrate all the

advertised functionality, an extensive benchmark demonstration test is planned to be

performed by mid-December 1993. Results of the evaluation will be documented and

presented in a written draft report within one week of the completed benchmark date.
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Document Size

Question: What is maximum document size?

Answer: I don't really know. So far there does not appear to be a limitation, but I am sure

that one exists. The largest single file that I have sent to LeRC has been around 20 million

bytes; what I am finding out is that the Internet is pretty fast. At this time, I won't attempt to

go into detail about the specific steps that one needs to go through to get a document printed.

However, all the specifics will be available in the Evaluation Report which will be available

for general distribution in March 1994.

Job Size Limitations

Question: I am trying to translate a document 180 pages long on 8 x 11.5 paper. Would this

be practical for issuing 200 copies to area centers?

Answer: No. You probably want to go ahead electronically, and they would print it out

themselves. In other words, if you have it available electronically and it is under the GPO

thresholds, then you can bypass the GPO. For those publications that are high TMs and fall

within the 25,000 page threshold, they could do them themselves - print their publications;

send them out; do them on the DocuTech instead of sending them to GPO. We can

electronically send the same publication to CASI, and, as long as we stay under the 25,000,

CASI could then reprint the document and send it out. The objective is that we electronically

send and try to minimize the print products at the local site. The goal here is to provide the

user print-on-demand; that is, only print what is needed as a finished publication. To ensure

that only high quality publications are printed, it is recommended that each publisher have an

technical editor review the publication before it is sent out. Essentially, this the procedure that

is followed by LeRC. At LeRC, a user cannot have technical documents printed unless a

technical editor concurs. Therefore, for all print jobs, a job ticket or order must be signed by

the appropriate authority plus the editor's signature. The printing office supervisor doesn't

even allow you to send a job through unless they see the editor's signature on the job order.

Question: What software are they using on the 4090?

Answer: The Xerox 4090 accepts postscript files from the user workstation such as a PC and

Macintosh.

Print-On-Demand

On Electronic Document Interchange, or more specifically, the print-on-demand through the

retrieval of electronically stored documents, I would like to give an update of where we are. I
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think a lot of you haveheardabouttheproject.Justto give you a little bit of information:
this project startedabouta yearand a half agoandbasicallystartedasa result of the
shutdownof the printing facilities throughoutall of NASA Centers(Viewgraph5). Exceptfor
KennedySpaceCenter,all of NASA'sprinting facilities havebeenclosedand,asa result of
that,what we arelooking for is a costeffectivealternativefor eachCenterto do their
duplicating(Viewgraph6). I don't think peopleareawarethat thejoint committeeon printing
hasvery stringentrules aboutpublications.With the STI informationservices,it means
anythingover25,000total in termsof groups,and5,000for a singleprint. For example,with
a flyer or brochure,you haveto sendthe materialto theGeneralPrinting Office. When we
talk aboutelectronicpublishingperse,thesesystemsarehigh productionsystems,so it's not
like runningoff print on the laserprinter locatedon your desk.Thesemachinesprint at 135
pagesper minute,andthe typeof resolutionis 600 dpi versus300dpi on your laserprinter.
With this capability, you havehigh quality graphicsin termsof your publications,and the
resultsmatchup with sendingit to a print shop.Right now,what I would like to do is
addresswhat is happeningover thenext four monthsor so.We aregoing aheadandputting
what I refer to asnetworkDocuTechat theCenterfor AeroSpaceInformation.We hopeto go
aheadand havethe systeminstalledby lateOctober.(Editor's note: The DocuTech was

installed and demonstrated as operational on October 29, 1993.)

Network DocuTech at CASI

The network DocuTech for CASI consists of several components. The network publishing

system prints at 135 copies per minute and has a bypass transport to enable it to connect to

the signature booklet maker. The system also contains a cover insertion module which enables

the booklet maker to provide for 17 x 11 saddle stitch documents or 8.5 x 11 saddle stitch

documents with a hard cover. Additional components of the system are extended storage,

print server, scanning station, and network server. The primary purpose of the extended

storage is to provide the capacity to store the rasterized file that the DocuTech generates so

that we can retrieve for future print-on-demand requirements. The extended storage capability

will be used extensively by the Technology Transfer Office in response to user requests for

their TSP's. The Evaluation Report will cover all the specifics concerning the use of the

extended storage, costing algorithms in determining the cost per copy to the user and any

other issues which might arise. As stated earlier, the report is due for release in March 1994.
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N94- 36849

Electronic Document Interchange
Jim Erwin

User Demand for Electronic Documents

I am going to take a different tact. This is a project that we know we have to do, and it's

scheduled in the modernization plan for FY94. What I am going to present today are really

some of the issues that are associated with this project because, with the RECON retrieval

effort, there's a lot of issues that need to be addressed, and it's a whole lot bigger effort than

it might look to be on the surface. At NASA, as well as at DTIC and all of the other STI

providers, our users are calling for electronic documents. We get an E-MAIL message: "Can

you provide a whole list of documents in electronic format?" I have to reply, "No. We can

provide the bibliographic information, but we can't provide the documents." In terms of cost,

we haven't done a strict cost analysis, but I think there are some cost savings that could be

involved in going to the electronic document approach.

Need for a Concept of Operations

However, I feel that we need a concept of operations. We have to understand what kinds of

services we are going to provide and how we are going to be able to get all these various

documents into the system. We get some documents from DTIC on microfiche; we get

documents from NASA; we get them in electronic form, but we can also get them in

hardcopy. We receive documents from ESA, from Israel. So, we have a lot of different

document providers who provide these documents in a lot of different formats, and we aren't

necessarily going to have total control over them. So, we have to look at how the documents

are going to come in and what services and capabilities we want to provide on the output

side. Do we want to merely provide the documents in electronic form, or provide a print

version of the document like Dick is going to be able to do with DocuTech? Or do we want

to be able use the documents to provide bibliographic information? Do we want to bring the

documents saved in a tagged format and use those to create the surrogate records? Or do we

just want to take the information in its entirety and put it up on the machine and let the

people be go through it in a full-text mode and actually be able to look at the document
online?

Format Issues

And again, because of the different formats that we receive, if we decided to go with, say, a

full-text approach, then when we get documents in what I will call analog format, either

hardcopy or in microfiche, do we leave them in that format, or do we want a hybrid system

in which we want only some of the documents to be available in a full-text mode? Or do we
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convert those documents that are coming in microfiche or hardcopy to the full-text version?

To me, these are the questions. In a way, that is why I hesitated to give this presentation,

because all of the other ones said, "This is all the good stuff that we are doing." Here, at

least, I am saying that I have a lot of questions. But again, it's something we need to do.

Operational Impact

When we talk about the concept of operations, I need to reiterate the operational impact.

Depending on what we are going to do, it is going to impact the storage format or multiple

storage formats. Are we going to image full-text? Are we going to allow some PDL? Are we

going to SGML files? Are we going to have some other kind tagged format? Are we going to

have all of those? In terms of cataloging, are we going to continue to have a surrogate

record? A bibliographic record? Or are we going to the full-text? Or are we going to go to a

hybrid system where we have some full-text, some surrogate records? How are we going to

handle the Mac file? If it's strictly a kind of a demand printing, electronic document

exchange, then we can just say the Mac files are no problem. We will just convert the

documents as they are ordered. However, if we go to a full-text format, we may have to do

that document conversion if we want to have a hybrid system. Finally, in terms of

distribution, are we going to eliminate the initial distribution? Are we going to continue with

the initial distribution? How is it going to impact secondary distribution? Do we really want

to go with printing an electronic delivery? Or do we want to provide online document

viewing? Off the top of my head, I came up with three possible alternatives: demand

distribution, full-text retrieval and kind of an SGML tagged format.

Demand Distribution

Very quickly, if we were going to go with what I am calling demand distribution, we have a

storage format of image and multiple PDL, and the main idea would be the electronic

distribution of the documents for a quick secondary distribution in terms of printing. In terms

of the cataloging, we go with the surrogate record; everything would look pretty much like it

does now and it would fit with a RECON-like system. Handling the backfile would be on-

demand. So, we could take our microfiche or hardcopy and, at order time, scan it in. Once it

had been ordered, we could put it up on an optical disk or our mass storage, and then we

would have it for the next person who wanted to order it.

Full-Text Retrieval

If we go to the full-text retrieval, then our storage formats again are probably multiple. We

have a full-text. You could have multiple PDL postscript - the HP type of format. In terms of

the cataloging, we may have this type of hybrid system. We may have our old documents -

surrogate records prior to 1994. The documents in the future would be in a full-text. Or it

might just be the NASA documents that are in full-text, and the DTIC documents would be in
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thesurrogateformat, or the DTIC documentsin the full-text andtheNASA documentswould
be in the surrogate,dependingon whatmovesquicker.Would wehandlethe backfile on-
demand,or would we haveto do a NASA conversion?That would dependon whetherwe
wantedthis hybrid systemapproach.In termsof distribution,we couldusethem for electronic
delivery, andwe wouldalsohavethecapabilityof the onlinebrowsing- the SGML approach.
I usedthis to standfor a taggedformat.That would allow us to do what full-text did, but in
additionwe would beableto bring the documentsin andactuallyprocessthemto a great
extentunattended(humanunattended),pull thebibliographicinformation,andcreateindex
termsbasedon whatwe knew werethefields in that document.So, that would providean
additionalcapability.But, thenagain,wewould probablyhaveto dealwith multiple format
and multiple processingscreens.TheSGML would be handledoneway, microficheand
hardcopyfull-text handledanotherway.

Services and Products to Guide System Configuration

In conclusion, I think we, as an organization, as a program, have to decide what services and

products we want to provide up front, and that's going to determine the configuration.

Conceivably, this is all because I am confused, but it does seem to be an issue. I feel that

there is a lot of confusion in this area. There are people who say, "We are going to scan the

documents" or "We are going to go full-text." That doesn't necessarily follow from the idea of

scanning the documents in. So, you really have to look at cost, tradeoff, what kind of system

you want to have, and what kind of control problems you may have for all of these scenarios.

Now that I have covered the negative issues, we will go back to the positive
accomplishments.
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N94- 36850

NASA Access Mechanism (NAM)
Judy Hunter

Background

In her presentation this morning, Karen Kaye described NASA's vision for the future of

information management. Part of this vision involves providing the NASA user community

with a set of tools to assist in identifying sources of information and to navigate the

networking infrastructure to connect to the sources in order to extract the relevant information

(Viewgraph 1). The project was initiated in March 1990 to demonstrate the concept of using a

Graphical User Interface (GUI) and Intelligent Gateway Processor (IGP) to provide the users

with the semblance of a one stop shopping environment for information management.

User Requirements Study

A user requirements study was conducted at five of the NASA Centers from which it was

determined that the NASA users want 1) access to diverse sources of information; 2) an

intuitive approach to using the system in order to decrease the learning curve; 3) to avoid the

requirements to learn the system query languages; 4) access to peers and other informal

sources of information; and 5) simplified and enhanced presentation of search results. This

study was completed in May 1991.

Intelligent Gateway Processor (IGP)

At the same time the user requirements were being evaluated, past applications of the IGP

technology and the networking infrastructure at NASA were being evaluated. The user

requirements and the IGP and networking studies were used to complete the initial NAM

design in November 1991. Computer programming began in December 1991. Four months

later, the alpha version was demonstrated at the annual STI Conference in April 1992. The

beta version was completed in December 1992 and was deployed to 60 user desktops for six

months of user testing. The testing period formally ended on May 31, 1993.

Lessons Learned Document

A Lessons Learned document is being prepared that will include everything NASA learned

from the prototype from the user perspective and from the technical perspective. This

document will include recommendations about what applications the NASA STI Program may
see for this technology in the future. It will be presented to the internal NASA STI

Engineering Review Board in October. When I show you the NAM screen, I'll get into that a
little further.
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Peer Locator Services

Peer locator services: a totally unrelated survey. We had to go out and survey people who do

not use our system. How do you figure out who the people are if they don't use our system?

Well, we went out to the NASA Centers; they had all of their phonebooks in digital format,

different formats, but digital format. We loaded them onto a database and made them

accessible through NAM. We used Finger, which is an Internet utility which goes out and

looks at all the UNIX boxes if they are marked for this on any of those systems that will give

you information: name, address, phone number, and Intemet address. We needed to provide

some sort of e-mail. We happened to use e-mail. Under Miscellaneous Utilities: a lot of our

scientists already are on systems where they can download information that is not

bibliographic and use some model. Our intention here was to show a graphics capability. We

were not actually doing modeling at this point, but we wanted to show that you could bring it

in and do some graphics and be able manipulate data later.

NASA Phonebook

Question: A quick question on the NASA phonebook. You put them into NAM? Are they

updated every six months?

Answer: For the prototype, we do not update them (Viewgraph 2). In the Lessons Learned

document, we'll figure out what we want to do about it. There are some things in the

prototype that would lead you to really step back and say, "Okay, we loaded 54,000 NASA

scientists and engineers in digital format. Over time, if we decide to go up in operation, do

we really want to be in a position where we have to update these phonebooks?" That's a good

question that I don't have the answer for at this second.

NAM Menu

The next view slides are actual copies of NAM screens (Viewgraphs 3-8). I have four people

and they all have terminals in their offices and are all ready and able to show you NAM if

you would actually like to see it sometime before you leave today. The main NAM menu

shows a basic functionality, helps them find sources of information that are available, gives

them E-MAIL capabilities, helps them locate/communicate with their peers, locate others

utilities that are available, and things like that. In this particular thing we are showing

graphics capability. It's a point and click and Window based. I stripped all of the technical

stuff about NAM out to make this a high level discussion, so if you have technical questions,

just ask. If you know the source, you just point and click; if you know the source of the

information, then you can select it and it will tell you what file collections are available. For

some reason, I like to use RECON. So, if you know the file collection, you select it; at that

point NAM goes out automatically and connects to it. The user is just sitting there and it
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comes back with the screen. You have three choices: novice, intermediate, or expert and you

choose that. This is a user configuration that you set up beforehand. In the intermediate

screen, my illustration is just to show you that the user can just go in the boxes, and in this

example, fill in author, title, some keywords. He hits search and goes out and makes the

connection to RECON. Actually, I switched to STN in this example. It gives you a list of

citations; you tell it how many you want it to display. Each of these is a button. You select it

and it displays the full citation. The presentation here is a little different than if you actually
dialed into RECON; we tried to make this simpler and easier to read.

Question: You get the same presentation no matter the source?

Answer: Correct. If you would like to save what you downloaded to a file you can do that. If

you want to e-mail it to someone or to yourself, you can do that. If you would like to order
the full document online, you can do that.

Database Management Systems

Question: How many different database management systems are we sitting on fight now?
What is the user transferring to?

Answer: Right now, he translates it to the post computer's query language: RECON and STN

for the prototype. That's another question we are addressing right now in writing the Lessons

Learned document. It's one thing to have the ability to hide the query languages from the

users; however, if you decide to go into operation and a user has five databases that he

searches regularly, do you really want to be in a business of keeping those? Every time a host

system changes a query you would have to go back and change the system. How do you

really handle that? Do you do this kind of bridge translation until everybody is SQL or
something? I don't know.

Question: Are you still displaying the translating query?

Answer: The user can decide. It will show you what is actually getting sent to the system and

the theory here is, if you use it enough, you can actually use it to learn the query language
from a part of your system.

E-Mail and the Peer Locator

E-mail: that we are using right now (Viewgraphs 9 and 10). The nice thing is, if you want to

send your downloaded search to yourself, and you hit the mail button, it automatically pops
up on an e-mail window for you. How do I know who to send it to? Well, we handle that

problem also with our peer locator. The last time I looked at the NASA phonebook, it was

something like 54,000 names just from the NASA phonebook. We added the last year as we
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weregoing along.NASA hastheir own implementationof X.500. Doesn'teveryone?So, now
we aremakinganX.500 available.Theideahereis thatyou aresitting at your desk;you are
working on a project andyou say,"I needto find Cumberor maybeit's Cumbly or
somebody."Maybe he is at Johnsonor hehasbeendoingwork in this area;you knew hewas
a NASA person.You might selectthe NASA phonebook;put his namein. It will give you an
index of everythingthat comesbeforeor after. If you don'texactly know his last name,it will
help you to determinewhich oneis the right one.If you click on it, it will go out andsearch
the digital phonebookand give you whateverinformation is available.TheCenter's
phonebookshavedifferent informationsometimes,but it will havehis name,address,phone
number,and,if available,his electronice-mail.At that point, you cango immediatelyinto e-
mail andsendthat persona message.

NAM, Front End to Internet

Amazingly enough, NAM has been written up in a couple of magazines, Government

Computer News, and, most recently, Computer World. And amazingly enough, this is what

most users find to be one of the most exciting things about NAM. They see this as a front

end to the Internet. It has a point and click access, things such as Usenet News (that's the

read news on Internet), WAIS, wide information area servers (Viewgraph 11). You can go for

things, go out there, and search servers that are available on the Internet. You can come back

with all kinds of information. This has been the thing that a lot of people are very excited

about. The Internet's out there, and there's a lot of information on the Internet.

Question: Are those servers running on the workstation or on the server?

Answer: They are working on our Sun Server.

Graphics

For the graphics: just to show the ability to use graphics, we loaded up a weather map. I

think it runs on the University of Michigan's servers (Viewgraphs 12 and 13). It actually

shows the weather changing. You can come in, figure our what modeling packages you might

need to use if you are downloading a lot of data, maybe at Goddard, and load that

immediately into a modeling package of some sort. The future of NAM, at this point, is a

little undetermined. We are in the process of finalizing the Lessons Learned document.
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N94- 36851

Network Upgrades
Roland Ridgeway

CASI Mainframes

Network Upgrades, as part of the modernization plan, cover equipment and software for both

of the STI Program Local Area Networks (LAN) (Viewgraph 1). Both the CASI and CG4

LANs are part of the plan. The client/server environment requirement is also part of the

modernization; it is a way of rightsizing our information systems, of taking advantage of the

open systems, improving them, and providing more flexibility. A lot of our current

environment in our production operation at CASI by BWI Airport is mainframe based. There

are two IBM-4381s at CASI. They are used to gather information, acquire it, prepare it for

the databases and load it onto the databases, utilizing the mainframes' terminal connections.

These computers don't give you a lot of flexibility for some of the new things we want to do,

such as the easy electronic transfer of data, or some of the imaging we want to be able to do.

So, we need to take the current mainframes that we have and move them, upgrade them,

make them more available to our support staff so that they can provide more services to the

customers. That's what this particular line item is in the modernization plan.

CG4 LAN

The CG4 LAN was put in as the program was moving ahead (Viewgraph 2). Gladys came on

board and brought us additional management staff that had some ideas for modernizing. They

put in a better LAN than was in CG4. They provided a basic office automation functionality

that wasn't here at that time. The mainframe and computer network system accesses were

provided, as well as anonymous Gopher access and the SCAN product file that was

mentioned earlier. The LAN was brought in and was a pretty good start. Most of the staff had

good equipment but needed some additional upgrading of the memory and storage

capabilities, additional boards for graphics or other multimedia-type requirements. Some of

the money for those items will come out of this modernization line item, but most of the

money will be going to the CASI LAN upgrade requirements.

Office Automation Upgrade

For a number of years, the CASI staff were utilizing terminals and the mainframes for their

work (Viewgraph 3). We started putting a LAN in about two years ago; we provided some

initial office automation capability and access to the mainframe. We received some money

last year and were able to add to what we've started. So, it's about half complete. Many CASI

staff still operate without any desktop equipment or with PCs that are outdated and

underpowered. This modernization money will enable us to complete the LAN and provide

additional capabilities. We are going to replace the terminals that are out there and modernize

the systems. We are going to migrate from a mainframe terminal environment to the
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client/server LAN environment. We are going to add additional PCs; we are bringing in 486s

with 16 megabyte RAM. We have different PC configuration requirements at CASI because

of the different functionalities of the staff - the database development group, the database

processing personnel, and publications group. The LAN is being developed with this upgrade

to the point that all the CASI staff that needs a PC or MAC to perform their assignments will
have a machine on their desk or have access to a machine near their work area. Network laser

printers are being installed that will be shared by the CASI staff so that everyone will have

access to a quality hardcopy output device. Additional disk storage devices and services are

also being purchased and installed as part of this upgrade to support client/server functions.

Flexibility in Customer Services

This equipment is part of the process to establish a redefined platform and environment which

will allow us to be more flexible in supporting the STI Program's customers. So, with these

additional PCs, we are going to provide more basic office automation functionalities,

mainframe and computer network systems accesses, and client/server functions. The LAN

upgrades will provide the staff the capability to utilize the LAN to access some of the other

information systems that are around so that we can provide the information to our customers

when responding to search requests. We will have the capability of doing anonymous FTP

and providing Gopher access file creation. The two technical staffs that are supporting the

CG4 gateway and CASI gateway are beginning to work together more closely and utilize

each others' knowledge. We have done some prototyping in CG4 with the Gopher and the

SCAN product. If it's appropriate, we can move SCAN in the future to the CASI operation

were it will be fully supported by the Help Desk if that is needed, and it will meet the

demands of our production environment. So, if we do a lot of prototyping at CG4, we can

also do prototyping at CASI and move the products into the CASI production environment.

The products would be supported by the Help Desk, for user information, for ordering

documents, video tapes, or whatever. That's part of the CASI operations that we are running.

Personal Computers

Also, we are going to be able to provide additional client/server functions with the

modernization money and establish a redefined platform environment. We are moving towards

more open architecture. We are getting off the mainframes. The 4341 is a very old

technology, which is not flexible. It's very expensive for the maintenance of the software and

the equipment. As we move to the client/server with a more open architecture, we will have

more flexibility and more power for the systems. That's another reason why we are doing a

lot of this upgrading. We need to bring in printers, have network laser printers to share so

everyone can have quality output. We are going to have PCs on everyone's desk or access in

their work area. We are purchasing the equipment for the CASI upgrade in quantities that will

allow us to implement them in an efficient manner. After the shipment is received, all the

equipment is checked out, moved to the user's site, installed, software loaded, connected to

the LAN, and the user walked through an introduction, if necessary. The CASI staff have

been attending noon time training session on Windows, WordPerfect, E-Mail, Harvard

112



Graphics, etc. to prepare for the new environment. Because we only have two staff persons

doing this installation, we are having the items delivered in groups and installing them as they

are received. We are experiencing a good situation with the procurements because the prices

of all this PC equipment keeps coming down, allowing us to buy really good equipment at

very reasonable prices. This pricing will allow us to buy more items for the LAN, such as

boards to provide FA capabilities to send and receive messages at the person's own

workstations, than we may have been able to buy earlier.

Off-The-Shelf Software

We will be using commercial off-the-shelf software to meet some of the requirements to

improve our services and customer support (Viewgraph 4). The RECON replacement system

will be an off-the-shelf product. The ARIN System is supported by an off-the-shelf package

called NOTIS. NOTIS is rewriting and improving their product, making it more platform

independent. Almost 1,000 patrons have been registered now for access to the ARIN system

from their workstations, PCs, or MACs. The NOTIS product was developed for mainframes,

but NOTIS has been rewriting their product in the last couple of years, and they are moving

towards the client server environment. We are now looking into some of their products to

provide more user services such as document delivery. They redesigned or re-engineered their

product to provide additional capabilities to take advantage of the servers and the client user

interfaces which they can build to run under Windows and other software like that. They are

now in the position of lining up customers to test the new software - beta testing. By the end

of 1994, or the beginning of 1995, they are going to have their client/server product available.

So, we are going to be in a position, I hope by that time, to move the ARIN system from the

mainframe to the client/server environment.

RECON/STIMS Replacement

Our replacement for RECON/STIMS should be in the final phase of implementation on the

in-house client/server environment. We are working under that assumption and moving to

finalize the parallel testing environment and data conversion for RECON/STIMS. There will
be a number of servers on this LAN that will have external connection to them for our users,

so they do not go through the internal LAN. Our internal staff will have access to the LAN

and servers for internal processing requirements such as dupe checking of documents and

processing data for inclusion to the databases. The staff will be able to help the users in

ordering information, providing information, responding to users' concerns and questions.
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Password Requirements for Access

We are going to start looking at the ID and password requirements for access. As a

government agency, we have to worry about IDs and passwords to provide access so we can

isolate these products and servers in order to safeguard the data and the operation. We can

open up this a little broader so that maybe you only need an ID for access. We are also

looking at some of our inhouse products and services to improve access.

Rightsizing Project

As far as the rightsizing project is concerned, we are looking at how we are going to move

off the mainframe and improve systems, along with taking advantage of the PCs, clients and

servers. We have already made some decisions inside of CASI to use MS Windows as our

main user interface. We are developing applications to run under Windows. In fact, we have

already started by developing a Help Desk system that runs under MS Windows and was

developed with PC software development tools using an object orientated programming

approach. This will allow objects to be reused from a library for new development

requirements and easier maintenance. The tools were used to develop screens and generate

code so that we didn't have do everything from scratch. We bought products that will allow

us to generate systems - again, commercial off-the-shelf products. We use the object library

and see what's available to extend the existing system or to add additional capabilities.

User Interfaces

We are looking at developing user interfaces to integrate application software. For example,

the software system we end up procuring to replace RECON/STIMS will probably require the

development of interfaces; we don't know exactly what kind of user interface it's going to
have. We hope it's going to have a very nice interface, but since we have to market to a

customer base that has vastly different machines - PCs, with different capabilities and

different levels - we are going to have to be able to develop user interfaces. There are some

good user interfaces that are on PCs now, but to provide flexible interfaces to our user

community for all our services, we are going to have to develop improved ones. The

development tools mentioned before will be used along with off-the-shelf software packages,

changing our development role to one of integrating.

DocuTech

We are moving towards a staff that can understand how these different software packages

need to be put together and integrated to utilize some of the things that we were talking about

earlier, for example, the DocuTech. If the prototype works out, the DocuTech will be hooked

to the LAN at CASI so that our publications group, the people who develop our publications

graphics capability, can send what they created electronically to the DocuTech. The images
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are all saved and the information is created to utilize that capability. When we have the

DocuTech installed, CASI will have a lot more capabilities to test and work with.

Redesign of Mainframe Applications

The mainframe applications will all be redesigned. We talked earlier about replacing the

mainframes. What's really happening there is that, as we get the software in, we see what it

will run on, what it needs to be efficient. That will tell us what kind of hardware we need to

replace the mainframes with. They may not be what you think of as normal IBM mainframes

or Amdahls or one of those kinds of machines; it will probably be a server with a lot of

capability. We are redesigning our systems, and will be integrating the application software.

Network upgrades will support the development in the use of the new retrieval system. The

mainframe replacement will support an improved level of customer service, providing access

to the servers. We will try to build some backup capabilities with equipment for this whole

configuration. We will be able to move to different servers if we have to; we will be able to

move the application to another server while we are taking care of a server that we are having

problems with so that our systems are always up for our user community.

Online Systems Availability

We want to increase the time that our online systems are available to the community; we've

done that with the mainframe in the last year or so. RECON and ARIN are available from 7

a.m. to 12 p.m. eastern time now. This has helped the West Coast out a lot; they would like

to see 24-hour availability so they can come and go when they feel like it. Their researchers

and scientists come in all hours of the day and night. That is what we are doing with the

modernization access upgrade. We are not necessarily talking about bringing in new

backbones and new bandwidth, but we could if that's a requirement. What we are looking to

do is identify the requirements and move towards open systems, creating situations where we

have products and services to help our user community. Our customer is the main concern,

and we want to help that customer become better, quicker, and more efficient in his or her

job as we improve our systems hardware and software.
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N94- 36852

Standards in the Architectural Effort
Howard Markham

STI Architecture Group

You can think of this as the beginning of a brainstorming session because that's probably the

state of the organization of this presentation (Viewgraph 1). Looking at the title of the

presentation, you might say, "What STI architecture? What standards?" Those are both very

big subjects and rll try to address them in a brainstorming fashion, where, in an early stage,

you are looking at both questions from an STI world view. Who is looking at them? Karen

Kaye heads an architecture group, and I am sitting on it along with several people from here.
This is the purpose of the STI architecture group:

- To build a framework for modernization (reinvent the STI Program)
acquisition,

- To provide guidance and direction for STI Program standardization and
integration efforts, and

- To use a reference model--a set of concepts, interfaces, entities, that provides
a basis for specification of standards.

So, I thought I'd try to address these topics, maybe not in that order, as a way to give a

setting for this effort (Viewgraph 2). Since we just started, I am not going to answer the

questions shown here, or even propose any, but outline the issues that we are dealing with. A

lot of these questions are far easier for many of you to answer than they are for me since I
haven't been around STI very much.

What Is the STI Data Processing Architecture?

Here's a quick statement of what I think of when I hear the phrase STI Data Processing

Architecture: it is a set of diagrams and descriptions that characterize the principal functions

and services and the hardware and software components used for the functions (Viewgraph 3).

What Is STI Infrastructure?

A first answer to this question might be "the complex of facilities, equipment, processes, and

staff that operate behind the scenes to provide services to STI users" (Viewgraph 4). I wanted

to show here a few ways of looking at it. From the point of view of a user, STI is merely the
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(virtual) library that has the information that the user wants or needs for his work as a NASA

scientist, or whatever. And that's all he cares about - a place to go and get the information.

However, as depicted in the lower part of the diagram, these issues that ideally axe transparent

to users are the focus of the people who run STI: Where is the data stored? How is it

organized? What technologies are we using? What applications do we have to write to make

it work? What does the user interface look like? All of those questions are immaterial to the

user if there's a good user interface that allows him to specify the kinds of information he

wants. That's really all he cares about - as long as what's behind the interface, namely, the

infrastructure, works in a way that allows him to find the information and retrieve it. Just as

much of the technology should be transparent to users, within STI there is also a level of

technology that is more or less transparent. These days that would be something like

communication networks, computer operating systems. You can generally go out in the

market and buy interoperative pieces and built a pretty complex computing architecture and

network architecture in a fairly straightforward way in the 1990s. But, you still have to write

the applications, and you still have to be concerned with the data organization that does the

delivery to the user of what he wants. That's what I grouped under this heading called

applications. Here in the STI Program, all of these things that we hope are transparent to

users are highly visible and are actually nettlesome issues in most cases.

What is the STI Data Processing Architecture?

Logical View

This is a very simple, graphical depiction of the idea that here is an infrastructure,

conceptually, to a user (Viewgraph 5). To an author who might want to contribute to this

body of information, it is just a catalog which tells him what is in the library; he can access

through these functions. So, when we try to draw a picture of what is the STI architecture, we

might start with something like that and work our way down. I missed a couple of the

architecture group meetings, but I believe they have made some attempts to draw more

detailed pictures. We have that conceptual vision picture that was shown earlier today, about

what is the STI future, and in the back of the upgrade infrastructure document there is a

detailed wiring guide of the computer installation at CASI. What we need is something in

between those pictures, something deeper than this that also identifies the functional

components.

Question: can authors be users?

Answer: Authors are also users, most of the time.

Example of Technical View

I have been assisting the ALM program at NASA Headquarters, where they design the

business applications that are used NASA-wide in managing their computing architecture.

This is a picture we currently draw of what it would look like (Viewgraph 6). Today it's still
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IBM host, 3270 terminal access. They are about to start buying servers and workstations and

client-server software products. Ultimately, the architecture discussion has started looking

something like this, where you show the key layers, the systems software, the application

software in the various kinds of platforms that you have wired together to build your

computing architecture. I don't want to step through that; it just shows the layers of

communication that connect the pieces of a distributed application. So far, standardization has

not gotten to the point where we can just buy entire packages of this off-the-shelf together.

We have to be careful which products we choose in each category. So, that's a little bit about

architecture. The STI Architecture group is meeting biweekly and is trying to describe the STI

architecture in a way that is useful for managing future upgrades, buying products, that kind

of thing. When we will finish, Karen knows; I'm not sure I do.

Role of Standards in an Architecture

A few words about the role of standards (Viewgraph 7). I'll mention the NIST application

portability profile for an open systems environment in a couple of minutes. You will see there

that the focus of the standards that the industry likes to discuss and, to some degree,

implement, is on interfaces between components; for example, a POSIX-compliant operating

system has a certain specified form for calling the functions of the operating system. It's the

calling interface from the application program that is standardized, but the vendor decides

precisely how he is going to implement it. Every vendor's operating system that supplies a

POSIX interface is different, even if it's a UNIX operating system. Every vendor's UNIX

operating system is implemented in a different way; the operating system itself is a

proprietary product. But to the extent that the POSIX interface exists on the product, and to

the extent that POSIX is a standard, then if I write an application that does only POSIX calls

to the operating system, it should run on any of those vendors' POSix-compliant operating

systems products. That's one example of the idea that it's the interface; if you get the

interfaces to mesh, you don't really care how the engine works inside the black box - as long

as it gives the performance you want.

Scalability and Interchangeability

Having standard interfaces promotes these kinds of things that most people have heard about

for several years - scalability and interchangeability. So, if I have a server that has 20

Specint92 units of power and I want to have a server rated at 40 Specint92 and the server is a

POSIX server that talks to the networks, then all I have to do is replace the 20 Specint92

server with the 40 Specint92 server. That larger one may be from a different vendor; it may

have a lot of other different features, but as long as it has those standard interfaces you can

just unplug one and plug in the other. It gives you scalability; it allows you to operate the

technology in the similar way. It should be more economical; you have vendors competing to

provide the same set of services in a standard fashion, with a standard appearance. If there is

somebody that wants to commercialize a product for his own business interest, then the fact
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that there is a standard market out there makes it a more attractive kind of market to enter - a

bigger market having a set of standards that you could lean on can then be used to guide

procurements.

Architecture vs Standards

The application people have to know what the environment is for which their application is

being built (Viewgraphs 8 and 9). The architecture is a description of the system environment.

One way of describing an information system architecture is to talk about three components:

data architecture, application architecture, and what some people called technical architecture,

which is the hardware and the system software. It may be useful to draw pictures of each of

those areas for STI in the architecture group.

Need for STI Standards for Inherently Diverse Environment and the

Need for STI Standards for Modernization of Technology

These two charts summarize aspects of the NASA STI environment that seem to emphasize

the potential value of standards (Viewgraphs 10 and 11). One highlights the inherent diversity

of the environment, to include points of origin and use that span disciplines and national

boundaries, and a wide range of relevant technologies. The second draws attention to the

modemization of technology that is now becoming possible, as is reflected in the recent STI

Infrastructure Upgrade Plan.

NASA STI Standards Proposal - Principals

The only item that is new here is the idea that in STI it would be beneficial in the future to

have a standards program that is formally recognized as such and identifies people who are

responsible for certain areas of standards, certain processes by which the standards might get

changed (Viewgraph 12). Certainly, the ERB would be part of the standards superstructure

because they would presumably apply the standards guidance for STI in evaluating the

various proposals that come before them.

Focus on Interfaces

Viewgraph 12 re-emphasizes the idea that the focus is on interfaces. This is the reason that

standards take so long to develop. A standard is essentially an agreement, and if it's of any

use, it's an agreement of a lot of people about how to do something. It's important to get that

participation, and it's important to go through the consensus building process. It takes time

but, in the end, we will get a lot of gain from it. The standards within CASI will be easier to

manage than the standards that you are going to agree to with external partners.

124



Local Standards

I have heard mention of several instances where you do have internal standards in STI or

CASI. I think Roland mentioned they are mainly using Windows to build interfaces into

products within their architecture at CASI, and that's a standard. That excludes certain other

kinds of things. It is advisable to set standards within an organization. You might also say for

now we are only going to support TCP/IP communications. Anyway, that's the idea there.

Local standards should be created where needed. You need them if there is potential for

diversity that would get you into trouble. If that potential exists, then it's probably advisable

to agree on some standard approach. It may not be an international/national industry or

anybody else standard; it's your standard. As a more elaborate example, for ten years in the

AIM program in NASA, the standard has been IBM mainframes running proprietary IBM

system software and proprietary Software AG database products. That is the standard. If you

are in the Ames Research Center and you want to run applications that are built by the AIM

Program, you to have to buy IBM compatible equipment and proprietary Software AG

database products. That was a legitimate standard at the time it was chosen (1984) because

there was no such thing as international or national standards that would cover all of the

kinds of connectivity they had to be able to assure.

STI Standards Proposal - Scope

The standards apply at many levels (Viewgraphs 13 through 16). At the machinery and

electronics level, we don't worry about that much anymore because that's been sorted out in

the past 20 years in the computing industry, and the standard plug configurations, and

standard electrical characteristics, all of that has been pretty well dealt with. This is a big one
for STI - storage formats for all kinds of media and information. The communication

protocols, the software at the software level above the machinery and electronics level are

still issues. User access is an issue and the way you construct queries, the way you format,

the way you build interface screens - all those things are areas that need to be addressed.

The Library Function

This might be a newer idea and it may not actually be appropriate; it needs to be worked out.

The idea of the STI function, or the library function, is of interest to many different levels

within the organization, down to the project level. I'm sure it happens within each NASA

scientific research project: the project has certain interests in information and they want to

share it with the project members. It would be nice if there were some standard, automated

way to build that local library and, as papers are written within that arena, within that project,

they could be fed back into the wider repository. There would be some easy way to just say,

"Okay, this paper is ready to be sent to CASI" or wherever. Within a project, a person might

have a subset of topics that have been listed and access it. That would be a nice system.
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What about the source of standards? How do you know when you have sufficiently specified

a set of standards? This is one criterion: the standards need to be complete enough to insure

that all NASA STI functions have been included.

NIST APP Services

The Federal Government has published the application portability profile; they issued the

second edition in May 1993 (Viewgraph 17). It has to do with application portability, or at

least that's the way they originally began thinking about it. They said an application would be

portable if it has standard ways of accessing the operating system, the human computer

interface, (let's skip software engineering for a moment) the data that it wants to access and

manage, the way it interchanges data with external agents, the way it manages graphics, and

the way it interfaces with the network. So, they have specified in the application portability

profile a set of recommended standards for Government agencies to consider when they are

preparing to buy computer or data communications equipment. In addition to these areas, the

topic of software engineering has to do with the tools for developing applications. It's not

really quite the same kind of animal as these other six are, but they are looking at standards

that would guide the buying of CASI products and repositories.

Security Functions and System Management Functions

Then there are two areas that span all of these, namely, security functions and system

management functions. System management is a very important subject when you decide to

distribute your architecture and start to have multiple servers and hundreds of workstations,

all of them general purpose computers to start with that have various mixtures of software on

them. You want to keep that software safe to some degree; automated management methods

are needed.

OSE Reference Model

Some of you may have seen this - an open systems environment reference model (Viewgraph

18). This comes out of the IEEE, and NIST uses it as an overall picture of these service areas

that I just mentioned. But the idea is that this is your platform; you decide what you want this

thing to be. Up here are your applications, which are software which you have written or

bought off-the-shelf, but they are top-layer software. They operate on this platform and they

acquire support from the platform in the form of operating services, network, data

management, human computer interfaces and things like that. So, the standards that NIST

recommends are interface standards between the application and the application platform.

That is one segment. The other area is between the application platform and the external

environment. As it happens, a lot of the same services are needed to communicate with the

outside environment. There are 35 standards in the current version of the application

portability profile, some of them conflicting. You would never use all of them; it's up to a
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user to decide which ones he is going to use. Some of them don't have any products available

today, so you wouldn't use them, but at least it's a direction. They update this things every

year and a half or so.

Long Term Effects of Standards

We can already see the long term effect of earlier standards in 1993 if we look back to 1980s

or 1970s. At one time, application developers had to build a lot of this function by hand into

their own applications. Communications: definitely the user interface; menu managers; screen

managers; database management functions; all of these things used to be built by every

application developer. Or, if you were a smart shop, there might be a library that somebody

had built so that you could call from that library. It was being done everywhere. There were

computers, but you couldn't go out and buy a DBMS off-the-shelf. The communications

industry had not agreed on what the protocols were. Today, all of that is settled and we are

here. We still have to worry about different operating systems, different network protocols,

different DBMS. The DBMS all support SQL, but SQL isn't a strong enough standard yet.

Technology Advance

Some of the ideas we are going come to grips with in the STI architecture effort are a

description of the STI architecture and an outline of what an STI standards program might

look like and how the standards would fit into the architecture. I might just mention, although

it's obvious: the kinds of technology advance we see happening now are going to keep

happening during the modernization period of five years. How useful will it be to have

something like an architecture, a set of standard guidelines? Obviously, there is some

consensus among you on what it is already, but it's sort of in people's heads. It has been

sufficient to get you this far. Maybe this business of formalizing it a bit will streamline future
efforts.
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