
NASA Conferewe PubMc&m 3281 

Third International 
Symposium on Space 

Mission Operatiam and 
Ground Data Systems 

PACE 

( N A S A - C P - 3 2 0 1 - P t - 1 )  T H I R D  
I N T E R N A T I O P d A C  SYHPLlSIUM ON SPACE 
MISSIOh O P L 2 A T I C N S  ANC GROUNC D A T A  
S Y S T E M S ,  P A R T  1 (h4SA.  Goddara - Space F l  i q h t  C e n t e r )  6 6 6  p 



NASA Conference Publication 3281 

Third International 
Symposium on Space 

Mission Operations and 
Ground Data Systems 

Part 1 

Edited by 
James L. Rash 

NASA Goddard Space Flight Center 
Greenbelt, Maryland 

Proceedings of a conference held at 
Greenbelt Mamott Hotel 

Greenbelt, Maryland, USA 
November 15- 18, 1994 

National Aeronautics 
and Space Administration 

Goddard Space Flight Center 
Greenbelt, Maryland 20771 



This publication is available from the NASA Center for Aerospace Information, 1 
800 Elkridge Landing Road, Linthicum Heights, MD 2 1090-2934, (301) 62 1-0390. 



EXECUTIVE: SUMMAPLY 

The Thir d International Symposium on Space Mission Operations and 
Ground Data Systems (SpaceOps 94) is being ;,Ad November 14-18, 1994, in 
Greenbelt Maryland, USA, and is hosted by the NASA Goddard Space Flight 
Center. More than 400 people from nine countries are attending. This 
symposium follows the Second International Sjmposium that was hosted by the 
Jet Propulsion Laboratory in Pasadena, California, during November 1992. The 
First International Symposium on Ground Datz Systems for Spacecraft Control, 
conducted in June 1990, was sponsored by the European Space Agency and the 
European Space Operations Cenire. 

The theme of this Third International Symposium is "Opportunities in 
ground data s stems for high efficiency operations of space missions". 
Accordingly, ihe Symposium features more than 150 oral presentations in five 
technical tracks: 

Mission hlianagement 

Operations 

@ Data Management 

Systems Engineering 

Systems Developmen t 

These five tracks are subdivided into over 50 sessions, each containing three 
presentations. The presentations focus on improvements in the efficiency, 
effectiveness, productivity, and quality of data acquisition, ground systems, and 
mission operations. New technology, techniques, methods, and human systems are 
discussed. Accomplishments are also reported in the application of information 
systems to improve data retrieval, reporting, and archiving; the management of 
human factors; the use of telescience and teleoperations; and the design and 
implementation of logistics support for mission operations. 



FOREWORD 
We welcome you to SpaceOps 94! The Goddard Space Flight Center is pleased 

to host and sponsor our biennial symposium this year. We intend to maintain the 
same high standards set by our predecessors--the Je t  Propulsion Laboratory in 1992, 
and the European Space Agency with the European Space Operations Centre in 1990. 

Like other participating organizations, we benefit from the ~ha red  knowledge 
and combined experiences that are topics of discussion a t  the SpaceOps 94 
symposium. Best of all, we benefit from seeing each other face-to-face and having 
the opportunity to discuss in person technical issues of mutual, often compelling 
interest. 

The large number of papers submitted to the SpaceOps 94 committee for 
acceptance and the projected attendance of over 400 of our colleagues should mean 
we are in for ancther splendid symposium this year. We believe these numbers 
mean that bienniai meetings of our international space mission operations 
community are needed and are viewed as  productive. 

During the four days of our Symposium, more than 400 people from nine 
countries will hear more than 150 papers presented, as well as keynote, plenary, and 
panel talks by individuals from throughout the world. The papers in this 
proceedings document describe a wide range of ideas and experiences in our field 
that are developed from the perspectives of international space programs and their 
supporting industries. 

Our review of the papers indicates that future space mission operations will be 
strongly influenced by the following kinds of challenges and objectives: 

Empowering operators to perform a t  higher intellectual levels by the 
increased use of artificial intelligence 
Standardizing protocols, formats, databases, and operations to enable 
simultaneous and economical support of multiple missions 
Dealing with the science data avalanche 
Converting yesterday's and today's mission experiences into the "corporate 
knowledge" databases of 'tomorrow i 

Sharing national resources in cooperative space ventures. 
h 

We wish ym a rewarding week. We also wish for, and look forward to, greater 
interaction between our people and our countries--not just a t  our symposia, but in ? 
our everyday working world as we learn to achieve increasingly successful and 

I ~roductive space mission programs. 

Dale L. Fahnestock 
General Chair 

&'?ddu& Donald D. Wilson 

Executive Committee Chair 



PREFACE 
I would like to acknowledge the fine sapport of Laura Capella, Todd Del 

Priore, and April Johnson in the preparation of the manuscript for this document, 
which included entering data and creating FileMaker Pro scripts on the Macintosh 
computer to produce the the table of contents and author index. 

If you have Internet access, I invite you to navigate to the NASA "Hot Topics" 
page using URL address http://hypatia.gsfc.nasa.gov/NASAAhomepage.html. 
Possibly, using this path, you already may have accessed the Wc . 5 = 3  Wide Web 
information pages on SpaceOps 94, and we solicit your comments on what you find 
there. It is reasonable to assume that the call for papers and other information on 
the next SpaceOps (in 1996) will be similarly accessible a few months in advance. 
Please inform potentially interested colleagues regarding tbis information resource. 

[ a m e s  L. Rash/NASA/GSFC 
Editor 
Publications Committee Chair 
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TELECOMMUNICATIONS END-TO-END SYSTEMS 

MONITORING ON TOPEXIPOSEIDON: TOOLS AND TECHNIQUES r- 
Bruno J. Calanche 
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California Institute or' Technology 

Pasadena, California, USA 

ABSTRACT 

The TOPEXIPoseidon Project Satellite 
Performance Analysis Team's (SPAT, roles and 
responsibilities have grown to inc!ude functions 
that are typically performed by other teams on 
JPL Flight Projects. In particular, SPAT 
Telecommunication's role has expanded 
beyond the nominal f~nction of monitoring, 
assessing, characterizing, and trending the 
spacecraft (SIC) RFlTelecom subsystem to one 
of End-to-End Information Systems (EEIS) 
monitoring. This has been accomplished by 
taking advantage of the spacecraft and ground 
data system structures and protocols. 

By processing both the received spacecraft 
telemetry minor frame ground generated CRC 
flags and NASCOM block poly error flags, bit 
error rates (BER) for each link segment can be 
determined. This provides the capability to 
characterize the separate link segments, 
determine science data recovery, and perform 
fault/anomaly detection and isolation. By 
monitoring and managing the links, TOPEX has 
successfullv recovered -99.9% of the science 
data with i n  integrity (BER) of better than 
1 x lo-! 

This paper presents the algorithms used to 
process the above flags and the techniques used 
for EEIS monitoring. 

Key words: Telecom OPS, Link Monitoring 
and Management, End-to-End Information 
Systems (EEIS) Monitoring, Data Recovery and 
Integrity. 

1. INTRODUCTION 

TOPEXIPoseidon was launched on Monday, 
August 10, 1992 as a joint US/French venture. 
Its mission is to map the ocean surface using 
radar altimetry. The measurement is so 
accurate that even at an altitude of 1336 km 

(830 mi), i t  can d~ tec t  height changes in the 
ocean surface as small as 5.0 cm. Two primary 
precision orbit determination (POD) systems are 
used - laser and doppler shift (French Doris 
System). Both are limited i n  coverage because 
they are land based. A third method for POD 
utilizes an experimental global positioning 
system (GPS) receiver and offers the potential 
for higher accuracy. 

In order to take full advantage of the science 
information obtainable and to provide it with a 
high integrity for science data processing, a 
program was implemented by SPAT Telecorn 
Operations to perfwm End-to-End Information 
Systems (EEIS) monitoring. The program takes 
fu l l  advantage of the data structures and 
protocols used during data transfer - i.e. TOPEX 
to White Sands (WSGT) via TDRS and WSGT 
to JPL Project Operations Control Center 
(POCC) via NASCOM; and, provides Telecom 
Ops with an end-to-end view of data recovery. 

2. EEIS MONITORING CONCEPT 

The end-to-end telemetry and science recovery 
monitoricg is inherent inland an offshoot of the 
telemetry data structure used on TOPEX and the 
NASCOM block packaging and design. On 
TOPEX, the science and telemetry data is 
packaged in minor frames (MMS data structure 
- this predates CCSDS standards for telemetry 
packaging). All engineering and science 
telemetry minor frame data is packaged with a 
16 bit CRC control word (See Figure 2.1) and 
convolutional.l y encoded (R= 112, K=7). The 
C.E. data modulates (QPSK) a carrier and is 
transmitted to White Sands (WSGT) via 
TDRSS. On the Q-Channel (recorder playback 
mode) the C.E.  data is  a l so  
interleaved prior to modulation. At WSGT, 
demodulation and Viterbi dccoding utilizing 
soft detection occurs. The Q-Channel C.E. data 
is also de-interleaved prior to decoding. The 
recovered minor frame data plus frame error 



control word is packaged in NASCOM blocks 
(-4.5 minor fmmes per block) with a 22 bit poly 
error check and is transmitted to JPL. At JPL's 
TOPEXIPoseidon Project Operetions Contro! 
Ccnter (POCC), the NASCOM Front End 
Processor (NFEP) receives the NASCOM 
block, deblocks the minor frames and generates 
the minor frame and NASCOM block CRC 
flags. All minor frames from an error detected 
NASCOM block are tagged with an NASCOM 
block error flae. The TOPEX data 

By processing the receive~t spacecraft minor 
frame ground gtilerated CRC flags and the 
minor frame NASCOM block poly error flags 
(See Figure 2 ;), the following can be 
determined: 

1) Actual TOPEX-to-WSGT via TDRS 
return link RZR performance - used for link 
calibration, margin determination, an ' 
assessment/impact of non link budget (non 
RF) losses 
2) NASCOM link BER performance - uzed 
for link assessment, fault/anomaly detection 
and isolation, and link management 

; and, perfonned 

transmission/re~o&~ scheme is depicted in 
Figure 2.2. 

OBC ENGINEER- 
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3) End-to-End Systems (EEIS) monitoring 
4) Tape recorder characterization 
5) Science recover;. assessment 
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Figure 2.1. TOPEX Telemetry Stream-Major 

Frame Structure 

End-to-End Telemetry and Scieiw Data 
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metrics are available.. One is the percentage of 
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data recovered and the o:her is the integrity of 
the data recovered - i.e., the BER. The 
calculation of tht BER is based on the CRC 
flags.' The retura link BER is calculated from 
the received mino: frame files as: 

(3.1) FUL BER = 
# of frame CRC errors 

(# of minor frames) (Bits/Minor frame) 

where the bits/niinor frame -: 1024 

The NASCOM BER is also cikulated from the 
minor frmes files as: 

(3.2) NASCOM BER = 
# of blocks with CRC error 
(# of blocks) (bits h c k )  

where bitsblock = 4800; and, 

# of blocks :- 
[(# of minor framesjl(minor frames/block)j 

The # of blocks with CRC errors (estimate) is 
given as: 

(3.3) # of blocks with CRC = 
error (estimate) 

(# of minor frames with block CRC flagset) 
(minor frameslbloch' 

and, the mirrol ;rarnes/block = 462411024 (-4.5). 

A minor frame file includes all the minor 
frames received during a scheduled TDRS 
event. TOPEX schedules TDRS events based 
on pass type. The pass types used on the 
TOPEX Project are given in Table 3.0. Three 
types of minor frame files are processed - the 
16 kbps RR files, the MRO files, and the PBK 
(512 kbps) frame files. The MRO (Memory 
ReiidOut) data from the On Board Computer 
(OBC) is not packaged with the SIC generated 
16 bit CRC control word. 

%r the determination of # of minor frames, # of 
rrame CRC er ors, and # of minor frames with 
block CRC Fagset used in equations 3.1, 3.2 
and 3.3, an integration time of 2 minutes is 
used. The results of equation 3.1 are labeled as 
RLPBKBER - for the Q-Channel PBK-SA data 
and RLR16BER - for the 16 kbps I or 

Q-Ch~mel R/T Telemetry (TLM) data. The 
results of equation 3.2 are labeled NSPBKBER 
- for the PBK-SA Q-Channel data returned to 
JPL via NASCOM links and NSR16 BER - for 
the 16 kbps RA' Telemetry return to JPL via the 
NASCOM links. 

Table 3.0 TOPEX Return Link Events 
(Pass Types) 

Pass Type Channel/Data Rate OPS Mode 

LOAD-MRO-SA I-ChmneU16 kbps Telemetry R/T Eng. TLM 
Q-Cha~eM2 kbps OBC h a *  Memory Readout 

MOKITOK-MA Q-Cha~el l l6  kbps Telanetry IW Eng. n M  
I-Channclll6 kbps Telemetry Na Rdumed 

to JPL 

*Not packaged with the SK generated 16 bit CXC cudrol word 

4.0 APPLICATION: END-TO-END LINK 
MONITORING 

Typical LOAD-MRO-SA I-Channel 16 kbps 
performance is given in Figure 4.1 The 
LOAD-MRO-SA pass was scheduled via 
TDRS -East on day 1994- 187 from 20:35:00 to 
21: l5:OO. The NASCOM BER shows no 
NASCOM hits and the return link 16 kbps 
I-Channel shows BER performance of 2.64 x 

Errors occur at the start of the pass. This 
is typical. Occasionally, the RF link shows 
error free performance; and, the performance is 
not TDRS dependent - i.e. East or West. 
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Figure 4.1. Typical LOAD-MRO-SA 
Performance (Day 1994- 187) 



A MONITOR-MA pass, Q-Channel 16 kbps 
return is given in Figure 4.2. This pass occurred 
on day 1993-191 from 00:17:00 to 00:57:00. 
This pass shows random RF bit hits (not 
NASCOM induced). The BER performance 
was -5.2 x lo-*. 

Tape recorder playback characteristics and 
science recovery performance is given in 
section5 4.1 and 4.4, respectively. Playback rate 
is at 512 kbps and takes -15 minutes (8 hours 
worth of recorded data). 

The technique clearly isolates errors to the 
NASCOM links - fault/anomaly detection and 
isolation. 

ffl 1 M R/T BER DERNED FROM MINOR FRAME FILES vs. TlME 

RF HITS 

4.1 APPLICATION: TAPE RECORDER 
PERFORMANCE CHARACTERIZATION 

u i .  . I=$  
W27.W 191QO.37.W 191/00.47.W 191100:57:W 

TlME 
TOPEXIPoseidon operates with three tape 
recorders. These are designated as A, B, and C. 
Each records science and engineering data for 
-eight hours a day. Three PBK-SA passes are 
scheduled daily for TOPFX to WSGT via 
TDRS playback, and subsequent transmission to 
t h t  JPL POCC via the NASCOM links. Tape 
recording begins ~i the beginning of tape (BOT) 
and playback is icversed, bringing the tape back 
to BOT for subsequent recording. 

NASCOM 16bf WT BER DERNED FROM MINOR FRAME FILES vs TlME 
1 " '  

0.6 "'4 
191100.17Wl 191M0.27QO 1911UO.3700 191100.47.W 1911W:5700 

TlME 
NASCOM LNK IS ERROR FREE. RF HIT ISOLATFD 

Figure 4.2. MONITOR-MA Pass (1993- 191) 
Showing RF Bit Errors 

Because of the tape recording and playback 
operations; and, due the fact that the SIC 
generated minor frame data (including the 16 
bit CRC word) are recorded, the tape recorders 
can be characterized and tape media errors can 
be isolated. Figure 4.4 shows typical tape 
recorder (TIR) - C performance. This TIR-C 
playback occurred on day 1994-185 during a 
PBK-SA pass scheduled from 02:13:00 to 
02:38:00. Errors and/or data gaps occur in the 
tape "soft spot" on -98% of the playbacks. On 
occasion (-2%) TIR-C displays error free 

A PBK-SA pass showing NASCOM bit errors 
coupling on to the received minor frame data is 
given in Figure 4.3 Thls pass occurred on day 
1994-166 and was scheduled from 18:Og:OO to 
18:34:00 via TDRS-East. The pas; was 
scheduled for playback of tape recorder B. 
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165/02:13:00 185a2.19 15 185m2.25:30 185/02:3'.45 185@2:38:W 
TlME Figure 4.3. NASCOM Link Errors Coupling 

Onto the Received Playback Minor Frames 
(Tape Recorder B Playback) Figure 4.4. Tape Recorder C BER signature 



performance. On -39% of the passes, I'm-C 
shows errors in this region (TIR-C soft spot). 
On the other -59% of the passes, minor frame 
data gaps occur (4 to 8 minor frames). 

Figure 4.4 is known as the TIR-C BER 
signature. Tape recorder-A's BER signature is 
given in Figure: 4.5. Tape recorder-A has one 
soft spot and errors occur in that region on -7% 
of the passes. Tape recorder-B has four soft 
spots - designated as 1, 2, 3, and 4. Errors 
occur as follows in thost: regions: 

1 - 61 % of the passes 
2 - 2.9% of t t x  passes 
3 - 59% of the passes 
4 - 56% of the passes 

For regions 1, 3, and 4 data gaps occur -39%. 
411, and 44% oi the passes, respectively. The 
data gaps range from 4 to 8 minor frames. Tape 
Recorder B has multiple BER signatures, one is 
presented in Figure 4.6. 
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Figure 4.5. Tape Recorder A BER Signature 

The overall tape recorder performance based on 
the PBK-SA return link (RIL) BER is given in 
Table 4.1. The data was taken from 1993-081 
to 1993-339. 

Table 4.1 Tape Recorder Performance 
Based on PBK-SA R/L BER 

T a p  Days Days Days Days 
Rcdr 081 to 113 114 to 164 1 6 5 m 2 4 8  24910339 - -- 

A 1.2 x 1 0 ' ' ~  1.9 x I ~ ' '  1 .55 x 10 .lo 2.5 x 10"O 

C 6.45 x 1 0 . ' ~  1.16 x 1.24 x 1 0 ' ~  1 . 0 ~  1 0 ' ~  

B 7.16 x 10" 6.27 x loa9 6.32 x loe9 5.83 X 1v9 

Tape recorder performance has remained stable 
(shown no degradatioi.). 

W PLAYBACK 9ER DERIVED FROM MINOR FRAME FILES us. TIME 
,.o,loak . . . , . . . 1 . . . 1 . . . q 8 

I ,. 

TlME 
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15W1 R2S:M 15W1791:15 lSY17.37:Xl 1SW1 793.6  1SM 7:SO.OO 

TIME 
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Figure 4.6. One of Many Tape Recorder B 
Signatures (All Soft Spots Are Shown) 

4.2 APPLICATION : NASCOM LINK 
PERFORMANCE DETERMINATION 

Using the NASCOM playback BER data 
(NSPBKBER), NASCOM link performance 
during the PBK-SA passes was analyzed early 
during TOPEX's project (1993-093 to -339). 
The results are summarized in Table 4.2. The 
NASCOM configuration being used is 
designated. 

Table 4.2 NASCOM Return Link BER 
Performance (PBK-SA 5 12 kbps Playback) 

NASCOM Total 
Days - Configuration R EK - Passes 

093 to 189 766 kbps 9.14 x 286 
190 to 227 536 kbps 3.19 x 10" 112 
228 to 248 544 kbps 5.71 x 1 0 . ' ~  63 
249 to 339 544 kbps 2.5 x 10'~ 266 

Using the NASCOM return l ink BER data 
(NSRi6BER) for the 16 kbps real time 
telemetry, the NASCOM link perfomance was 
determined for days 1993- 3 79 to 234. The 
results are given i n  Table 4.3. 

Table 4.3 NASCOM Return Link Performance 
(1 6 kbps Real Time Telemetry) 

Passrypc Channel BER Total Passes - 
PBK-SA I 3.47 lo-9 158 
LOAD-MRO-SA I 1.69 x 1 0 ' ~  62 
LOAD-MREMA I 2.93 x 1 0 ' ~  69 
MONITOR-MA Q 4.4 624 



The NASCOM links are monitored by TOPEX 
and NASCOM is informed of link performance. 
Based on this monitoring, TOPEX requested a 
link configuration change from 536 kbps to 544 
kbps for the tape recorder playbacks. 

4.3 APPLICATION: TOPEX T O  WSGT 
R E T U R N  L I N K  P E R F O R M A N C E  
DETERMINATION 

By accounting for NASCOM link performmce 
and tape recorder performance, the actual 
TOPEX to WGST via TDRS link performance 
was determined. Passes where NASCOM link 
performance could not be decoupled from the 
TOPEX to WGST RF link were omitted from 
the analysis - but included in Section 4.2 
analysis. The observed TOPEX to WGST via 
TDRS performance is given in Table 4.4. 

Table 4.4 TOPEX to WSGT via TnRS 
Return Link Performance 

Margin 

BER PasstypJChannel - . d u a l 1  Expeacd Pasrcs -- - - 
LOAD-MRO-SA 4.72 x 10" 1.6 dC 13.4 dB 61 
(I-Channel) 

LOAD-MRO-MA 1.06 x 10-8 2.0dB 9.3 dl3 65 
(I-Channel) 

MONITOR-MA 2.95 x IO-lo 2.7dB 9.3 dB 572 
{Q-&M~)  

PBK-SA 
I-Channel 8.09 x 1.5 dB 13.4 dl3 153 
Q-Channel 4.53 x 10.11 3.1 dB 5.3 dB 536 

'Based on Ebmo = 4.5 dB for V w r b ~  dewding (soft d c ~ c c ~ ~ o n )  
* ~ a s e d  on link budgets 

The difference in the actual and expected 
performance can be explained by non-RF losses 
- i.e. phase noise, AMIPM, synchronization 
losses, etc. at WSGT. Based on the fcrmalism 
presented in Reference 2, WSGT appears to 
have a performance and error floor for 
I-Channel performance (PN code "on") at 
-1 x 10 -8, a performance and error floor for 
Q-Channel performance (PN code "on") at 
-1 x 10 -I0; and, a performance and error floor 
for Q-Channel performance (PN code "off") at 
-1 x Based on the above, during the 
LOAD-MRO-SA/MA and PBK-SA I-Channel 
16 kbps telemetry returns, WSGT displays the 
performance of a marginal system (Ref. 2 
formalism). During the MONITOR-MA 
Q-Channel return passes, WSGT displays 

performance of a better than marginal system. 
During the PBK-SA Q-Channel 512 kbps 
playback, WSGT displays perr7mance closer 
to a "well-equalized practical system" (Ref. 2 
fom~alism). 

4.4 APPLICATION: PLAYBACK 
(SCIENCE RECOVERY) PERFORMANCE 

The TOPEX overall playback performance 
(accounting for tape recorder performance, 
TOPEX to WSGT via TDRS link performance 
and NASCOM performance) is given in Table 
4.5. This is based on days 1993-081 to -339 
data. 

Table 4.5 TOPEX Overall Playback 
(Science Recovery) Performance 

Link Element BER (Avenge) Comments 

Tape recorders 3.0 x 10 '~  Limited by T/R-B 
Performance 

PBK-SA Link Performance 4.54 x I@" Limited by WSCT 
UOPEX to WSGT via TDKSS) Equipment 

NASCOM Link 6.24 x IP9 Limited by TDMA 
Configuration 

Overall Performance P!ayback -9 a l o 9  Limited by NASCOM 
Performance 

4.5 APPLICATION: STGT VERSUS 
WSGT PERFORMANCE 

The second TDRS Ground Terminal (STGT) 
will replace the White Sands Ground Terminal 
(WSGT) by the end of this year - 1994. 
TOPEX has performed limited tests using the 
STGT and TDRS-S(E). These tests included 
PBK-SA passes -- scheduled for days 1994-045, 
-059, -087, and -095 and modified MON-MA 
(I-Channel data returned) tests - scheduled for 

days 1904-043, -057, -080, -084, -089, -095, 
-097 and -108. STGT BER results are given 
in Table 4.6 and are comp~..ed to WSGT 
performance. 

Table 4.6 STGT vs WSGT Performance 

BER Performance 
Passlypc/Channcl STGT W SGT 

PBK-SNQ 3.33 x 1 0 . ~  4.53 x 10'" 
PBA-SA/I 1 . 0 6  x 8.09 x 
MONITOR-MAD 9.19 x 1.06 x 

* Based on LOAD-MRO-MA performance 



B-ised on the limited STGT tests, STGT 
displays the performance of a vxginal system 
(Ref. 2 formalism) with a perfoM~ance and error 
floor at - 1 x 10 -* . Playback performance 
(PBK-SA Q-Channel) for STGT appears to be 
substantially walse than WSGT's performance. 
The original STGT results are documented in 
Reference 3. 

5.0 CONCLUSION 

Jacques Cousteau stated4 that "remote sensing, 
backed by telemetry, is undoubtedly one of the 
fastest developing, as well as m e  of the most 
promising technologies or our times...". By 
-taking advantage of spacecraft telemetry and 
ground data system structures and protocols, 
TOPEXtPoseidcn has successfully implemented 
an end-to .end information systems (EEIS) 
inonitor ing prograrn that allows the project 
scientist to take full advantage of the radar 
altimetry md POD data obtained. 
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ABSTRACT 

The ESA communication network for decentralized remote telesccience during the Spacelab 
mission IML-2, called Interconnection Ground Subnetwork (IGS), provided data, voice 
conferencing, video distribution/conferencing and high rate data services to 5 remote user 
centers in Europe. The combination of services allowed the experimenters to interact with their 
experiments as they would normally do from the Payload Operations Control Center (POCC) at 
MSFC. In addition, to enhance their science results, they were able to make use of reference 
facilities and computing resources in their home laboratory, which typically are not available in 
the POCC. Characteristics of the Ih'lL-2 communications implementation were the adaptation to 
the different user needs based on moduiar service capabilities of IGS and the cost optimization 
for the connectivity. This was achieved by using a combination of traditional leased lines, 
satellite based VSAT connectivity and N-ISDN according to the simulation and mission 
schedule for each remote site. The central management system of IGS allows to minimize the 
staffing and the involvement of communications personnel at the remote sites. The successful 
operation of IGS for IML-2 as s precursor network for the Columbus Orbital Facility (COF) has 
proven the concep4 for communications to support 'the operation of the COF decentralized 
scenario. 

1. INTRODUCTION 
,. 

For the Columbus Orbital Facility (COF) as part of the International Space Station a distributed 
. .. European ground segment has been defined. A dedicated network, the Interconnection Ground 
? $ * Subnetwork (IGS) of ESNESOC, is in development to provide the necessary communication 
:;* services to connect the scientists in their remote centers with their experiments in space. In the 
. . e  

.$ preparation phases a number of space missions are supported in ~olurnbus-like pre-cursor 
fi  scenarios to provide proof of concept fo_r the anticipated tele-scienceltele-operations 
I 7 

infrastructure. 
: 3. 

In April 1993 ATLAS-2, a Spacelab mission, was launched for which IGS provided the 
communications support to perform remote operations of the two European payloads from the 
Principal Investigators (PI) site in Brussels. These services included data exchange, voice and 
video conferencing. For the first time an experimenter, who remained in his home base, 

:> exercised full co.ltrol over his experiment aboard Spacelab. AAer this successful demonstration 
0 



in July 1994 five European remote user centers participated in a remote experiment operations 
scenario in the international Spacelab mission IML-2 in which they were able to monitor and 
adjust their experiments by commands directly fiom their home bases. This scenario was again 
based on IGS. The approved remote operations sites in Europe were: CADMOS in Toulouse 
(France), DUC in Amsterdam (the Netherlands), MARS in Naples (Italy), MUSC in Cologne 
(Germany), SROC in Brussels (Belgium). 

IGS communications uses the Marshall Space Flight Center (MSFC) in Huntsville, Alabama as 
the relay center to the shuttle and provides the scientists live access to activities aboard the 
Spacelab in form of video, voice and data transmissions. From MSFC the data are send to 
ESAIESOC in Darmstadt by undersea cable, where the IGS central node and the network 
management is located. From here the data was routed to the European sites of IML-2. 

2. COMMUNICATIONS SCENARIO FOR IML-2 

The communications scenario for IML-2 is depicted in figure 1. Communications fiom the 
Spacelab to MSFC was carried by the NASA Tracking and Data Relay Satellite System 
(TDRSS) via the White Sands based ground terminal. At the Huntsville Operations Support 
Center (HOW), one of the MSFC facilities, ESA has established an IGS Relay which represents 
the nstwork relay for Spacelab communicatims and mission operations to Europe. 

TDRSS ..-- - 

SPACEUI 
I 

1.5 Mbps = -  
smc 

I cJm8+ 
[ MAR8 

I 

Figure 1 IGS communications scenario for IML-2 



For cost reasons in this precursor demonstration the available resources of the general purpose 
networks of NASA (PSCN) and ESA (ESANET) were chosen as carrier providers for the trans- 
Atlantic link. At ESOC the complementary IGS central node terminated this 'trunk' and 
provided the connectivity of the integrated services system for voice, video and data services to 
the remote sites in Europe. At all remote sites IGS nodes were installed rendering the end-to-end 
network management capabilities which are required for the reliable operation of networks of 
this complexity. 

For IML-2 the implementation of the voice system had to be based on the extension of the 
NASA Huntsville Voice Data System (HVoDS) with its proprietary formats and signaling. The 
remote sites can access up to 32 voice loops at the same time. 

The analog video signals (NTSC at NASA and PAL at the European sites) are digitized and 
compressed to 384 kbps. Besides simultaneous distribution of on-board video to multiple sites a 
digital video multipoint control unit at ESOC provides the capability to support any video 
conferencing configuration between the remote sites, ESOC and NASA. 

The IGS frame relay network provides the connectivity for data exchange between the 
workstations which are connected to the LANs at the different sites. This includes the HOSC 
LAN from where data bases and planning data can be accessed. Since the latter also is 
interconnected via several other networks including TDRSS with the on-board LAN of 
Spacelab, the European remote operators were able to directly communicate with their 
experiment in space, i.e. to send commands and to receive 'low rate science data'. 

For the distribution of experiment high rate data which were multiplexed aboard Spacelab. IGS 
provided a special communication service as detailed in paragraph 3.2. 

Since the IGS network management system at ESOC provides the capability to remotely 
monitor and control all remote IGS nodes, no communications expertise is required at the 
remote sites and maintenance interventions could be reduced to a minimum. These are 
conducted on request and under remote guidance from the communications operations team 
(IGS Control) at ESOC. The complement team of IGS Control on NASA side is HOSC Comm 
Control. 

Since a low cost approach had to be taken for the remote operations support of the IML-2 
mission no backup systems or reducdant communication links were foreseen. A reduced prime 
investigator team for each center was present at MSFC to take over experiment operations in 
case of a communications failure. 



2.1 Implementation Phases 

Four major tests preceded the mission: CPS-1, CPS-2, JIS-I and JIS-2. The last test defined the 
configuration freeze for the mission. Since only limited capabilities for the remote operations 
support during some of these tests were required the connectivity cost was optimized according 
to the actual needs. Three major technologies were used to achieve this: 

1. Leased lines with initially lower data rates which were later increased to the bandwidth 
as required for the mission, 

2. Satellite based connectivity with mobile ground stations (VSAT) that provided on- 
demand establishment of links with fixed data rate, 

3. On-demand N-ISDN connectivity using inverse multipkxing techniques in order to 
combine multiple B-channels to higher aggregates as a substitute for leased lines. 

The commonality of all of these types of connectivity is that they interface to the switching 
system via framed El  or TI interfaces, which is a software configurable interface to allow data 
rates between 64 kbps and 1936 kbps in increments of 64 kbps. 
For cost saving reasons the initial bandwidth requirements were reduced or in other cases on- 
demand connectivities were requested which in later phases were replaced by leased lines. 
Figure 2 provides an overview of the implementation phases. 

Amsterdam 

.YODI (1 key..t) 

1152 kbpa. 

1 Leased Line m 
RIO 

BDPU 

lluntwille - \\.nohingtun Brussels 
Alabama 

Leased Lin: 

ITALSAT 
2 Mbps 

R I O  
-8 BDPU 

Figure 2 Communication l i d s  and implementation phases 



3. COMMUNICATION SERVICES 

The communication services provided by IGS for IML-2 were derived from the remote 
operations requirements of each site which are listed below: 

Low Ate housekeeping telemetry reception (ECIO) 
Low rate experiment telemetry reception (ECIO) 
High rate experiment telemetry reception of different data rates (HRM) 
Fixed telecommand sending 
Variable telecommand sending 
Access to operations and management information system (OMIS) 
Y oice conferencing 
Video reception of science video from the experiments aboard Spacelab 
Video reception of NASA Select to follow the launch and other activities 

10. Video conferencing for the science operations planning group (SOPG) meetings 
These remote operation requirements resulted in the following IGS services: 

1. Data services over IP and DECnet encapsulated in fiame relay for 1,2,4,5,6 
2. High Rate Mux Service over switched circuits for requirement 3 
3. Voice conferencing service over switched circuits for requirement 7 
4. Video distribution and conferencing service for requirements 8,9, 10 
5. A remote management access service over X.25. 

These IGS services were supported by an integrated switching system h i l i t  allows to combine 
circuit and packet traffic, i.e. frame relay and X.25. 
The following subchapters describe the IGS services highlightilig ks management domains. 

3.1 Data Sewices 

The IP and DECnet data services are realized by a mdti-protocol router network over a frame 
relay service provided by the integrated switching system. The management domains are 
depicted in figure 3. The routers are managed by IGS Control. The end systems connected to the 
various LANs are managed by their users. 
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Figure 3 Data Services 
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3.2 High Rate Mux Service 

The high rate mux service is realized by special rate adapters that convert the "odd" data rates of 
307.2 and 400 kbps to multiples of 64 kbps that can then be routed as circuits through the 
integrated switching system. 
Figure 4 depicts the management domains. IGS Control provides the switching of the circuit 
through the switches to the final destination. The rate adapters are managed by HOSC Comm 
Control. 

Figure 4 High Rate Mux Service 

3.3 Voice Conferencing Service 

The voice conferencing service is realized by special dual trunk adapters (DTA) and dual phone 
adapters (DPA) of the NASA HVoDS system. DTA and DPA pairs are connected by circuits 
through the integrated switching system. 
Figure 5 shows the management domains. The HVoDS DTAs, DPAs and attached keysets are 
managed by HOSC Comm Control. IGS Control ensures the routing of the circuits through the 
switches. 
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Figure 5 Voice Conferencing Service 
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3.4 Video Distribution and Conferencing Sewice 

The video distribution and conferencing service is based on video codecs performing H.261 
coding and a digital video multipoint control unit. The digitized video is routed as circuits 
through the main switching system. Figure 5 shows the management domains. The switching of 
the video streams is conducted from IGS control. The video input fiom NASA's HuntsvilIe 
Video Data System (HViDS) is managed by HOSC Comrn Control. 
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Figure 5 Video Distribution and Conferencing Service 

3.5 Remote Management Access Service 

The remote management access service is realized over a X.25 service provided by the 
integrated switching systec- network connecting packet assemblers/disassemblers (PADs) :'he 
management domains are depicted in figure 7. The PADs are managed aq part of the main 
switching system. 

. ?. Figure 7 Rsmote Management Access Service 
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4. NETWORK MANAGEMENT 

The integration of the communication services has been accomplished in two ways; first, at level 
of transfer, in the sense that the dii'ferent packet and circuit services are multiplexed together 
over the link resources and routed through the same integrated switching nodes; second, at the 
level of network management, because all communications services and the systems which 
provide them are managed by the same centralized management platforms. 

Two management platforms are used: the integrated switching system Network Manageinent 
System (NMS), and the IGS Integrated Management Facility (IMF j. The integrated switching 
system NMS is the proprietary management system of the core switching *lodes on -.vhich the 
network is based. The IGS IMF is a management platform based on an expert-system, which 
was customized for IML-2 to integrate the management of the heterogeneous subsystems used in 
the IGS in a single network management system. 

The integrated switching system NMS covers all areas of network management fcr the switching 
nodes and bases itself on a distributed SIW architecture, thus allowing basic rjrocessing of the 
management infomation already in the nodes, limiting the traffic on the network trunks to 3-4 
kbps of packet bandwidth. Information is displayed on a window-based MMI and coiors are 
used for status indication. 

The management domain of the IGS IMF includes the video codecs, the digital + ' to multipoint 
control unit, and the ISDN inverse multiplexers. These systems do not offer a standard 
management protocol and are accessed remotely through their native control interfaces. 

Knowledge bases in the IMF have been defined for those systems, based on experience gained 
and with.emphasis on the specific use for IML-2. The IMF collects events from all managed 
systems, including the switching nodes, and evaluates them in a reasoning process, showing 
correlation between network problems, thus representing a tool to ease problem solutions. 
Sequences of multiple c, .nmands aqd timed actions are realized as single operations to simplifi 
operator activities. Routers are also managed by the IMP through standard SNMP protocol. 

The key aspect c~f the management architecture that has been described is the centralization of 
the IGS operations, both for routine su,J trouble shooting operations. 

During routine operations considerable in-service mmiiuring capabilities allow to exercise 
constant performaxe evaluation of the link resources and the services provided, in order to 
timely react in case degradations arc observed. 

Trouble shooting or out-of-services network management operations are also conducted in a 
centralized manner. Complete reconfiguration of faulty systems can be conducted from ESOC, 
provided that a communication link e.g. a dial-up back-up link with the remote site exists. Loop- 
backs can be initiated from ESOC in various points of the network for fault isolation. 
Transn~ission of test frames and subsequent checking can be also performed from any node 



location, eliminating the need and the complications of installing test equipnient at the remote 
sites to trace down difficult problems. 
Support at the remote sites is required in principle only for hardware replacement. 

5. OPERATIONAL ASPECTS 

The timeline defining the activation of experiment aboard of Spacelab and the duration was 
scheduled well in advance of the IML-2 mission. From this overall timeline the remote 
operations timeline was derived which in principle represents the scheduled communication 
service requirements for the operation of IGS. The planned operational activities wer: 

switching ditferent high rate science data to either DUC, SROC or MARS, 
configuring the ISDN link to DUC into low- or high-data rate mode, 
distribution of NASA select video to the remote user sites, 

c configuration of video conferences on request. 

Unplanned on-board experiment or resource failures require real-time changes of the timeline 
for communications operation. 

video control 

1 

HOSC OPS REMOTE 

' COORDMATOR 

I -,-- SOA 

I HOSC 
COMS comms coordination 

I CONl-ROL 

! 
I 

ESANET 

SOA Science Op~rations Area 
REMOPS Remote Operations Coordination 

Figure 8 Nominal communications operation 

Figure 8 describes the nominal communications operation scenario for IML-2. The IGS 
operations team (IGS Control) monitored and configured the network by means of the integrated 
network man~gement system as described above. IGS Control was in permanent contact with 
the remote operations coordinator who resided during the mission in the science operations area 
at MSFC via the voice conferencing service. The remote operations coordinator issued requests 
to IGS Control to perform service changes and received reports on the service status. Some 
servlce changes required the support of the HOSC Comm Control, e.g. provision of Spacelab 
high rate data flow to the IGS Relay at MSFC. For this and similar reasons IGS Control 
remained in permanent contact with its MSFC complement. 



IGS Control permanently monitors the performance of all IGS resources and services and 
informs the remote operations coordinator on any identified or potential problem. Interfaces to 
the trunk providing networks PSCN and ESANET are activated only in case carrier problems 
are identified. Trouble shooting and failure cl~se-out require a close cooperation between the 
above identified operational positions. 

CONCLUSIONS 

The successful operation of JGS for IML-2 has demonstrated that decentralized remote 
telescience can be performed in a reliable and cost effective manner. The modular service 
capability of the IGS network allows easy adaptation to different user needs. The minimization 
of the connectivity cost, which is the major cost driver for remote telescience, was achieved by 
phased implementations and employing the optimum connectivity techniques. The approach of 
central management of IGS has proven to be a big advantage allowing to minimize staffing and 
the required communications expertise in the remote sites. 

IGS today includes state-of-the art technologies. The strategy which is consequently followed 
will ensure the direct migration capabilities into the future connectivity techniques e.g. B-ISDN 
whenever these services demonstrate to be more cost effective. 

Subsequent missions which will reuse the proven capabilities of IGS are the Spacelab ATLAS-3 
mission October 1994 and other follow-on missions. Also for EUROMIR 95 a scenario based on 
the available resources of IGS is investigated. 
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ABSTRACT 

This paper describes the Earth Observing System (EOS) Communication (Ecom) Modeling, 
Analysis, and Testbed (EMAT) activity performed by Code 540 in support of the Ecom project. 
Ecom is the ground-to-ground data transport system for operational EOS traffic. The National 
Aeronautic and Space Administration (NASA) Communications (Nascom) Division, Code 540, is 
responsible for implementing Ecom. 

Ecom interfaces with various systems to transport EOS forward link commands, return link 
telemetry, and science payload data. To understand the complexities surrounding the design and 
implementation of Ecom, it is necessary that sufficient testbedding, modeling, and analysis be 
conducted prior to the design phase. These activities, when grouped, are referred to as the EMAT 
activity. This paper describes -.vork accomplished to date in each of the three major EMAT 
activities: modeling, analysis, and testbedding. 

1.0 OVERVIEW 

NASA has begun the implementation of the EOS as part of the Mission to Planet Earth (MTPE) 
initiative. The MTPE initiative is NASA's main contribution to the interagency Global Change 
Research Program. EOS supports this initiative by providing a capability to observe and study 
Earth from multiple, low-earth orbiting spacecraft. In addition, EOS also provides the capability to 
collect, process, and distribute the observed data to the world wide scientific community. 

EOS consists of three main components- EOS Space Measurement System (EOSSMS), EOS 
ground system, and the EOS Scientific Research Program. The EOSSMS is composed of a series 
of spacecraft that provide remote sensing capabilities to collect scientific data relating to the Earth's 
atmosphere, oceans, and land surface. This scientific data is then processed and distributed among 
the various members of the user community by the EOS ground system. The EOS ground system 
zlso provides the data acquisition, command generation, ,nd delivery capabilities. The EOS 
ground system includes the EOS Data and Information System (EOSDIS) and GSFC-managed 
NASA institutional suppo~? elements, as well as elements from several other non-NASA sources, 
including U.S. Government agencies, user support facilities, and international partners. 

EOSDIS, a key element of the EOS ground system, is a geographically distributed data information 
system that supports the operation and management of in-orbit EOS spacecraft. EOSDIS consists 
of EOS Data and Operations Systerrz (EDOS), Ecom, EOSDIS Core System (ECS), Science 
Computing Facilities (SCFs), and NASA Science Internet (NSI). Figure 1, shown on the next 
page, presents the overall EOS data systems architecture from Ecom's perspective. 

The primary objective of Ecom is to provide connectivity between EDOS sites, and to support data 
transfers between EDOS sites and Distributed Active Archive Centers (DAACs). Ecom also 
iilterfaces with the ECS segments and the Mission Operations and Data Systems Directorate 
(MO&DSD) institutional systems to support Space Network (SN) scheduling and spacecraft orbit 
and altitude determination. In addition, Ecom interfaces with the Ground Network (GN), Deep 



Space Network (DSN), and Wallops Orbital Tracking Station (WOTS) to support EOS 
contingency requirements. 

Figure 1 - EOS Data Flow 

To understand the complex nature of the Ecom system and its interfaces, it was necessary to 
conduct sufficient investigation early in the project life cycle to resolve key implementation and 
technology usues. To assist in this investigation process, Nascom develaped an in-house 
laboratory environment to perform the necessary modeling, analysis, and testbedding. This 
environment is referred to as the EMAT activity. 

2.0 HISTORICAL PERSPECTIVE 

In support of the Government Open Systems Interconnection (OSI) Profile (GOSIP) mandate, a 
Code 540 Research, Technology, and Operations Plan (RTOP) project, known as the Nascom OSI 
protocol (NOSIP) testbed, was formed in 1989. The purpose of the NOSIP testbed was to test the 
functionality and performance of the first four layers of the OSI protocol stack. Additionally, the 
testbed was to evaluate commercial off-the-shelf (COTS) equipment (e.g., hubs, routers) that 
implemented these I;~O~OCO~S.  From 1989 to 1993, exhaustive NOSIP tests were conducted in 
various local and wide area network configurations using different vend.orst communications 
equipment. Results documenting the capabilities and limitations of these protocols and associated 
equipment were published in the semi-annual RTOP presentations and reports. 

In 1992, a high level EDOSIEcom requirements were formulated and provided to Nascom. 
Subsequent documents outlining Ecom requirements also became available in the following 
months. Accordingly, the need to address Ecom related issues became more pressing. After 
carefully weighing the available resources, Nascom decided to withdraw from the RTOP program 
in 1993 to support the Ecom project. However, due to the RTOP's direct applicability to several 
Ecom issues, the work, equipment, and staff were absorhed by the newly created EMAT activity. 

The EMAT activities formally began at the beginning of fiscal year (FY) 1993, and will continue 
until Ecom's Critical Design Review (CDR), scheduled for May 1995. After CDR, EMAT work 



will be incorporated under the Ecom testing activity, which will emphasize Ecom system testing 
and integration. The mulieling, analysis, and testbedding work perfmned after the Ecom testing 
and integration phases will be performed via the Ecom Sustaining Engineering Facility (SEF). 

3.0 OBJECTIVE 

The objective of EMAT is to perform the necessary modeling, analysis, and testbedding to 
support the Ecom project design, test, and integration phases. To meet this objective, 
EMAT will: 

- perform testing to verify if COTS equipment can meet Ecom requirements 
- rccomrnend candidate hardware and sofiware elements for Ecom 
- identify requir~ments beyond COTS' capabilities 
- perform availability, error, and trade-off analyses 
- use modeling tools to obtain the candidate wide area network (WAN) topologies 
- conduct periodic market surveys and assessments. 

4.0 ORGANIZATION AND RESPONSIBILITIES 

The EMAT activities are performed by Nascom personnel and their System Engineering, 
Analysis, and Support (SEAS) contractor. EMAT personnel also perform joint testing with 
AT&T to help define Federal Te~ecornrnunications System (FTS) 2000 services that 
EcomINascom can use in the future. Pertinent results obtained from this joint testing 
activity are incorporated with the EMAT results. The Ecom Project Manager, in 
conjunction with the Ecom Project System Engineer, determine the EMAT work priorities 
and schedding. 

5.0 REPORTING MECHANISM 

The EMAT team periodically presents its results in the EMATReports. These reports have been 
issued prior to each major Ecom project review. To date, three separate EMAT Reports have been 
delivered to the Ecom project. 

The EMAT R~por t s  primarily consist of four major sections. The first three sections detail the 
work accomplished in the three major areas, namely. modeling, analysis, and testbedding. The 
last section of the EMAT Reports presents results, conclusions, and recommendations organized 
by issues (e.g., delay, throughput, error sensitivity). This szction allows the authors to integrate 
all related results and arrive at an overall conclusion for each major issue. 

6.0 MODELING 

The purpose of the EMAT modeling effort is to address and resolve those areas of Ecom that are 
not feasible for testbedding. There are two such areas that have been identified by the EMAT team. 
They include WAN topology modeling and reliability, maintainability, and availability (RMA) 
modeling. 

The WAN topology modeling effort is accomplished in two phases. In the first phase, Ecom and 
EDOS periodically update a jointly developed EDOS and Ecom traffic model (EETM). This model 
contains assumptions and equations that allow both projects to interpret and process information 
stated in the EDOS and Ecom Requirements document. The output of this model is a database 
containing traffic volumes and types between individual source-destination pairs. The second 
phase uses this information to develop candidate Ecom WAN topologies. 



A COTS modeling tool is used to develop the WAN topologies. This tool uses the EETM results, 
along with Ecom design rules and assumptions as an input. The resultant output contains 
candidate Ecom topologies optimized by performance and cost. The optimization is primarily 
accomplished by the tool's algorithms and tariff database. Minimal manual intervention is required 
to complete the optimization process. The resultant, candidate topologies, along with the design 
rules and assumptions, are presented in the Ecom System Design Specification. 

The EMAT WAN modeling effort has provided important insight into designing WANs using 
conunon carrier circuits. Additionally, it has provided EMAT with the necessary platform to model 
"what if' scenarios in support of the Ecom and EOS costing exercises. The output of these "what 
if' exercises have already resulted in modifying, and in some instances eliminating, the cost 
sensitive EOS requirements. 

The second type of modeling performed in this phase is RMA modeling. An in-house developed 
modeling tool called Automated Reliability, Availability, and Maintainability (ARAM) is used to 
produce these models. These models allow EMAT personnel to analyze the RMA characteristics of 
various network configurations. The ARAM modeling tool requires as input, network 
configurations with accompanying RMA numbers for each element within that configuration. 
Operations concepts regarding manpower availability and staffing are also required as an input into 
the ARAM tool. The output of this modeling activity provides, at a minimum, the mean time to 
restore service (MTI'RS) and availability numbers for the modeled network configuration. 

Every candidate Ecom design undergoes RMA modeling to ensure that the MlTRS and availability 
requirements are met. The modeling duration is sufficient to simulate failures throughout the life d 
the Ecom system. The Ecom design identified in the Ecom System Design Specification has 
successfully undergone RMA modeling verification. 

7.0 ANALYSIS 

There are two kinds of analysis activities supported in the EMAT environment: mathematical 
analysis and tradeoff analysis. The mathematical analysis addresses the verification of theoretical 
performance via computational means. The tradeoff analysis focuses on conducting market 
surveys to perform technology versus cost studies and performance versus cost studies. No 
special tools are required to perform either of the above activities. However, to facilitate the 
research process associated with each, EMAT has established a reference library containing vendor 
brochures, equipment catalogues, textbooks, reference manuals, and conference papers. 

The mathematical analysis conducted so far within the EMAT activity has focused on obtaining the 
conlrnunications protocol overhead and determining the Ecom error performance. The 
communications protocol overhead analysis was performed to determine the additional bandwidth 
required to transmit the individual user data streams. The obtained communications protocol 
overhead numbers were used to develop the equations appearing in the EETM. 

The Ecom error performance analysis was conducted to characterize Ecom's real-time and science 
services. This analysis was performed on several end-to-end configurations. Pis'i test results, 
current common carrier performance numbers, and theoretical calculations were used to obtain the 
pertinent results. These results, expressed as error free seconds and packet loss ratios, are 
included in the Ecom Design Specifcation. 

In addition to conducting mathematical analysis, EMAT personnel periodically perform market 
surveys to keep abreast of ne.a COTS products and technologies. These surveys are primarily 
accomplished by mapping vendor literature and presentations to Ecom requirements. The latest 
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survey performed in EMAT focused on Asynchronous Transfer Mode (ATM) switches. This 



survey was performed to initiate the procurement process to acquire three ATM switches. Over the 
past year, EMAT has also conducted market surveys to evaluate Network Management System 
(NMS) packages, T3 multiplexers, routers, and local area network (LAN) analyzers. These 
surveys usually culminate in informal product recommendation lists. Products appearing on these 
lists are then evaluated in the EMAT laboratory. 

8.0 TESTBED 

The purpose of the testbed portion of the EMAT activity is to create and maintain an operational 
laboratory, procure andor borrow communications equipment, develop test scripts and scenarios, 
and evaluate the functional and performance characteristics of COTS communication equipment in 
candidate Ecom configurations. This purpose is accomplished in two phases. 

The first phase addresses the development of an operational iaboratory, as well as completion of 
low (0- IOMbps) and high (10- 100 Mbps) speed tests using Transmission Control Protocol 
(TCP)/Internet Protocol (IP) and Transport Protocol (TP) 4lConnectionless Network Protocol 
(CLNP) protocols over Fiber Distributed Data Inte~face (FDDI) and Ethernet LANs. The 
necessary test equipment, workstations, and other required tools are procured in this phase. 

The second part focuses on ATM and Synchronous Optical Network (SONET) testing. The 
objective in this phase is to evaluate COTS ATM switches and interfaces in multiple LAN-WAN 
configurations. The design, configuration, and integration of the Simple Network Management 
Protocol (SNMP) based COTS network management (NM) package is also addressed in this 
phase. 

8.1 PHASE I TESTING 

In the first phase of testing, the TCPIIP, TP4/CLNP, Ethexet, and FDDI protocols are used to 
characterize and evaluate the functionality and performance of COTS hubs, routers, and 
multiplexers. The COTS equipment is configured and tested in selected LAN-WAN-LAN 
configurations. Key functional and performance parameters collected and analyzed from these 
tests are described below: 

i) No Loss Point: Determines the maximum single steam data rate that the hub, router, 
or multiplexer can sustain without losing data. 

ii) Loss: Describes the pattern and amount of data loss at rates above the No 
Loss Point. 

iii) Service Restoral: Finds the time and effect of restoring connectivity due to either a 
hub, router, multiplexer, or link failure. 

iv) Delay: Provides delay incurred by a packet due to either transport delay or 
equipment latency. 

v) Filters: Characterizes the effect on No Loss Point due to packet filtering. 

To obtain the above parameters, exhaustive testing is performed using different packet sizes, test 
durations, and vendor equipment. As a standard operating procedure, short term (1- 5 rnin.) tests 
are performed initially to prove the test functionality and to obtain a preliminary No Loss Point. 
Long duration (1-36 hr.) tests are then performed to obtain accurate results. To simulate a "real 
world" Ecom environment, the SNMP polling feature is enabled, the router's packet filtering 
option is selected, and the WAN simulators are programmed to simulate circuit delay and errors. 



A typical Phase I test configuration is shown below in Figure 2. In this configuration, the LAN 
analyzer provides generation and capture capability of IP or OSI packets. The FDDI concentrators 
provide the connectivity between the analyzer and the two FDDI LANs. The routers reside on 
these LANs and are connected to each other via WAN simulators. Depending on the individual test 
scenario, variations to this configuration are made to include additional LAN analyzers, 
multiplexers, end systems, and Ethernet hubs. 

I 
Figure 2 - Typical Phase I Test Configuration 

LAN 
Single stream of IPIOSI packets ~~~l~~~~ Captured packets 
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The test results obtained to date in this phase have verified the capability of COTS equipment to 
process standard protocols at high data rates (1-25 Mbps) in Ecom specific configurations. The 
Ecom delay and service restoral requirements have also been validated. Additional testing still 
needs to be performed as newer equipment becomes available in the marketplace. Due to vendor 
agreements, the actual results are classified as sensitive material and, accordingly, are not included 
in this paper. Interested readers shwld contact the Ecom Project Manager to request these results. 

FDDI Router Router 
-+ Conc. FDDl -- 
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8.2 PHASE I1 TESTING 
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In Phase 11, the objective is to evaluate ATM switches to determine if they can be used for Ecom. 
Additionally, this phase addresses the integration and development of an SNMP NMS with a 
COTS Structured Query Language (SQL) database and trouble ticketing system. To meet tnese 
objectives, COTS ATM switches and NMS packages ztre purchased/borrowed, tested, and 
evaluated in the EMAT laboratory. 

1 - u 

8.2.1 ATM TESTING 

The ATM switch evaluation began in April 1994 with the acceptance of three, COTS ATM 
switche: After resolving initial switch power-on configuration issues, actual testing work t 2gan. 
Specific issues investigated included switch failover, circuit failover, bandwidth management, cell 
loss, switch management, and router/switch integration. 

The sw~tch failover tests addressed the redundancy features of the switches and the capability to 
automatically transfer to a back-up switch. The circuit failover tests explored the re-establishment 
of Permanent Virtual Circuits (PVCs) in the event of a failed common carrier circuit. The 
bandwidth administration management tests focused on call admission control, bandwidth 
allocati~n, traffic shaping, traffic policing, congestion control, and virtual circuit prioritizing 
mechanisms. The cell loss tests characterized cell loss occurring in the sv 'tches under various 
traffic loads. The switch management tests determined the vendor-specific management 
capabilities, as well as the ability to manage the switches via a third-party. multi-vendor SNMP 
based NMS. The routerlswitch integration effort interfaced the routers and workstations with 



ATM switches to support end-to-end testing. The preliminary results obtained from ~hese tests are 
documented in the ATM test reports. 

The generic ATM testing configuration used to resolve ATM issues is shown in Figure 3. In this 
configuration, three ATM switches are connected to each other on the WAN side via DS-3 channel 
simulators. On the user side, these switches are connected to workstations, routers. and ATM 
analyzers. This configuration is modified depending on the specific issue that is being 
investigated. 

DS-3 = 45Mbps Wide Area Network Tdco Circuit 
Ethernet = 1OMbps Local Area Network Standad 
L A T M  t 100 Mbps Local Asynchronous Transfer Mode Switch Mangement System 

Figure 3 - ATM Test Configuration 

The testing and evaluation of the EMAT p -ocured switches is nearly complete. Work has already 
begun to evaluate other vendors' switches. As ATM technology and associated products mature 
and become readily available in the marketplace, they will be brought in and evaluated in the EMAT 
laboratory to ensure compliance with Ecom requirements. The test results obtained from these 
evaluations will be documented in future ATM test reports. 

8.2.2 NMS TESTING 

EMAT is currently prototyping a state-of-the-art, integrated NMS. The objective of this effort is to 
obtain an integrated NMS that extracts network healthhtatus information, processes this 
information for alarm conditions, stores and rcports this information, tracks fault conditions, and 
sends selected data to the EDOS NMS. 

To accomplish this objective, COTS products are eva!uated and development work is initiated. 
The COTS products evaluated include network management applications (NMApps), SQL 
databases, and trouble ticket systems (TTS). The NMApps packages configure and monitor the 
network. In addition, they collect the network's healthhtatus data. The SQL database programs 
allow design and development of databases that facilitate data storage and retrieval mechanisms. 
The TTS provides an automated trouble ticket generation, processing, and tracking capability. 

The NMApps, SQL database, and TTS are integrated in EMAT to obtain a complete NMS. 'This 
integration requires some in-house development work. This work focuses primarily nn developing 
the interface between the NMApps software and the SQL database, and between the NlMApps 



software and the EDOS management system. Minimal development work may also be required to 
integrate the ATM management system with the NMApps. Major portions of this integration work 
is either under way or completed. The results and evaluations obtained to date are presented in the 
EMA T Reports. 

9.0 CONCLUSION 

Over past few years, EMAT has provided an excellent environment in which to conduct modeling, 
analysis, and testbedding activities. The results of the EMAT activity have helped verify that Ecom 
requirements can be met via COTS equipment, allowed Ecom to identify unrealistic requkments, 
and enabled Ecom to characterize the performance associated with the design. This effort has not 
only helped Ecom and Nascom, but also other projects within the MC&DSD directorate. As 
communications technology evolves and newer and better products become available in the 
marketplace, EMAT will continue to provide the government with the capability to test and evaluate 
products, and thereby minimize risk, prior to the design and implementation of communication 
networks. 
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The Tracking Data Relay Satel1i;e System (TDRSS) return service performance can be degraded by 
interference from another user when two or more spacecraft communicate with the same Tracking Data 
Relay Satellite (TDRZ; at the same time. This paper describes the S-band and Ku-band return serqlice self- 
interference environment expected in the 1996 - 2010 timeframe and shows the self-interference expected 
for selected TDRSS users based on Communications Link Analysis and Simulation System (CLASS) 
Automated Conflict Resolution System (ACRS) and Interference Monitor (IM) tools. The results show: 

a. which user links are susceptible to interference from other users, 
b. the interference statistics, 
c. whether or n d  interference can be avoided with appropriate interference mitigation techniques such 

as scheduling, cross-polarization, or Pseudorandom Noise (PN) spreading. 

The analysis results enable Space Network (SN) managers to detennine the impacts of self-interference oil 
the TDRSS service availability. They also enable project offices to determine whether they should (a) select 
return service communications parameters, such as polarization and PN spreading, to minimize the 
probability of being impacted by self-interference, (b) try to schedule TDRSS support around other user 
spacecraft communications schedules, or (c) accept communication outages due to self-interference. 

1.0 Analysis Approaci~ 

This analysis uses the CLASS ACRS [ I ,  2j and IM [ I ]  software packages to assess the return link 
performar~ce for selected TDRSS users in the presence of self-interference. The selected TDRSS users are 
Space Transportation System (STS), Rilateration Transponder System (BRTS), Earth Observing System 
(EOS), Extreme Ultraviolet Explorer (EUVE), Gamma Ray Observatory (GRO), Hubble Space Telescope 
(HST), Space Station Freedom (SSF), and Ocean Topography Experiment (TOPEX). 

ACRS is an interference prediction tool designed to analyze communications problems arising from two or 
more spacecraft transmitting return links to the same TDRS simultaneously. ACRS is used in this analysis 
tocalculate interference threshold angles. The interference threshold angle is the angle at the TDRS antenna 
formed by the vectors from the TDRS to each of the users as shown in Figure 1. It is defined as the minimum 
angle that provides sufficient antenna &,;crirnination to ensure that the desired link achieves a lo-$ Bit Error i 

Rate (RER) ( l o 4  for >one STS links) in the presence of interference from another user. ACRS also provides 
BER performance curves as a function of interference levels which are useful ill assessing why interference 
occurs between users. 

t 
IM is a software tool that calculates interference statistics between TDRSS users for a given interference 
threshold angle. The statistics include the percentage of time that interference occurs on average and in a 
worst-case week. IM predicts the orbital trajectory of two users over a 25-year period and calculates the 

1 probability of interference between these users for a given interference threshold angle. It asslrmes that both 
users communicate continuously acd interference occurs whenever the angle formed by the vectors from the 



THRESHOLD 

Figure 1. Interference Threshold Angle 

TDRS antenna to each of the I!sers is less than the given interference threshold anglc. (The statistics do not 
consider passage through the Zone of Exclusion (ZOE).) 

Figure 2 shows a block diagram of the interference analysis approach. 

Sbp I: 
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Figure 2. Analysis Approach 

? 0 Sband Interference Analysis 

There are 48 unique S-band !hks considered in this analysis. ACRS software can calcliiate the 1nterfer:nce 
threshold angle for all possible combii;a!ions of desired and interfering links. However, one of the objectives 
of this analysis is to explain why some link combinations are not susceptib!z to interference (i.e. the 
interference thr~shold angle is zero) and other links require !-rge offpointing ai~gles (i.e. 3 large interference 
threshold angle). This is Gone with the use of BER curves that art: i;!otted as a function c.f the signal-to- 
interference power ratio. It is desirable to show the link BER performance for all possible interfering and 
desired link combinations with a minimum number of curves. [3]  hi?^ found that each link considered in this 



analysis can be modeled as a Binary Phase Shift Key (BPSK) signal, without loss of accuracy. 'This reduces 
the nunber of BER curves needed in the analysis. 

2.1 TDRS Antenna Discrimination 

This analysis uses the antenna patterns defined in [4] and [ 5 ] ,  which are shown in Figures 3 and 4. 

Wtpbant~ng Anglc 

Figure 3. SSA Antenna Discrimination 

Figure 4. SMA Antenna Discrimination 

2.2 BER Performance in the Presence of Self-Interference 

The following indicators determine the BER of the desired link in the presence of an interfering link when 
both users operate at the same frequency: 

a. Received power 1:-;el of the interfering signal relative to tne desired signal. 
b. Symbol rate of the interfering link as compared with the desired link. 
c. Link margin of the desireld link. 



2.2.1 Performance of Nonspread Links 

Figures 5 and 6 show the BER performance of nonspread links for different combinations of desired signal 
symbol rates relative to interfering signal symbol rates and different signal margins. These figures also have 
arrows pointing to the BER at O' offpointing for several interfering and desired user link combinations. (The 
links are defined in [3].) The interference threshold angle is also shown for each combination. 

Figure 5. Performance of Nonspread Links Due to Interference When the Desired Symbol Rate 
is 2 the Interfering Link Symbol Rate 
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Figure 6. Performance of 256 kbps Nonspread Links With Interference from a PN Spread Link 



Figures 5 and 6 show that there are three ways to impmve the BER performance when the desired user's link 
is nonspread: 

a. Jkcrease the symbol rate of the desired signal relative to the interfering signal. Reducing the symbol 
rate of the desired signal reduces the desired signal bandwidth, which means that more of the 
interferer's power is filtered in the receiver. A cornparism of Figures 5 (desired signal rate to 
interfering symbol rate 1 1 )and 6 (desired signal rate to interfering symbol rate = 116) shows the effect 
that this filtering has on the BER performance. 

b. Increase the desired user's signal margin. This improves performance because increasing the user's 
signal margin reduces the sensitivity of the signal to noise. 

c. Increase the Signal-to-Interference power ratio. 

2.2.2 Performance of PN Spread Links 

The performance of PN spread links depends on the desired user's data rate and signal margin. It does not 
depend on the symbol rate of the interferer since the interfering signal has a symbol rate equal to 3 Mcps after 
the PN despreader. Figure 7 shows the BER performance of PN spread links for varmus data rates and signal 
margins on the desired link. This figure also has arrows pointing to the BER at 0" offpointing for several 
interfering and desired user link combinations. The interference threshold angle calculated by ACRS is also 
shown in parenthesis for each combination. 

Figure 7 shows that there are three ways to improve the BER perfcrmance when the desired user's link is 
PN spread: 
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Figure 7. Performance of PN Spread Links in the Presence of Interference 



a. Decrease the data rate of the desired signal. At the receiver, despreading the desired signal spreads 
the interfering signal. Therefore, the interfering signal's symbol rate in the receiver is the chip rate 
of the desired PN spread signal, 3 Mcps, and the interfering signal's received bandwidth is 6 MHz. 
Reducing the data rate of the desired signal reduces the desired signal bandwidth, which means that 
more of the interferer's power is filtered in the receiver. 

b. Increase the desired user's signal margin. 
c. Increase the Signal-to-Interference power ratio. 

2.2.3 Performance of STS Links 

Figure 8 shows the BER performance of the 192 kbps STS link for various data rates on the interfering link. 
[his figure also has arrows pointing to the BER at 0" offpointing for several interfering and  desire^ uscr link 
combinations. The interference threshold angle calcu1a:ed by ACRS is also shown in parenthesis for each 
combination. 
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Figure 8. Performance of the STS 192 kbps Link in the Presence of Interference 

2.3 Links that are Susceptible to Interference 

ACRS results show that: 

Interference only affects thc' 2287.5 MHz S-band Single Access (SSA) links. The S-band Multiple 
Access (SMA) links are not susceptible to interference due to PN spreading. 
STS links are very susceptible to interference from other users' links via the High Gain Antenna 
(HGA) even if the other user is cross-polarized. This is because the STS signal is nonspread, STS 
power levels received at the TDRS are very low relative to other USAT HGA links, and STS signals 
have very low signal margins. 
The mzjority of self-interference occurs whm the desired signal is nonspread and both the desired 
user and the interferer transmit on the HGA with the same polarization. 



d. Low power omni links with Right Hand Circular Polarization (RHCP) are susceptible to interference 
from GRO and EOS if these two users transmit on the HGA antenna with RHCP. 

e. EUVE's low power omni link is susceptible to interference from HST if HST transmits on 
2287.5 MHz with the HGA antenna, even thougn EUVE link 5 and HST links are cross-polarized. 
This is because EUVE omni link has insufficient margin (-1 dB) and HST has the highest transmit 
power of all the users considered. 

. . 2.4 Self-Interference Statistics 

1M simulations show that most of the interference between any two users at a time occurs less than 1.2% of 
the time on average or 7% of the time in a worst case week. There are only five link combinations which 
experience interference more often than this. Interference to STS from GRO, another STS, TOPEX and EOS 
can occur up to 80%. 20%. 17%. and 10% (respectively) of the time in a worst-case week and up to 14.9%, 
1 %, 10.8%. and 7.5% (respectively) on average. Interference to EUVE from GRO can occur up to 15% in 
a worst-case week and 6.1% on average. 

2.5 Interference Mitigation Techniques 

2.5.1 PN Spreading 

A comparison of Figure 7 with Figures 5 and 6 shows that the signal-to-interference ratio required to 
achieve a BER is much lower for PN spread signals than for nonspread signals. Therefore, PN spreading 
is a very effective mitigation technique. In fact, none of the PN spread signals transmitted via the HGA are 
susceptible to interference. However, the PN spread signals transmitted via the omni antenna are susceptible 

c to interference from other users unless the interfering signal is cross-polarized. 

2.5.2 Cross-Polarization Discrimination 

We define the interference attenuation needed as the difference between the signal-to-interference ratio 
needed to achieve a BER (loJ for STS) and the signal-to-interference ratio with 0" offpointing. Consider 
the case where low levels (<I 1.8 dB for SSA return signals and < 12.4 dB for SMA return signals) of 
interference attenuation is needed. Figures 2 and 3 show that this attenuation is achieved at all offpointing 
angles if the signals are cross-polarized. Therefore cross-polarization is an effective interference mitigation 
technique when low levels of attenuation are needed. Figures 2 and 3 also show that high levels (greater than - 17.8 dB for SSA return signals and 13.1 dB for SMA return signals) of interference attenuation can only be 
achieved at large offpointing angles where the antenna discrimination of cross-polarized signals is the same 
as for signals that use the same polarization. Therefore, the cross-polarization discrimination is not helpful 
in mitigating the interference when large interference attenuation levels are needed. 

#+j - .t 
2.5.3 Scheduling 

Each user transmits several links and only some of these links receive interfermce from and cause 
interference to other TDRSS usm. Interference between users can be minimized if users avoid transmitting 

Z 
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on the links that interfere wiih each other at the same time (whenever the angle at the TDRS formed by the 
- vectors pointing to each user is less than the interference threshold angle). For example, GRO and EOS can 

both transmit with RHCP and Left Hand Circular Polarization (LHCP) polarization. Interference between 
these users can be avoided if GRO and EOS use opposite polarization when the angle at the TDRS is less 
than the interference threshold angle. 



A single TDRS can support five SMA users and 2 SSA users. SMA links do not receive interference due to 
PN spreading. The problem is that each SSA user can receive interference from the remaining six users. It 
could be difficult to avoid interference by selecting links and scheduling support times for all 7 users all the 
time. 

2.6 Self-Interference Environment for 1996 - 2010 

All the self-interference events occurring on the 2287.5 MHz SSA links considered in this analysis fall into 
one of the following three categories: 

a. STS links. These links are very susceptible to interference from other user's HGA links even if the 
interferer is cross-polarized andfor uses PN spreading. 

b. Nonspread links. The majority of self-interference occurs when the desired signal is nonspread (Q 
channel of mode DG1-3) and both the desired user and the interferer transmit on the HGA and with 
the same polarization. 

c. Low power omni links. These links are susceptible to interference from other user's that transmit 
on the HGA antenna. 

Since STS is very susceptible to interference from other user's HGA links (regardless of whether the other 
user uses cross-polarization or PN spreading), it is likely that any new user supported by TDRSS at 2287.5 
MHz will interfere with STS. 

Nonspread signals are required for tape recorder dumps and many users require them. It is likely that these 
nonspread links operating at 2287.5 MHz will receive interference from other user's links and will cause 
interference to other user's links. 

PN spread low power omni links are only used for backup and contigencies. Due to the fact that they are 
used infrequently or in emergency situations, it is expected that the interference to these links can be avoided 
by scheduling. 

Therefore, there are two areas of concern for S-band self-interference in 1996 - 201Oas the number ofTDRSS 
users increases. First is the likelihood of interference to STS. Second is the possibility of interference to all 
the nonspread links from any of the other user's HGA links. 

3.0 Ku-Band Interference Analysis 

The analysis approach at Ku-band is the same as at S-band with the only exception being with regards to how 
the links were modeled. The S-band analysis considered 48 links. In order to show the link performance 
in the presence of self-interference for all possible interfering and desired link combinations with a min' -um 
number of BER curves, the S-band analysis modeled links with BPSK signals. This was not necessar; for 
the Ku-band analysis since the Ku-band analysisonly considers four Ku-band links: two STS links, one EOS 
link, and one SSF link. 

3.1 TDRS Antenna Discrimination 

This analysis uses the antenna pattern in the CLASS database which was obtained from [4] and is shown in 
Figure 9. 



Figure 9. KSA Antenna Discrimination 

3.2 STS, SSF, and EOS Link Polarizations 

STS Ku-band links arc RHCP, the SSF Ku-band link is LHCP, and the EOS link is either RHCP or LHCP. 
(EOS links 5R and 5L represent the EOS links with RHCP and LHCP, respectively, in the BER curves shown 
in Section 3.3.) 

3.3 BER Performance in the Presence of Self-Interference 

3.3.1 Performance of STS Links 

Figure 10 shows the performance of the STS channels in the presence of interference from EOS. This figure 
also has arrows pointing to the BER at 0" offpointing showing the interference from the EOS Ku-band link 
with RHCP. Figure 10 shows that STS channels 2 and 3 experience interference in the presence of this EOS 
link. None of the STS channels is susceptible to interference from an EOS signal with LHCP since the cross- 
polarization discrimination ensures that the signal-to-interference power is greater than - 1 dB, which is 
sut ficient to achieve a 10-5BER for the STS channel 1). 

3.3.2 Performance of EOS Links 

The EOS Kc-hand link has the highest symbol rate of all the Ku-band links, except for Shuttle Channel 3 
with 50 kbps data. Figure 1 1 shows the performance of the EOS link for the two cases: first, when the EOS 
symbol rate is greater than or equal to the interfering signal's symbol rate; and second, when the interfering 
signal is the STS channel 3 with 50 kbps data. This figure also has arrows pointing to the BER at 0" 
offpointing showing the interference from tFe other users. It shows that EOS links can receive interference 
from STS, SSF and another EOS even if the other user is cross-polarized. This is because the EOS signal 
has the highest symbol ;ate and a very low signal margin, and because the EOS power level received at the 
TDRS is low relative to the other USAT power levels. The cross-polarization discrimination is insufficient 
to mitigate interference from STS and SSF because r he antenna discrimination required to achieve a 10" BER 
is only available at large offpointing angles, where there is no cross-polarization discrimination. (See 
Figure 9). 
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Figure 10. Performance of STS Ku-band Links in the Presence of Interference from EOS 
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Figure 11. Performance of EOS Ku-band Links in the Presence of Interference from 
!;TS and SSF 

3.3.3 Performance of SSF Links 

The SSF Ku-band link has a higher symbol rate than the other Ku-band links, except for Shuttle channel 3 
with 50 kbps data and the EOS link. Figure 12 shows the performance of the SSF link for the three cases: 



first, when the SSF symbol rate is greater than the interfering signal's symbol rate; second, when the 
interfering link includes STS channel 3 with 50 kbps data; and third, when the interfering link is the EOS 
link. This figure shows that only the EOS link with LHCP can interfere with SSF communications. This 
is because both users transmit similar symbol rates, the SSF power level received at the TDRS is low relative 
to the EOS power level and the SSF signal has a very low signal margin. Both STS and the EOS link with 
RHCPcannot interfere with SSFcommunicatior~s because these links are cross-polarized providing a signal- 
to-interference power that is greater than 13 dB and a BER less than lo5. 
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Figure 12. Performance of SSF Ku-ban$ Links in the Presence of Interference from 
STS and EOS 

3.4 Results 

Section 3.3 and [3] shows that: 

a. Cross-polarization discrimination is sufficient to ensure that STS and SSF do not interfere with each 
other. 

b. EOS liaks can receive interference from either STS link. the EOS link. or the SSF link even if the 
other link is cross-polarked. The cross-polarization discrimination /s ineffective in mitigating 
interference to EOS. 

c. Both STS links can interfere with each other. 
d. The EOS link with RHCP can interfere with both STS links, but the EOS link with LHCP cannot. 
e. The EOS link with LHCP can interizre with the SSF link, but the EOS link with RHCP cannot. 

3.5 Self-Interference Statistics 

IM simulations provide the interference statistics between STS, SSF, and EOS. The results show that 
interference occurs less than 0.8% of the time on average but can occur up to 3% of the time in a worst-case 
week. These averages are significantly lower than the averages obtained for S-band interference primarily 
because the Ku-band antenna pattern has a much narrower beamwidth than the S-band antenna pattern. 



3.6 Interference Mitigation Techniques 

The only interference mitigation techniques that are available in the current system is cross-polarization and 
scheduling. Cross-polarization is very effective, but it is not able to mitigate interference from any of the 
users to an EOS spacecraft since EOS has the highest symbol rate and lowest power of the three users. 
Fortunately, each TDRS can only support two users at a time and the percentage of time that mterference 

occurs is small due to the small beamwidths at Ku-Band. Therefore, scheduling should be sufficient to avoid 
interference with one exception. The most serious concern is when two or more STS spacecraft are in orbit. 
Each STS spacecraft may require 100% coverage when not in ZOE, but there is no way to avoid interference 
between two STS spacecraft since both of the STS links interfere with each other. It should also be noted 
that since STS and SSFrequire 100% coverage when not in ZOE and both of these users have a higher priority 
than EOS, EOS communications must be scheduled to avoid interference with STS, SSF, and other EOS 
spacecraft. This, however, should be achievable as EOS only requires 20 minutes of service every orbit, and 
it can use LHCP to avoid interfering with S'IS and RHCP polarization to avoid interfering with SSF. 

[6] provides an example showing how interference to STS can be avoided with scheduling. 

3.7 Self-Interference Environment for 1996 - 2010 

It is anticipated that more and more users will be using the Ku-Band service. However, it should be possible 
to avoid interference by schedu!ing support times since each TDRS only supports two users at a time. 

4.0 Conclusions 

The S-band analysi showed that the percentage of time that interference occurs between any two users is 
less than 1.2% on average and 7% in a worst-case week most of the time. However, there are some cases 
where interference occurs up to 15% of the time on average and 80% in a worst-case week. 

Interference at S-band can be avoided with appropriate scheduling techniques. However, this can become 
more difficult with many users. Furthermore, self-interference events at S-band can be expected to increase 
in the future as data rates increase. There are two areas ofconcern for self-interference in 1996 - 2010. First I 

is the likelihood of interference to STS. Second is the possibility of interference to all the nonspread links / 
from any of the other user's HGA links. 

The Ku-band analysis showed that the percentage of time that interference occurs between any two users is 
less than 0.8% on average and 3% in a worst-case week. Since each TDRS only suppcrts two Ku-band users 
at a time, it  should be possible to avoid interference with appropriate scheduling techniques. 
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ABSTRACT 

National Space Development Agency of Japan 
(NASDA) i s  to perform experimental 
operations to acquire necessary technology for 
the future inter-satellite communicat~ons 
configured with data relay satellite. This paper 
intends to overview functions of the 
experimental ground system which NASDA 
has developed for the Engineering Test Satellite 
VI (ETS-VI) Data Relay and Tracking 
Experiment, and to introduce Space Network 
System Operations Procedure (SNSOP) 
metbod with an example of Ka-band Single 
Access (KSA) acquisition sequence. To reduce 
operational load, SNSOP is developed with the 
concept of automated control and monitor of 
both ground terminal and data relay satellite. To 
perform acquisition and tracking operations 
fluently, the information exchange with user 
spacecraft controllers is automated by SNSOP 
functions 

1. INTRODUCTION 

NASDA has launched several types of satellites 
since 1975. The tracking and data acquisition 
operations for these satellites have been 
conducted by using NASDA's ground stations 
network, four S-band ground tracking stations, 
3 stations in Japan and one in Swedec. but 
with no space network. NASDA has yet no 
experience of performing the satellite mission 
operations with a space network. 

ETS-VI Space Network system described in 
this paper has been developed by NASDA 
under the Space Operations and Dsta System 
(SODS) program, as an experimental system to 
obtain the necessary technology for the inter- 
satellite communications. As a follow -on 
program, NASDA will launch COMETS in 
1997 and enhance NASDA's space network 

technology of ETS-VI for the future operational 
system. 

2. ETS-VI SN SYSTEM 

ETS-VI Space Network (SN) system consist: 
of space segment and ground segment. Figure- 
1 illustrates the ETS-VI SN system. 

2.1 Space Segment 

ETS-VI will be launched by H-I1 launch 
vehicle in 1994 . It will be located at 153.8 
degrees East longitude. ETS-VI mounts two 
experiment equipments for the experiment: S- 
band Inter-satellite Communications Equipment 
(SIC) and Ka-band Single Access Equipment 
(KSA) . 
SIC can provide one fonvard service and two 
return services simultaneously to support user 
spacecraft on low earth orbit. The 19 
elements phased array antenna attached to the 
body of spacecraft provides return link service 
for up to 2 users simultaneously. Only 16 of 
the 19 elements are used to provide forward 
link service to one user. The SIC operates on a 
fixed frequency ( 2106.4 MHz fonvard/2287.5 
MHz return) 

KSA provides high-data rate support by using 
new frequency band: 23 GHz fo rwad  26 GHz 
return. The 23/26 GHz KSA will be the first 
inter-satellite communications equiprne~t tn 
orbit . For experiments, only 80 cm parabolic 
antenna provides one forward and one return 
link services at a time. 

2.2 Ground Segment 

ETS-VI SN ground segment is located ia 
Tsukuba Space Center. it consists of 6 major 
functions. 



DSS-OCS Figure- 1 : ETS-VI Space Network System 

(1) Experimental Ground Station (EGS) 
The EGS provides the telemetry and command 
functions for ETS-VI and also provides the 
telecommunication functions necessary for 
transmitting and receiving user data through the 
ETS-VI. The EGS interfaces with the ETS-VI 
through Ka-band (30 GHz uptink/20 GHz 
downlink) Space-to-Ground Feeder Link. 
These uplinks and downlinks are done through 
a 5-meter zrrtenna. 

(2) Dummy Satellite Station (DSS) 
The DSS provides the telecommunication 
equipments to emulate the user spacecraft The 
DSS has functions of receiving SICJKSA 
forward links and transmitting SIClKSA return 
links to ETS-VI. The SIC forwardlrtturn 
services are sentfreceived through a 3-meter 
antenna, KSA services use a 2-meter antenna. 
The DSS is normally located in the Tsukuba 
Space Center, Japan, and is transportable for 
experimental purposes. 

(3) Space Network Management Subsystem 
The SNMS is a core of the ETS-VI SN grour. 
segmerlt. ETS-VI SN system control is 
provided by the SNMS, which consists of a 
configuration of computer setup to control and 
monitor the ETS-VI and the EGS. The SNMS 
also provides a interface with the User 
Operations Control Center (OCC), through a 
user termical for the scheduling and real time 
operations. 

(4) Orbit DeteminatiodAcquisition and 
Tracking Supptrt Subsystem (ODtATSS) 
The OD provides orbit computation for eanh 
orbiting spacecraft and tracking performance 
assessments for the SN. 

The ATSS provides all system calculations 
necessary for the initial acquisition and tracking 
operations. One computer (EWS) is shared 
between OD and ATSS. 



(5) Experiment Support Subsystem (ESS) 
The ESS provides the fdlowing funciions. 
-Accumulation of the experiment dab 
-Analysis of the experiment data 
-Fault Isolation analysis (KSA system) 

(6) DSS-OCS 
The D~mrr, ;~ Satellite Station-Operations 
Control Subsystem(DSS-OCS) provides DSS 
control. Its primary functions is to monitor the 
DSS conditions and generate the commands to 
;he DSS. 

3.ACQUISITION SEQUEHCF. 

During the i n i d  acquisition, many complicated 
processes occur in combination with the user 
OCC, the ETS-VI, and the user spacecraft in 
order to establish the inter-satellite 
communication links between the two satellites. 
Understallding of these processes is required. 
Obtaining these operations techniques is one of 
the most important objectives of the 
experiments. 
The acquisition and tracking operations for 
space network is much complex in comparison 
to the usual direct communications with the 
ground station network. The last tendency of 
mass data and high rate transmission, for 
example, requires data relay satellite to have 
~n tenna  bigger and frequency higher, and 
eventually make the operations more 
complicated. In fact, although the KSA antenna 
of ETS-VI is only 8Ccm in diameter, ~!;e KSA 
has a very narrow radiation beam because the 
frequency band is so high, 23/26 GHz band. 
Eventually the KSA is requirec' to point its 
antenna precisely toward the user spacecraft 
cdring acquisition. 

For the ETS-VI SN experiments, NASDA 
plans to use the Advanced Earth Observation 
Satellite (ADEOS), as a user spacecraft, which 
will be launched in 19% from Tanegashima 
Space Center, NASDA. Table-1 shows the 
KSP. iypical acquisition sequence beween the 
two ntellites. 

The acquisition sequence shown in table-1 is 
nominal procedure. However in case ETS-VI 
fails,for example, to acquire the return beacon 
signal from ADEOS at step E4, EX-VI  will 
start the antenna movement for signal search. 

Table- 1 : Typical Acquisition Sequence 

Step-El 
Update oit?li elements 
stored at onboad 
amputer 

Step42 
Antenna point toward 
ADEOS 

Step-E3 
Trmsrnit Forward 
beacon signal 

Step-E4 
Acq. RTN signal 
Start ANT auto 
track 

- - 

ADEOS 

StepAl 
Update orbit efernents 

Step-A2 
Antenna point toward 
ETS-VI 

Completion of initial acquisition I 

StepA3 
Acq. ForwardBeacon 
Start Antenna auto 
tracking mode 

Step-A4 
Transm' ?turn 
signal 

Start Forward and Return Services 
- 

4. AUTOMATED SN OPERATIONS 

4.1 Automated SN operations 

Establishing an aatomated SN operations 
system is one of the key-elements that NASDA 
intends tr develop L y  the cra of our operational 
Data Relay Satellite SysLcm. NASDA thus 
made an attempt to develop a new automatic 
operations method, SNSOP (Space Network 
System Operations Prccedure), as  a 
experimental method a t  the ETS-VI 
Experimental SN ground system. This method 
concentrated on the fo1:owing points: 

- To control both ETS-VI and EGS 
automaticdly in accordance with the pre- 
dete-nined acquisition sequence. 



-To monitor the network conditions 
effectively. 

- To move into recovery procedures 
automatically as much as possible if r-y of 
the checks fail 

. - 
: .  - To create/modify the operations sequences 

easily. 

- To exchange the operational information 
with the user OCC timely. 

All control and monitor of the EGS and ErS- 
Vh is performed by SNSOP installed in the 
SNMS, although manual intervention is still 
possiblq. The SNMS consists of the host 
computer aad two EWSs (one for SIC, the 
other for KSA). The SNSOP process can be 
divided into two processes; (i) a client process 
in the W S ,  (2) a server process in the host 
computer. Figure-2 shows their functional 
assignments. 

4.3 SNSOP 

The SNSOP is a flow chart list which consists 
of the combination of process boxes and f l ~ w  
lincs. The process box can define a statement, 
an arithmetic expression, a ~!ogical expression, 
a control command frr  SNSOP zz:! so forth. 
The flow line is a line , .which can define one- 
way direction, for connecting between two 
process boxes. The SNSOF' can be composed 
of a main-SOP, a sub-SOP and a mini-SOP 
structurally. The SNMS provides a MMI for 
creating and modifying the SNSOP easilq. 
Process boxes used in the !XS-VI SN system 
are shown in figure3 and :is follows: 

- Start Box : States the start of main-SOP 
- End Box : States the end of main-SOP 
- Entry Box : States the start of sublmini-SOP 
- Return Box : States the end of sublmini-SOP 
- Process Box: Defines the free text 

(ex.arithrnetic expression,etc.) 
- Exec1 Fox : Defines the execute command 

for ETS-VI 
- Exec2 Box : Defines the execute command 

for EGS 
- Exec3 fjox : Defines the execute command 

for other p u n d  elements 
- Check Box : Defines the TLMt to compare 

with data base value. 
- Branch Box : Defines the branch condition. 
- Loop Box : Defines tb ? loop process based 

on a branch condition. 
- Store Box : Defines the stored CMDs for 

ETS-VI 
- StoreExe Box: Defines the execution of 

stored commands 
- Sub SOP Box: Defines the sublmini-SOPR 
- SNIOpsMSG Box:Defines SN or OpsMsglD 

EWS HOST COMPUTER 

1 I 
SNSOP Edition -&&SNSOP Data Base 

SNSOP Execution kL. CMD fiats 

C'-IENT SERVER 

Figare-2 : SNMS functional assignment 

Figure3 : Rocess box 



4.4 Operation Dtscription Data (ODD) 

The ODD is a unique language developed by 
NASDA to be used in SNSOP. The system 
operator can easily describe a free text ,e.g:, an 
arithmetic expression, a logical eapresslon, 
branch condition, etc., in a process box by 
using the ODD. It can basically be divided into 
following groups: 

(1) Arithmetic Assignment 
- Constant 
- Variable 
- Array 
- Arithmetic operator (+,-,x. 1) 
- Functions 
- Assignment 

(2) Logical Assignment 
The assignment method is the same as 
arithmetic assignment. 

- Logical operator 
and, 01 , not, xor 

(3) Judgement condition 
>. <, >=, <=, =, ! = 

(4) SNSOP control commands 
The control commands used at ETS-VI SN 
system are as follows; 

Test : Compare the received TLM with 
came4 value in data-base. 

Wait : Wait before moving to the next step 
for an appointed period of time. 

Wake : Break the current job and resbrt at 
the appointed time. 

Input : Input the value to the appointed 
variable name. 

Display : Display the valuc in the appointed 
variable name. 

Print : Print the value in the appointed 
variable name. 

Interrupt Rohibit the interruption, or release it. 
GetTLM: Set the appointed TLM value to the 

appointed variable name. 
StoreCancel: Cancel the stored commands 
Save : Store the value in the appointed 

variable name to the appointed file 
Load : Get the value into the appointed 

variable name. 
Beep : Sound buzzer for the appointed time 
Exec 1 : Execute the commands for ETS-VI 
Exec2 : Execute the commands for EGS 
Exec3 : F~ecute the commands for other 

ground elemem.. 
Store : Store the ETS-VI commands 

StorcExe: Execute the stored commands 
OpsMsgGet: Get the operation message 

4.5 Execution of SNSOP 

The SNSOP is executed one afier another 
automatically in accordance with the flow chart 
list, and the manual operation is also possible. 
The automatic execution will be stopped 
temporally when the system operator selects 
"Pause Mode" or sets a break point on the - 
expected process box of flow chart list, or 
when the system operator is asked for his 
judgement by SNSOP. Following are the 
threee modes during manual oper~tiion: 

Step Exec. mode : Execute one step only. 
Step Skip mode : Skip one step only. 
Box Skip mode : Skip one process box. 

The transition from manual to automatic mode 
is performed by choosing " Restart Mode" ,and 
"Abort mode" is for the SNSOP forced end. 

4.6 Control Requests from user-OCC 

The changes to the operamg conditions or 
configurations of the ITS-VI SN ground 
segment can be initiated by the "Operations- 
Control" message from user-OCC to the 
SNMS. These messages are categorized into 
two groups: Class A and Class 8. 

The class A Ops-control message is execute5 
automatically after completing the valid check at 
SNMS. The class B is performed with the SN 
operator 's decision. 

The operating SNSOP will be interrupted after 
the completion of validity check when the Ops- 
control message is received at SNMS, and 
another SNSOP for an Ops-control message 
will be called and started automatically. 

4.7 Monitor requests from user-OCC 

The real-time monitoring of SN ground system 
at user-OCC is achieved via "SN message" and 
"SN message I D .  The SN message is a 
telemetry data of ETS-VI SN system, and is 
sent to user-OCC every 2 seconds during 
support period. The SN message ID is used 
when the SN system wants to notify the key 
event of the current executing sequence,e.g., 



Completion of EGS setup, Bringing fomard 
beacon signal up. etc., to &c user-OCC. 
The message ID is sent to user-OCC by 
SNSOP. 

6. SN Real-Time OPERATIONS 

The real-time operations period is the time 
frame in which the user-OCC and the SN 
system perform necessary activities to support 
the command , telemetry, and tracking 
operations of a user spacecraft. These 
operations can be categorized as those 
occurring prior to the scheduled support start 
time, those occurring during the real support 
period, and those wcumng post-support. 

The user-OCC can eet information of which 
step the SN system is executing at a certain 
time via the SN message and SN message ID. 

5. SNSOP DATA BASE 

A total number of 61 main-SNSOPs are stored 
in the data base of SNMS. Many sub and mini- 
SOPs are linked with the main-SOP. The main- 
SOP can be classified as follows: 

The following are the typical operations of each 
phase with an example of the KSA service 
operation (CPU mode). 

6.1 Pre-support Phase 
(1) System Operations SOP 
There are 11 SOPs for system operations, e.g., 
EGS initial setup. Pilot links odoff, TT&C 
links odoff, etc. 

( 1) user-OCC 
a. Sending the KSA service requests to the 

SNMS by at least 30 minutes prior to 
scheduled start of service,through the user 
terminal. 

(2) ATSS 
a. Receiving the state vectors of both ETS-VI 

and user spacecraft if updated. 
b. Processing of then; by 30 minutes prior to 

(2) KSA Service SOP 
4 SOPs are prepared for the KSA service 
operations based on the combination of types 
of initial acquisition sequence mode 
(Sequence# 1, Sequence#2A, Sequence#2B) 
and KSA antenna pointing modes( CPLJ mode, 
Direct mode). the scheduled start of service. 

c. Calculating the pararneters necessary for 
the acquisition and tracking operations, and 
sending them to the SNMS when required 
from the SNMS. 

(3) SIC Service SOP 
4 SOPs are preipared for the SIC forwardlreturn 
service operations based on the SIC antenna 
pointing modes (Orbit elements mode, Program 
mode, Real time mode, Direct mode). (3) SNMS 

a. Choosing the next support service by at 
least 30 minutes prior to the scheduled start 
time. 

b. Sending the calculation request of 
acquisiti~n parameters to the ATSS and 
receiving it from the ATSS within a certain 
time. 

c. Setting the pararneters calculated at step b 
into the system variables of KSA service 
SOP. 

d. Configuring the ETS-VI by SNSOP. 

(4) Recovery SOP 
'The recovery SOP is called when any of the 
checks in the main-SOP fails. I I SOPs are 
stored in the data base. 

(5) Ops-Control SOP 
30 SOPs are stored in the data base. The Ops- 
control SOP is used when it is requested from 
the user-OCC. 

Figure-4 shows the KSA service operations 
display for CPUlsequenceR2A mode. The left 
window shows the main-SOP and the right is 
the sub-SOP of the second process box from 
the top of main-SOP. 

(4) EGS 
a. Configuring the EGS by SNSOP. 

6.2 Support Phase 

(1) SNMS 
a. Controlling KSA antenna operations by 



SNSOP. 
b. Initiatinghednating the services by 

SNSOP. 
c. Generating and transmitting the SN 

message and SN message ID to the user 
terminal located at the user-OCC. 

d. Operating service. 
e. Monitoring the SN performance. 
f. Verifying and processing the Ops-contml 

from the user-OCC through user tenninal if 
received. 

g. Initiating the recovery operations based on 
the recovTry SOP if any of the checks fails. 

(2) EGS 
a. Acquisition of service channel. 
b. Operating service. 
c. Reconfiguring/reacquisition service. 
d. Receiving and logging the tfacking data if 

required. 

(3) User-OCC 
a. Monitoring the SN performance via SN 

message and message ID. 
b. Sending the Ops-control if needed. 

63 Post-support Phase 

(1) SNMS 
a. Dumping the operations history 
b. Conducting post-support debriefing with 

the user-OCC. 

(2) OD/ATSS 
a. Receiving and logging the tracking data 

from the EGS in accordance with the 
direction from the SNMS. 

7. CONCLUSION 

NASDA is now in its final process of the ETS- 
VI launch scheduled on August '94. The 
experiment will been from November 'W after 
completing the initial mission checkouts on 
orbit. We would like to verify the availability of 
the SNSOP method through the ETS-VI data 
relav exoeriment ~eriod and reflect it to our 
futuk dab relay satkllite system. 
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Abstract 

With a restructured software architecture for 
telemetry system control and data 
processing, the NASAIDeep Space Network 
(DSN) has substantially improved its ability 
to accommodate a wide variety of spacecraft 
in an era of "better, faster, 
cheaper." 

In the new architecture, the permanent 
software implements all capabilities needed 
by any system user. and text tables specify 
how these capabilities are to be used for 
each spacecraft. Most changes c m  now be 
rude  rapidly, outside of tht: traditional 
software development cycle. The system 
can be updated to support a new spacecrafi 
through table changes rather than software 
changes, reducing the implementation-test- 
2nd-delivery cycle for such a change from 
three months to three weeks. The 
mchanical separation of the text table files 
from the prcgram software, with tab!es only 
loaded into memory when that mission is 

t , being supported, dramatically reduces the 
level of regression testing required. 

TI12 format of each table is a different 
compromise between ease of human 
interpretation, efficiency of computer 
interpretation, and flexibility. 

1. Deep Space Network Telemetry 1990 

In 1990 NASA's Deep Space Network 
(DSN) swpported fewer than a dozen 
spacecraft, all them  sing minor variants on 
a single NASA output format. Each new 
spacecraft was a major event, frequently 
accompanied by upgrades of DSN hardware 
and software. 

In addition, sapport for frequent minor 
processing changes was creating a bottle~eck 
because each change required a formal 
software build and delivery, and regression 
testing. One example of such a change is an 
increase in data rate and frame size as an 
encounter appmaches. 

2. Changing Eawonment 

In recent years both the number and variety 
of missiims supported by DSK has grown 
exp1osive:y. Today, the DSN scppons over 
seventy deep-space and near-E~nh spacecraft 
operated by NP.SAfJPL, other NASA centers 
( e g ,  GSFC), other US government agencies 
(e.g., NOAA), and other nations' space 
agencies (e.g., mFS, ISAS). And these 
spacecraft are beginning to be produced with 
shorter lead times. 

It would be impossible to support all these 
spacecraft with the old system. 



3. Tables Save the Day 

Spacecraft specifics had to be removed from 
the main build-test-delivery cycle. 

Text tables presented an opportunity to 
isolate mission-specifics from the telemetry 
processing software, and thus from much of 
the delivery cycle's cost in time and money. 
With a software architecture where tables are 
clearly read in by the computer only when 
the appropriate mission is commanded, table 
changes need no software build and little 
regression testing. 

Three tables are sufficient to encapsulate all 
mission specific behaviors of telemetry 
processing: spacecraft initialization tables, 
rules tables, and format tables. 

3.1 Spacecraft Initialization Tables 

The spacecraft initialization table (SIT) 
configures devices based on mission-specific 
telemetry parameters (subcarrier frequency, 
coding type, frame length, Reed-Solomon 
interleave depth, etc.). Their format is almost 
exactly the same as that used for interactive 
Operator Directives (ODs) except for the 
addition of comments. Implementation of 
these tables was integrated with 
implementation of a warmstart file 
capability. Both send commands to the 
existing front end for interpretation, and so 
are easy to implement despite their power. 

Example 1 is a SIT table. 

3.1.1 Tradeoffs in SIT Table Design 

SIT table design is natural, giving ease of 
operator use through familiarity and ease of 
implementation through use of existing 
interpretation facilities. The only loss in 

going to a table driven approach is a loss in 
speed because each command must be 
interpreted each spaceclaft tracking pass. 

3.2 Rules Tables 

Realtime changes of certain key 
configuration parameters sometimes require 
changes to other related configuration 
parameters. For example, a change of bit 
rate may imply changes to frame length, 
coding type, and data output format. 

Rules tables reconfigure devices and data 
output formats when key parameters change. 
The current implementation can accept only 
data rate as the key parameter because that 
is the only key parameter needed by any 
existing mission for changes to anything but 
format. 

3.2.1 Rules Tables Format 

The format of rules tables also uses the 
existing operator directive format as much as 
possible. The only enhancement is that 
these tables have two columns of ODs: key 
parameters in the first column, corresponding 
ODs to be processed in the second colun~n. 
Although the first column is identical in 
format to the telemetry bit rate (TBR) OD, 
its meaning in context is different. When 
the opcrator enters "TBR 32000 the TGC 
reacts by configuring hardware to expect 
incoming data to change data rate to 32.000 
bits per second (including any commands 
specified in the rules table). "TBR 32000" 
in the fust column of a rules table directs 
the TGC to execute the corresponding ODs 
whenever a TBR OD is received with a new 
bit rate closer to 32,000 than to any other bit 
rate in the rules table. 

Before the latest DSN upgrade there was no 



Example 1. Spacecraft Initialization Table (partial) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
# SPACECRAFT: DSPSE 
4 
# Characteristics: GSFC data type 
# Single channel 
# MCD coded 
# NRZ-M to BiO-L conversion 
............................................................. 
# 
PGM DSPSE 
OFT1 DSPSE 
# 
# XBBM is internal form of the BBM OD 
# 
XBBM W 
# 
TBRl 128000 C 
FSUl S 
FOMl A 
FLGl P-2048 S=O 
FBTl IL-1 OL=l 
FLTl IL-2 OL=2 
FSWl 32 EB90146F 
APCl D 
FESl E 
MCVl CCSDS 
MLTl 3 3048 
MCAl MNR 256 2048 
DIFDl NM 
RSUl D 
# 
# XPRn replaces IGP and USP ODs 
I 
XPRl D D D D D D 
# 
PTOl 0 000000 
MNOl ACC=O.O AGNaO.0 DOP=O.O SCF=O.O SNR-0.0 TBRzO.0 
BBS 1, 9, 2, 10 
LAW1 M 3 
SERl D 
SLY1 -2.5 
SNRl 0.0 
SCFl l7OOOOO. 0 
# Input symbol is NRZ-M 
PCMl NL 
DSAl E 

j Example 2 .  Rules Table 
# 
3 SPACECRAFT : DSPSEl 
# DATE CREATED: 09/15/93 - First edition 
# 
TBR 125 TSO DSID=ED 
TBR 250 TSO DSIDnEE 
TBR 500 TSO DSID=EF 
TBR 1000 TSO DSID=FO 
TBR 20C0 TSO DSID=Fl 
TBR 6000 TSO DSI3=F2 
TBR 61000 TSO DSID=F3 
TBR 12C000 TSO DSID=F4 



corresponding capability. Operators had to change to a formatter required an entire 
enter all ODs manually every time bit rate build and delivery, and the computer 
changed. language implementation left open the 

possibility that typos could create apparently 
Example 2 is a rules table. unrelated errors. 

3.2.2 Tradeoffs in Rules Tables Design 

Like SIT tables, rules tables use the same 
interface as ODs, making them easy from 
both a human and a machine perspective. 

Conceptually, rules tables are almost part of 
SIT tables. Both are implemented from the 
same documents with invariant fields going 
to a SIT table while bit-rate dependent fields 
go to a d e s  table. Care is needed on the 
part of the table implementor t:, riidce sure 
all fields go to one or the other and to put 
only the needed fields in rules, as these will 
override operator-entered commands 
whenever bit-rate changes. 

3.3 Formatter Tables 

Format tables specify the packaging of data 
from an internal representation to the format 
required by the mission. (Formats currently 
suppr?ed include 12W- and 4800-bit 
asynchronous and frame-synchronous blocks 
as well as variable-length Standard 
Formatted Data Units.) In addition to data, 
formatted output generally incorporates a 
variety of information about processing: bit 
rate, sequence number, signal strength, Earth 
Receive Time, etc. 

3.3.1 Formatting in the Bad Old Days 

Before the recent DSN upgrade formatting 
was implemented directly in computer 
language, with a separate executable overlay 
for each supported mission. So every 

3.3.2 Format Tables 

Format tables are much more complex than 
SIT or Rules tables. In essence they are 
almost a mini-langily-, hut this lnnguage is 
focused only on t!,e ability to format 
telemetry data. 

The first part of each table (after a 
conventional comment header including 
name and change history) is a preankk that 
specifies whether the rest of the table will 
use 8-, 16-, or 32-bit words and whether 
word ar.d bit counting will number from 
zero or one. This makes it easy to :ranslate 
any document to a format table. 

The rest of the table is divided into event 
blocks. Each event block specifies actions 
to be taken at a specific event: 

- when the format table is first loaded 
- when new information on upstream 

processing is ~cceived 
- when new data is recei~sd 
- when a new output block is started 
- when an output block is completed 

Within each event block is a series of table 
entries. These entries are executed in the 
order they are encountered. Generally ~t is 
preferable to order entrks within eac h 
sectim by increasing address of destination 
within output data, but sometimes 
dependencies among fields make it necessary 
to vary this order. 

The first column of each entry specifies the 
source, the second column specifies the 
destination, and the optional third column 



, specifies operations to be performed on the 
data. 

Source and destination fields can be 
constants (source only) (numeric, restricted 
ASCII, or symbolic), fields from within the 
f o r m a t t e d  d a t a  b l o c k  
(/[<start-word>] .<start-bit>:[cword-length> 
].<bit-length>/), or named data store fields. 
Data stores correspond to formatter 
structures. There are structures associated 
with each input and output data block, with 
status information for display, with the 
formatting process, and with upstream 
processing information. A few fields are 
available for internal use when more than 
one operation is needed at a time. 

Operations can be simple replacement, 
bitwise-or with current contents, floating 
poird conversions, addition of a constant, 
table lookup, or if-style flow control. 

! 

Example 3 is a format table. 

3.3.3 Formatter Implementation 

For reasons of speed, operational software 
uses binary f~ rms  of format tables. The 
translation from text to binary format is 
normally performed when the delivery media 

on each file, so problems are not created 
when structures change. 

3.3.4 Formatter Tradeoffs 

Y , ,  ," 
A. 

standard text editor. previous " hard-coded method. 
, -: - .- 

is prepared. It is also worth noting that user-friendliness 
is relative. Even the week that might be 

Tables can also be modified and "binarized required for a new user to implement a new 
(compiled) in the field if necessary using a spacecraft is a great improvement over the 

b 
Inside the binarizer, the 'C' preprocessor is 
used in a way called Plastic List 4. Difficulties of Working with Tables 
Manipulation to allow use of C structure 
ficld names to access those fields from Adding table capability to any program 
within tables. The binarizer translates field increases its complexity and therefore its 
names to structure offsets and lengths. upfront costs. 
Version checkwords make sure that the 
appropriate version of the binarizer was used 

Formatter design was essentially 
unconstrained by prior art, leaving many 
decisions to the implementer. 3 e  two 
major considerations were ease of 
implementation and ease of use. Ease of use 
seems best served by making the format of 
the tables as similar as possible to the format 
of the documents that specify them. In cases 
when document format could not work, ease 
of use is best served by similarity to familiar 
computer languages. 

But with limited implementation effort, 
many decisions were made to favor easy 
one-pass interpretation. These include 
separating out event blocks instead of 
allowing pure ordering by address and 
placing the optional operation field last. 

It is worth noting, however, that the binary 
file implementation leaves open the 
possibility that a "friendlier" binarizer could 
be written, producing the same binary format 
and therefor not impacting the formatter 
software at all. 



Example 3. Format T a b l e  

Formatter Table for mission DSPSE 

; The following fields tell the binarizer hr>w to interpret the word.bit 
; destination and length fields below. They do not correspond to any fields 
; of Out-Form. 
WORDLENGTH-16 ; Number of bits in word for dest 6 length fields below. 
FIRSTBIT-1 ; 1 or 0, if bits are counted starting from one or from zero 
FIRSTWORD-1 ; 1 or 0, if words are counted starting from one or from zero 

on(C0ND-NEWFORM); Tag meaning following operations are to take place when 
; this file is first read in as a new format. 

destination operation (blank => simple copy) ; source 

FALSE ; Timestamp on last bit = 
; FALSE => timeatamp on 
; first bit. 

of. fmt-type ; Format type: OPs-6-7, 
; OPS-6-8, or SFDU 

; Data pad mode: byte mode, 
; word mode, or no padding. 

NO-PAU of-pad-mode 

of. padgat 

of.inger-out 

; Pattern for data padding. 0 

ASYNCH ; Number of input frames 
; per output block. 

; Bit of start of data field. 
; Bit 144 is first bit of word 
; 10. 

; Bit of end of data field. 
; Bit 4735 is the last bit of 
; word 296. 

CHK-NO-REMOVE 

TRUE 

0 

600 

0x627627 

0x11 

of.chk-symb 

of.use-fsw 

of. numf ill 

cfg.basetranlen 

/1.1:1.8/ 

/3.12 : 5/ 

; Never remove RS check symbols 

; Do use synch word in output 

; No (nonzero) data filling 

; Number of bytes to transmit 

; sync code 

; Block Format Code. 
; TCA always thinks it's real tine. 

; Message type code 
; 26-meter throughput telemetry 

on(C0ND-CONFIG) ; Tag meaning following operations are to take place when 
; new configuration ~ t a  (cfg.*) is received. 

; source destination operation (blank => simple copy) 

cfg.src-code /2.9:8/ ; Source code 



Example 3. Format T a b l e  (continued) 
sap. scn /4.1:8/ ; Spacecraft Number 

on (COND-IN) ; Tag meaning following operations are to take place when 
; each input block is received. 

on(C0MD-BIT-1) ; Tag meaning following operations are to take place when 
; a new output block has been started. 

on (COND-OUT) ; Tag meaning following operations are to take place when 
; all data to be sent has been placed in the outgoing block. 

; tiard-coded calculations will determine the out.out-dest used here 
; from DEST specified above and TSO commands and the VCID. 
out.out-dest /3.1:8/ ; Destination code 

out.out-dsid /4.9:8/ ; Data Stream ID 

sap. bsn-0 /5.9:8/ ; Xessage Block Count 

; First three bits of word 6 are flags set to zero. Ignored because all 
; fields are zeroed. 

; Number of telemetry bits in 
: data field. 

; First two bits of word 7 are flags set to zero. Ignored because all 
; fields are zeroed. 

; following fields are timestamp of first bit in data field. 

out. doy /7.3:9/ ; Day of year 

out.msec-day /7.12:1.11/ ; milliseconds of UTC 

out.usec-msec /9.?:10/ ; microseconds of millisec 

; Telemetry data (and filler) words 10-296 

sap. ban-0 /297.1: 16/ ; Block Serial Number 

; Zero-filled CGP Error fields words 298-300 



4.1 Documentation 

When a new interface is invented for tables, 
as for format tables, it must be documented. 
The format table documentation, including 
examples, index, and descriptions for each 
data ston field, runs to over 200 pages. The 
work of documenting an interface must be 
included in the cost of adding table 
capability. The size and complexity of the 
documentation seems to increase as tradeoffs 
are made to simplify the implementation of 
tables at the cost of more work in making 
tables. 

4.2 Speed 

The extra level of indirection introduced by 
tables carries with it a significant run-time 
computational expense. I estimate it at lox 
for formatting header fields but no added 
expense in the move of actual data, 
averaging out to a 2x to 3x soet penalty. 
Current sofiwart and hardware can pay this 
penalty and still process data at the highest 
rate cunently needed: 2.3. Mbitstsec. If 
higher rates arc needed, special hardware 
may be needed. 

5. Conclusion 

DSN has now ken operationally using 
format tables for nearly three years and SIT 
and rules tables for 1 year for all telemetry 
adaptation and in t!at time has successfully 
added over a dozen new missions without 
any required software changes. The only 
modification to the software has been to 
accommodate NIMBUS frame stripping, 
where most of the data is discarde? because 
most of the instruments are no longer 
functioning. Even this could have been done 
with format tables, but would have been too 
slow. 

In additian, turnaround time for for 
implementation of mission-specific changes 
from inception to installation has been 
reduced by a factor of four. 
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Abstract 

This papel describes a communication test, which 
successful!y demonstrated the transfer of loss- 
lesslj. compressed images in dn end-to-end sys- 
tem. The.se compv :ssed irnzges vere first 
formatted into variai ,., length Consultative Com- 
rnitiee for Space Data Systems (CCSDS) packets 
i n  the Advanced Orbiling System Testbed 
(AOST). The CCSDS data Str~ctqxes were trans- 
ferred fiom the AOST to the Radio Frequency 
Simulations Operations Center (RFSOC), via a 
fiber optic link, where data was then transmitted 
through the Tracking anti dsta Relay Satellite Sys- 
te.n (I'DRSSj. The recei-.cd data acquired at the 
Whi*c Sands Complex (WSC) was transferred 
back LO the A G X  where the data was captured 
and decompressed back to tne original images. 
TLis paper describes the com?ression algorithm, 
the AOST ~onfi~uratioii, key flight compocerlts, 
data formats, and the cornrnur.ication link charac- 
teristics and test results. 

1.0 INTRODUCTION 

With the advent of sophisticated scientific satel- 
lites, space data cotnniunicarion systems zre 
becomirig more, complicated in ordcr to handle 
advanced in i t ru~ents  which generate variable 
data rates and formats. The ~esi re  to provide inter- 
naticna! crcss-support across different platforms 
iit order to bet!er utiliiz the science data globally 
has prompted the international CCSDS to issue a 

recommended standard on space data system &lchi- 
tezture specified in the Advanced Orbiting System 
(AOS) Blue Book [I]. This architect-e provides 
Eexibility to transport space data between plat- 
forms, ground stations and commercial data net- 
works. To demonstrate the capability of this 
architecture, Goddard Space Flight Cen tcr (GSFC) 
has been developing a testbed for the AOS. The 
key components of the AOST is implemented in 
hardware in order to provide insight regarding 
achievable speed and limitations for actual flight 
hardwarp,. The block diagram in Figure 1 shows 

rl these key compc-.. nts inc!uding an instiunlent sim- 
ulator followed by a packet generator, a high-speed 

I 

multiplexer, additional instrument sirwlators, and a 
virtual channel transfer frame generator. 

The testbed is capable ~f irnplemeriting the packet 
data architecture specified in the standards book 
and re-illustrated in Figai: 2. A salient fearure of 
the data architecture is the ~.bility to transport vari- 
able-length CCSDS packet, as opposed to the zon- 
ventional fix: J-length packet structures. This 
structure allows packet data f:om different instru- 
t r ~ n t s  to be multiplexed in a much more flexible 
way Ir the data system. For data originating from 
one single instnment, the vzriable-length packet is 
also a natural struc: ire for holdirly the variable- 
length bit smng resulting from losslessly compress- 
ing fixed-length instrument data, such as from a 
scan line of image data. 



In parallel with AOST effort, GSFC is  also of J, typically 16, samples to achieve adaptability 
engaged in the development of data compression to scene statistics. An identification field of a 
technology. Data compression pro~ides a viable fixed number of bits, determined by the input 
means to alleviate the demands on onboard stor- sample quantization levels, is used to signal the 
age, communications bandwidth, sta~ion contact 
time and ground archive requirements. There are 
two types of data compression: a lossless tech- 
nique, which guarantees full reconstruction of the 
data; and a lossy technique, which generally gives 
higher data compaction ratio but incurs distortion 
in the reconstructed data. Lossless compression 
peaerally results in variable length compressed 
dat:~ due to statistical nature of the original data. 
To satisfy the many science disciplines, lossless 
data compression has become the priciity for 
development. After extensive research, the Rice 
algorithm [2,3] v, JS chosen and developed int3 
hardware. In 1991, a hardware engineering model 
was built in an application specific integrated cir- 
cuit (ASIC) for proof of concept. This particular 
chip set was named the Universal Source Encoder/ 
Universal Source Decoder (USEAJSD) (Venbrux, 
92)[4]. Later, it was redesigned with several addi- 
tional capabilities and implemented in Very Large 
Scale Integration (VLSI) circuits using gate arrays 
suitable; for space missions. The flight circuit is 
n:frmd to as universal Source Encoder for Space 
{LSES). The fabricated USES chip is capable of 
processing data up to 20 Msamples/second and 
will take data of quantizatior! from 4-bit to 15-bit 
151. In the following sections, we will provide a 

selected option for ~ h c  block. The perfom&ce of 
this aigorithm has been shown to be the same as 
that of a collection of Huffman codes on typical 
irna,gery [6] imd has been tested on various instru- 
mnwt data [77. 

3.0 SYSTEM DESCRIPTION 

3.1 End to End System Description 
The end-to-end system is depicted in Figure 4. 
The AOST is linked via an optical fiber to the RF 
SOC, which transmits the packetized data to the 
White Sands Complex (WSC) via a TDRS on a 
Ku band carrier. Data was recorded at the WSC 
and later transmitted to the AOST via NASA 
communication (NASCOM). 

3.2 Source Equipment 

3.2.1 Data Source 
The source data can be either simulated instru- 
ment data or a video frame of data acquired from 
a CCD camera. In both cases, the data is first 
loaded into a frame buffer before each scan line is 
passed to the compression hardware which incor- 
pora!es the USE chip. Each compressed scan line 
is then passed to the packetizer for further pro- 
cessing. 

brief descrip:ion of the data compression algo- 
rithm, the overall communication system, the 3-22 Packetizer and Multiplexer System 
AOST and physical link characteristics. Description 

2.0 THE L0S.C' =SS DATA The packetizer takes data from the instrument, 

COMPRESSION ALGORITHM encapsulates it into CCSDS p~ckets [8], and sends 
-- them over a fiber optic transmitter- reccive; inter- 

The architecture of the Rice algorithm is shown in 
Fig. 3. It coasists of a preprocessor to decorrelate 
data samples and subsequently map them into 
symbois suitable for the entropy coding module. 
This entity is a collection of oprions operating in 
parallel over a l a y e  entropy range. The option 
yielding the least number of coding bits will be 
selected. This selection is performed over a block 

face (FOXI) at a burst transfer rate of 80 Mbps. P 
separate packet is formed for each video scan line 
with the segmentation flag in the packet header 
used to treat an entire video frame as a large data 
block. The segment fiag is set to "beginning of 
segment" for the first scan line of a video frame; it 
is set to "continuation segment" for intermediate 
scan lines; and i t  is set to "end of segment" for the 
final video scan line of a video frame. Frame sjn- 



chronization is derived through control signals in can be transmitted over I or Q output data streams. 
the FOX1 interface. Each VC is configured by the system controller 

The multiplexer operates in two modes: 1) path upon initialization or during system re-configura- 

service mode where the multiplexer passes tion and has a unique ID (VCID) set by hardware. 

CCSDS packets through to the Wideband Transfer Data can be received as a fixed length data unit 

Frame Formatter (WTFF) without processing and (MPDU in VCA service) or as CCSDS packets 

2) virtual channel access (VCA) service mode (Path Service). 

where the multiplexer produces multiplexing pro- 
tocol data units (MPDU) and transmits them to the 
WTFF. Access to the output channe! is granted 
based on availability and a rounr ~ o b i n  polling 
sequence. This polling occurs once every 400 ns, 
which is rapid enough that it results il a statistical 
multiplexing function. In general, the higher the 
packet rate for a channel, the more the number of 
requests and grants are given to that channel, caus- 
ing access to be data rate driven. Details of the 
hardware are provided in [9]. 

PN Cude Transition Generator: To ensure bit 
transition, the psei do-noise (PN) transition gener- 
ator is utilized. When it is, each byte of the 
CVCDU is XORed with a stored PN pattern 
before being sent through the multiplexer to the I 
or Q data outputs. The frame synchronization pat- 
tern is generated separately and is neither RS 
coded or changed by the PN generator. 

3.3 Data Capture Equipment 
All packetized data received at the WSC on the I 

3.2.3 Wideband Transfer Frame Formatter channel was transferred to a workstation and pro- 

W F F )  
cessed predominantlj with software tools. The Q 
channel signal was sent to a communications bit 

The WTFF system [lo] is designed to serve as a error rate (BER) test set for real time monitoring. 
gateway providing transfer frame generation using The capture and analysis equipment is composed 
a subset of the AOS services, as defined in Refer- of a 32 Mbyte solid state memory connected to a 
ence 1, for up to seven user virtual channels (VC) Sun workstation via an ethernet; frame detectior, 
plus an idle channel. Data messages arriving from software; a hardware RS decoder; a software RS f 
any one of the user VCs are buffered and then encoder; virtslzl chmnel and packet detection soft- 

# 

inserted into CCSDS standard format data transfer ware; a software data decompressor; and a soft- 
frames. These frames are padded with frames from ware image display package for the workstation. 
the idle channel as necessary to maintain a preset 
data rate and are output on a single serial line. 3.301 Frame Detector 
CCSDS Grade-2 service is provided by including The original data as into frames by the 
a Reed-Solomon (RS) (255.223) error correcting WTFF is a series of bytes forming a data frame 
code in each of the eight vinud channel circuits to structure. Once transmitted from the WTI;F, the 
form coded virtual channel data units (CVCDUs bits in each byte are sr.ialized and knowledge of 
formed from VCDUs or MPDUs, Fig. 2). the byte boundary is lost. The frame detection 
Virlual Channel: A VC unit receives user data 
and formats it into vii.tua1 channel frames (i.e., 
CVCDUs) at rates up to 100 Mbps. The frames are 
composed of five interleaved RS code words ron- 
taining 255 bytes each. Each CVCDU is thus 1275 
bytes (10,200 bits) long, including the RS encod- 
ing check symbols. When CVCDUs are appended 
~ i t h  a frame synchronization p:tr :m (32 bits), a 
channel access data unit (CADU) is created, which 

software searches the received file on d bit by bit 
basis to find the frame synchronization marker. To 
ensure that it is the frame marker and not a 
sequexe of data bits that harpened to be the samc 
as the frame marker, the file position pointer was 
moved one frame length from the initial marker 
and data was examinecr for a second marker. In all 
of the data collected, a bit slip (or bit addition) was 



never observed, making the need for a more elabo- 
rate frame synchronization strategy unnecessary. 

3.3.2 Reed Solomon Decoding 

After byte alignment and frame detection, RS 
decoding was performed. Each frame output from 
the RS decoder has a 16-byte status block 
appended to it. During the data flbw with the com- 
pressed variable length image packets, the error 
rates were never severe enough to cause uncorrect- 
able frames. During the portion of the test where 
the purpose was to evaluate the Ku band physical 
link using the CCSDS structure, frames that were 
found to be uncorrectable were not deleted. They 
were examined for burst error statistics along with 
the correctable: frames. When uncorrectable 
framt: occurred, the data portion of the frame was 
corrected by ccmputer using knowledge of tne 
data structure, and the parity portion was gener- 
ated by re-encoding the data. CCSDS idle frames 
were also xtained and RS decoded. The received 
raw data was compared with RS corrected data to 
determine burst error statistics. 

3.3.3 Channel and Packet Detection 

The fi!e created after RS decoding was then pro- 
cessed by a software program called CHAIJNEL 
which examined the CCSDS frame header and 
produced a separate output file for each virtual 
channel identification (VCID) number that was 
found. Compressed video packets were ass:,ned a 
particular application identification (APID) on a 
particular virtual channel. The PACKET program 
was run on the VCID file of interest and produced 
separate output files for each APID found in that 
VC. The APID file of interest contained variable 
length packets of cc npressed vidzo data. 

3.3.4 Decompressor 

The packet file associated with the image frame 
data was fl~rther broken down into a separate file 
containing one compressed image frame. These 
5 12 variable-length !ines were decoded to generate 
one fixed-length image frame. In software, this 

decoding routine performed the decompression 
algorithm and simulated the operation performed 
by the Universal Source Decoder (USD) chip, 
realizing the lossless data decompression algo- 
rithm. The routine used the reference sample at the 
start of each compressed 512 sample line as well 
as the header information at the strut of each com- 
pressed 16 sample block to convert the data back 
to its uncompressed format. The resulting 
512x512~8 bit binary image file was then accessed 
by a commercial display software package. 

4.0 TEST PARAMETERS AND LINK 
ANALYSIS 

4.1 Test Parameters 

Testing of the AOST using variable length packet 
structures was performed by using losslessly com- 
pressed images. The first image transmitted was a 
prestored ~ G d s a t  image. ~ f t &  the Landsat image 
was received, real time images fro-, the video 
camera and pacbetized data from the simulators 
were rcuted through the source zquipment and 
output on the WTFF I channel at 80 Mbps while 
the WTFF Q channel was not used. PN data trans- 
mitted on the RF Q channel waF dsed to monitor 
the link BER. The WTFF I channel was config- 
ured to run at a continuous output rate of 80 Mbps 
(including idle channel fill frames) by using an 80 
MHz crystal on its high speed output board. The 
WTFF configuration was as follows: 

V i a l  Chan- Virtual Chan- Data Source Data Rate 
nel # nel Mode 
7- Path Service Simulator 16-0 Mbps 
2 VCA Service CCD camera -28 Mbps 
3 Path Service Simulator 16.0 Mbps 
63 Idle channel \VTFF as needed 

4,2 Link ANALYSIS 

In addition to evaluating compr2ssed variable 
length packets, this test allowed an examination of 
the channel characteristics of the K-band Single 
Access (KSA) retcrn link through TDRSS. The 
primary objective was to evaluate a BCH code 
proposed for a LANDSAT-7 300 Mbps return link. 



It was important to understand the error character- 
istics of the channel becausc the proposed binary 
BCH code (1023,993,3) can only correct 3 bit 
errors in a block of 1023 bits This section will 
concentrate on the performance of the link used in 
this experiment in terms of BER vs. Eb/No. Link 
analysis was performed by transmitting a PN data 
pattern of NRZ-M data at 300 Mbps, QPSK rnodu- 
lated (150 Mbps on I, 150 Mbps on Q) through the 
KSA return channel. The data was recorded in one 
minute samples, and six pairs of C/No and BER 
measurements were taken at WSC with 223-1 and 
2'-1 PN coded data. The measurements are sum- 
marized in Table 1. Using the measured carrier to 
noise density, the required effective isotropic radi- 
ated power (EIRP) values were also calculated. 

TABLE 1. CINo. BER and RF SOC EIRP Data Points 
1 Measured C/No I Measured Bit I EIRP Reauircd for 

1 Error Rate 1 ~~errsru;d~/~o 
0.8~-3 I 512 

-A plot of the six data points are shown in Figure 5 
along with the ideal BER vs. Eb/No curve. The 
separation from the ideal curve varied with each 
measurement, about an average of 3.6 CB fox five 
of the data points. This value was taken as the 
implementation loss. It is imp~rtant to note that for 
the required EIRP calculation, several loss param- 

. eters were assumed based on estimates and the 
weather conditions of that day (which was cloudy 
with light rain) at the transmit site. 

. I  . I r, 
5.0 RESULTS 

Since the WTFF used the CCS,DS recommended 
(255,223) RS code, it was expected thnt as long as 
the BT.R was about 1*104 or better, the RS decod- 
ing would correct all of the errors. It was therefore 
expected that the decompression process would be 
error free and the reproduced image would be 

identical to the digital version of the original. This 
was found to be true. 

5.1 Image Quality 
No streaks or drop outs occurred in the images. 
Since the compression technique was applied 
independently to each scan line, a decompression 
error would be expected to cormpt an entire line. 
Loss of a user data CCSDS frame would impact 
several image lines, but no corruptions were 
observed. 

5.2 Channel Performance 
One of the concerns was to evaluate the burst 

errors on the TDRS Ku band link. A test cannot 
examine all the parameters that vary over a satel- 
lite's lifetime, but it can at least provide a snapshot 
of some of those parameters. In order to simulate 
an end-to-end system, the data was recorded at the 
WSC and retransmitted to GSFC before being 
finally decoded. 
During the link portion of the test, differential cod- 
ing (NRZ-M) was used to avoid data inversion. 
The disadvantage of NRZ-M is that it causes each 
error to appear as two errors which may or may 
not be consecutive. In the data observed, no emrs 
greater than 2 bits in length (errors were always 
consecutive) were observed when the proposed 
Landsat 7 power level was used. At lower power 
settings, where the BER was greater, longer burst 
lengths were seen (Table 2). For this analysis, a 
burst was arbitrarily defined as a group of incor- 
rect and correct bits where there were no more 
than 11 consecutive correct bits. A burst always 
starts and ends with an error. 

TABLE 2. BER vrr. Error Burst Charaderiutks 
Max Length of Mu E.ron Pa 

Tht CCSDS frame sequence count was continuous 
wir,r no gaps. Bit slips (or additions) were never 
observed in this or other AOST tests with the 
TDRSS. 



6.0 CONCLUSION 

The CCSDS recommendations fcr AOS data 
architecture have been put to a physical test with 
compressed data being multiplexed with several 
separate instrument channels. Losslessly data 
compressed images were received and decom- 
pressed without any distortion. The achieved 
compression ratio is about 1.8 for the Landsat 
image. This type of compressed data is very sen- 
sitive to channel errors which, if they occur, 
cause long streaks in the recovered images as 
results of the decompression operation. Therefore 
one can say that the data generation and recovery 
system worked as expected. No problems were 
introduced by the variable length packets result- 
ing from lossless compression. The Ku band 
TDRSS link contained errors consistent with a 
purely thermal (random) environment for data 
transmitted from the GSFC. This analysis is 
based on statistics gathered during a short period, 
therefore no statement can be made about the 
burst environment that would be observed when 
the TDRSS antenna is pointed toward other ueas 
of the Eaith. 
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ABSTRACT 

The Tracking and Data Relay Satellite System 
(TDRSS) has long been used to provide reliable low- 
and high-data rate relay services between user 
spacecraft in Earth orbit and the ground. To date, 
these TDRSS services have been implemented via 
prior scheduling based upon estimates of user needs 
and mission event timelines. While this approach 
may be necessary for large users that require greater 
amounts of TDRSS resources, TDRSS can potentially 
offer the planned community of smaller science 
missions (e.g., the smaii explorer missions), and other 
emerging users, the unique opportunity for services on 
demand. In particular, innovative application of the 
existing TDRSS Multiple Access (MA) subsystem. 
with its phased array antenna, could be used to 
implement true demand access services without 
modification to either the TDRSS satellites or the user 
transponder, thereby introducing operational and 
performance benefits to both the user community and 
the Space Network. 

In this paper, candidate implementations of demand 
access service via the TDRSS MA subsystem are 
examined in detail. Both foraard and return link 
services are addressed and a combination of 
qualitative and quantitative assessments are provided. 
The paper also identifies further areas for 
investigation in this ongoing activity that is being 
conducted by GSFCICode 531 under the NASA Code 
0 Advanced Systems Program. 

1.0 INTRODUCTION 

For over a decade, the Tracking and Data Relay 
Satellite System (TDRSS) has been providing reliable, 
low- and high-data nte, two-way relay services 
between low-earth orbit user spacecraft and the 
ground. To date, these TDRSS services -- both single 
access (SA) and multiple access (MA) -- have been 
provided to users via shvcrured scheduling. The 
scheduling is completed days in advance of the actual 
service event, and based upon estimates of user needs 
and mission. Lvenl timelines. This approach has 
histori~i~ly been, and may continue !o be, necessary 
for certain c1;;tsses of users and operational scenarios 
(c.g., real-time relay of time-critical, wideband science 
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data). On the other hand, newly emerging users and 
operational scenarios may be capable of taking 
advantage of certain TDRSS services on demand. 
Such users may include emerging small-satellites and 
certain non-space users (e.g., aircraft). 

Toward this end, Code 531 at NASNGSFC, under 
the sponsorship of the Code 0 Advanced Systems 
Program. has been identifying and assesring a variety 
of Demand Access (DA) concepts that reflect the 
following Statement of Need: 
Dramatically enhance user accessibility to TDRSS, 
by accommodating service requests on demand. 
The new DA services should: 

Support the broadest possible range of users, 
with particular emphasis on emerging small- 
sats and other unique users (e.g., NASA 
aircraft). 
Zmphasize low-data-rate TT&C services. 1 

Ensure low-cost Space-Network (SN)/user 
operations 

Within h e  framework of SN operations, the above 
DA service needs are addressed here by focusing on 
the innovative utilization of the TDRSS Multiple I 

Access (MA) Forward and Return services. The / 
rationale for MA utilization -- in contrast to Single 
Access (SA) -- is due to the uniq~e nature of the 
electronically steerable MA antenna its amenability 
to very rapid configuration, and its much higher 
availability than SA (especially on the MA Return 
link). Further insights into MA service utilization for 
DA are provided via subsequent discussions in the 
body of the paper. 

The purpose of this papr  is to provide representativc. 
interim results of ongoing DA study activities that are 
being conducted by GSFC Cod; 531. The 
organization of this paper is as follows. Section 2 
provides an overview of DA operations, ~ncluding ar. 
architectural definition and a description of candidate 
DA service applications. Sections 3 and 4 follow 
with respective descriptions and unique features of 
candidate Forward and Return link DA operations 
concepts; qualitative and quantitative perfonnance 
results arc also presented. Section 5 concludes with 
a Sumlnary and Observations. 



2.8 DEMAND ACCESS OVERVIEW 

A first logical question to ask is: What is meant by 
"ideal" Demand Access? Within the present SN 
framework, this question is addressed in Figure 1. As 
seen. the key ingredients of interest, for both the 
Forward and Return links. may be summarized as 
follows: 

No NCC scheduling. 
Essentially immediate SN reaction to a user 
service request. 
No contention with other users (i.e., 100% service 
satisfaction). 

Given that "ideal" DA is not achievable via the SN, 
the second question that arises is: How close to 
"ideal" DA can be achieved via innovative 
ulilization of MA service capabilities? As will be 
shown in Sections 2 and 3, the answer to this 
question is: Remarkably close to "ideal1' DA is 
achievable via: suitable user operations concepts, 
modest ground augmentations, and appropriate 
bpplications of the highly capable MA resources! 
To be emphasized is the fact that the proposed DA 
capabilities are achievable with the existing on-orbit 
TDRSS spacecraft and existing user spacecraft 
transponders. 

Prior to procerding with h e  detailed discussions it is 
useful to gain some insight into potential applications 
of DA. A listing of candidate DA services and 
relevant observations is given in Table 1. As seen, 
the DA services can benefit both SN operations (e.g., 
BR'I'S) and user communications and tracking, by 
introducing simplicity, flexible and efficient use of 
resources, robustness, enhanced performance, and the 
.xcommodation of newlunique applications. 

To complement Table 1, Figure 2 illustrates a few 
candidate DA scenarios. As seen. the applications are 
diverse, and the Forward and Return portions may be 
applied eithcr separately or jointly. It should also be 
noted that a conscious effort is being made here to 
include the potential for a direct, real-time 
INTERNET interface between the user spacecraft and 
the Principal Investigator. 

It is apparent that a variety of system-level, cost, 
performance, and technology considerations must be 
addressed in assessing candidate DA concepts. 

Representative considerations and evaluation criteria 
being applied as part of the GSFC Code 53 1 study are 
as follows: 

Forward 
Link \I am a m J  

7 User 1 .. User N 
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I 
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Random Access 
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from USATs 
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Figure 1: What is "Ideal" Demand Access'! 



Table 1: Candidate DA Services 

FWD/RTN link avdlability (user satisfaction; 
waiting time). 
FWD/RTN link data throughput. 
SN impacts -- implementation and cost (e.g.. 
White Sands Complex (WSC); new elements and 
interfaces; application of 1 vs 2 vs 3 TDRS 
constellation nodes for DA). 
User impacts -- implementation and cost (e.g., 
POCC; transponder). 
Operational risk and robustness (e.g.. 
prime/backup; transition. robust accommodation of 
an expanding cser population that desires DA 
service). 
End-to-end cost per bit (overall NASA 
perspective). 

DA Service 
TDRS tracking: BRTS no longer scheduled 
for nominal TDRS tracking - 
User one-way return tracking 

Low-rate command load 

Low-rate telemeay 

User or SN testing without loading SN 
scheduled services 

Apply inner TDRSs for DA and outer 
TDRSs for scheduled service 
Opdon: DA augmentation via GRTS 

Provide FWD messages to user community 
whenever MA FWD is not otherwise being 
used 

FWDlRTN DA can also accommodate unique 
ground users (e.g., polar) 

3.0 MA FORWARD DEMAND ACCZSS 
(MAFDA) 

Observations - SN benefit 
Potentially improved tracking performance 
Via single TDRS with sufficiently stable oscillator 
Differenced doppler for ,portion of user orbit. cancels oscillator 
drift 
Potential to eliminate coherent turnaround and reduce transponder 
power consumption - 
Multiple times per day 
As desired by user 
As desired by POCC andlor PI 
Echoes or ACKs of DA CMDs 
Immediate access to .trd problems (via transmission initiated 
by spacecraft) 
Immediate access to data on unexpected Targets of Opportunity 
Potential E-mail interface to PI via WSC/INTERNET irerface 
FWD and RTN user tests 
SN SMA FWD/RRI tests via BRTS, or via cooperative 
spacecraft, or via non-ops spacecraft (e.g., COBE) - 
Would provide nw-global. 24 how DA service 
Would simplify DA/WSC operational interface (may enhance 
automation potential) 
Ma;l simplify supporting HWISW upgrades required at WSC 
Low complexity DA operations may be ideal application of GRTS .- 
Maximizes utilization of MA FWD resource 
Can be used to periodically provide entire user community with 
useful housekeeping data; e.g.: 
- T h e  of day 
- SN schedule information that is unclassified 
- Clock/oscillator corrections; periodic synchronization to WSC 

CTFS 
- TDRS and USAT state vector updates (effectively eliminates 

need for on-board nav) 
Take advantage of increased inclination of aging TDRSs (e.g.. F1) 

Preliminaries 

The TiRSS MA capability re1.i w -. a t -  '45 
element phased array antenna c~ : . 4i SS 
spicecraft, with each element prov15i ., L! 16' 
b.:mwidth (i.e., greater than earth .. e i ? ~ m  
geostationary orbit). The MA cap:. pruvideo 
bo'h FWD and RTN link services. '13e FWD 
capability, and its application to DA, is ad3ressed in 
this section, 

The MA FWD capability involves applicaticn of 8 - 
12 of the 30 elements. .whch are phased via ground 
control, to point to and service a single user at a time. 
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Figure 2: Candidate Demand Access Scenarios 

As such, the MA FWD link is gel , +  rally considered "a 
scarce resource" and must be applied wisely to 
maximize its applicability to DA. The TPRS MA 
FWD EIW is 34 dBW, which accon~modates -5 - 1 
kbps, via a user near-ornni antenna, if the FWD data 
is convolutionally encoded. 

Becallse of the "one u c r  at a time" feature, an 
appropriate quantitative periuaince assessment of 
MAFDA requires explicit utilization of a user n!ission 
model. For Be purpose of this paper, the mission 
model employed reflects the seven baseline SN users 
f~rr the year 2000, augmented with 10 hypothetical 
users that reflect a diversity qf current and planne,! 
small-sat characteristics (Table 2). The rationale for 
this augmentation is to "stress" the pmposed MAFDA 
system, and determine how robustly the system 
performs under high loading conditions, and 
ultimately what the system capacity is. 

Description and Assessmtnt of Candidate MAFDA 
Concept 

As part of the Code 531 stuciy activity, several 
candidate MAFDA concepts have been addressed to 
date. The present paper addresses a concept that 
appears to be a leading contender. The high level 
architecture, and associad operations concept 
ingredients, are illustrated in Figure 3. In this rigure, 
the circled numbers represent the order time scquence 
of events. Of particular rnportance is the ability of 
each POCC to smd messages, as desired, to its 
respective user spacecraft via the TDRSS ground 
!erminai (WSC). Note that the NCC is not in the 
service request path, but does receive associated status 
infomation, as it must. Also to be noted is that the 
POCC transmissions are relayed to WSC via a 
preprocessor that: 

Queues messages on a first-come-first-serve basis 
e the proposed DA scheme p.ecludes 
pforities). 



Table 2: Representative Small-Sat Orbital Characteristics 

Axes 

Pitch Axis -- 
Pitch Axis TIMED * Chcular 0 49 92 400 

Pitch Axis. 
Yaw Axis 3 1 SAMPEX 1 0.0089 82 1 97 1 612 

Pitch Axis 

Pitch Axis. 
Y2w Axis 

TIMED 
EUi~tical 0.3089 95 152 -- 

- 

Pitch Axis 

Pitch Axis Low 
Inclination 0 28.5 1 ;; 1 Low 
Inclination 0 28.5 

Critical 
/ Inclination 

0.1 63.4 120 
-.- 

Critical 
lo I ~nclination 0.1 63.4 120 1 -- 

Pitch ~ i s  

Pitch /.xis 

Pitch Axis - -- 

Transmits via MA beam dynamically 

@ A&S to FOCCS. mce message is in (lu. 

I 
.-.-- 

A Pr* '@ Each POCC sends FWD 

processor data messages, as 
MA FWD configuration (Locatbn desired, with user ID 
Fixed data rate 
MA FWD beam poinlng TBD) - 

2 

duralon (TBD) 

based on user ID 

0 
I I 

Messages am queued 
on firstcornel 
first-sarved basis 071 I;y4 M ~ C 9 7 B W ~ S S 6  

Figure 3: Candidate MAFDA Approach 



Sc~:ds acknowledgement to the POCC, once the 
mesrqe successfully queued. 
Identifies the POCC's ID and sends he 
a?propde 2aformation to WSC for rapid link 
configuration. 

Within this framework, WSC can configure and 
establish the MA FWD link within 30 seconds. As 
such, almost immediate service accommod~ztion is 
provided, as long as the queue is empty when a 
POCC transmits a message. Queue contents vs time 
is addressed in %ore detail shortly. 

More insight into the ground interface is presented in 
Figure 4. The middle block shown represents the 
preprocessor of interest, which is anticipated to be an 
automat~ow-rate/low-cornplexity processor. that 
perhaps c m  be embedded in a small workstation. Its 
physicd location, yet r . be established. is currently 
not em:. 'med to bc a ,itical system factor. Several 
addition3 points of merest are as follows: 

For i:nplicity, the present concept assumes that 
the PvLiFDA data rate is the same for all users. 
The message duration per DA sentlce is assumed 
to be fixed (e.g., 2 minutes). 
WSC, as currently implemented, contains all 
necessary user database information to permit 
rapid extraction of key user link parameters (e.g., 
state vectors and oscillator frequency). 

Figure 4 also illustrates a representative structure for 
a user message. The duration of each such message, 

& ACKs to Users 1 w 

USER N POCC 

and the transmission duty cycle per POCC, are key 
system design parameters. Discussion follows. 

Given that a single MA FWD link exists per TDRS. 
it is clear that the user satisfaction, via the proposed 
D.4 service concept, will be high only if the message 
duration and transmission duty cycle per POCC are 
reasonably sized. To gain quantitative insight into 
these matters, as well as insight into how many 
TDRSS constellation nodes should be allocated to 
MAFDA, a comprehensive and flexible simulation 
capability has been developed. The simulation 
propagates all user orbits of interest, permits variation 
of message duration and duty cycle, and randomly 
inserts POCC messages into the queue. The 
simulation can also assess DA operations via one. two 
or three TDRSS constellation nodes. 

Figure 5 provides one illustrative set of simul;ition 
results, wherein the 10 small-sats of Table 2 are 
mated as DA users and are accommodated via the 
single TDRS node at 85OE; BRTS is also included in 
the simulation as a priority user, given the 
requirement for TDRS ohit determination All other 
TDRSS users -- i.e., the nominal year 2000 users 
(such as HST) -- are accommodated as regularly 
scheduled users via the other two TDRS constellation 
nodes. The following key observctions result: 

Messages of up to 2.5 minute duration per orbit 
can be accommodated with little or no queue 
waiting time; < 1% probability that waiting time 
exceeds 2.5 minutes. 
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Figure 4: Candidate User Grol~nd Interface for MAFDA 
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Figure 5: MAFDA Simulation Results 

Waiting time increases to a maximum of 15 
minutes for 5 minute message duration per orbit. 
The queue grows unacceptably for message 
durations > 5 minutes, and instability occurs fcr 
message durations exceeding 8 minutes. 

Additional simulation results were generated for DA 
services via 2 and 3 nodes, including results that 
combine scheduled and DA services per constellation 
node. General conclusions, to date, include: 

High DA service satisfaction and extremely short 
waiting times are achievable. even for a significant 
user population, subject to a reasonably designed 
DA operations concept; e.g., 

- One POCC message per unit orbit. 
- Message duratim on the order of 2 - 5 

minutes, with larger durations acceptable if 
morc than one TDRS node allocated to DA. 

h a d  factor detennincs DA performance, 
reeardless of number of nodes allocated to DA. 

I - 
'a+w - Negligible waiting time for S 25% load 

factor. 
- Maximum weighting time increases to - 3 

x message length for load factor - 50%. 
- Instability occurs fcc load factor > 75%. 

Dedication of naie(s) t DA leads to slizhtly 
higher satisfaction with reduced operational 

3. flexibility, than integration of scheduled and DA 
users on a noce. 

4.0 MA RETURN DEMAND ACCESS 
(MARDA) 

For the MA RTN link, all 30 elements of the phased 
m y  are employed, and a unique ground-based 
beamforming capability is applied to enable support 
of many users simultaneously; the formed-beam G/T 
is on the order of 0 dBPK, which supports at least 1 - 
2 kbps data rate for a user EIRP of -7 dBW. The 
current baseline, for operations with the new Second 
TDRSS Ground Terminal (STGT), is simultaneous 
support of 10 users. To be noted. however, is that 
this can be greatly expanded via utilization of 
additional ground-beamformers. As such, the MA 
RTN capability is not a scarce resource, and 
considerable operational flexibility is achievable. 

As part of the Code 531 study activity, two primary 
candidate MARDA concepts have been examined to 
date. The lint of these concepts is illustrated in 
Figure 6a. To accomnodate random access return 
link user transmissions, each user is continuously 
covered by a dedicated, dynamically steered TDRSS 
MA RTN antenna beam. A key requirement in this 
approach is that enough beamformers and 
demodulators are available at WSC. Since WSC 
equipment chains are dedicated to each TDRSS node, 
the possibility of an uneven distribution of users 
among the TDRSS nodes means that the total number 
of needed beamfonnes/demodulators exceeds the 
number of MARDA users. Simulations to date have 
indicated that 10 to 1 1 beamfonner/demodulator 
combinations per each of three TDRSS nodes are 
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Figure 6a: Candidate MARDA Approach 1 - Dedicateti MA RTN Beams 

required to assure continuous coverage of all 
MARDA users for the stressed mission model 
previously described (7 nominal users plus 10 new 
smal l -sa ts) .  T h i s  quant i ty  of MA 
beamformers/demodulators approximately reflects the 
baseline STGTIWSGT capacity, but MA 
augmentation would be required for the site 
supporting the 85"E node. Clearly. however, 
additional MA augmentation would be required for 
larger user populations and/or users that are more 
"stationary" ir, nature than spacecraft. However, with 
limited user data rates and the rapidly advancing 
state-of-the-art in communications technology, the 
cost of such beamformerldemodulator combinations 
may be kept within acceptable bounds. 

By keeping an MA RTN antenna beam centered on 
each user, the users are assured the full MA RTN GIT 
during MARDA operations. The corresponding 
operational complexity is the need for dynamic MA 
antenna steering and dynamic receiver configuration 
at WSC to account for both user dynamics and 
handovers between the TDRSS nodes. Associated 
operational assessments are in progress. 

The second approach to MARDA implementation is 
illustrated in Figure 6b. The approach uses a set of 
stationary MA RTN beams at WSC to cover the field- 
of-view of each TDRSS node. A set of low-rate 
demodulators is provided for each beam, with each 

demodulator matched to a user-unique PN code. 
Each such demodulator is always available to acquire 
and demodulate a user's transmissions as it passes 
from beam to beam. As in the first approach, full 
random access transmissions by TDRSS usew are 
supported. However. unlike the earlier architecture, 
no prior knowledge of user position or dynamic MA I 

antenna steering are required. But note that a user 
does not achieve the full TDRSS MA RTN boresite 
antenna G/T if it is near the edge of one of the fixed 
beams. 

Andyses to date have indicated that a pattern of 19 
beams per each of three TDRSS nodes can be used to 
provide near full-time coverage of TDRSS users as 
illustrated in Figure 7. The beamwidth used ir, this 
Exhibit is 4.34" -- achieved using defocusing of the 
TDRSS MA RTN array which has a normal 
beamwidth of -3.2". The number of beams per 
TDRS is approximately doubled if the 3.2" 
beamwidth is desired. Array defocusing is at the cost 
of some loss in TDRSS MA RTN G n  performance; 
the cost and performance trades between the number 
of needed MA RTN beams and the potential for 
TDRSS array defocusing, is continuing to be 
addressed. 

Figure 8 illustrates a candidate implementation of this 
second MARDA approach -- showing the bank of 
low-rate demodulators associated with each of the 
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Figure 6b: One-way MA Return 
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Figure 7: TDRS MA Return Beams on the Surface of the Earth; Earth Coverage Pattern 
TDRS Elevation Mask: 5 Degrees, Inclination: 0 Degrees, Beamwidth: 434 Degrees 
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Figure 8: Candidate WSCIGRTS MARDA Augme~~tation 

fixed MA RTN beams. Because the number of 
beamformers is fixed and independent of the number 
of TDRSS users, the architecture has the potential to 
provide service to a very large number of TDRSS 
MA users with only the addition of demodulators 
needed to add new users. As long as user data rates 
are kept low (i.e., on the order of a few kbps), self- 
interference among the CDMA users can be kept 
negligible. Based on advancing technology, 
beamformer and demodulator size and cost can be 
kept low, and this represents an active area for . examination. 

While this second MARDA approach is oriented 
towards support to a larger DA user community. it 
also offers the opportunity to provide DA TDRSS 
services to new user types not previously considered. 
For example, the use of fixed MA RTN beams which 
cover Earth means that an appropriate user on the 
surface of the Earth could obtain TDRSS retum 
service on demand regardless of location. Such 
service could greatly benefit geographically dispersed 
sets of low data rate users. One such example is the 
GLOBE Program -- a US. Government initiative to 
establish an international partnership for 
environmental monitoring by students on a worldwide 
basis. In its initial phases, the GLOBE Program will 
use a limited set of fixed TDRSS MA RTN beams to 
demonstrate transfer of science data between remotely 

located students and science processing centers. Such 
a set of users is entirely consistent with this 
implementation of the MARDA architecture. 

5.0 SUMMARY AND OBSERVATIONS 

In Section 2.0. the concept of "ideal" user demand 
access service was defined as service initiation 
whenever desired, with no NCC scheduling, and little 
or no contention for service with other users. As 
described above, innovative application of the TDRSS 
MA forward and return service capability appears 
well suited to providing near ideal demand access 
services to low-rate TDRSS users. The approaches 
for implementing forward and return DA service have 
the key advantage of not requiring changes in the user 
transponder implementation or in the existing 
corntellation of TDRSS satellites. 

On-going GSFC Code 531 activity is oriented towards 
detailed examination of the relative merits of each of 
the available service options described above. In 
particular, the operational and implementation impacts 
associated with each approach are currently being 
addressed. It is expected that the current effon will - 
lead to definition of a candidate demand access 
capability that provides both enhanced srivice to the 
TDRSS user community while at tht. same time 
simplifying Space Network operations. 



The GRO Remote Terminal System 
David J. Zillig (NASA/GSFC/Code 53 1.2) 

Joe Valvano ( AlliedSignal Technical Services Corporation) / ' 4 
ABSTRACT 

In March 1992, NASA HQ challenged GSFCI 
Code 531 to propose a fast, low-cost approach to 
close the Tracking Data Relay Satellite System 
(TDRSS) Zone-of-Exclusion (ZOE) over the In- 
dim Ocean in order to provide global communica- 
tions coverage for the Compton Gamma Ray Ob- 
servatory (GRO) spacecraft. GRO had lost its 
tape recording capability which limited its valu- 
able science data retLVrn to real-time contacts with 
the TDRS-E and TDRS-W synchronous data relay 
satellites, yielding only ilp~roximately 62% of the 
possible data obtainable. To achieve global cover- 
age, a TDRS spacecraft would have to be moved 
over the Indian Ocean out of line-of-sight control 
of White Sands Ground Terminal (WSGT). To 
minimize operations life cycle costs, Headquarters 
also set a goal for remote control, from the 
WSGT, of the overseas ground station which was 
required for direct communications with TDRS- I. 

On August 27, 1992, Code 53 1 was given the go- 
ahead to implement the proposed GRO Relay Ter- 
minal System (GRTS). This paper describes the 
Remote Ground Relay Terminal (RGRT) which 
went operational at the Canberra Deep Space 
Communications Complex (CDSCC) in Canberra, 
Australia in December 1993 and is currently aug- 
menting the TDRSS constellation in returning be- 
tween 80-100% of GRO science data under the 
control of a single operator at WSGT. 

INTRODUCTION 

The GRO Remote Terminal System (GRTS) was 
implemented in a fast-paced, low-cost effort to 
close the gap in TDRSS coverage over the Indian 
Ocean to increase the science data return from the 
GRO spacecraft. To cover the ZOE, which is 
caused by earth-blockage of' the 2-TDRS con\tel- 
lation. the oldest TDRS sp~~cecraf't, TDRS- I .  was 
drifted to 35 degrees east lonoitude. At thar loca- F 
tion it could provide the add~rional coverage for 
GRO but, as a result, was out o f  line-of-sight 
con~munications with WSGT. To provide control 
and monitoring of the TDRS and to return the data 
relayed from GRO to the US, two new nodes 
(connected by Intelsat links) were required to be 

added to the Space Network, one at WSGT in 
New Mexico and the other at the new overseas re- 
lay site in Australia. Figure I provides an over- 
view of the GRO Remote Terminal System. 

The node at WSGT, named the Extended TDRSS 
Ground Terminal (ETGT) retains all the command 
and telemetry processing and unique software for 
TDRS- 1, the spacecraft controller personnel and 
the interfaces to GSFC for GRO data, the NCC 
and FDF. As with the other TDRS spacecraft, 
complete control remains at WSGT/ETGT. In this 
case, however, control is exercised via redundant 
NASCOM 64 kbls Intelsat links to the RGRT at 
CDSCC in Australia. 

The node at CDSC..', RGRT, emulates (at a much 
reduced scale) the ground terminal equipment at 
WSGT (the antennas, receivers. transmitters and 
computer controls). The commands are received 
by commercial carrier from ETGT and then trans- 
mitted from RGRT up to TDRS-I and the status 
telemetry is downlinked from TDRS-1 to RTGT 
and then relayed back to ETGT via Intelsat. 
Range and Doppler measurements for TDRS orbit 
determination are made at the RGRT and then 
communicated through WSGT to the Flight Dy- 
namics Facility at GSFC. 

Science data from GRO's onboard instruments is 
collected and radiated at 32 Kbls in qxead spec- 
trum S-Band mode to TDRS- I located at 85 de- 
grees east longitude. TDRS- I receives the signal 
using either the 30-element phased array Multiple 
Access (MA) antenna or the 4.9 m S-Band Single 
Access (SSA) dish antenna. The S-Band return 
link from GRO is translated to Ku-Band onboard 
TDRS and transmitted to the ground at RGRT via 
the TDRS Space to Ground Link (SGL) antenna. 
The 32 kbls data is received by either the MA or 
SSA receiving equipment, despread. demodulated 
and iriinsniittrd i n  red time via Intelsat to ETGT 
and then on to the GRO POCC. 

Since the GRO POCC has ample opportunity for 
spacecraft cornmanding through the TDRS-E and 
TDRS-W. only return link user services are incor- 
porated in the RGRT design. 
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I FIGURE 1. GRO Remote Terminal System Overview 

RGRT IMPLEMENTATION - OVERVIEW 

Since no equipment from the WSGT or Second 
TDRSS Ground Terminal (STGT) could be made 
available for this implementation, the system de- 
sign relied on a mixture of commercial off-the- 
shelf (COTS) and GSFC custom designed equip- 
ment (both in-house and contractor-designed). 

The RGRT design, like WSGT, is essentially two 
ground terminals in one - the TDRS TT&C sys- 
tem to control and monitor the TDRS and the 
User Service system to receive the science data 
from GRO. 

The critical TDRS Tr&C function was implemented 
using proven Ground Network (GN) receivedex- 
citer/ranging (RER) equipment - the same equip- 
ment used in the GN and the DSN 26 meter subnet 
for TDRS launch support and on-orbit IT&.C back- 
up. Redundant receivers and exciters and a single 
rangi~g equipmmt, switchable to either the S-Band 
or Ku-Band sysiems were used. 

The User Service system was a more difficult 
problem because it required specialized TDRSS 

beamformers, spread spectrum receivers and associ- 
ated equipment. Fortunatdy. the STGT Project had 
just successfully developed and tested a new-genera- I 

tion multiple access beamfonner. As a result, a sub- . / 
set of that equipment, modified for use at RGRT, 
was able to be procured from the same ~nanufacturer 
in a timely fashion. The spread spectrum receiver 
used in both the SSA and MA systems was adapted 
from a recent GSFC in-house development - the 
TDRSS User RF Test Set (TURFTS). TURFTS was 
designed by Code 530 for use in TDRSS user trm- 
sponder testing in the laboratory and for spacecraft 
project integration and test. Jts design incorporates 
recent technology such as custom VLSI PN genera- 
tor chips, numerically controlled oscillators (NCO's) 
for frequency generation and a digital signal proces- 
sor (DSP)-based receiver. For use at RGRT, the 
TURFTS receiver sensitivity was improved and the 
controller software was modified to control a redun- 
dant set of hardware and to allow remote operation 
from WSGT. The transmi!ter portion of TURFTS 
was also adapted to provide the spread spectrum sig- 
nal transmitted to TDRS at S-Band for MA 
beamformer calibration. 



AlliedSignal Technical Services Corporation 
(ATSC), the principal technical support contractor 
for the GRTS Project, also designed a number of 
critical 1;ems of hardware and software essential 
to the implementation of the RGRT. These in- 
cluded the TT&C and User Service Processors, 
the Test Inject and Range Zeroset systems, the 
OMCS application software and components in 
the Common Time and Frequency Subsystem. 

The third category of equipment, which filled in 
missing items in both the TT&C and User Service 
systems, was Commercial-off-the-shelf hardware 
and software. These were items available as 
"standard products" from manufacturers and in- 
cluded the 10-meter S-Band and 4.6-meter Ku- 
Band antennas aud high power amplifiers, 
upconvertcrs, tlownconverters, bit synchronizers, 
numerobs rac~-mounted PC's, monitor & control 
software, pilot signal generators, test equipment 
and many other items essential to the success of 
the project. 

The critical procurement process of these items 
was handled by the Raytheon Service Company 
(RSC) as procurement agent to the government 
with GSFCICode 530, supported by ATSC, pro- 
viding technical oversight. The entire procure- 
ment process including specifications, solicitation 
and negotiation was completed by January 1993 - 
five months after project start. A 120-day deliv- 
ery requirement was imposed on most of the vcn- 
dors and critical long-iead components were 
incentivized to ensure on-time delivery. Monthly 
meetings were held at the plants of the more criti- 
cal vendors for early detection and correction of 
technical and schedule problems. 

RSC also developed an aggressive transportation 
strategy with a goal of 168 hours of transit time from 
the vendor's dock to CDSCC in Australia. Due to 
the excellent execution of the logistical planning and 
coordination between GSFC, RSC, ATSC and 
CDSCC, the transportation goal was achieved for 
about 95% of thr 334 pieces153 tons of equipment 
shipped, with essentially no damage enroute. 

RGRT DETAILED DESIGN 

The RGRT design philosophy was driven by the 
goal to deploy the station rapidly while keeping 
the costs reasonable. The need for rapid deploy- 
ment forced the design to be modular, robust, and 

conservative. The requirements were decomposed 
according to engineering disciplines and tasked to 
small design teamb; for execution. Another small 
group of system engineers was responsible for the 
overall architecture and insuring coordination be- 
tween design teams. 

All of the senior members of the design teams and 
many of the design engineers had extensive expe- 
rience working with the GN, WSGT, or STGT. 
Many of the design decisions reflect lessons 
learned working with these programs. 

The decision to locate the site at the Canberra 
Deep Space Communications Complex (CDSCC) 
saved approximately 6 to 12 months over devel- 
opment of a new site. CDSCC was chosen be- 
cause i t  already had 60 Hz power, an available 
building, in-place NASA logistics, a NASCUM 
node, and personnel already Familiar with some of 
the NASA equipment used at RGRT, while pro- 
viding only 2 percent less GRO data when com- 
pared to a geometrically optimized site location 
over the Indian Ocean region. 

The following station architecture decisions and 
system design guidelines were decided early and 
used throughout the project: 

The RGRT would be a remote front end for the 
White Sands Ground Terminal (WSGT). No 
command and telemetry data processing would 
be dolie at RGRT. 
Separate S and Ku-band antennas would be 
used to help make the station more robust. 
The design would minilllize maintenance and 
operational pei sonnel demands. 
Preference would be given to using equipment 
currently in NASA inventory 
Use of new designs was discouraged. 
Use of commercial-off-the-she1 f (COTS) prod- 
ucts was encouraged especially for equipment 
with a rroven track record. 
The station design would incorporate redun- 
dant strings of equipment for TDRS command, 
TDRS telemetry, and GRO telemetry. 
The Operations Monitor and Control Sub- 
system (OMCS) would only do monitor and 
control. Other computationally intensive func- 
tions (such as ephemeris propagation, etc.) 
would be done by special purpose processors. 



The special purpcsc p:ocessors would use a 
common rack-mountatlc PC design. 
All equipment would have front panel or some 
type of local control for operation independent 
of the OMCS. 
Special attention would be given to avoiding 
self inflicted EM1 and EM1 with the CDSCC 
deep space communications activities. 

Although many components required 
reconfiguratior~ or minor modifications to support 
the RGRT miss~on, there were no new designs. 
NASA and contractor engineers worked very closely 
with the COTS vendors to insure that the technical 
requirements and delivery schedule were met. In 
many cases. monthly visits to vendors' plants were 
necessary during the development phase. 

It was not possible to do full-up laboratory testing 
before the system was deployed to the field. All 
interfaces and specifications, however, were 
tested either in the lab or at the factorj before 
shipment using specially configured test fixtures 
where necessary. 

Almost all of the lead engineers responsible for 
the various subsystems and components traveled 
to the site to insure successful integration. Some 
surprises were found during integration, but these 
were primarily software related and mostly in the 
area of remote motlitor and control. The monitor 
and control problems were mitigated by designing 
all of the components with front panel or local 
controlb that could operate without the Operations 
Monitor and Con~rol Subsystem (OMCS). This 
allowed the statim's RF arid data circuits to be 
tested independent of the OMCS. OMCS capa- 
bilities then incrementally came on line as the 
bugs were worked out. 

The 16 hour time difference between CDSCC and 
the east coast of the US essentially forced split 
shifts between the integrators on-site and the sup- 
porting engineers in the GSFC areri. This was 
used to advantage during  oftw ware testing. The 
integrators tested software during the day shift in 
Australia and Emailed discrepancy reports back to 
the developers. The dwelopers then made soft- 
ware updates during their day shift and put them 
on a file server. The next day, the integrators 
would get the updates from the server via Internet 
and load them on the target machines on site and 

repeat the cycle. Good electronic data communi- 
cations made this cycle very efficient. 

Electromagnetic Interference (EMI) was also a 
major design concern. There was concern with 
both self inflicted RGRT EM1 and the RCW 
causing EMI to the sensitive deep space commu- 
nications station at CDSCC. Because of the 
schedule, a detailed EM1 analysis was not done. 
Instead, each subsystem was designed to mini- 
mize stray emissions and EM1 shielding equip- 
ment racks were procured. The following steps 
were taken to minimize EMI: 

The high power amplifiers were located in 
shelters near the RGRT antennas and away 
from the main equipment room. 
Fiber optic connections were used for monitor 
and control and data communications between 
buildings wherever possible. 
NASA grounding specifications were rigor- 
ously applied. 
The TDRS Multiple Access Calibration Source 
was located approximately 2kn1 away from the 
main site where there was no direct line-of-site 
to any of the DSN antennas. 
The MA Cal source is not scheduled to be 
used during any sensitive DSN S-band sup- 
port periods. ,, 
Equipment chassis suspected to having mu- . 
tual interference problems were packaged i n  
different racks. 
Racks with RF glhkets were used. 
I n ,  rmediate bars and RF gaskets for use be- 
tween drawers in racks were procured. but 
were not used because the individual chassis 
v,cre found to be sufficiently shielded. 
An extensive RF survey was performed. 

Because of these steps. no major EM1 problems 
were encountered during the implementation. 

The RCRT has five major subsystems: the An- 
tenna Subsystem, the TT&C Subsysteni, the User 
Service Subsystem, the Common Time and Fre- 
quency Subsystem, and the Operations Monitor 
and Control Subsystem (See Figure 2 - RGRT 
Block Diagram). The salient features of each suh- 
system are discussed in the following paragraphs. 
The Common CarrierIData Interface System, al- 



F
ro

m
 u

s
e

r/
 

F
ro

m
 

U
4
 C

at-
 

S
-b

an
d 

to
 

F
] 

U
p

c
o

n
v

e
rt

e
r 

1 
To

 T
D

R
S 

Tl
m

 S
tr

n
g

 8
 

To
 T

D
R

S 
Tl

m
 S

tr
n

p
 A

 

-
 

U
se

r 
T

e
l

m
t

 
B

as
eb

an
d

 
S

w
vt

ch
 

c
,
 

-I 
1 

'S
u

b
sy

st
em

 

M
o

m
to

r 
&

 
C

o
n

tr
o

l 
S

u
b

sy
st

em
 

Io
IF

ro
m

 W
h

~
te

 Sa
c&

 
,r

e
d

u
n

d
a

n
t 

C
o

m
ru

-.
8

c
a

t1
o

n
s

 
T

D
R

S
 T

ra
ck

m
g

 C
a

ta
 

L$
!.k

 
M

u
lt

w
k

x
c

r 
L

O
K

~
 

F
IG

U
R

E
 2

. 
R

G
R

T
 B

lo
ck

 D
ia

gr
am

 



though not technically part of the RGRT is also 
discussed below. 

ANTENNA SUBSYSTEM 

The Antenna Subsystem consists of the antennas, 
antenna conirols, transmitters, and associated rni- 
crowave circuitry. The RGRT has three antennas: 
the S-band antenna, the Ku-band antenna, and the 
Multiple Access Calibration (MA Cal) antenna. 
The S- and Ku-band antennas are used to support the 
TDRS space-to-ground links, while the MA Cal an- 
tenna is used periodically to calibratz the Multiple 
Access phased array antenna onboard the TDRS. 

The S-band antenna is used to support command, 
telemetry, and ranging via the omnidirectional an- 
tenna on the TDRS. It provides a robust RF link 
and may be used regardless of the TDRS attitude. 
The S-band antenna uses a standard communica- 
tions satellite limited-motion mount equipped 
with a 10 meter reflector and a single horn prime 
focus f e d .  TDRS-1's orbit currently has a 7.7 de- 
gree inclination, so the antenna moves substan- 
tially to cover the satellite's diurnal motion. Typi- 
cally the antenna operates in program track mode. 
The pointins angles are computed by the TT&C 
processor. The mount, controls, reflector. feed, and 
microwave components, with the exception of the 
diplexer, are COTS products procured as a system 
from a single vendor. In order to meet the schedule, 
NASA furnished the manufacturer with an excess 
diplexer for incorporation into the delivered produ?t. 

The Ku-band antenna is used to support TDRS 
command, telemetry, and ranging via the SGL 
dish anmna on the TDRS. It is aiso used to up- 
link the pilot signal and receive the GRO return 
link data. It also has a limited-motion mount and has 
a 4.6 meter dish with Gregorian geometry. The 
mount, controls, reflectors, and microwave compo- 
nents are standard COTS items. Tht feed is also a 
COTS item that was re-tuned to operate in the TDRS 
Ku-band. The entire Ku-band antenna system was 
procured from a single vendor. It operates in a man- 
ner identical to the S-band antenna. 

Both the S- and Ku-band antennas have identical azi- 
muth coverage. The lim~ted-motion mounts cover 
180 degrees of azimuth in three overlapping sectors. 
This capability allowed these antennas to support the 
TDRS drift from 17 1 degrees west longitude to its 
present position of 85 degrees east longitude. 

The decision to have two antennas rather than a 
single, dual-band antema was made because this 
configuration inherently provides redundancy and 
two anrennss ":td a faster delivery time, Two dif- 
ferent manul,. .rrers w,:re used in order to spread 
the risk of late deiiver~es. As it turned out, both 
vendors were about a week behind the 120 day 
delivery schedule and either would have had a 
significant problem producing both antennas si- 
multaneously. 

TRACKING, TELEMETRY, AND 
COMMAND (TT&C) SUBSYSTEM 

The TTRrC Subsystem is responsible for han- 
dling the TDRS command and telemetry data. 
It also includes the equipment :'Y generating 
the pilot signal and measuring the TDRS two- 
way range and Doppler. The TT&C Subsystem 
was built around a spare Receiver/Exciter/ 
Ranging (RER) System identical to those used 
at the NAS4 Ground Network sites. Up- and 
downconverters are used to operate the S-band 
RER at Ku-band. New test inject and range-zero-set 
electronics were developed for RGRT, but incorpo- 
rated COTS signal generators in the design. 

The pilot signal is an unmodulated signal thiit to- 
gether with the command uplink carrier is used by 
the TDRS on-board Master Frequency Generator to 
derive all of the local oscillator signals used by the 
TDRS user service RF processors. The pilot gener . 
tors are COTS signal generators operating at S-I- 
A two-channel upconverter with a cdmmon loci. 
cillator (LO) is used to upconven the S-band I. 

mand and pilot signals to Ku-band. The use c, a 
common LO helps the RGRT meet the stringent 
TDRS phase noise specifications. 

The TT&C processor is a special purpose PC that 
propagates the TDRS ephemeris data, interfaces 
with the COTS antenna controllers, and keeps the 
antennas on point. It also interfaces with the 
Ranging Equipment and generates tracking data 
that is used for TDRS - I navigation. The ephem- 
eris data processing and tracking data generation 
software are repackaged versions that were used 
on other GSFC projects. 

The Command Verification Units (CVUs) ule also 
special purpose PCs that verify that the I'DRS com- 
mand spacecraft address and parity bit are correct. 
The units insert an idle pattern tor comnmds that 



fail the simple verification tests and also keep com- 
mand statistics. The CVU code was developed spe- 
cifically for the RGRT application. 

USER SERVICE SUBSYSTEM 

The User Service Subsyster.~ is responsible for re- 
ceiving and demodulating the GRO data that is re- 
laved through the TDRS. Only S-band Single Ac- 
cess and Multiple Access return link services are 
implemented at RGRT at this time. 

The User Service Subsystem is built around the 
TDRS User RF Test Set. The TURFTS was origi- 
nally developed by GSFC to test user transpon- 
ders. The dual unit designed for RGRT includes 
two TDRS compatible spread spectrum receivers 
and transmitters. TURFTS firmware modifica- 
tions were needed to meet RGRT mission require- 
ments. Use of the TURFTS was the fastest and 
easiest way to get RGRT user service on-line. 
The TURFTS receiver is used to demodulate and 
decode the GRO data and the TURFTS transmit- 
ter is used to generate the test signal for TDRS 
multiple access phased array calibration. 

The Multiple Access Beamforming Equipment 
(MABE) is used to steer the TDRS multiple ac- 
cess phased array for Multiple Access user sup- 
port. RGRT uses a scaled-cow3 version of the 
second generalicn MP.BE that was originally de- 
veloped for the Second TDRS Ground Terminal 
program. The RGRT MABE only has two user 
channe: while the STGT version has six. Twd 
user channels allow for simultaneous GRO sup- 
port end MA Calibration. 

The User Service Processor (USPI propagates the 
TDRS and GRO ephemeris data. It provides di- 
rection cosines to the MABE for TDRS phased ar- 
ray steering and predicted Doppler data to the 
TURFTS for signal acquisition. The USP runs the 
identical ep~iemeris data propagation algorithm as 
the TT&C Processor. 

OPERATIONS MONITOR AND CONTROL 
SUBSYSTEM 

and control system product selected was origi- 
nally designed for applications such as chemical 
processing plant control and electrical power grid 
management. The choice to use a COTS monitor 
and control system allowed the designers to con- 
centrate on the RGRT application rather than the 
OMCS i2frastructure. 

The COTS system is based on h e  use of industry 
standards, for example. POSIX compliant work- 
stations are used for the operator interfaces, TCPI 
IP is used for interprocessor communications, and 
dBase IV is used for data base management. Sys- 
tem utilities include graphical screen generation 
tools aqd device drivers. 

The AGRT OMCS architecture consists of I/0 
Contrcllers and a workstation located in the 
RGRT equipment area, a workstation located at 
the CDSCC Signal Processing Center, two work- 
stations at White Sands, and a workstation at the 
Network Control Center (NCC) at GSFC. All of 
the processing elen.ents are connected via 
ethernet and COTS routers are used to connect the 
geographically dispersed J .AN segments. 

During RGRT installation, portions of the OMC5 
LAN were connected to the Internet for remote 
troubleshooting by the COTS vendor and erlgi- 
neers in the GSFC area. This proved to be very 
valuable. Now that RGRT is operat.nnal, there is 
no Internet connectivity because of sdcurity con- 
cerns. Software upgrade deliveries are done via 
the workstation at the NCC. 

Additional information tbout the OMCS may be 
found in the SpaceOps '94 paper "GRTS o k r a -  
tions MonitorIControl System " 

COMMON CARRIEWDATA INTERFACE 
SYSTEM 

The Common CarrierIData Interface System (CCJ 
DIS) connects the RGRT in Australia to the TDRS 
data processing equipment in White Sands, New 
Mexico. The CC/DIS consists of COTS communica- 
tions multiplexers and two 64 kbls leased cornmer- 

The RGRT Operations Monitor and Control Sub- cia1 cornmbnications lines. The 6$ kbls lines are 

system (OMCS) design capitali~ed on trade stud- physically diverse. They arc; lezsed from different 

ies and market surveys completed by the GSFC companies and travel thrwgh different Intelsats. 



1 kbls TDRS telemetry data, 32 kbls GRO telem- ing space- and ground-based assets augmented with 
etry data, 12 kbls RGRT monitor and control data, commerci J off-the-shelf products. 
110 bls TDRS tracking data, and 6 kb/s digitized 
voice. The CCIDIS equipment is capable of mul- 
tiplexing &I1 of these channels onto a single 64 kh/ 
s line, but typically they are divided with some 
channels on one 64 kb/s line and the remainder on 
the other. This provides faster hilover time 
should one of the 64 kbls lines fault. 

CONCLUSIONS 

The Space Network's communications support to 
GRO also illustrates one of the unique advantages 
of the synchronous Tracking Data Relay Satellite 
System. With the addition of GRTS, the now-glo- 
bal TDRS System is able to provide constant 
cu;nmunications coverage for contingency sup- 
port to NASA missions. 
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ABSTRACT 

Digital Images acquired from the geostationary 
METEOSAT satellites are processed and dissemi- 
nated at ESAps European Space Operations 
Centre in Darmstadt, Germany. Their scientific 
value is mainly depe~dent on their radiometric 
quality and geometric stability. This paper will 
give an overview on the image processing activi- 
ties performed at ESOC, concentrating on the 
geometrical restoration and quality evaluation. 
The performance of the rectification process for 
the various satellites over the past years will be 
presented and the impacts of external events as 
for instance the Pinatubo eruption in 1991 will be 
explained. Spscial developments both in hard- 
and software, necessary to cope with demanding 
tasks as new image resampling or to correct for 
spacecraft anomalies, are presented as well. The 
rotating lens of MET-5 causing severe geornetri- 
cal image distortions is an example for the latter. 

INTRODUCTION 

The history of the METEOSAT system at 
ESAfs European Space Operations Centre 
(ESOC) reaches back to  the launch of the 
first satellite of the preoperational program in 
1977. While this one was still of an ex- 
perimental nature, its successor became fully 
operational in 1983 and was followed by 

four further satellites since then. MET-3, 
launched in 1988, is the last of the preope- 
rational series and serves t o  date at  75OW 
for the Extended Atlantic Data Coverage 
(XADC) mission (de Waard, 1993) on behalf 
of the National Oceanic and Atmospheric Ad- 
ministration (NOAA). MET-4 t o  MET-6, posi- 
tioned at O0 and 10°W, alrsady belong to  
the operational program (Mason, 1987) and 
are operated on behalf of EUMETSAT. 

An enormous wealth of data has been provi- 
ded by the METEOSAT satellites, with the 
image data being the dominant source of 
information. The images acquired from 
METEOSAT, processed and disseminated at 
ESOC, are used by a wide research com- 
munity as a mean t o  gain a better under- 
standing of atmospheric processes. This, 
however, depends largely on the radiometric 
quality and geometric stability of the image 
data (Diekmann, 1994). Raw (unprocessed) 
images transmitted from the satellite are dis- 
torted due to its various movements during 
the image taking process. Since this prevents 
an accurate geographical identification of 
image pixels, an evab~ation of the image 
distortions and a following resampling of the 
image pixels is a necessary step to reduce 
these geometric errors. This is achieved 
during the onground data handling by an 
image correction process called rectific6:ian. 
The principles of this geometrical correction 
scheme is described by Wolff (1985) and 
Bos et al. (1 990) summarize the changes 
necessary in order to  perform the rectifica- 



tion process in near real time. This paper 
gives a general overview on the various 
itenis related to the geometrical processing 
at ZSOC. 

&II!'TEOSAT IMAGE PROCESSING AT ESOC 

Tne operational satellites of the METEOSAT 
st ries are spin-stabilized spacecrafts which 
scan the Earth once every half hour (a slot). 
The detector is a radiometer with a pointing 
dir rction stepping from south to north by 
ro! 3ting the telescope one step per image 
tip' . Four images are taken simultaneously in 
dil' 'erent frequency bands (infrared window, 
water vapour absorption band, two images in 
the visible spectral region), consisting of 8 
bits, per pixel and contain 2500"2500pixels 
per image (2500'5000for each of the VIS 
channels). Two of these data streams are 
ci~rrently processed in parallel at ESOC and 
a third one is possible for limited time periods 
(e.g. commissionicg,anomaly investigations, 
etc.). A first preprocessing of the continuous 
?aw image data stream consists predomin- 
intYy of demultiplexing the data to form 
mt i ruous pictures. The bulk of the follow- 
ing image d a t ~  xocessing tasks is running 
operational on one of the two mainframe 
(MF). computers (COMPAREX 8/98). The 
sacond MF serves as backup and is normally 
used for other purposes. Both machines have 
undergone regular upgrades in order to cope 
with chr! growing need for computing power. 

Figure 1 su~,~!ar izes the main tasks and 
processes ecessary to obtain rectified 
images -nd meteorological data as the final 
praciu~:~ to be provided to  the user com- 
mu :ty. 

~ i t e r  reception and preprocessing of the 
image and corresponding auxiliary data, the 
rectification . ~ f  tho images is the main and 
most time consuming task of the onground 

processing. This term refers to  the fact that 
images of the Earth's surface and its atmo- 
sphere transmitted from the satellite are 
distorted due to its various movements 
during the image taking process. Since this 
makes a geographical identification of an 
image element (pixel) almost impossible, an 
evaluation of the image distortion and a 
corresponding resampling of the image pixel 
is a way of reducing these geometric errors. 

The true image signal sensed by the METEO- 
SAT radiometer is additionally altered and 
degraded by various radiometric noise sour- 
ces originating from the satellite and the 
transmission (both Gaussian- and periodic 
noise), by the sampling and digitization 
process, and also through the introduction of 
spatial shift errors (during the attempt to 
geometrically correct the images). A variety 
of parameters is determined during the oper- 
ational image processing for assessing the 
radiometric quality of the METEOSAT images 
(Diekmann and Amans, 1990; Diekmann, 
1 994). 

Various monitoring devices serve as indis- 
pensable tools for performance and quality 
cont, olling at the various stages of the image 
processing chain. Monitors connected to the 
front end processors display different raw 
image channels of the two operational satelli- 
tes before any data processing. Different 
image display and processing devices allow 
an online control of raw and rectified images. 
In addition, a transputer augmented worksta- 
tion (TAW) is available for fast monitoring 
and processing of -images. They are trans- 
ferred in real time via an FDDl interface from 
the mainframe computer, reduced to simple 
byte maps and stored on harddisks, which 
are each equipped with a dedicated transpu- 
ter for fast I/O processing. This allows very 
fast and parallel zooming, scrolling and loops 
of up to 500 images in full resolution. A 
semi-automatic software system for quality 
controlling the image rectification (QCIR) is 
run on regular basis. The rectified images are 
finally subject to an advanced segmentation 
process, which is the basis for the 



operational derivation of a number of mete- 
orological parameters in the Meteorological 
Information Extraction Centre (MIEC). 

Special software tools are finally developed 
for satellite' commissioning operations and 
special investigations (e.g. satellite anoma- 
lies, end-of-life tests, measurement cam- 
paigns, etc.). 

THE REAL TIME RECTIFICATION PROCESS 

The purpose of the METEOSAT raw image 
rectification is to remove the geometric 
image distortions caused by non-nominal 
spacecraft orbit, attitude, spin and other 
effects. It basically involves the modelling of 
the distortions and the transformation of the 
raw images according to this deformation 
model so as to obtain a rectified image cent- 
red on the nominal sub-satellite point 
(Wolff, 1985). Besides those already men- 
tioned, a number of parameters (radiometer 

stepping parameters, vertical image centre 
positions, interchannel registrations, etc.) are 
used to  calculate a pair of deformation matri- 
ces for the horizontal and vertical directions. 

The calculation of some of the deformation 
model parameters is based on a continuous 
analysis of where the southern, northern, 
eastern and western horizons are located in 
the raw IR images. The polar horizon posi- 
tions are necessary for determining paramet- 
ers, such as the vertical image offset, the 
radiometer scanning parameters and for the 
determination of the refined spacecraft at- 
titude. The equatorial horizons, on the other 
hand, are required for the calculation of the 
horizontal centring of the image, the samp- 
ling frequency and for general anomaly 
analysis. "Horizon" in this context is the 
point at which the IR sensor detects a chan- 
ge from space (count < 16) to atmosphere 
(count 2 16). This IR threshold corresponds 
to a temperature of approximately -90°C. It 
actually reflects a vertical atmosphere co- 
lumn integral and the temperature is the 
mean of this layer at the Earth's limb. Refin- 



ed polar and equatorial horizons (in fractions 
of a pixel) are finally calculated by fitting a 
second order polynomial to  a predefined 
number of lines containing (valid) horizons. A 
warming or cooling of the stratosphere con- 
sequently means a change of the determined 
horizon positions which in return degrades 
the rectifikation accuracy. This effect is 
observed during the normal seasonal tempe- 
rature changes of the antarctic stratosphere, 
which allowed a modelling of this phenome- 
non, but also after a strong warming due to 
volcanic dust reaching the south polar strato- 
sphere (Diekmann and Bowen, 1992). 

Based on the t w o  deformation matrices, the 
raw image is finally resampled to  form the 
rectified image. This process is running since 
several years in near real time (Bos et al., 
1990), with the old batch-system (starts the 
image rectification after reception of the 
whole image) providing a back-up. In the 
real-time rectification system some of the 
deformation parameters are predicted usir ~g 
a combination of information from previous 
IR images and measurements made in the 
first 350 image lines of the current IR image. 

Another prerequisite was the use of the near- 
est neighbour resampling technique, bemuse 
this fast and simple method was the only 
possible for the available data processing 
resources. After many years of experience 
with and improvements of the METEOSAT 
system, the residual geometrical errors in  the 
image data are now mainly caused by the 
nearest neighbour resampling (Diekmann and 
de Waard, 1992). Since also the computer 
technologies have vastly stepped forward, 
the use of more sophisticated interpolation 
method within the METEOSAT rectification 
system has become possible. After a tho- 
rough study of various methods, the bicubic 
spline filter was selected for the image re- 
sampling. This CPU time consuming modif- 
ication was first installed and tested on a 
dedicated hardware tool (see below) and 
1993 installed on the operational main- 
frames, whose capacity had been more tnan 
doubled over the past three years. 

I lmage rectification timing 
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The sequence of the main image rectification 
tasks is illustrated in Figure 2. The image is 
received within 25 minutes (5 minutes are 
needed for retrace and a standby period). 
Within the first ca. 4 minutes the deforma- 
tion parameters are determined and the 
deformation matrices calculated. The re- 
sampling starts at that point and catches up 
with tho incoming data stream fairly quickly. 
The processed image lines are transferred to 
the dissemination computer and divided into 
dissemination formats. The actual transmis- 
sion of these formats starts with a small 
delay at the end of the slot. In the batch 
processing case this delay is at leas: eight 
minutes. A real time dissemination system 
with data compression and inclusion of other 
data products in the image data stream was 
developed and tested a few years ago, but 
not used in operations as it necessitates a 
change in the user reception equipment not 
covered by the present programme. 

QUALITY CONTROL OF IMAGE 
RECTIFICATION 

The method used to  assess the rectification 
accuracy of METEOSAT images is described 
in detail by Adamson et al. (1 988). The 
complex system called "Quality Control of 
lmage Rectification" (QCIR) is based on 
about 1 20 reference landmarks (coastlines, 
islands, lakes) spread over the scanned Earth 
disk. They are extracted from rectified IR and 
VIS images and filtered by a simple automa- 
tic histogram and peak-identification process 



to  extract those landmarks with less than ca. 
1 0% cloudiness. These landmarks are later 
subject of another automatic test (based on 
landmark specific correlation coefficients) to 
delete the remaining cloud contaminated 
landmarks collected during about one week. 
The cloudfree landmarks passing both tests 
are correlated with an accurate digital refer- 
ence landmark data set. The landmark dis- 
placement is defined to  be the displacement 
of the maximurn of the correlation surface 
from nominal. Results for each landmark are 
presented in terms of line and pixel devia- 
tions as well as in  absolute and relative rms 
errors of the sum of both. This process runs 
on a weekly basis. For the relative errors the 
landmark position is compared with the 
results of the previous slot, which gives an 
indication of the rectification stability. 

Constant biases determined with this method 
are usually attributed to a set of registration 

parameters describing the positions of the 
detectors onboard the satellite with respect 
to the detector optical axis. These important 
parameters are usually updated during the 
commissioning of a spacecraft and later 
optimized, if necessary, 

Figure 3 summarizes the performance of the 
METEOSAT image rectification system since 
1989. Large rms errors during the commis- 
sioning of MET-4 in 1989 were caused by 
imperfect detector registration values which 
could be corrected during the following 
weeks. The seasonal wave in the rectifica- 
tion errors can still be identified in 1990; a 
correction scheme based on a model of this 
oscillation was implemented in early 1 99  1 , 
resulting in a clear improvement of the qual- 
ity. Volcanic dust in the lower stratosphere 
after the Pinatubo eruption in 199 1 caused a 
warming of the east image horizons (July 
and August) and later of the ar-txctic stra- 
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MET-4 and MET-5 relative landmark correlation results 
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Figure 4 : Daily averages of relative rms errors, 1993 - 1994 

tosphere. The resulting rectification degrada- 
tions could be reduced by simple parametri- 
za t i on~  of these temperature changes in tiw 
rectification software (Diekmann and 
Bowen, 1992). The remaining errors (around 
0.6 IR elements rms) are predominantly in- 
herent in the nearest neighbour resampling. 

In addition to  these rather predictable fea- 
tures, the rectification software had regularly 
to  be extended in order to  cope with unex- 
pected anomalies originating from the space- 
craft. For instance, the "fish" problem of 
MET-4 (electronic disturbances in all image 
channels, Baratelli et al., 19901, and the 
rotating lens of MET-5 (Olivier, 1991 had 
serious impacts on the radiometric and geo- 
metric image quality. 

A significant improvement of the relative 
rectification was achieved in autumn 1993 
with the initiation of the bicubic spline re- 
sampling technique in the operational recti- 
fication system. Figure 4 dsmonstrates this 
fact. The mean rms s r r m  of landmark dis- 
placements from slot to  slot (relative rms) 
was until October 1993 in the order of 0.6 IR 
pixels - approximately the sratistisal limit of 
the nearest neighbour technique. The results 
for the VIS channels were always slightly 

better because of the 
higher spatial resolution 
in horizontal direction. 
After start of the bicubic 
spline filter, the geo- 
metrical errors went 
down to  values around 
0.2 IR pixels for thd 
MET-4 satellite - an im- 
provement of a factor 3. 
A detailed study of the 
impact of the new me- 
thod on the radiometric 
contents proved that no 
series degradations 
lowered the overall 
quality of the rectified 
images. 

THE MET-5 ROTATING LENS ANOMALY 

MET-5 was launched in March 1991 and 
was expected to become the prime operati- 
onal satellite after its successful commis- 
sioning. However, it was discovered that the 
rectification accuracy, in particular the rela- 
tive rectification performance, was signi- I 

ficantly worse that the results of other sat- I 

ellites. The reason was an unexpected move- 
ment of the Earth's disk in the image frame 
in the order of one IR pixel. Indicator for this 
anomaly were the eastlwest and north/ 
south horizons. Only the IR and WV channels 
were affected, but not the VIS channels. 

After extensive investigations, the cause of 
the MET-5 image anomaly was identified as 
being caused by a rotating lens (L3) inside 
the radiometer cold assembly just in front of 
the passively cooled longwave detectors 
(Olivier, 1991 1. This lens is not held firmly 
enough to  prevent a rotation. The amplitude 
of this rotation corresponds to geometrical 
distortion of the Earth image of about 1.1 IR 
pixels, with a frequency between 2 and more 
than 10 slots. Even interruptions of the lens 
rotation have been observed. The more or 
less constant amplitude can be explained if 
one assumes that the optical and geometric 



centre of the lens do not coincide. Such a 
constdnt lens rotation introduces a sinusoidal 
distortion into the IR and WV images (be- 
cause L3 focuses the incoming radiation only 
in these detectors) in both horizontal and 
vertical direction. 

As a consequence of this, th) image rectif- 
ication system has been extensively modified 
in two steps so as to enable it to minimize 
these geometrical distortions. The software 
version developed first was running in batch 
mode (after reception of the whole image) 
and separates the deformation modelling into 
two parts : the calculation of a base defor- 
mation that corresponds to the deformation 
model that would have been obtained in the 
absence of a lens rotation, and the evalua- 
tion of correction functions to compensate 
for the additional distortions (Hanson and 
Adamson, 1992). The latter is essentially 
achieved by an accurate determination of the 
horizontal Earth horizons and a representa- 
tion of the east-west distortion curve by a 
sine wave model. This distortion curve is 
then translated into the corresponding south- 
north distortion curve using the assumptiori 
that the lens rotates uniformly during the 
course of a slot. This method gave satisfying 
results, which were, however, still somewhat 
worse than corresponding MET-4 results. 

A real time correction independent on such 
assumptions developed under ESA contract 
is just being installed at ESOC. East and 
west horizons of each line delimit an Earth 
cord. Using datation data which are trans- 
mitted with each image line, the angle bet- 
ween the sun and the midpoint of each chord 
is measured and compared to a predicted 
value. This is based on a METEOSAT state 
vector model determined from observations 
over several days, such that the anomalous 
lens rotation effects are averaged out. When 
the lens motion displaces the line of sight in 
horizontal direction, the measured chord 
midpoint will be shifted with respect to the 
predicted midpoint, wh~ch allows a direct 
correction. When the lens rotation displaces 
the line-of-sight in vertical direction, the 
measured angular span of a chord will grow 

A 

or shrink when comparsd with the predicted 
value based on the state vector. This also 
allows a correction in south-north direction. 
First results have shown that with this me- 
thod a real time rectification is possible with 
a rectification accuracy similar to non dis- 
turbed satellites. 

A TRANSPUTER AUGMENTED 
WORKSTATION 

In spite of various attempts to minimize the 
remaining errors in the real time rectification, 
the nearest neighbour resampling imposed a 
non-reducible limit to the final results. A 
variety of methods were studied which could 
possibly be used instead. All were based on 
interpolation of weighted pixel counts sur- 
rounding the pixel in question. Radiometric 
changes introduced by the finally chosen 
bicubic spline method are well within the 
accuracy of the radiance figures themselves. 
They could even lead to an improvement by 
reducing the impact of the satellite's radio- 
meter and associated equipment on the 
original image. 

The initial technical realization of this very 
time consuming resampling process was part 
of the deve:opment of a transputer aug- 
mented workstation (TAW) funded by the 
Austrian Authorities under ESA contract. The 
scope was a computer prototype in hard- and 
software for real time resampling using 
advanced filter techniques, product extrac- 
tion as well as rapid image display and pro- 
cessing. The design of the TAW supports 
interfaces to modules for further applictions. 
Besides the rectification module, a second 
component is connected for near real time 
water vapour wind vectors (WVWV) using an 
optimum pattern matching algorithm. Various 
automatic quality control tools are applied to 
the wind vectors, which were optimized for 
this special application beforehand (de Waard 
et at., 1994). Ad-ditional image processing 
tools are available on a connected worksta- 
tion, which also allows the online calculation 
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Figure 5 : TAW functional set-up 

and display of various meteorological pro- 
ducts. 

The TAW is equipped with a total of 23 
CPUs distributed over four different modules 
as sketched in Figure 5 and serves as a 
powerful state-of-the-art development and 
study environment. The capacity of this 
workstation is highlighted by its processing 
power which achieves a performance of 
almost 200 Mflops with the implemented 
applications (Scheiber, 1994). 

The main components of the TAW are the 
resampling and WVWV modules, which both 
consist of T800 transputers and INTEL i860 
processors. These functions are controlled 
via a Sun Sparc host computer, which also 
performs the image data transfer from and to 
the ESOC mainframes via an FDDl interface 
in real time mode. Raw and resampled im- 
ages are also automatically transferred via a 
buffer module to the display system of the 
TAW. Eight harddisks with a total of 3.2 
Gbyte, each equipped with a dedicated 
transputer for fast 110 processing, are avail- 
able to store these images on a cyclic file 
system. This allows fast and parallel zoom- 
ing, scrolling and loops of up to 500 IR im- 

ages on a high resolution monitor. Additional 
functions of this module are pixel inspection, 
window extraction and grey value statistics, 
classifications and Fourier transformations, 
overlays and others. 

SUMMARY 

Digital images in three ., four channels of 
two METEOSAT satellites (even three under 
certain circumstances) are received and 
processed at ESOC every half an hour - a 
maximum of 528 images per day. Before 
disseminated to the users, these images are 
geometrically corrected in near real time. The 
quality of this rectification process has con- 
stantly b ~ e n  improved over the past years 
due to better modelling of system inherent 
effects, anomaly handling and hardware 
upgrades. Monthly performance figures for 
perfectly processed and disseminated images 
of in most cases well above 98% and high 
quality cloud motion wind vectors deduced 
from METEOSAT images are good indications 
for a stable and reliable on-ground process- 
ing. Further developments are now coming to 
an end, since EUMETSAT is going to take 
over the whole operations in December 1995. 
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ABSTRACT 

USE OF A MULTIMISSION SYSTEM 
FOR COST EFFECTIVE SUPPORT 

OF PLANETARY SCIENCE DATA PROCESSING 

William B. Green 
California Institute of Technology 

Jet Propulsior, Laboratory 
4800 Oak Grove Drive 

Pasadena CA 91 109 

JPL's Multimis~~on Operations Systems 
Office (MOSO) provides a multimission 
facility at JPL for processiag science 
instrumen; data from NASA's planetary 
missions. This facility, the Multimission 
Image Processing System (MIPS), is 
developed and mantained by MOSO to 
meet requirements that span the NASA 
family of planetary missions. Although 
the word "image" appears in the title, 
MIPS is used to process instrument data 
from a variety of science instruments. 
This paper describes the design of a new 
system architecture ,low being 
implrv--wed within the MIPS to support 
future planetary mission activities at 
significantly reduced operations and 
maintenance cost. 

INTRODUCTION 

The MIPS configuration that has been 
used to support Voyager, and Magellan 
flight operations, and the Galileo Earth 
and Asteroid encounters, is a centralized 
system based on DEC VAX computitlg 
equipment running under the VhnS 
operating system. The new system is a 
distributed system based on the U n ~ x  
operati~g system, with significant support 
provid~d for international scientists 
operating remotely from JPL. Image and 
data display, data management, and 
production of archival data products 
exploit recently defined industry standards 
to insure hardware platform independence, 

making it possible to evolve the system in 
the future on commercially available 
platforms at minimal cost. Significant 
support of science users not located at JPL 
is provided by the new system design. 
Operations and maintenance costs of the 
new system will be significantly less than 
the centralized system that has been in use 
for approximately tel. years. The VICAR 
software system provides instrument data 
processing capabilities on the new system. 
Commercially developed software is also 
hvailable, augmenting the VICAR 
capability that has evolved over the past 
20 years to support specific requirements 
for planetary exploration data analysis. 

HARDWARE SYSTEM DESIGN 

Figure 1 shows the hardware configuration 
that will be in place in time to support 
flight operations of the Galileo spacecraft 
in late 1995. The system will also be 
supporting calibration and system level 
testing of the Imaging Science Subsystem 
(ISS) for the Cassini mission to Saturn and 
final ground data system resting for the 
Mars Pathfinder mission during that same 
period of time. 

The main subsystems of the new system 
include the following: 

Dual DEC Alpha processors 
that support rrocessing of 
telemetry data in real time as 
received from the spacecraft, 
and production of Experiment 
Data Records in near real time. 
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Dual Sun SparcStations that 
are used to host a data 
management system that 
develops and maintains 
ca ta logs  that conta in  
information regarding all 
versions of data processed by 
the system and the locatioc of 
each version of data processed 
on the systzm. One of the 
servers also manages the 
system's mass data storage 
components. 

Dual VAXStations, that 
support CSI black and white 
and color film recorders. 
Image data can be forwarded to 
the VAXStations from any 
source in the system, or from 
remote sites, for film recording. 

A set of Unix workstations 
utilized by various projects for 
processing science instrument 
data from various missions. 

A set of dedicated 
workstations used to support 
single project requirements. 
Examples include one 
VFXstation used to sunport 
Cassini ISS calibration and a 
separate workstation that will 
be used to support Mars 
Pathfinder image processing. 

X Terminal displays, used to 
provide display of science 
instrament data in various 
formats during real time data 
acquisition. 

Network resources, including 
FDDI and Ethernet capability 
provided locally within the 
MIPS facility and connections 
to external network resources. 
Science teams operating 
remotely from JPL interface 
with the system through 
various r~etworks and routers as 
shown. Real time data from 

JPL's telemetry processing 
system is provided via an 
Ethernet connection. 

SOFTWARE OVERVIEl'i' 

The VICAR software system developed by 
MIPS has been used to process planetary 
science data returned from NASA 
missions for over twenty years. The 
software is also used internationally by 
science team members involved in the 
NASA planetary program, and is made 
available tc; commercial organizations 
through NASA's COSMIC code 
distribution center. A modular design is 
used, where same general purpose 
software modules can be applied to data 
from a variety of instruments. The 
VICAR system is being modified to 
operate under Unix and will be 
transportable to a wide variety of hardware 
platforms. 

There are several main components of the 
VlCAR software system. The executive 
provides the user interface to the system, 
and links individual modules together to 
support specific data processing 
requirements. A subroutine Library i s  
available that provides a set of common 
routines optimized for performance when 
dealing with large scientific data se;;. 
Display software provides support for 
interactive viewing and manipulation of 
image data. 

Over 200 applications programs are 
available within VICAR. They include 
programs in the following categories: 

Arithmetic functions, 
i n c l u d i n g  a v e r a g i n g .  
d i f f e r e n c i n g ,  i m a g e  
su~~~mat ion,  image statistics, 
etc. 

Instrument signature removal 
software, applied to data 
returned by instruments on 
NASA's planetary spacecraft 

Cartographic projection 
software, designed to interface 



with ancillary data files 
containing navigation and 
spacecraft position data from 
the planetary missions and 
perform mapping projections 
as requested by the user. 

Atmospheric Feature Tracking 
software, providing derived 
velocity vectors based on 
o b s e r v e d  p l a n e t a r y  
atmospheric motion. 

Data compression, providing a 
variety of lossless and lossy 
compression algorithms 

Color ma~ipulation sortware, 
including algorithms for 
producing thrze color imagery 
from multispectral planetary 
irnagi ng instruments. 

Filtering and mathematical 
transformation software. 

Georeferencing software, 
providing the capability of 
correlating remotely sensed 
imagery with o ther  
georeferenccd data sets a d  
map data. 

Format coriversiori, providing 
conversion between VICAR 
format and other popular 
image formats. 

Real time software, used to 
extract science instrument data 
records from telemetrj data 
streams processed during 
receipt of spacecraft data. 

VICAR software modules can be used ns 
components in complex processing 
sequences. The system utilizes a common 
internal image format, and each program 
reads and writes data files in tile common 
format. Examples of two processing 
sequences for the Galileo Solid State 
Imaging (SbI) and Near Infra-Red 
Mapping Spectrometer (NIMS) 
instruments are shown in Figures 2 and 3. 

Figure 2 shows the sequence of processing 
used to produce color images from Galileo 
SSI image data. The SSI includes a set of 
spec*ml filters. and each imsge is exposed 
through a separate filter. I he spacecraft 
moves between successive exposures, so it 
is necessary to register each of the 
component images to a common geometric 
reference to create a color composite 
image. The spectral filters used in the SSI 
do not correspond to the red-green-blue 
response of color film or vi&eo. It is 
necessary to perform radiometric 
processing to obtain transform instrument 
signal data into physical radiance 
coordinates, and to then generate a red- 
green-blue composite color image. Figure 
2 indicates three possible products 
generated lrom this processing sequence, 
including color ,images with high 
frequency detail enhanced, color ratio 
images, and images containing the best 
estimate of radiometrically correct color 
based on inshument calibration. 

Figure 3 shows the processing sequence 
used to produce a vis~alization film 
product of a NIMS data set. Here, 
software moddes specifically designed to 
process data acquired by spectral 
instruments that record hundreds of 
spectral bands of data over a limited 
region of th:: surface are used to construct 
spectral plots and a photographic rendition 
of this type of data. 

Both the processing sequences shown in 
Figures 2 and 3 can be utilized on other 
missions flying 'simiIar instruments. The 
only modifications necessary are those 
req~ired to format the data for display to 
accommc jate mission specific annotation, 
and any changes required to accommodate 
differences between specific instrument 
designs. These sequences illustrate the 
modular "building block" approach to 
VICAR design that enables construction of 
con~plex processing sequences using 
individual applications programs. They 
also ilhstrate the multirnission nature of 
thc software, where common modules can 
be used to process data acquired by 
different instruments from different 
missions. 
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Figure 4 shows a typical standard Galileo 
black and white photoproduct generated 
using multirnission software adapted for 
specific Galileo project needs. The 
Galileo science teams determine the 
format and content of the annotation 
information on the photoproducts. The 
data used to annotate photoproducts is 
obtained from ancillary data files 
(navigation data, for example) and from 
the engineering telemetry data stream. A 
multimission set of subroutines is used to 
create the photoproduct shown in Figure 4. 
Figure 5 shows one example of a 
ph~toproduct format being considered for 
use on Mars Pathfinder's Lander camera 
data. This is a preliminary format and is 
still undergoing change and modification 
based on interactions with the science 
team. The Mars Pathfinder photoproduct 
was generated using the same 
multirnission subroutine library to build a 
mission specific format. With this 
approach, it is possible to develop 
prototype formats rapidly, and to complete 
development of photeproduct generation 
software with a minimum of effort for 
each new project. 

SUMMARY 

The new MIPS system provides a 
hardware and software system that is 
modular, flexible and adaptable to new 
requirements at minimal adaptation cost. 
The hardware configuration is modula 
and can be scaled up to handle major 
missions returning large quantities of dcta 
at high data rates, a1.d provides the 
flexibility of accommod~ting missions 
with low data volumes through the use of 
dedicated workstations. The VICAR 
softw?re system is also modular and 
adaptable to new mission requirements at 
:ow development cost. 

Many principal investigators are finding it 
cost effective to utilize this multimission 
facility with established equipment, 
software, and interfaces with the telemetry 
processing system to generate first level 
data records for their instruments and to 
support other data processing requirements 

using inherited software or the shared use 
of equipment and facilities at JPL,. 

The work described in this paper was 
carried out at the Jet Propulsion 
Laboratorylcalifornia Institute of 
Technology under a contract with the 
National Aeronautics and Space 
Administration. 
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Level Zero Processing (LZP)  general1.v refers to telemetry data processing functions performed at ground 
facilities to remove all con~wmication artifacts Ji-on1 instrument data. These jitnctions ppically include ji-ame 
svnchroniiatiorr, error detection and correction, packet reassembly and sorting, playback reversal, merging, 
time-ordering, owrlap deletion, and production o f  annotated data sets. The Data Systems Technologies Division 
(ns'rn) ut C~orldurrl Space Flight Center (GSFC) has been developing high-perforniance Very Large Scale 
Integrution Level Zero Processing Svstenrs ( V I 3  I,ZPS) since 1989. The first V1,SI IZPS prototype demonstrated 
20 Megabits per second (Mbps) capabilip in 1992. With a new generation of high-density Application-specific 
lnte~rated Circuits (ASIC) and a Muss Storage Svsteni (MSS) based on the High-performance Parallel Peripheral 
Interface (HiPPI), a second prototype izus been built that achieves full 50 Mbps performance. This paper 
describes the second generation L U S  prototype based upon VIS1 technologies. 

1. INTRODUCTION 

With the new Earth Observing System (EOS) era of satellites, telemetry downlink data rates will 
increase to 50 Mbps and beyond. Currently, most NASA missions operate at rates under 1 Mbps. 
These low data rates allowed ground system designers to use mainframes as well as workstation 
class computers to handle all the LZP with software, in near real-time. The ground system 
designers had little need to investigate hardware approaches to LZP. 

The DSTD at GSFC saw the need for future high-rate ground telemetry systems, as well as the 
drawbacks to a full software implementations and began investigating VLSI technologies and their 
application to telemetry processing in 1989. The completion of the Consultative Committee for 
Space Data Systems (CCSDS) data format recommendations [1][2], made a combined 
hardwarelsoftware approach for performing LZP feasible. The hardware could be designed to 
understand the CCSDS data format and allow software to intervene for error condition handling or 
to handle non-standard data formats. The DSTD chose to implement a standard set of 2.0 Micron 
VLSI CMOS technology devices that would provide correlation, frame synchronization, frame 
buffering, packet sorting, and Central Processing Unit (CPU) support; all derived from the 
CCSDS recommendations. Using this set of VLSI components, the DSTD was able to build a set 
of processing modules based on the Versa Module Eurocard bus (VMEbus). Each processing 
module was responsible for one stage of telemetry processing, for example: frame 
synchronization, Reed-Solomon error detection and correction, or packet processing. With the use 
of these modules, the first VLSJ LZP system prototype demol~strated sustained data rates up to 20 
Mbps in the summer of 1992 [3]. 

The success of this prototype and the high data rate requirement from the Fast Auroral Snapshot 
Explorer (FAST) mission led to the development of FAST Packet Processing System (PPS). To , 
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support high-resolution observation inside the auroral acceleration zone, the FAST satellite 
telemetry features downlink data rates up to 2.25 Mbps and data volume of 3.6 Gbytes per day. 
The project scientists also require all instrument data level zero pmcessed and delivered within two 
hours of spacecraft downlink for their near real-time experiment. To meet these challenges, the 
architecture of VLSI LZPS prototype was chosen for science data processing. Within 15 months, 
the FAST Packet Processing System (PPS) was developed and delivered based on the VLSI 
LZPS prototype to support the FAST mission [4]. 

To continue the efforts of applying VLSI ASIC technologies to telemetry processing, the DSTD 
has migrated the original designs to new 0.6 and 0.8 micron ASICs capable of supporting data 
rates up to 300 Mbps. These new ASICs have been incorporated into a new set of processing 
modules ready for system integration. Using these new modu!es, and some Commercial Off-the- 
Shelf (COTS) boards, the DSTD has been able to design a second generation VLSI LZPS (VLSI 
LZPS 2) capable of 50 Mbps performance. This paper discusses the general architecture and 
functionality of the VLSI LZPS-2, with emphasis on the new elements and features, including an 
automated operations environment based on object-oriented design. Potential applications of this 
prototype in NASA's current and future missions are discussed as well. 

2. SYSTEM FUNCTIONAL REQUIREMENTS 

As a successor to the VLSI LZPS prototype phase 1 ( V 1 3  LZPS- l), the VLSI LZPS-2 has not 
only continued to provide the functions implemented in VLSI LZPS-1, but has also added many 
new capabilities. The major performance breakthrough is the boost of sustained processing rate 
from 20 to 50 Mbps. The major functional enhancement is the support for CCSDS Advanced 
Orbiting System (AOS) data formats in addition to the packet telemetry formats. Services have 
been expanded from just Path service to others, including Virtual Channel Access (VCA), Virtual 
Channel Data Unit (VCDU), Bitstream, and Insert services. 

The VLSI LZPS-2 will provide three types of data products: real-time data, quicklook data sets, 
and production data sets. The real-time data includes source packets received from selected 
instruments and data extracted from the insert zone, if desired. The data will be delivered to the 
users as soon as it is received. The quicklook data sets are generated for selected instruments. 
Each quicklook data set contains all packets received from an instrument in the order they were 
received. The production data sets are generated for all instruments, and may include data received 
from one or more passes or sessions. Packets in the production data sets are forward-time- 
ordered, with redundant ones removed from overlap regions. Cata quality is checked; errors and 
gaps are annotated as a part of the data set. 

Data distribution will be performed through standard networks such as Ethernet and Fiber 
Distributed Data Interface (FDDI), and standard protocols such as Transmission Control 
ProtocoUInternet Protocol (TCPIIP) and File Transfer Protocol (FTP). With this suite of 
standards, real-time packets and production data sets can be sent to users directly from the VLSI 
LZPS-2 to simplify user interface and system operations. The processing latency is less than 5 a s  
for real-time data and 3 hours for production data sets. 

In order to reduce operational staffing level and cost, the VLSI LZPS-2 emphasizes an automated 
operation environment. This environment will be able to setup system support automatically 
based on a master schedule. It will also allow users to locally or remoteiy setup anc! control 
system operations and monitor telemetry processing status. System events will be displayed, 
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annotated, and logged. Quality and accounting reports will be generated and logged for each 
processing session. The user interface will be graphically based and all commands will be menu- 
driven. 

3. VLSI LZPS-2 SYSTEM AKCHITECTURE 

The V! SI LZPS-2 is built upon the existing architecture of the 20 Mbps VLSI LLPS-1. This 
architecture emphasizes the utilization of VLSI technologies and industry standards. Over the past 
8 years, the DSTD has developed a set of VLSI ASIC  hips that perform standard telemetry 
processing functions. These chips are integrated into a set of custom-designed, highly reusable 
cards based on the industry standard VMEbus. Each card performs one or more generic telemetry 
processing functions. Through the high-level integration of these common telemetry processing 
functions into VLSI chips and cards, the system achieves high-performance, high reliability, low 
maintenance and cost. 

To integrate these custom cards together with COTS VMEbus components into telemetry data 
processing systems, a modular software package has been developed that provides a generic 
software platform. With this platform, a system designer can select and configure a system based 
on various VMEbus processing cards depending on the given system processing requirements. 
Thus, the system based on this architecture offers high-configurability, reusability, and 
upgradability. 

Automated operation is emphasized throughout the system design at all levels. The design of the 
VLSI LZPS ensures that all operations can be controlled by a remote host such as a Control 
Workstation, and that all status required for monitoring operations be collected and reported to the 
remote host. Once initialized for a pass, the VLSI LZPS requires no remote intervention to 
process data. The system will continue to operate even if the remote host fails during a pass. 

The VLSI LZPS-2 rack, shown in Figure 1, contains a 21 slot VMEbus system, a 40 Gbytes 
super disk array system (super disk farm), and dual power supplies. The super disk farm takes up 
1-1/4 standard 19 inch 6 foot racks. The remaining space in the second rack is used to house the 
VLSI LZPS VME Processing System. Figure 2 illustrates the system block diagram of the 
second generation VLSI LZPS, which contains four subsystems: the Control and Communication 
Subsystem (CCS), Frame Processing Subsystem (FPS), Data Set Processing Subsystem (DSPS), 
and MSS. 

.- 
Each CPU within the rack runs its own copy of the VxWorks operating system. This is a UNIX 
like real time operating system that supports Network File System (NFS) protocols as well as 
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FTP. Source code is developed and compiled on a separzte platform, such as a SUN workstation 
and loaded dynamically across the network during operation. This seamless integration of a 
development platform and its application target provides a powerful real-time software 
development environment. 

The CCS provides system base functions, including command and control, network interfacing, 
and system data storage. The FPS receives serial telemetry data, performs standard frame 

t processing functions, and outputs synchronized frames to the DSPS. The DSPS extracts source 
). packets out of the frames and delivers packets from each specified source to the user in real-time. 

It sorts all packets by source, merges real-time and playback data into data sets, and removes 
redundant data from the data sets. The output of the DSPS is quality annotated data sets. The 







The Master Controller i~ based on a commercial VMEbus single board computer. It provides 
support for the Ethemet network and for the system disk. Through the use of the VxWorks 
operating system, both the Ethernet and the system disk can be shared by all CPUs on the 
VMEbus. The Master Controller accepts commands and configuration parameters from a Control 
Workstation, interprets the commands, and sends appropriate subcommmds to the other sysiem 
modules. Based on the commands, it configures the system for processing sessions, The Master 
Controller also gathers housekeeping 2nd processing status and reports them to a remote Conti01 
Workstation. If any processing statistics exceed user-specified thresholds, the Master Contmller 
can send event messages to the Control Workstation to alarm the c ?erator. All interfacin; to the 
Control Workstation is done using standard TCPIIP sockets on the Ethemet xtwork. 

The CCS provides interfaces to two networks: the Ethernet Local Area Network (LAN), and the 
FDDI LAN. The Ethemet interface 1s used for transferring command and status between the 
VLSI LZPS-2 and the Control Workstation. It may also be used lor transferriag real-time packets 
from the VLSI LDS-2 directly to the user during real-time processing. 

The FDDI LAN links the VLSI LZPS-2 directly to the user. Real-time packet5 can be sent out to 
the FDDI LAN during real-time processing. All production data sets are sent ,o the user via the 
FDDI LAN. As with the Ethernet, full TCPIIP support is provided f ~ r  all data goirg out the 
FDDI port. The VLSI LZPS-2 will send each data set tising FTP .:, designated users according to 
an operator-defined distribution table. This is a new feature that eliminates the need for an 
additional system to handle data distribution. 

The 32 Mbytes of battery backed up SRAM serve as non-volatile ram disks used for maintaining a 
system database for high-speed access. The Time Code Processor inputs NASA36 time code and 
provides the current time to the FPS for time stamping of incoming frames. The 12.8 Mbytes 
CRAM buffer serves two purposes. During data set outputthg, it provides rate buffering between 
the DSP and the FDDI network interface. The second use is during internal svstem te,:ing. Test 
data is processed by the VLSI LZPS, and data sets are placed in the buffer memory for error 
checking. 'This allows the system to perform a full internal self test without extra equipment. 

4.2 THE FRAME Pi.OCESSING SUBSYSTEM 

The FPS consists of a High-rate Frame Synchronizer (HRFS) card and a Reed-Solomon Decoder 
(RSD) card designed and built by the DSTIT. Their functions are illustrated in Figure 3, together 
with modules from the DSPS. 
The HRFS performs the frame synchronizakm functions. It receives serial telemetry data 2nd 
clock through either a RS-422 interface, or a lOOK Emitter Coupled Logic (ECL) interface. 'IT,; 
card synchronizes the serial data to transfer frames according to a specified synchronization pattern 
and strategy. The card checks for Cyclic Redundancy Check (CRC) errors on each frame, if 
desired, and all results are reported in a qudity trailer appmkii to each frame. 

The RSD performs Reed-Solomon error detection and correction on the frame headers and frame 
data. The card is capable of 255-223 decoding on the frames and 10-6 decoding on the frame 
headers with interleaves 1 through 5. The results of all the error detection and correction are 
appended to each frame in a second quality trailer as it is sent the DSPS subsystem. The operator 
specifies the type 3f decoding desired and the filtering options for the R.SD. A bypass option is 
provided for non-Reed So!omon encoded frames as well. 
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4.3 THE DATA SET PROCESSING SUBSYSTEM 

The DSPS consists of a Service Processor, a Data Set Processor, an Annotation Processor, a 128 
Mbytes Cata Record Buffer, and two SCSI disk drives. The Annotation Processor, Data Set 
Processor motherboard, and the Data Record Buffer are all COTS VMEbus products. The 
Service m e s s o r  and a mezzanine on the Data Set Processor are custom-designed and built by the 
DSTD and described in References 5 and 6. Their operations are also illustrated in Figure 3. 

The Service Processor receives transfer frames from the RSD. It extracts packet data pieces from 
the frames, reassembles source packets, checks packet errors, and generates annotation for each 
packet. During a pass, packets from specified sources as specified by spaecraft ID, Virtual 
Channel Identifier (VCID), and Application Process Identifier (APID) are output to the user 
through the CCS as soon as they are received. The Service Processor also sorts packets by source 
and groups them into data records while outputting them to the Data Record Buffer (DRB) on the 
VSB. Packet time code is extracted, and sen: to the Annotation Processor (AP) together with 
packet quality information as annotation data for storage in the annotation disks. Whenever a 
record is full, the Data Set Processor moves packets from the record buffer to the data disk 
through the VMSbus using the VME64 protocol. 

When the pass is over, the AP examines the annotation data of each sensor, which consists of one 
or more sources, to determine how to merge real-time and playback data into a production data set, 
how to forward-time-order the packets, and when the overlap boundaries and redundant packets 
are. The result of this analysis will be stored in a data set assembly table file which will serve as an 
instruction set for assembling a data set. In addition to the assembly instruction sets, the AP 
generates quality annotation for each data set. The quality annotation indicates which packets have 



errors and type of emrs; for example: the packet came from a frame with CRC errors. The 
quality annotation also indicates the locations and sizes of gaps in the data set. 

The Data Set Processor can begin output processing once each data set assembly file is finished by 
the AP. The Data Set Processor reads the assembly file, and begins retrieving data records from 
the MSS. The data records are received on the DSP from the HiPPI port, and locally Direct 
Memory Access (DMA) transferred to the Data Reassembly Unit Mezzanine (DRUM) for 
reassembly. The DRUM is a custom designed card by the DSTD and contains the Enhanced Ram 
Controller (ERC) ASIC also developed by the DSTD [7][8]. The ERC provides 4 Mbytes of data 
storage, with flexible output formatting based on instructions ioslded into the chip. Once the ERC 
buffer is loaded, the DSP begins outputting the data sets from the DRUM, and DMAs the data to 
the FDDI interface using VME 32-bit block transfers. The FDDI interface then transfers the data 
using FTP to the user. This operation is repeated until the entire data set is output. The DSP then 
waits for the next assembly file from the AP. This direct FTP from the VLSI LZPS eliminates the 
need for another system to handle the data set transfer and maximizes the utilization of the MSS by 
using it as a short-term data storage device, not just a rate buffering device. The use of the DRUM 
and HiPPI card reduces the three 9u VME cards in the DSP subsystem of the first generation 
VUI LZPS to one 6u card in the second generation system. 

4.4 THE MASS STORAGE SUBSYSTEM 

In telemetry level zero processing, data merging and overlap deletion functions can only be 
accomplished after all data has been received. Therefore, the VLSI W S  system needs to store 
enough data to meet the users requirements for data set size. In addition to accumulated storage, 
rate buffering is required between the telemetry input and data set output. This data storage and 
rate buffering capability is provided by the MSS. 

The MSS employs a Maximum Strategy HiPPl Super Disk Array system (super disk farm) with 
40 Gbytes of disk space, configurable up to 320 Gbytes. This system is an enhanced version of 
the SP2 unit used in the first generation of VLSI LZPS. The SP2 model is a single unit capable of 
160 MSps data transfers and 10 Gbytes of data storage. The Super Disk Farm uses four SP2 
units, and is capable of 640 Mbps continuous data tmsfers and 320 Gbytes of redundant storage. 
m e  super disk farm contains a super controller with a HiPPI interface and four custom ports to 
interface to SP2 disk farms. The super controller stripes the data across 4 of the SP2 units which 
in turns stripes the data across 8 disks with parity. This dud-level striping allows the super disk 
farm to operate at the full 640 Mbps continuous ingest rate. The DSPS interfaces to the super 
controller through the HiPPI network interface. This link is capabk of 800 Mbps burst data 
transfers. Due to the DSP VMEbus interface, the maximum data transfer rate achievable is 408 
Mbps from the Data Record Buffer to disk. This transfer speed far surpasses the system 
requirements of 50 Mbps and ensures maximum available bandwidth on the VMEbus for other 
operations. Information concerning the speed evaluation of the VMEbus to HiPPI to Disk farm 
link are available in reference 9. 

Data integrity is an absolute must in an operations environment where serial data retransmission is 
either impossible, extremely difficult, or very expensive. This fact imposes the requirement on the 
VLSI LZPS that the MSS will function normally, without interruption or data loss, even if disk 
drives fail within the subsystem. The Strategy HiPPI Super Disk Farm achieves true fault tolerant 
operations with the use of a 48-bit Error Correction Code (ECC), parity disk drive, and stand-by 
disk drive on each SP2 unit; there are four SP2 units in the system. To further expand the fault 



tolerance, additional SP2 units can be added to the Supper Controller to provide a second layer of 
Parity and Standby Disk Farms. With this scheme f" TCC and parity protection, the Super Disk 
Farm can operate at full speed even if a disk drive is :, Data integrity is preserved by the parity 
drives that can be used to reconstruct data that was 0.. a lost drive. The drives are hot-swapable, 
and reconstruction is transparent, meaning it can be accomplished while data transfers are being 
performed. 

5. AUTOMATED OPERATIONS ENVIRONMENT 

One major goal of the whole VJ SI LZPS development project was to provide fully automated 
operations of the system, from activity scheduling and remote setup to status gathering and data 
distribution. To accomplish this goal, the DSTD developed a UNIX-based software package 
called Telemetry Processing Control Environment (TPCE) [lo]. The role of TPCE is to provide a 
Graphical User Interface (GUI) to make configuring and gathering status from the VLSI LZPS 
more user friendly. The system accepts an activity schedule from a file or network socket. TPCE 
will automatically initiate telemetry processing basee upon activities identifed in the schedule and 
can be edited by the local operator if necessary. Each activity in the schedule is wociated with a 
pre-defined configuration set which is used for processing that particular telemetry session. 
Through the use of configuration sets, the VLSI LZPSITPCE combination can support various 
types of telemetry pnxessing scenarios. TPCE also provides the capability to edit all configuration 
sets. Data set distribution by the VLSI LZPS is also managed by TPCE. A log is kept of all data 
sets output, and any retransmission of individual data sets by user request. TPCE provides the 
link between the operator/user of the VLSI LZPS and the hardware, there-by keeping the user 
interface consistent, even after hardware upgrades. 

6. POTENTIAL APPLICATIONS 

The second generation VLSI LZPS is developed in anticipation of demands for high rate ground 
data processing systems in the 1990's and beyond. The selection of functional and performance 
specifications for the prototype has closely followed the requirement development of NASA's 
major missions such as Earth Observing System (EOS), Space Station, and Landsat-7. As a 
compact CCSDS telemetry processing system, the VLSI LZPS-2 can be used in many 
applications, including science data processing at permanent sites and at transportable ground 
stations, spacecraft Integration and Test, and ground data system testing and verification. Its 
modular architawre allows it to be configured as a stand alone system, or as a core processor in a 
large scale ground data system. Based on the FAST PPS development experience, the prototype 
system can be converted into a full production system in about 19- 1 2 months. 

7. SUMMARY 

The design of the second generation VLSI LZPS has been discussed with the implementation of 
the particular subsystems covered in detail. Based on functional coinponents and VLSI 
technologies. the VLSI LZPS supports CCSDS version 2 data processing at rates up to 50 Mbps 
with real-time and near real-time science data processing and fully automated data distribution. 
With the addition of a UNIX workstation, fully automated operation is achieved with the TPCE 
system. The fully automated operation allows projects to reduce operational staffing as well as 
operational costs. Because of extensive use of VLSI components and modular design, the system 
renders compact size, high reliability and high maintainability. The use of hardware and software 
functional cornponetits allows a full production system to be nady in less than a year. 
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9. NOMENCLATURE 

AOS 
AP 
APID 
ASIC 
CCSDS 
COTS 
CPU 
CRC 
DRAM 
DRUM 
DRB 
DSTD 
ECL 
EOS 
ERC 
FAST 
FDDI 
FPS 
FTF' 
GSFC 
GUI 
HiPPI 
HRFS 
LAN 
LZP 
LZPS 
Mbps 
M bytes 
MSS 
NFS 
RSD 
SCSI 
SRAM 
TCPIIP 
TPCE 
VCA 
VCDU 
VCID 
VMEbus 
VLSI 

Advanced Orbiting Systems 
Annotation Processor 
Application Process Identifier 
Application-specific Integrated Circuits 
Consultative Committee for Space Data Systems 
Commercial-Off-the-shelf 
Central Processing Unit 
Cyclic Redundancy Check 
Dynamic Random Access Memory 
Data Reassembly Unit Mezzanine 
Data Record Buffer 
Data Systems Technology Division 
Emitter Coupled Logic 
Earth Observing System 
Enhanced Ram Controller 
Fast Auroral Snapshot Explorer 
Fiber Distributed Data Interface 
Frame Processing Subsystem 
File Transfer Protocol 
Goddard Space Flight Center 
Graphical User Interface 
High-performance Parallel Peripheral Interface 
High-rate Frame Synchronizer 
Locd Area Network 
Level Zero Processing 
Level Zero Processing Cystem 
Mega bits per second 
Megabytes 
Mass Storage Subsystem 
Network File System 
Reed-Solomon Decoder 
Small Computer Systems Interface 
Static RAM 
Transmission Control ProtocoVIntemet Protocol 
Telemetry Processing Control Environment 
Virtual Chamel Access 
Virtual Channel Data Unit 
Virtual Channel Identifier 
Versa Module Eurocard bus 
Very Large Scale Integration 
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FAST COMPUTATIONAL SCHEME OF IMAGE I .  

COMPRESSION FOR 32-BIT MICROPROCESSORS 

Leonid Kasperovich 
Space Research Institute 
84/32 Profsoyuznaya St., Moscow, 1 17810, Russia 
Fax: 7-095-3 10-7023 

Abstract - This paper presents a new computational scheme of image compression based on the 
discrete cosine transform @CT) . underlying PEG and MPEG International Standards. The 
algorithm for the 2 4  DCT computation uses integer operations (register shifts and additions / 
subtractions only), its computational complexity is about 8 additions per image pixel. As a 
meaningful example of an on-board image compression application we consider the software 
implementation of the algorithm for the Mars Rover (Marsokhod, in Russian) imaging system being 
developed as a part of Mars-% International Space Project. It's shown that fast software solution for 
32-bit microprocessors may complete with the PCT-based image compression hardware. 

INTRODUCTION 

The discrete cosine transform (DCT) is widely applied in various fields including 
image data compression and was chosen as a basis of International P E G  (Joint Photo~raphic 
Experts Group) and MPEG (Motion Pictures Exnerts Group) image / video Compression 
Standards. The DCT technique is applicable to the digital representations of natural scenes 
and other types of continuous tone gray-scale and color images. 

An extensive research experience in the field of DCT studying has been summarized in 
the various publications and textbooks (e.g., Pennebaker et al., 1993). The most meaninghl 
example of the 8x8 DCT implementation (Feig et a]., 1992) uses 94 real multiplications and 
454 additions, but only 54 multiplications and 162 additions in a scaled version, where the 
DCT computation is followed by normalizing and quantization. 

Due to the rounding-off and truncation effects of the quantization process in image 
compression, one can carry out , in practice, all DCT calculations approximately, not 
increasing the overall computational error. Then making use of the floating-point 
multiplications is not necessarily. In this way, a technique based on generalized Chen 
transform for approximating with rational numbers the scales 8x8 DCT, has been developed 
that uses 608 additions per 8x9 irnagz fragment (Allen et al., 1992). 

This paper presents an improved algorithm on the basis of the scaled 8x8 DCT 
approximation method that has been previously published by the author in cooperation with 
Dr.V.F.Babkin (Kasperovich et al., 1993). The algorithm presented uses 530 additions (vs. 
684 as before) per 8x8 block that is a little bit more than the overall number of arithmetical 
operations used in the Feig-Winograd algorithm, but considerably fewer than in the 
approximation algorithm by Allen and Bronstein. 

Note that in the wide range of microprocessors a floating-point multiply execution 
takes ordinarily more processor clock cycles than a summation of integers, hence a 



multiplication-free algorithm might be preferable in the applications. This paper consists of 3 
sections discussing the algorithm, its accuracy and on-board implementation performance. 

DCT DECOMPOSITION 

The two-dimensional forward DCT (FDCT) of an input 8x8 block consisting of 

integers x,,, i = 0.1, .. .. . . ,7, j = 0,1, .. . . . . ,7 is defined by ihe following formula: 

1 7 7 (2i + 1)m K ( 2  j + 1)m Y , .  = K ( m ) K ( n ) C  2 X,,, cos cos 
r = O  J = O  16 16 

where: 

m=0,1 ,  ....., 7 ,  n=0 ,1 ,  ..... 7 .  
The FDCT can be accomplished in row-column fashion using one-dimensional 

transform: 

where: yjk) .= cos(2d 1 32). 
1,. 

Setting Y = fi, C, = y(1) 1 y(7) ,  C2 Y' = y(3) l y(7) ,  C, Y = y(5) 1 y ( 7 )  and representing i 
C 

the transformed values Y( i )  in a "quasi-complex" form R ( i ) + Y A ( i ) ,  leads to the 
Kasperovich - Babkin FDCT algorithm mentioned above, in which the attends in the fbrmula 

for the 2-d FDCT values [ R( R )  + 2  A( A ) ]  + [ A ( R )  + R( A)]& are rqresented through ths 
"basic" elements A ( A )  by means of additions and subtractions. 64 multiplications by the .. 



constants C,,C,,C,, which are closed to 5,3 an 2, are sufficient for obtaining the basic 
elements. All multiply operations by these 3 constants are substituted in the DCT 
approximation by the additions and subtractions. Further, 

where: (a  + vb)'  = a - y b  
Thus, only 30 of 60 multiplications by fi should be computed, which are practically replaced 

1 1  with a Taybor series approximation: a 1 + - - - 
2 16' 

Theorem. i) FDCT can be performed as an ope1 ator composition FDCT = F o Do Co T, 
where 

T is a preliminary transform (192 preadditions), 
C - computation of the basic elements, 
D - deriving the output values, 
F - pointwise factorization (scaling); 

ii) C uses 64 multiplications by predefined constants, D calls 30 multiplications by 

&; 
iii) Approximation of C uses 144 additions, approximation of D calls 194 additions; 

The transformations T and C are separable (i.e. can be computed in row-column 
fashionti) meanwhile D is non-separable 2-d transform. Generally speaking, the number of 
preadditions equals to 224 (as mach as in Feig-Winograd algorithm), but the certain part of it 
is done while computing the basic elements (C transformation) in order to preserve the 
algorithm symmetry. 

32-BIT IMPLEMENTATION 

The DCT itself is parallelizable that makes it possible to group data elements In such a 
way, that DCT computation could be considered as sequential single-instructionlmultiple-data 
process. In particular, two additions a + b  and c+d can be achieved in one (a,c) + (b,d), 
coupling the elements of an input 8x8 block into the pairs. Assuming that all computations can 
be done with 16-bit arithmetic, that observation is applicable to a single microprocessor taking 
the substantial advantages of a hll-length processor word of 32-bit or newest 64-bit devices. 

Since the image data precision is ordinarily 8-bit per sample and the average number of 
summation per point is 530/64 c 8.3 in our algorithm, then in most case (48 of 64) the 
computations are done within 16-bit range and can be paralleled as mentioned above. 
However, this is worthy in a case of multiplication-free computational scheme, because a 



fractional multiplying will destroy the least significant 16-bit word of a pair: .In turn, an 
additional error in most significant 16-bit word produced in our algorithm by a carry bit of 
additionlsubtraction of the least significant 16-bit words can be neglected due to the scaling 
performed by the operator F and quantization. 

The test of LENA standard image gives a good illustration of the tolerable 
computational accuracy, comparing the algorithm presented with a direct floating-point 
method. The maximum pint-size difference between the original and expanded pictures is 
identical for both methods, the mean arithmetic modules error is slightly different: 3.516 
versus 3.501 in the direct computation. 

APPLICATION TO THE ON-BOARD PROCESSING 

In this section we consider the Mars Rover imaging system, that contains a panoramic 
camera along with 2 stereo cameras. Three compression modes are planned: 

.Receiving the descent camera images compressed as the separate fiarnes (specified 
data rate is 1 fiame of size 5 12x5 12x8 bit per second). 

mCompression of high resolution panoramic camera still images. 
.Image sequence compression to create the virtual environment fiom real Martian 

surface data in order to control and navigate the rover manually. 
Tn this way, an image compression module (ICM) based on P E G  compression chip set from 
Matra Ma1 :oni Space (France) was supposed to be installed in Mars Rover ds a hardware 
accelerator board. The ICM technical specifications are 3 watts consumption at 1 megapixel 
Isec; 12000 mm; 200 grams (see Mars-94 in the pictures, 1992). The chip set contains the two 
CMOS ASICs. 

An alternative approach implementing in software a new algorithm to compute the 
DCT in mult~plication-free 32-bit arithmetic seems to be mrre preferable. In order to provide 
the autonomy of movement, control and timing experiments, data collection and storing etc., 
the rover is equipped with a on-board computer based on the ~owerful32-bit T805 transputer 
fiom INMOS Corporation (see Transputer Data Book, 1990), that can be regarded both as a 
special (i.e. image processing) and a general purpose processor. Major characteristics of IMS- 
T805 are: 

e32 bit internal and external architecture. 
e30 MIPS (peak) instruction rate. 
e4 Kbyte on-chip RAM direct addressable. 
.Internal timers. 
e4 fast Serial Links (10 Mbitlsec). 
*Less than 1 watt power consumption at 30 Mhz. 
The heart transputer modules, which are the real copy of each other both electrically 

and even mechanically. There is no distinguished one among them as far as the access to the 
peripheral blocks concerned, but, and it is a substantial point, only two out of four transputer 
modules are powered at a time. Which two, it is determined by the actual state of the 
overswitch logic (Balms et al., 1994). 

The software implementation of the image compression algorithm for the on-board 
computer provides the same compression rate as ICM hardware, requiring no additional 



weight and power consumption. Compression mode 3 gives a good illustration of the soflware 
solution flexibility, where DCT computation for intra- and interframe compression is 
combined with another algorithm (Motion Estimation) for the successive frame matching, that 
is a part of stereo-based autonomous navigation software. 

CONCLUSION 

The reliability and performance of the Mars Rover systems including on-board 
computer and the application soflware have been evaluated in the several tests with the real 
test site observation (e.g. Karnchatka, Far East, Russia, August 1993 and Mohave Desert, 
California, US, March 1994). The rover control as well as the compressed data transmission 
has been proviazd via satellite communication link. The results are quite good and show the 
possibility to use the software solution of the special tasks in various applications, in particular 
image processing and compresston, where hardware assistance is currently required 
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ABSTRACT 

The National Aeronautics and Space 
Administration (NASA) Goddard Space 
Flight Center (GSFC) International Solar- 
Terrestrial Physics (ISTP) Program is 
committed to the development of a 
comprehensive, niulti-mission ground data 
system which will support a variety of 
national and international scientific missions 
in an effort to study the flow of energy from 
the sun through the Earth-space environment, 
known as the geospace. 

A major component of the ISTP ground data 
system is an ISTP-dedicated Central Data 
Handling Facility (CDHF). Acquisition, 
development, and operation of the ISTP 
CDHF were delegated by the ISTP Project 
(3 fice wifhin the Flight Projects Directorate 
to the Information Processing Divisio~ (IPD) 
within the Mission Operations and Data 
Systems Directorate (MO&DSD). The ISTP 
CDHF supports the receipt, storage, and 
electronic access of the full complement of 
ISTP Level-zero science data; serves as the 
linchpin for the centralized processing and 
long-term storage of key parameters 
generated eithzr by the ISTP CDHF itself or 
received from external, ISTP Program- 
approved sources; and provides the required 
networking and "science-friendly" interfaces 
for the ISTP investigators. Once connected 
to the ISTP CDHF, the online catalog of key 
parameters can be browsed from their remote 
processing facilities for the immediate 
slectronic receipt of selected key parameters 
using the NASA Science Internet (NSI), 
managed by NASA's Ames Research Center. 

The purpose of this paper is twofold: (1) to 
describe hqw the ISTP CDHF was 
successfully implemented and operated to 
support initially the Japanese Ge~magnetic 
Tail (GEOTAIL) mission and correlative 

science investigations, and (2) to descrik 
how the ISTP CDHF has been enhanced to 
support ongoing as well as future ISTP 
r-ksions. Emphasis will be placed on how 
various project management approaches were 
undertaken that proved to be highly effective 
in delivering an operational ISTP CDHF to 
the Project on schedule and within budget. 
Examples to be discussed include: the 
development of superior teams; the use of 
Defect Causal Analysis (DCA) concepts to 
improve the software development process in 
a pilot Total Ouality Management (TQM) 
inihative; and the implementation of a robust 
architecture that will be able to suFport the 
anticipated growth in the ISTP Program 
science requirements with only incremental 
upgrades to the baseline system. Further 
examples include the use of automated data 
management software and the implementation 
of Government a.crd/or industry standards, 
whenever possible, into the hardware and 
software develoymm life-cycle. Finally, the 
paper will also report on several new 
technologies (for example, the installatic:, GI' 
a Fiber Data Oismbution Interface network) 
that were s~iciessfully employed. 

INTRODUCTION 

NASA's spacecraft contribution :o the ISTP 
Program includes the Interplanetary Physics 
Laboratory (WIND: 11/94 launch) and the 
Polar Plasma Laboratory (POLAR: 11/95 
launch). The international coniribution 
includes the GEOTAIL m~ssion (successfully 
launched in July 1992) developed hy the 
Japanese Institute for Space and Astroiiautica! 
Science (ISAS) and the Solar and 
Heliospheric Observatory (SOHO: 7/95 
launch) and Plasma Tu&ulznce Laboratory 
(CLUSTER: 12/95 launch) being developed 
by the European Space Agency. En addition, 
scientific contributions are being provided by 
several ground-based radar investigations and 



on-orbit correla.ive science missions such as 
the Los Alamos National Laboratory (LANL) 
spacecraft and the Geostationary Operational 
Environmental Satellites (GOES 617). 

Within the framework of the ISTP Program 
objectives to combine resources and to 
promote cooperation in the scientific 
communities on an international scale, the 
prima~y function of the ISTP CDHF became 
one of computing summary parameter data 
("kj parameters") far every instrument on 
the GEOTAIL, WIND, and POLAR 
spacecraft, three instiuments on SOHO, and 
the magnetic field instrument on the 
Interplanetary Monitoring Platform-8 (IMP- 
8); and to ingest and catalog key parameters 
from external sources such as the ground- 
based radars and other equatorial spacecraft 
missions that have been made an intcg~al part 
of the overall ISTP Program. The key 
parameters provide for a quick, low 
resolution time series (on the order of one 
minute) survey of the global geospace. The 
major advantages of providing key 
parameters to the science community a e  their 
diversity of coverage ovsr the geospace, 
timeliness and availability. The goal is to 
generate the key parameters within 6 hours of 
receipt of h e  corresponding Level-zero data. 

The major functions of the ISTP CDHF are 
summarized as follows: 

Receive tekmetry, orbit, attitude, and 
command history data from external ground 
systect elements 

Receive and process near real-time data for 
WIND and POLAR 

Generate key parameter data for ail 
insmlments onboard GEOTAIL, WIND, and 
POLAR, and, selected instruments from the 
IMP-8 and SOHO spacecraft 

Keceive key parameters from ground-based 
radar investigators and other correlative 
spacecraft such as LANL, GOES, and 
CLUSTER 

Store telemetry, mbit, attitude, command 
history, and key parameter data sets in online 
storage for x e r  access and transfer to the 

IPD's Data Dismbution Facility (DDF) for 
subsequent distribution on Compact-Disk 
Read Only Memory (CD-ROM) media and to 
the National Space Science Data Center 
(NSSDC) for long-term archival purposes 

Manage, track, and account for all data 
flowing through the CDHF 

Provide iilteractive user services for catalog 
access, online data access, and data transfers 

The remainder of this paper discusses several 
key programmatic and technical elements 
which were employed that directly led to the 
successful implementation and operation of 
the ISTP CDHF. 

IMPLEMENTATION OF THE ISTP 
CDHF 

From the beginning of the implementation of 
the ISTP CDHF, a concerted effort was made 
to establish a solid project management team. 
This was accomplished by "matrixing" both 
technical and management staffs from three 
GSFC Directorates, namely, the Flight 
Projects Directorate (Code 400), the Space 
Sciences Directorate (Code 600), and the 
Mission Operations & Data Systems 
Directorate (Code 500). Once the 
implementation team was in place, several 
methods for conducting business 
expeditiously among the three Directorates 
were established and an excellent partnership 
evolved as a result. 

The following summarizes some of the more 
important aspects of this partnership and the 
associated advantages that accrued, 
particularly from the perspective of the 
Infoxmation Processing Division: 

Requirements documents, Interface Control 
Documents, and other key documents were 
negotiated directly between the ISTP 
Project and the IPD which enabled the 
requirements to be captured in a high-fidelity 
manner. 

The IrD ISTP CDHF development team 
bas given full responsibility to work directly 



with the ISTP Principal Investigator (PI)/Co- 
Investigator (Co-l) teams both nationally and 
internationally and Code 600 personnel. 
when required, with Project oversight. 

The IPD ISTP CDHF development team 
was an integral part of the Project team and 
played a major role in the technical decision- 
making processes. The team was given broad 
latitude to make technical trade-offs and to 
suggest solutions, and as a result, a variety of 
solutions to improve system performance and 
to reduce on-going ISTP CDHF operations 
and maintenance costs were provided. 

The primary guiding force for the evolution 
of the ISTP CDHF as the key ISTP Program 
science facility was the ISTP Science 
Working Group (SWG) chaired by the 
Project Scientist. The SWG--which included 
the Project Scientist, Deputy Project 
Scientists and all of the Instrument 
Investigators PIS, Co-Is, Ground-Based 
Investigators, and Theory Investigators-- 
established the ISTP science objectives in 
coordindtion with the national and 
international ISTP science community. The 
SWG was instrumental in developing a set of 
"Rules of the Road." This set of rules 
delineated how the ISTP science community 
shall "behave" with respect to data 
generation, data exchange, and data access 
rights (for example, proprietary data 
periods). 

In order to use effectively the key parameters 
for collaborative science, several data 
formatting and exchange standards were 
jointly prepared by the ISTP science 
comn~unity and the ISTP CDHF development 
team. By working closely with the various 
science teams and actively solicitir~g their 
inputs, a very useful set of ISTP data 
standards and conventions was developed: 
first, the standard header used on a!l science 
files cataloged on the ISTP CDHF is the 
Standard Formatted Data Unit (SFDU). The 
SFDU standard is defined and operated under 
the auspices of the Consultative Committec 
for Space Data Systems. The ISTP Project 
selected SFDUs as a convenient yet 
standardized way of structuring, managing, 

and tracking thc multitude and variety of data 
products resident on the ISTP CDHF; 
second the SWG recommended the adoption 
of the NSSDC ISTP Common Data Format 
(CDF) as the common data format protocol 
for all key parameters generated within the 
ISTP Program. The adoption of tht: CDF, the 
SFDU concept, and other standards and 
conventions for the key parametcrs proved to 
be crucial to supporting multiple-instrument 
browsing and col!aborative science. Also, 
the selection of the NSSDC's ISTP CDF 
provided the ISTP Program with the means 
to influence its future development. 

One of the most significant scientific benefits 
to date of adopting the CDF and related 
standards has been the ability for the first 
time to review key parameter data ranging 
from 35 Earth Radii (Re) in "front" of the 
Earth to 200 Re "behind" the Earth in 
conjunction with geosynchronous orbit data 
at 6.2 Re and ground-based data. 

The ISTP Project Office delegated the 
procurement responsibility of the ISTP 
CDHF to the IPD. To that end, a Technical 
Evaluation Panel comprised of senior 
technical members of the three Directorates 
and chaired by the IPD Project Manager was 
formed. This team evaluated the vendor 
proposals with an emphasis on selecting a 
robust architecture amenable to the current 
ISTP requirements, one that could easily be 
expanded to accommodate future science 
requirements, and one with the ability to 
incorporate commercial off-the-shelf (COTS) 
hardware and software. In July of 1990, 
Digital Equipment Corporation (DEC) was 
selected to deliver, integrate, and test the 
hardware and operating system components 
of the ISTP CDHF; in September of 1990, 
this integrated system was turned over to the 
IPD for development of the ISTP core 
applications software. 

The selection of the DEC VMScluster 
architecture for the ISTP CDHF was 
significant because it enabled the ISTP 
CDHF to be configured as a scalable, 



integrated system that provided robustness, 
stability, high availability, and access to a 
wide variety of compcter processors and 
storage controllers. The initial configuration 
of the ISTP CDHF consisted of one VAX 
6000-410, one VAX 6000-430, two 
Hierarchical Storage Con trollers (HSC'lOs), 
twenty-four RA92 disk drives (36 Billion 
Bytes[GB]), a variety of terminals and 
workstations, local area and wide area 
networking interfaces, and the Virtual 
Memory System (VMS) operating system. 

Not long after the initial configuration was 
installed, new ISTP Program requirements 
emerged that impacted the hardware baseline. 
Key among these were additional processing 
arid storage requirements for the key 
parameters being generated and received at 
the ISTP CDHF, a requirement to generate 
three sets of WIND key parameters in near 
real-time for the Air Force, and expanded 
user/operitor interface requirements. To 
satisfy the first requirement, a re-conditioned 
VAX 9000-210 computer and four RA73 
ciisk drives (8 GB) were procured and 
integrated into the VMScluster; for the 
second requirement, a VAX 4000 Model 200 
was purchased and connected to the existing 
internal Ethernet network; and, to address the 
third requirement, an Alpha 4000 Model 300 
workstation was acquired. In each case, the 
VMScluster architecture provided the needed 
flexibility and ease in accommodating the 
new hardware elements. Refer to Figure 1 
for a depiction of the ISTP CDHF hardware 
configuration and major external interfaces. 

Another salient fezture of the DEC 
architecture that conmbuzed to the success of 
the ISTP Program was a robust electronic 
networking infrastructure that provided 
connectivity for the world-wide ISTP 
scientific community. Initially, only DECnet 
support was provided; however, with the 
rapid proliferation and emerging importance 
of scientific workstations running Unix, the 
need to provide connectivity for ISTP users 
of the Defense Eepartment's Advanced 
Research Projects Agency Transmission 
Control ProtocoMnternet Protocol (TCPIIP) 
became apparent. To meet this need, a VMS- 
based TCP/IP third-party package from 
TGV, Inc. called Multinet was acquired. The 

Multinet software provided a full suite of 
TCPIIP senices (for example, Telnet, File 
Transfer Protocol, Simple Network Mail 
Protocol) which enabled the implementation 
team to establish connectivity to the growing 
basr of Unix-'based users. The programmatic 
mechanism for achieving this overall global 
connectivity (DECnet and TCPIIP) was to 
connect the ISTP CDHF to the NSI. 

Internal tu GSFC, the ISTP community, 
particularly members of the WIND PI teams, 
obtained the advantage of high-speed access 
(1 Mbit/s) to the ISTP CDHF via the GSFC 
Local Area Communications Network. 

Finally, in a proactive response to ISTP 
Program science requirements for increased 
bandwidth, reliability, and security, an ISTP- 
only Local Area Network (LAN) was 
installed that was based upon the American 
National Standards Institute-standard Fiber 
Distributed Data Interface (FDDI) 
specification . The resultant backbone FDDI 
LAN (100 Mbit/s) connected the IPD-funded 
Data Capture Facility (DCF) and DDF to the 
Project-funded ISTP CDHF, and has proved 
to be a very reliable platform for the transfer 
of large volumes of ISTP-only data products 
among the three. facilities. Note: the ISTP 
FDDI network was one of the first 
operational FDDI L-4Ns at the GSFC. 

ISTP CDHF Software Implementation 

The major software activity undertaken was 
the development of the ISTP CDHF core 
system or applications "umbrella." This core 
system was designated as the ISTP CDHF 
Software System or ICSS. The ICSS was 
developed by a combined team of civil 
servants from the IPD and Computer 
Sciences Corporation contractor personnel 
from the MO&DSD Systems, Engineering, 
and Analysis Support (SEAS) Contract. 

The approach taken in developing the ICSS 
was based upon the SEAS System 
Development Methodology (SSDM). The 
SSDM represented a disciplined approach for 
developing software, consistent with the 
MO&DSD's System Management Policy. 
By rigorously applying field-proven 
software-development techniques, the ISTP 





software development team was able to 
deliver the ICSS on schedule, within budget, 
and meeting all of the technical and 
operational requirements. 

Another approach that was emphasized and 
proved invaluable was the use of COTS 
software to reduce the implementation time. 
Examples included the MO&DSD 
Transportable Applications Executive (TAE' 
software package for the operations interface 
and the selection of the Oracle relational data 
base management system (DBMS) to account 
for all of the ISTP data products. Extensive 
use of third-party VMS system management 
and networking software also helped in 
reducing the amount of new software that had 
to be developed and tested. 

The following lists the major design drivers 
that were factored into the overall 
development of the ICSS: 

*Must support network access to the ISTP 
Level-zem and science databases 
*Must support multiple missions on different 
operational timelines 
*Must support operations and development 
activities concurrently and on multiple 
computers 
*Must provide fc\r both manual and automated 
modes of operation 
*Must produce key parameters within 24 
hours for each 24 hours of Level-zero data 
*Must be able to perform 100% reprocessing 
of key parameters 
*Must process near real-time data within two 
minutes after receipt (WIND & POLAR only) 

In order to implement the core system with 
these design drivers, the ICSS had to be 
designed with summation and flexibility in 
mind. Automation was needed to Ii,::ndle 
varying processing requirements from 
multiple missions and to support a variety of 
external electronic interfaces; flexibility was 
required so that thc ICSS could execute on a 
variety of VAX computers: from VAX 
mainframes to Alpha workstations. To 
accom~lish these two objectives, a scheduler 
concept coupled with the functionality of an 
Oracle relational DBMS was devised. The 
general concept was to develop an automated 
data ingest system which would verify and 

catalog all files coming in (mainly 
unscheduled) from external sources (for 
example, the DCF, ground-based radar sites, 
and, ISAS), while at the same time providing 
the CDHF operations personnel with the 
means for schedu:ing, executing and 
monitoring the key parameter production 
jobs. This concept proved to be very 
successful as the ISTP CDHF operation runs 
"unattended" 75% of the time. 

The ICSS was partitioned into two 
independent software environments: ( I )  a 
production environment which supported the 
daily ingest of Level-zero data, the receipt or 
generation of the key parameters, and the 
electronic access from the user community; 
and, (2) a development and test environment 
for the PIS' key parameter generation 
software (KPGS). The latter environment 
was established to assist the ISTP science 
teams in the development of their KPGS and 
was instrumental in the expeditious 
development, integration, and testing of the 
ISTP investigator software that executes as 
pan of the ISTP CDHF's production stream. 
Indeed, one of the biggest challenges was 
integrating the operating system provided by 
DEC, the ICSS developed by the IPD, and 
the KPGS developed remotely at the various 
science facilities into an ISTP CDHF 
production environment. 

To assist the ISTP science teams, a formal 
/ 

KPGS Integration and Test Team (KITT) 
was established. The KIlT's charter was to 
work directly with the ISTP science 
community to provide a smooth transition of 
a PI'S "bench" key parameter program to a 
full-fledged production version executing on 
the ISTP CDHF. One of the most important 
activities of the KITT was to provide "hands- 
on" training to each of the individual PI 
science teams. This extensive training, 
which often required domestic and foreign i 
travel, significantly reduced the KPGS ! 
implementation schedule and was very 
instrumental in fostering an excellent working 
relationship between the KITT and the I 
various ISTP science teams. 

A very successful TQM initiative to emerge 
from the ICSS development phase was a pilot 
project to determine if the quality of delivered 



software could be improved. This initiative 
involved applying DCA concepts to the ICSS 
development process. The basic premise of 
DCA is that the software developers making 
the errors have the insight into how those 
errors/defects were introduced and how to 
change the process to prevent them in the 
future. Early results indicated a reduction in 
error rates between Build 1 and Build 2 and 
which were also significantly lower than 
those documented for previous IPD projects. 

In summary, to support the scientific 
objectives of the ISTP Program in general, 
and the specific objectives of the Japanese 
GEOTAIL mission, the ICSS implementation 
team delivered over 75,000 lines of source 
code on schedu!e and within budget. This 
achievement was attributed in large part to the 
excellent teamwork that was established 
among the project management teams, the 
ISTP scientific community (especially our 
Japanese colleagues at ISAS), and the IPD 
implementation and test teams. 

OPERATIONS OF THE ISTP CDHF 

On September 8, 1992, the ISTP CDHF 
became operational providing support f ~ r  the 
GEOTAIL mission, several ground-based 
radar investigations, and the IMP-8, GOES, 
and LAlW correlative science missions. The 
ISTP CDHF operations were provided by the 
MO&DSD Network Mission and Operations 
Support (NMOS) contract with RKS 
Technology Incorporated (RMS) responsible 
for providing daily mission operations and 
system management functions; AlliedSignal 
Technical Services Corporation was . responsible for all hardware maintenance, 
sustaining engineering services, and ICSS 
acceptance testing. 

' ,  I =+ In anticipation of technical and operational 
questions from the ISTP community, the 

5 operations staff was fully trained in all 
aspects of the ISTP CDHF and were thus 
able to provide immediate assistance, 
personally and electronically, to several 
members of the GEOTAIL science team 
located at ISAS in Japan, which made 
communications that auch more difficult. 

Another important function performed by the 
operations staff has been the timely re- 
processing of key parameter data, since it is 
not uncommon for the science teams to 
modify or enhance their key parameter 
science algorithms to reflect better the on- 
orbit performance of their instrument. The 
ISTP CDHF operations staff is responsible 
for accessing the relevant Level-zero data 
stored on the DDF's optical mass store 
system. Through a network link to this mass 
store, the Level-zero data can be 
expeditiously retrieved and the KPGS rt- 
executed. The updated key parameters are 
hen made available electronically at the ISTP 
CDHF and on CD-ROMs which are 
distributed later by the DDF. 

In order to keep the ISTP science community 
informed of events at the ISTP CDHF, the 
operations staff publishes a bi-annual 
newsletter containing technical articles 
submitted from the development staff as well 
as the science community. 

The ISTP CDHF is currently staffed to 
support a 5 days a week, 8 hours per day 
operation; because of cross-training of staff 
personnel, it is anticipated that the current 
staff will be adequate through the WIND 
mission, with some increase anticipated to 
support the SOHO and POLAR missions. 

ENHANCEMENTS TO THE ISTP 
CDHF 

In order to provide support for the upcoming 
WIND, SOHO, POLAR, and CLUSTER 
missions, additional software enhancements 
in the form of an ICSS release per mission 
will be delivered and tested over the 
upcoming months. In general, because the 
ICSS was desig~ed from the beginning with 
multi-mission support in mind, each of the. 
releases contains only minor enhancements. 
Most of the changes reflect mission-unique 
requirements and do not impact the existing 
functionality of the core ICSS. In addition, 
the KITT will be providing support to those 
PI teams who will be delivering their KPGS 
to the ISTP CDHF for integration into the 
operational environment. 



Other noteworthy technical enhancements to 
be included are: online plotting of orbit data; 
a "quick-tour" guide for new users; access to 
Tsyganenko magnetospheric models and 
Theory Simulation modelling data; extraction 
of solar activity and magnetic indices from 
the National Oceanographic and Atmospheric 
Administration Space Environment Services 
Center; key parameter plotting using the 
Interactive Data Language software; 
generation of key parameters in near real-time 
during the WIND mission to support an Air 
Force early warning solar wind experiment; 
and an upgrade to the UO subsystem. 

CONCLUSIONS 

The implementation and operation of the 
ISTP CDHF was a highly successful 
program because of several major factors. 
First and foremost, a strong management 
team matrixed together and comprised of key 
individuals from the Flight Projects, 
Sciences, and Mission Operations and Data 
Systems Directorates was instituted from the 
beginning of the Project life-cycle. Decision- 
making processes were streamlined so that 
the hardware and software procurement, 
implementation, and enhancements could 
proceed smoothly--this was due in large part 
to the ISTP Program managers' resistance to 
micro-manage the IPD development effort. 
In support of this streamlining, appropriate 
inter-Directorate status reporting and 
communication methods were devised. 
Second, by focusing the development of the 
ISTP CDHF on the science aspects and by 
working directly with the ISTP science 
community through the auspices af the 
SWG, the system that was delivered reflected 
the way the ISTP science community would 
operate. Third, the use of existing standards 
and the decision to adopt a common data 
format influenced to a large extent by the 
ISTP science community and to be used by 
all contributors within the ISTP scientific 
community have enabled the goal of 
collaboratii-e science to be attained. And 
fourth, the development of a robust ISTP 
CDHF architecture along with the use of 
standards enabled the ISTP Program to 
accommodate in a cost-effective manner 
expanded scientific requirements that have 

significantly improved the overall quality of 
the ISTP science return. 
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ABSTRACT 
Data delivery in the Deep Space Network (DSN) involves transmission of a small 

amount of constant, high-priority traffic and a large amount of bursty, low priority data. 
The bursty traffic may be initially buffered and then metered back slowly as bandwidth 
becomes available. Today both types of data are transmitted over dedicated leased 
circuits. 

The authors investigated the potential of saving money by designing a hybrid 
communications architecture that uses leased circuits for high-priority network 
communications and dial-up circuits for low-priority traffic. Such an architecture may 
significantly reduce costs and provide an emergency backup. The architecture presented 
here may also be applied to any ground station-to-customer network within the range of a 
common canier. The authors compare estimated costs for various scenarios and suggest 
security safeguards that should be considered. 

INTRODUCTION 
The DSN is a geographically distributed antenna network with antenna complexes 

in Canberra, Australia; Goldstone, California; and Madrid, Spain. The DSN is managed, 
technically directed, and operated for the National Aeronautics and Space Administration 
(NASA) by the Jet Propulsion Laboratory (JPL) of the California Institute of Technology 
in Pasadena, California. Data communications between the complexes and JPL include 
telemetry, command, tracking, radio science, and monitor and control information. 
Downlink telemetry data are usually acquired at the remote complexes and transnhed to 
JPL for fuither processing, and ultimately delivered to customers located anywhere in the 
world. 

GROUND NETWORK TECHNOLOGY 
Spacecraft data nrc: usually delivered over carefully cngineercd data networks 

because of their high scier~tific value and irreplacibility. The DSN is in thc midst of 
upgrading its ground networks to use the Transmission Control ProtocoYInternet Protocol 
(TCPIIP) suite of networking standards, and intermediate buffers. This new architecture 
provides useful services such as automatic error detection, recovery, llow control, and 
fault-tolerance. This transition to TCPAP makes it possible to use commercial, off-the- 
shelf network devices such as routers and bridges to interconnect local and wide area 
networks. In addition, the architecture enables NASA to potentially use emerging cost- 
saving technologies. One such technology that we have investigated provides dial-up 
bandwidth-on-demand. The enabling devices are dial-up routers and invcrsc 
multiplexers, which are an advancement of dial-up router technology. 

Dial-up routers are very similar to traditional routers, only they include a network 
interface to a switched circuit. Whenever the user attempts to send data to a predefined 



site, the router signals its interface to dial a dial-up router at the remote site and the 
connection is established. At the completion of the call, the connection is terminated. 
The user only pays for the time that the call takes place, plus a relatively small monthly 
fee (similar to telephone service). 

Inverse multiplexers have the additional capability of aggregating multiple 
independent switched circuits to create a single higher-rate channel. An inversc 
multiplexer segments the data in the outgoing data stream and sends the streams out over 
the individual channels. At the receiving end, the inverse multiplexer accepts the data 
from these channels, reorders the segments, and compensates for variances in channel 
transit times. Inverse multiplexers can also add or remove channels from the aggregated 
connection without terminating the connection. This allows the total amount of 
bandwidth between the two sites to vary according to real-time bandwidth 
requirements--for economies of operation. This feature is sometimes referred to as 
dynamic bandwidth allocation. One of the penalties of using this approach is delay 
associated with establishing phone circuits (5-10 s for digital circuits and up to 30 s for 
analog circuits). 

Interoperability is another important issue. Early inverse multiplexrrrs 
implemented proprietary protocols to combine digital channels to form a transpar1:nt 
aggregate stream of data. Units had to be bought in pairs from the same vendor in order 
to achieve connectivity. 

In September, 1991, the Bandwidth on Demand Interoperability Group 
(BONDL~G) was formed. Version 1.0 of the BONDING standard was published in 
September of 1992, and the first conformance event was held in April, 1993. The 
specification defines a frame structure and procedures for establishing a.n aggregate 
channel by combining multiple switched channels. It is now possible to implement 
networks using inverse multiplexers from several different vendors (there are 3 1 
equipment manufacturers represented in the BONDING group). 

The Integrated Services Digital Network (ISDN) is still unavailable in many 
are=, and just beginning to be supported by several of the BONDING manufacturers. 
An alternative technology, which is more widely available and supported, is the 56-kbps 
switched type (or "Switched-56") provided in most cities in the U.S. by commercial 
phone carriers. Since such circuits are entirely digital, they have low bit error rates and 
provide an economical, reasonably sized increment of bandwidth. Bandwidth-on-demand 
devices aiso work with analog modems. These modems can run wherever analog (Plain 
Old Telephone Service-POTS) phone service is available (i.e. almost anywhere in the 
world). There are several disadvantages: 1) circuit quality can valy widely, from 
virtually error-free to unacceptably noisy in which much bandwidth is wasted on error- 
correction, 2) the analog lines are only guaranteed for transmitting and receiving 4800 
bps by the local service provider, and 3) calls take much longer to establish because of 
low-speed protocol negotiation and carrier detection. While compression standards such 
as V.42 bis create a virtual maximurn thmghput of 56 kbps, this maximum is rarely, if 
ever attained, and in practice throughput varies widely depending on the compressibility 
of the data. 

While installation and monthly line costs are substantially chcaper 011 an analog 
phone line versus a Switched-56 digital line, the serious disadvantngcs discussed above 
make the analog option impractical except for ( I )  maintaining a single analog backup linc 
should the digital system fail, and (2) in the event of a power outage, the analog system 
can be used during the period of time that access equipment is powered by 



Uninterruptable Power Supplies (UPS). (The digital lines are powered by the customer, 
while the analog lines are powered by the service provider.) 

3 GROUND ARCHITECTURES 
3.1 Remote Antenna Complexes to Pasadena, CA 

DSN ground communications from the antenna complexes to Pasadena are 
currently over dedicated satellite circuits that are exceptionally clean (error-free 99.5% of 
the day), secure, and dependable. The overseas links are very expensive because of the 
distance and generally higher cost of telecommunications in foreign countries. 

An example of the nature of customer traffic can be deduced from the aggregated 
spacecraft downlinks at Goldstone, CA illustrated in Figure 1. These are the data that 
must be d e l i v e ~ d  to customers such as spacecraft teams, principal investigators, and non- 
NASA partners. Some of the traffic is "real-time," and must be delivered as quickly as 
possible. The real-time traffic from the stations to JPL usually totals less than 200 kbps. 
This traffic includes spacecraft engineering data, quick-look data, and other critical data. 
These data tolerate very little additional latency (over and above the expected 270 ms 
satellite propagation delays). They are not candidates for dial-up bandwidth, nor error 
correction techniques made possible by TCPJIP. This traffic requires dedicated circuits. 

-Ground Data System: Real-Tlme Traffic 
--Ground Data System: & r f f ~ t d  Traffic Time of Day 

D h  lor Janu8t-y 6.1994 

Figure 1 Aggregated Spacecraft Downlinks at Goldstone on January 8,1994 



The reminder of thz traffic may be delayed to provide additional communications 
services such as automatic error correction or to balance the load on the ground circuits to 
Pasadena. The telemetry delivery system is capable of prioritizing the data and handling 
it appropriately. 

This data may be buffered at the station or at Pasadena bsfore being passed on to 
the customer. As shown in Figure 1, it is bursty (the result of b~ :f spacecraft visibility 
for Earth orbiters). Swit~, .-d circuits are ideal for delivering these bursty streams 
because: (1) the streams occur for brief periods of time, (2) there is no critical latency 
requirement, and (3) the streams are delivered with TCPnP protocols, which provide 
appropriate flow control mechanisms and are conipatible with inverse multiplexers. 

Leased circuits make sense when the circuit is utilized most of the time. When 
considering the option of using leased versus dial-up lines, the monthly and per-hour cost 
of dial-up lines and the monthly cost of the leased lines can be expressed in an equation 
which is linear in dial-up hours. This can then be solved for the "break-even" number of 
hours per month between the two approaches. If the circuit will be used more than this 
value, it makes more sense to lease. 

The costs involved depend on many things: the distance, between the endpoints of 
the communications channel, whether or not this distance spans local service provider 
areas, the iong-haul carrier (if any) used, the discount program used for leased lines (the 
longer the lease, the better the monthly rate), and whether or not data transmission can be 
scheduled to take advantage of lower evening and night time toll charges. 

The resulting network architecture (Figure 2) has a limited amount of dedicated 
bandwidth for rea!-time traffic and optional "elastic" bandwidth for the lows-priority 
traffic. The traffic flows initially to the router where its priority is determined and the 
low priority traffic is shunted to the inverse multiplexer. The inverse multiplexer 
establishes circuits as required. In addition, in the event of losing the dedicated channel, 
the router may reroute high priority data to the inverse multiplexers to provide emergency 
communications channels. 

Data 
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. .- .. 

athersupport 
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Figure 2 Complex-to-Central Site Network 



3.2 Pasadena, CA to Customers 
Once the non-real-time data is processed at JPL, it is transmitted tc !he ittdividual 

customers. A typical example is illustrated in Table 1, which lists the preliminary plans 
f ~ r  supporting the upcoming Cassini mission. Table 1 identifies the locations of the 
customers for the Cassini down-link data and the expected data rates. None of the traffic 
is in the real-time category. 

Table 1 Candidate Cassini Customer Locatims 

Customer 

European Space Operation Center 
Goddard Space Flight Center 
Southwest Research Institute 
University of Arizona 
University of Heidelberg 
University of London - 
Johns Hopkins University 
University of Iowa 
Universio of Colorado 

Location Rquircd 
Bandwidth 

(kbps) 
Darmstadt, Germany 56 
Grecnhelt, MD 56 
Phoenix, AZ 112 
Tucson, AZ 56 
Heidelberg, Cfinnmy 56 
London, England 56 
B~Jtirnbre, MD 56 
Ames, Iowa 56 
Boulder. Colorado 56 I 

There are severdl options for data delivery. The first is to use traditional 
dedicated circuits, which may or not be cost-effective depending on the volume. The 
second is to transmit the data from JPL to the customer over the Internet since these 
particular customers are on the Internet. Security safeguards are necessary, such as 
secuie local area networks at the customer sites for hosts that perform spacecraft data 
processing. 

The third option is to use dial-up routers and inverse multiplexers, and establish 
dial-up circuits as required. Security safeguards available with inverse multiplexers 
include: (1) zncrypted password protection, (2) dial-back fiatures, and (3) data 
encryption. 

3.3 Remote Antenna Sites 
In addition to the DSN architecture, dial-up routers and inverse multiplexers may 

support remotely located antenna sites, assuming that there are common carrier services 
in the area. In this case there may be borh monitor and control and telemetry data. If the 
station is used as a transmitter, there may also be command uplink data. The volume of 
data will determine the data rate required for the individual channels. 

Assuming that the volume of data is relatively low, a low-cost architecture could 
involve one leased circuit and one dial-up circuit (Figure 3). W;. estimated 
communications costs for such a system between Goldstonc and a customer site in 
Pasadena with 56-kbps circuits. Such a configurati~n could support volume up to 605 
Mbytes per da) over the dedicated circuit and cost-effectively support up to an average of 
20.8 Mbytes per day (625 Mbyteslmo.) over the switched circuit. Above 605 Mbyteslmo. 
a second leased circuit would he more advantageous. 

The details of the crossover volume of dala calculation are as Sollows: A leased 
56k line from Barstow to Pasadena costs $538 per month. Switched-56 service is $77 per 
month plus $18.60 per hour in toll charges. So the equation gives a value of 24.8 hours 

I 
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Figure 3 Remote Siteto-Customer Network 

of con;recti(rity per month as the crossover point. At a data rate of 56 kbps, this 
corresponds to an average volume of 20.8 Mbytes of data per day. 

4 SUMMARY 
This paper proposes a hybrid ccrmmunications architecture that uses inverse 

multiplexers and dial-up circuits in addition to traditional leased circuits for spacecraft 
ground communications. Such an slrchitecture may significantly reduce costs. some 
cases it may significantly reduce the delivery time by providing additional bandwidth on 
demand. With appropriate security safeguards, non-critical daia may be sent directly 
from the antenna complex to the ehrd user. Therefore, the network architecture present~d 
here may be applied not only to the DSN, but to eny ground station within the range o i  a 
common carrier. 

The research described in this paper was carried out by JPL, California Institute of 
Technology, under a contract with NASA. 
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The Life Sciences Project Division (LSPD) 
at JSC, which manages human life sciences 
flight experiments for the NASA Life 
Sciences Division, augmented its Life 
Sciences Data System (LSDS) in support of 
the :pacelab Life Sciences-2 (SLS-2) 
mission, October 1993. The LSDS is a 
portable ground system svpporting Shuttle, 
Spacelab, and Mir based life sciences 
experiments. 

The LSDS supports acquisition, processing, 
display, and storage of real-time experiment 
telemetry in a workstation environment. 
The system may acquire digital or analog 
data, storing the data in experiment packet 
format. Data packers from any acquisition 
sotvce are archived and meta-parameters are 
derived through the application of 
mathematical and logical operators. 
Parameters may be displayed in text andlor 
graphical form, or output to anslog devices. 
Experiment data packets may be 
retransmitted through the network interface 
and database applications may be developed 
to support virtually any data packet format. 
The user interface provides menu- and icon- 
driven program contr I and the LSDS 
system can be integrated with other 
workstations to perform a variety of 

functions. The generic capabilities, 
adaptability, and ease of use make the LSDS 
a cost-effective solution to many experiment 
data processing requirements. The same 
system is ~ s e d  for expexlment systems 
functional and integration tests, flight crew 
rraining sessions and mission simulations. In 
addition, the system has provided the 
infrastructure for the development of the 
JSC Life Sciences Data Archive System 
scheduled for completion in December 
1994. 

INTRODUCTION 

Understanding the physiologic changes that 
occur in space requires detailed physiologic 
measurements before, during, and after 
spaceflight. This generates large amounts of 
pre-, in-, and post-flight data in a variety of 
data formats. Traditionally, different data 
systems have been implemented to deal with 
different phases of the investigation, each 
system responsible for inflight data and 
another (or perhaps several) systems 
handling pre- and post-flight data. As a 
result, there are varied data formats and 
computer systems, with little or no resulting 
standardization. 

The LSDS provides 1 portable, self- 
contained unit capable 01' data acquisition, 



monitoring, analysis, archival, playback, and 
netwwk transmission. The LSDS can 
acquire RS449 synchronous serial Non- 
Return-to-Zero (NRZ) formatted RF- 
downlink data or Consultative Committee 
for Space Data Standards (CCSDS) 
packetized data from a network interfitce. 

The LSDS system was designed to handle, 
in real-time, data from any phase of 
spaceflight and store i t  i n  a readily 
accessible and flight compatible format. The 
system allows for easy access to data files, 
implementation of mathematical functions, 
and portability to other support sites. The 
LSDS system has been tested and used on 
all Spacelab missions with a life sciences 
complement, and it has been adopted by 
university !aboratories. In addition, the 
LSDS system will be used to store and 
display the continuous data entered into the 
NASA Life Science Data Archive. 

Overall, the LSDS software has proven to 
be useful. practical, and powerful. Although 
the development of this software began to 
address problems specific to space research, 
the software is being used to solve ground- 
based command and control data issues. 

DESIGN 

Design Considerations 

The original design specifications for the 
LSDS were created to support the NASA 
Life Scicmes experiments and 
investigations. During the early design 
phase, it became clear that by selecting the 
proper hardware and using a modular, 
object-oriented approach to softwcre 
development, the LSDS could become a 
flexible, powerful system capable of 
operating in a wide range of data acquisition 
environments. Some of the design goals 
implemented during the development of the 
LSDS are as follows: 

Ease of use 
Ease of maintenance and modification 
Real-time, multifunction capabilities 
Acquisition of data from several sources 

Support to multiple experiment data 
streams 
Generic data displays to handle a wide 
variety of data types 
Utilization of existing software and off- 
the-shelf (COTS) hardware where 
possible 
Real- and playback data analysis 
capabilities 
Distributed architecture 
Client/Server capability 

Input Data Format 

The original design specifications for the 
LSDS required that it suppon the acquisition 
and processing of a synchronous serial 
NRZ-formatted data stream generated by an 
experiment payload microcomputer at a 
minimum bandwidth of 256 kilobits per 
second. The data stream is formatted into 
NASA Standard 630 High-Rate Multiplexer 
(HRM) and NASCOM frames. In this 
format the data bits are formatted into 12 or 
16 bit words, and the words are grouped into 
minor frames. A minimum of four minor 
frames we grouped into major frames. Each 
minor frame begins with a standard 6-byte 
header. The first 32 bits of the header are a 
24 bit sync word and :1 bit minor frame 
number used for frame synchronization. 
Data parameters are stored in the nmainder 
of the minor frames. Data parameters may 
or may not be major-frame repetitive; ones 
that are not repetitive are indicated by bits 
set to indicate the presence or absence of 
particular paraneters in the major frame. 
Upon acquisition by a ground system, major 
frames are grouped into packets of one or 
more major frame per packet. 

The LSDS system can be configured to 
acquire packetized digital data in other 
formats. 

Up to sixteen analog channels from a single 
workstation can be inpat into the LSDS 
system. Samples of the signals are digitized 
and stored in digital data packets. 



Hardware 

The LSDS was initially developed on a 
VAXNMS platform. 'The Server of the 
LSDS software will run on VAX or AXP 
systems. The Client application software is 
available in multiple platform architecture 
(e.g. Macintosh, MS-DOS and 
VAXStation). 

Digital telemetry is supported wi th  
Commerciai Off-The-Self (COTS) hardware 
manufactured by Simpact Associates. An 
ICP3222 and lor Freeway I/O box is used to 
receive data directly from a telemetry 
interfiice at the JSC Mission Control Center. 
An ICP3222 provides up to 4 input channels 
with an aggregate rate of 1 MBISec. 

The Freeway 110 box is used to support data 
acquisition and transmission over Ethernet 
and FDDI using TCPIIP protocol. This 
methodology provides a complete open 
system dismbuted architecture to provide 
services within the Life Sciences user 
community. An external magneto- optical 
Disk is used for data storage and archival. A 
Graphtec 32-channel analog strip chart 
recorder can be used to provide hardcopy 
strip charts. Any printer connected on a 
Local Area Network (LAN) can be used for 
printed output. 

See Figure 1 for a representation of rhe 
architecture of the LSDS. 

Work Stations 

The system environment provides a 
consistent user interface regardless of the 
underlying operating system or hardware 
platform. The LSDS I1 VAX workstation 
display subsystem is bascd on the X- 
Window SystemTM md the Motif Graphical 
User Interface (GUI). This system provides 
portability and interoperability of displays 
across various platforms (e.g., Macintosh, 
MS-DOS PC, and any X-Window System 
Teminal/Server). 

acquisition and display of test and 
simulation data, timeline and activity plan 
development, real-time flight operations 
monitoring and control, to preflight and 
postflight biomedical baseline data 
collection. Applications softwm resident in 
the workstations is developed in-house from 
COTS applications. The system allows the 
user to define and build custom displays of 
processed experiment data. 

The Macintosh-based workstation 
Microsystems Integrated Real-time 
Acquisition Ground Equipment (MIRAGE) 
was designed and developed to provide a 
portable, self-contained desktop unit capable 
of real-time acquisition, processing, 
monitoring, analysis and storage of 
experiment data. User Interface and Data 
Visualization and Representation tools were 
designed and developed on the MIRAGE 
workstation. 

Software 

The LSDS Server software was developed 
on VAXNMS, AXP OpenVMS, and on the 
Macintosh platform using Apple's 
Macintosh Programmers' Workshop C. A 
modular, object-oriented approach to 
software design was used to assure ease of 
modifiability and maintainability. The 
LSDS Client software uses the X-Window 
(Motif) DataViewTM toolbox, establishing 
the capability to uansp0.t the LSDS Client 
software directly to other systems such as 
UNIX, Macintosh, and PX-based Personal 
Computers. 

The LSDS Server softwa-.: ~ d c e s  use of the 
VMS system services provided by the 
operating system to support real-time 
functionality. The LSDS Server software 
uses the VI Corporation's DataViewm 
library of function calls to control the 
display system. TCP/XP and DBCnet 
network protocol is used to provide interface 
to the Ethernet andlor FDDI controller 
hardware. 

The workstation environment supports a The software uses a new feature of the 
variety of functions, from initial loading of OpenVMS and Macintosh system 7.0 
experiment requirements into a database, operating system. In Macintosh environment 



the application uses the Time Manager to 
create a multitasking environment within iin 

interrupt-driven operating system. By using 
Time Manager, the user can archive, acquire 
and display data simultaneously. In addition, 
LSDS has built-in utilities that allow the 
user to manipulate archived data. With the 
"extract and convert" command the user can 
convert a section of data (or the entire 
archive) to a different data Cormat (e.g. 
Motorola or Intel). With the "frame editor" 
command, the contents of a major frame or 
block of frames can be modified. The 
"packet lim scan" utility will scan the data 
for a particuiar event that occurred during 
data collection. The "gapper" utility 
generates a report about the gaps that 
occurred in the data. 

See Figure 2 for an illustration of the LSDS 
software architecture. 

Configuration Database 

The LSDS configuration database is created 
using Microsoft Excel. The database 
consists of several tab-delimited text 
spreadsheets, arranged into folders on the 
disk the LSDS software resides on. The 
LSDS database is used to define the system 
defaults (fonts, colors, etc.), experiment- 
specific hardware configuration, data stream 
format (stream data rate, packet frequency, 
etc.), acquisition defaults, experiment 
parameter format (packet location, extract 
masking information, etc.), display format, 
and analog input and output characteristics. 

Due to the design of the databases 
supporting the software, the type of data, 
format of the data, and displays for the data 
can be modified quickly and easily. By 
using the DataView Draw and Macintosh 
ReoEdit 2.1 software, a display can be 
modified in a matter of minutes and new 
parameters can be added to the display by 
modifying a database. 

Data Flow 

Figure 3 gives a representation of the data 
flow irough the LSDS system. There are 
three xternal sources: the Macintosh user 

interface, the experiment database, and the 
experiment data source. The user enters 
experiment stream, parameter, and display 
data into the experiment database. Through 
the Macintosh interface to the LSDS Server 
application, the user controls at runtime the 
experiment data source and other application 
functions. The user can choose multiple 
acquisition functions. Data can also bc 
played back from an archived disk file. 

The data acquisition portion of the program 
reads data from the specified external data 
source and, based upon the contents of the 
stream database, extracts and stores the 
major frames in the primary buffers. If the 
user has the archival function turned on, the 
primary buffers are read by the archival 
process, a header is generated, and the data 
packet is written to the archive file. 

The parameter extraction function then 
extracts the data values for each parameter 
specified in the display databases from the 
primary buffers. The parameter database is 
used to locate and process the data values. 
The extracted and pmcesred data values are 
stored in the parameter buffers. 

If analog output is enablrd, the data values 
for the parameters to be output are extracted 
from the parameter buffers and stored in the 
analog output buffer. The buffer is then 
passed to the analog output process. 

The LSDS Client software for each display 
and graph window defined in the display 
databases, the data values to be displayed 
are extracted from the parameter buffers and 
output in the specified window in textual or 
graphical form based upon input from the 
display databases. 

IMPACT OF SOFTWARE 

Value and Utility 

The LSDS is used at NASAIJSC Life 
Sciences Project Division Science 
Monitoring Area (SMA: for a variety of 
applications. Real-time chta from Spacelab 
missions are acquired, displayed and stored 
by this software. During acquisition and 



playback, LSDS can display, archive, and 
transmit analog data to a strip chart recorder, 
or other display device. This allows 
investigators to view and get a hard copy of 
their data. 

In addition, the Life Sciences Data Archive 
(L;SDA) Project is underway at JSC. The 
archive will allow for the storage, 
preservation, and access to the biomedical 
information obtained during life science 
investigations. Data entering the LSDA will 
be stored, retrieved, and analyzed using 
LSDS. 

At the Ames Research Center (ARC), the 
Space Life Sciences Project Office will be 
using LSDS Server system. A recent 
contract from Ames to Martin Marietta 
specifically called for four LSDS Server 
capable systems. At the Medical College of 
Virginia, Dr. Dwain Eckberg uses the 
system to help with the analysis of his 
studies on !he carotid-cardiac baroreflex. At 
the University of Texas-Southwestern 
Medical Center, LSDS Server is also used 
for analysis of pre- and pub; flight 
biomedical data. 

Recent work with the Russian Space Agency 
will also use LSDS Server configurixion. 
The Macintosh systems in Houston and 
Moscow are being used to quality test the 
Standard Interface Rack Controller i n  
support of the Shut:le-Mil Science Program 
joint missions. The LSDS Sewer is also 
being used to test the Mir Interface to 
Payload Systems (MIPS) Controller flight 
software. Four LSDS SewerKlient systems 
will be established in Russia to support Mir- 
18. 

Enhanced Productivity 

Prior to LSDS Client/Server, biomedical 
data from spaceflight was collected on 
dedicated VAX-based systems. These 
systems were not portable and were only 
used during simulations or actual 
spaceflight. By using the portable LSDS 
ClientIServer systems, data is collected 
during a mission or a simulation, and the 
same system is utilized to support baselillc 

data collection, science verification tests, 
data analysis, and data archival, both pre- 
and post-flight. 

Data from life sciences missions sli~d ground 
studies come in a variety of formats (analog, 
digital, High Rate Multiplex, CCSDS). 
Before the implementation of the LSDS 
ClienVServer architecture, a separate system 
dealt with each kind of data. This required 
different software, with the attendant 
documentation, training, etc. Cunxntly, only 
LSDS Client/Server need be used to deal 
with all the data and to provide a common 
format for retrieval. The ability to deal with 
multiple data types provides a savings to the 
LSDA, now under development, to handle 
the data from life sciences flights 
experiments. Rather than have multiple 
systems, LSDS will be used to vizw all 
continuous data from the flights, regardless 
of its initial format. 

For future flights the time required to 
configure the data acquisition system and 
displays for new experiments and data has 
been drastically reduced. The LSDS 
Client/Server system uses spreadsheets to set 
the data acquisition parameters for a new 
experiment. In the spreadsheets the user can 
set LSDS system defaults (fonts, font sizes, 
display colors, etc.), experiment-specific 
hardware configuration, data stream format 
(stream data rate, packet frequency, etc.), 
acquisition defaults, experiment parameter 
format (packet location, extract masking 
infoxmation, etc.) display format, and analog 
input and output characteristics. Once this is 
complete, the spreadsheets are saved in a 
folder and can be retrieved upon demand. 

Improved Efficiency, Reliability, Quality 

The LSDS system provides real-time data 
quality checks and creates log files 
automatically indicating when LOS (loss of 
signal) periods occurred. In addition, data 
drop outs and the times when particular 
displays were activated, are also logged. 
Previously, the user had to wait until the 
disk was full (1-2 hours) before a data 
products analysis could be provided. 

i 
' I '  



Formal Recognition 

The LSDS Macintosh based Client/Server 
system has been presented at Technology 
2002, the Third National Technology 
Transfer Conference and Exposition. The 
Macintosh based development team also 
won the NASA Public Service Group 
Achievement Award in March 1991, "... in 
recognition of their outstanding contribution 
to the design, integration. test and 
fabrication of the technologically advanced 
portable MIRAGE system." 

The LSDS I1 design provides data 
processing functions according to 
specifications set by users, i n  this particular 
case experiment investigators. The 
processed data wili be distributed to locally- 
and remotely-based users and also stored on 
magnetic media for the future use of the 
investigatws. I he data processing functions 
ase state-of-the-art workstation 
technologies, and arialysis tools which may 
be developed by investigators and/or 
operations personnel at LSPD operations 
facilities or at remote locations. 

Applications of the LSDS I1 and lessons 
learned by the JSC Project have already 
been made to the International Space Station 
Alpha Program, the Joint NASA RSA 
Shuttle MIR Science Program, and the 
NASA Life Sciences Flight Experiment 
Program. Utilization in  the commercial and 
private sector has been coordinated through 
the NASA Technology Utilization Office. 



LSDS SYSTEM OVERVIEW 
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1, INTRODUCTION 

CNES is involved in a GPS (Global Positioning 
System) geostationary overlay experimentation. 
The purpose of this experimentation is to test 
various new techniques in order to select the 
optimal station synchronization method, as well as 
the geostationary spacecraft orbitogmphy method. 
These new techniques are needed to develop the 
Ranging GPS Integrity Channel services. 

The CNES experimentation includes three 
transmittinglreceiving ground stations 
(manufactured hy IN-SNEC), one INMARSAT I1 
CIL band tran.,ponder and a processing centre 
named STE (Station de Traitements de 
l'Exp&imentation). 

Not all the techniques to be tested are 
implemented, but the experimental system has to 
include several functions; part of the ftiture system 
simulation functions, such as a servo-loop 
function, and in particular a data collection function 
providing for rapid monitoring of system 
operation, analysis of existing ground station 
processes, and several weeks of data coverage for 
other scientific studies. 

This paper discusses system architecture and 
some criteria used to its design, as well as the 
monitoring function, the approach used to develop 
a low.~cost and short-life processing centre in 
collaboration with a CNES sub-contractor (ATT- 
DATAID), a11d some results. 

Keywords : Ground System, Architecture, 
Software. 

The GPS system offers exceptional qualities 
(accuracy and worldwide coverage). But for civil 
aviation (see il)), this system has three major 
drawbacks : 

- insufficient integrity, 
- limited availability, 
- voluntary spatio-temporal degradation. 

Ranging GPS Integrity Channd services (RGIC) 
should enrble GPS to be used by civil aviation. 

The experimentation prepared by CNES (see (2)) 
is dedicated to the technical val:.dation of the 
Ranging GPS Integri!~ Channel cmcept that 
always needs : 

- station synchronization better than I0 ns, 
- GPS-type signals transmitting, 
- geostationnary spacecraft orbitography 
better than ! 0 meters. 

The CE-GPS (European complement to GPS) 
experimentation includes a master ground station 
transmitting a GPS-type signal to an INMARSAT 
2 geostationary satellite. The repeater broadcasts 
this signal in L-bandto the master station and to 
the other stations. These also have receiving and 
transmitting facilities for GPS-type signals. 

Each ground station includes a mputer and 
software to : 
a) record broadcasted and raw data from several 

facilities, 
b) process some of the data in a real time loop 

(0.6 seconds) to generate transmitting signals 
ccmectiy , 

C) control and monitor equipment, 
d) make some of the data a? ailable to the 

processing centre. 

Other data (such as orbital and some weather 



parameters) required to drive the system or for 
various scientific studies are centralised at the 
processing centre. Each ground station is conposed with multiple 

equipments connected to a main computer. All 
software ground station functions are centralized at 
this computer 

The functions of the processing centre (STE) are 
to : 
a) prepare data for ground operation control 

station schedules, 
b) collect data from ground stations and other 

sources, 
C) archive and distribute these data to different 

scientific teams, sometimes after specific 
processing, 

d) monitor ground station operations. 

figme 2 : Ground station overview 
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In this chapter, the architecture of the ground 
station and of the STE are presented. 
After, an over~iew of the exchange system is 
given, then criteria used to distribute software 
between ground station, processing centre and 
scientific centres are listed. 
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These different functions are activated and 
controlled through a man-machine interface 
displaying four main wirjdows : 
1) Function selection, ~f ter  which a sub- 

function menu is displayed for input of 
various parameters. 

2) Display of the number and :ype of tasks 
currently running. 

3) Output of +ak messages. 
4) System message output (con. Ae). 

The processing centre software architecture is 
decomposed in two blocks of functions (figures 4 
& 5 below). These two blocks can be used 
together. 

The diagram below shows functions that are only 
used when data are collected. 

Other windows are available with OPENLOOK 
SUN system tools (file manager, calctool, 
cmdtoc!, etc.) and may be selected by the operator 
when required. 

The diagram below shows the hardware 
architecture used to support the different functions. 

fchtv~ng fw Analysis 
bme & frequency 
servo-loop mechm~sfns 

mo. calbntor 
atation 

others STE hnnions 

figure 4 : s~ftware architecture (1) 

The diagram below shows f nctions that are only 
used when data are pre-processed and 
scientific centre. 

sent to a 

SRUJS: 
MC. VuVIlS 
1 bgm 

figure 6 : hardware architecture 

PCIMS-DOS and 
product adequate 
centres. 

DECIVMS are only used tr? 
media. for specific scie~rlLc 

2.3. exchangg svstem 

The system may use different configurations, 
with one, two or three ground stations. For 
example, this system was operating at the end of 
1993 with two ground statiox (Toulouse and 
Par,..) but is operating with three in 1994 

tZ;j  mu^ al*rw (.I urnttlr -1 

figure 5 : software architecture (2) 



(Toulouse, Kourou in French Guyana and 
Hartebeesoek in South Africa). 

As ground station locations ;right vary according 
to use with a different network at each 
configuration, the interfaces between ground 
stations and the processing centre had LO be 
stmdardised and easily modified, sc? data- 
files are used for exchange betveen the processing 
centre and a ground station. 
Thus, when a network is available, FI+P (File 
Trartfer Protocol) is used to exchange subsets of 
data-files, QIC 6150 data-cartridges are used to 
tranfer the remaining data-files. 
Else (when no netwt.rk is avalaible : for example 
tranfer from one development site to another) all 
data can be saved and easily transported by using 
only cartridges. 

This rule was also applied fc; the other 
exchanges between the prczessing centre and the 
scientific centres. Conlputers are not homogeneous 
between the proc ssing centre and the scientific 
centres, so data in f i b s  are in ASCII format. 
Each file tranfer is initiated by h e  STE processing 
centre. 

2.4. C* for the d ~ ~ ~ o l i  of softwa . .  . 
w e e 1 1  ground stations and process in^ centre 

Iii the operational 2hase. if m e  of the 
components were t r  fail (processing centre, 
round stAon . ~ t  network), the system would have 
to ensure tt:! any data generated by the other 
coinpnents was not 10s:- but without relying 
on any redundank facilities. 

As ground siations include a real-time bop to 
generate GPS-type signals, it was decided that the 
main processing system in each grrund 
statim should xeive each function with 
real-time constraint, and thus shauld collect all 
data from all facilities through RS232 or IEEE 
links, even though the processing centie would be 
able to obtain data through a different link. 
This provi-fed an uniform means of data 
exchange between any ground station and the 
processing c a  re. 

Sc, with the data-file exchange system, each 
ron c w  would then manage 

-saving (over a few days), while the 
~ r o c e s s i .  cen!re would manage h g - t e r m  

for all ground stations and all system 
configurations used. 

One of the aims was to cut down manual 
operations in ground stations so that they would 
not need to be stafizd on a permanent basis. 
All operations where data has to be keyed in 
manually are carried out in the processing 
centre, and the results file is thsn transmitted to 
the ground station (before the operational phase, 
data may be input with a text editor as the data in 
these files is in ASCII format). 
NB : The only manual operatim needed under 
normal station operating conditions is a t ~ i c e -  
weekly cartridge change. 

Another point we otserved was to avoid 
allocating to ground stations any 
processing occurring at irregular iatewals 
as site and azimut angles processing, so that real- 
time loops would not be affected by a random load 
peak. 
Any such processing is carried out at the 
processing centre and gives results files that arc 
valid over the wholt cperational period and 
transmitted. 
The ground static7 software only uses indirect time 
and date addressing to retrieve data when needed. 

The first criterion was to avoid imposing 
specific types of equipment on scientists 
configuration. Hardware for data exchange was 
defined for each scientifi: centre for its own data, 
STE prmssing centre which would be responsible 
for setting up a ,~,rdware and software 
configuration based on exlsting facilities at CNES. 

The second criterion was to develop and operate 
at the processing centre any data pre-processiog 
softtvare which would be common to at 
!emt two scientists. 

The third criterion was to keep options open 
for specific software to be set up within 
the proc~xing centre to enable the ~peratoz to 
pre-process also scientific data, as the processing 
of raw data to obtain interpretable results can 
otherwise be very time-consuming for the 
scien:ists using them. 



3. THE MONITORING FUNCTION 

Station monitoring from the processing 
centre is not carried out in real time, for 
several reasons : 

1) equipment is more and more reliable ; 
2) operator at processing centre is only present 

5 days per week, 8 hours per day even if 
each ground station is operational 7 dayd7, 
24 hourd24; 

3) the loss of a few data-days is not a problem, 
but when the data collection function is 
operating, we have to be certain that the data 
is correct. 

To meet this requirement, ground station 
software stores three types of data in monitoring 
files. 
The first type is nidde up of raw data extracts, the 
second of extracts of equipment command data 
received and distributed by the servo-loop 
mechanism, while the third type consists of 
monitoring indicators generated on ground stations 
(watchdog function for the various flows of 
expected data, quality indicators for INMARSAT 2 
satellite links as bit error rates, etc.). 

These monitoring files are pr-xessed by 
ded~cated software at the processing centrr using 
silnplified equations to describe observable 
yr?p.nwma. The operator can then display the 
resu!titlg parameters in graph form. The curves 
change colour if values exceed monitoring 
thresholds, which take into account the 
simplifications ill the equations. 

Tlle observable phenomena arc : 

- master or slave servo-loop, 
- pseudorange and carrier phase measurements for 
pseudo random cc ' - n  ( I  to 32 : GPS constellation, 
33 to 36 : back up tor GPS, used in the CE-GPS 
experimentation, 
- pseudorange residues, 
- verticd Total Electron Content, 
- two-way time transfer through INMARSAT 2, 
- INMARSATUground station iink indicators. 

4. APPROACH USED IIV STE 
DEVELOPMENT 

The processing centre software &as to be written 

by a specialised firm, and to have it ready on 
schedule (development began in November 1992 
for partial implementation at the end of March 
3.993 j, without the constraints involved in 
managing too large a team, the following 
considerations were applied. 

I) As the processing centre would be operating 
for no more than 2 years, the normal rules of 
management were made more flexible. The 
alterations mainly concerned reviews at the end of 
each development phase and the documents to be 
managed within the configuration. For this 
processing centre, key-points with only the CNES 
and ATT-DATAID technical managers present 
were substituted for all reviews. This rule 
remained valid as long as no major differences 
arose between ATT-DATAID and CNES. 

2) A study was carried out before the contract 
was signed, to assess the possibility of including 
existing products to meet requirements for all 
or some of the functions needed. Such products 
would be incorporated by adapting the new 
software packages to the interfaces. The functions 
delivered to Am-DATAID thus included graph- 
plotting (developed in PV-WAVE command 
language), orbit computation functions for the 
geostationary and GPS satellites and computing 
routines for trcpospheric delay factors. 

3) Whenever existing low-cost hardware 
could be used to resolve a particular 
problem, this was acquired in preference to the 
development of specific software. For example, an 
additional 2 gigabit disk for file management was 
acquired instead of developing a file management 
system with existing compacting and decompacting 
tools, as the purchase price of the disk was 
equivalent to only a few days of software 
development. 

4) File name specifications were set out from 
the start of the experimentation system rlefi.11tio.i 
]phase, as well as the choice of the operating 
system for the main computers (UNIX) and a 
recommendation on the content of all files 
(ASCII). This enabled processing to be carried out 
with tools which werc incorporated within 
the operating system and which were therefore 
easy to manipulate with "shell-scripts". The same 
reasoning was applied to the development of 
software for the ground stations. 



5) A large number of parameters was 
incorporated into the processing centre software, 
either within configuration files to be handlet by 
the text editor or as data to be keyed in through the 
man-machine interface. This last solution does not 
affect costs as the centre is permanently staffed 
(except at weekends) during system use. 

6) In order to maintain autonomy between 
functions and to avoid over-automation of 
the processing centre, some dara input is 
carried out by the operator even where such data 
can be deduced from avail5le data in the 
processing centre. 

7) The software for the processing centre was 
delivered in several stages : 
- Stage 1 : man-machine interface ; 
- Stage 2 : all data collection functions 

(see figure 4) ; 
- Stage 3 : all data distribution with scientific data 

pre-processing ; 
- Stage 4 : incorporation of specific processes 

when requested by a scientist. 
This method enabled real progress in processing 
definition to be monitored without the need to 
program everything in advance. 
Tasks were therefore not scheduled in the usual 
sequence for this type of development (definitions 
- specifications - realization). 
This is not always advantageous (project 
management is more demanding), but ihe final 
product is better matched to the real needs of 
differ~nt users. 

5. SOME RESULTS 

5.1. about STE software 

ATT-DATAID supplied 230 working days to 
write the processing centre software, starting on 
the 2nd November 1992 and ending with Stage 3 
acceptance tests which were carried out on the 21st 
of April 1993. 
For the STE project, the CNES work-load over the 
same period amounted to 70 days. 

Anomaly report number was : 
16 after acceptance testing ; 
29 after technical approval from the processing 
centre ; 
34 at the beginning of the CE-GPS 
experimentation ground segment operational use 
with 2 ground stations (Toulouse and Paris) ; 
47 on close of this operation. 

Other scientists had access to the data collected, 
althocgh they were not identified at the beginning 
of the project. 
They required no specific processing. To enable 
the system to produce and distribute their data, 
declarative instructions were input into the 
parameter files then tested (1 day work load). 

The fact :hat STE is not staffed at weekends is 
just acceptable to detect a problem at a ground 
station, because the delay between the origin of a 
problem and its =pair can be several days. 
So, for a non experimental system. redundant 
facilities in ground station seem needful, operator 
should choice correct data. According the interrupt 
time acceptable by a mission of data collection, 
other solutions are possible (call by phone the 
operator after a detection of a problem, processing 
centre staffed at week-end, ...) 
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ABSTRACT 
The Single Sta,ge Rocket Technology (SSRT) Delta Clipper Experimental PC-X) 
Program is a United States Air Force Ballistic Missile Defense Organization (BMDO) 
rapid prototyping initiative that is currently demonstrating technology readiness for 
reusable suborbital rockets. The McDonnell Douglas DC-X rocket performed technology 
demonstrations zt the U.S Amy White Sands Missile Range in New Mexico from April- 
October in 1993. 

The DC-X Flight Operations Control Center (FOCC) contains thc ground control system 
that is used to monitor and control the DC-X vehicle and its' Ground Support Systems 
(GSS). The FOCC is operated by a flight crew of 3 operators. Two operators manage 
the DC-X Flight Systems and one operator is the Ground Systems Manager. 

A group from McDonneil Douglas Aerospace at KSC developed the DC-X ground 
control system for the FOCC. This system is known as the Real Time Data System 
(RTDS) . 

The RTDS is a distributed real time control and monitoring system that utilizes the latest 
available COTS computer technology. The RTDS contains fiont end interfaces for thr: 
DC-X ,W uplink/downlink and fiber optic interfaces to the GSS equipment. The FOCC 
operators run applications on the RTDS Unix workstations. Twenty one customized 
SSRT applications were developed for the FOCC RTDS. The application design was 
based on the programs "aircraft like" operability requirements. 

The paper will contain descriptions of the RTDS architecture and FOCC layout. Detaiied 
information on the 21 DC-X applications will be included. A section will include the DC- 
X ground operation philosophies and rapid prototyping techniques. The paper will 
describe the DC-X ground operations pei.%rmed in tne FOCC. 



1. SSRT Introduction 

MicDonneil Douglas Space Systems Company, of Huntington Beach, California, was 
awarded the $58.9 million Single Stage Rocket Technology Program contract to 
demonstrate single-stage rocket technology (SSRT) on the Delta Clipper Experimental 
vehicle, or DC-X, in August 1991. The DC-X is a Ballistic Missile Defense Organization 
(formerly the Strategic Defense Initiative Organization) rapid prototyping initiative that is 
demonstrating the technology readiness of SSRT. The DC-X, designed for vertical 
takeoff and landing, is an operational one-third scale experimental test vehicle of an actual 
reusable launch system. The reusable vehicle is propelled by liquid oxygtn~liquid 
hydrogen rocket engines. A fbll-scale Delta Clipper, the DC-Y, will be capable of placing 
a 20,000-lb payload into low-earth orbit. 

2. SSRT Real-Time Data System 

The real-time data system (RTDS) was developed by the Kennedy Space Center division 
of McDonnell Douglas to meet the DC-X requirements for an advanced launch processing 
system that provided "aircraft-like" capabilities. The RTDS provided the ground 
monitoring, control, and data archivdreduction capabilities for the DC-X vehicle and its 
ground support systems (GSS). The RTDS was located at the White Sands Missile Range 
it1 the mobile DC-X ground operations base, a 40-foot trailer known as the Flight 
Operations Control Center [WCC). 

This paper presents a view of the DC-X program, then relates the RTDS to the program, 
and explains how the DC-X team was able to do its work quickly, cheaply, and 
successfblly. 

3. DC-X Program Summary 

The DC-X is a rapid prototyping initiative that enabled the vehicle to be designed, built, 
and flown in two years. A highly motivated team of McDonnell Douglas employees fiorn 
the company's Huntington Beach, Long Beach, St. Louis, and Kennedy Space Center 
divisions teamed with subcontractors from across the nation to design, build, and integrate 
the DC-X vehicle in 18 months. The vehicle was shipped to the NASA White Sands Test 
Facility in New Mexico in April 1993 for a series of static fire tests. The tests were 
successfblly completed in June and the DC-X vehicle and its entire ground support system 
were packed and shipped to the flight test site at the U.S. Army White Sands Missile 
Range. 

Two static fire tests were conducted at White Sands to veriQ system operation after the 
move from the test facility. These full-system tests were conducted successficily and the 
vehicle was prepared for flight. The first flight of the DC-X, a 60-second, 150-foot hover 
test to verifj. the operation of flight systems, was made August 18, 1993 at the White 
Sands Delta Clipper site. Two additional test flights, conducted at higher altitudes, with 



increased pitch and roll maneuvers, were completed successfblly on September I lth & 
September 30th. These tests demonstrated the following DC-X goals: 

Validate vertical takeoff and landing concepts 
a Validate "aircraft-like" supportability and maintainability concepts 

Demonstrate rapid prototyping development approach 
a Demonstrate rapid turnaround capabilities 

Funding for the program was dcpleted at the end of October 1993, and the DC-X 
remained mothballed at White Sands awaiting additional finding. This finding was 
received in earlv May of 1994. The flight test prr~gram has completed two flights on June 
20th and 27th of 1994. Additional DC-X flights which continue to expand the DC-X 
flight envelope and demonstrate the c'perability characteristics are planned in 1994. 

4. DC-X - New Ways of Doing Things 

The primary goal of the SSRT program is to provide inexpensive access to space into the 
next century to give this nation a low-cost advantage in space transportation. To meet 
this goal, the DC-X had to do things better, faqter, and cheaper. 

Rapid prototyping technologies were used extensively to allow the devciopment team to 
complete the job on schedule. Automatic code-generating software aideu in the rapid 
development of DC-X flight software, allowing the flight software to be changed and 
validated in hours instead of many days. Use of off-the-shelf technology with open system 
architecture was maximized through it the program. The off-the-shelf products reduced 
development time while providinb many of the necessary capabilities at much lower risk 
and costs. 

The off-the-shelf products used extensively in the development of the RTDS for the 
FOCC included: 

UNIX system V 
IS0 SC Z 6 open systems interconnection protocol 
IEEE 802 network standards (includes Ethernet) 
DARPA TCPAP networking protocol 
C-ISAM data structure 
ANSI X3.135-19Q6 SQL database interface 
IEEE I0 14 (VME) bus interface 
IEEE 754 floating point number standard 

The DC-X also took a new approach to operation of launch vehicles. The entire DC-X 
system was designed with aircraft-like operability and maintainability concepts. 
McDonnell Aircraft applied its experience in military aircraft design to develop the 
avionics systems for the DC-X vehicle, providing easy access to line-replaceable avionics 



units fiom access bays, similar to aircraft. The avionics systems were designed with built- 
in test features and automated modes that allow for rapid checkout of the vehicle 
subsystems. Douglas Aircraft applied its experience in developing commercial aircraft 
supportability and maintainability features to help design these critical elements into the 
DC-X operating procedures. Douglas also contributed expertise fiom commercial aircraft 
cockpit codrok and displays technology. Several of the commercial aircraft concepts 
were designed into the RTDS ground control system human-computer interfaces. 

The RTDS was designe vith many automated features that allowed the DC-X and GSS 
t be controlled and monitored with a crew of only three. The system was delivered and 
installed before the vehicle assembly was completed. This allowed the RTDS to be 
integrated and validated with vehicle subsystems as they were assembled and attached to 
the core vehicle structure. The parallel checkout of the RTDS interfaces with the actual 
hardware during assembly allowed for many real-time modifications and enhancements to 
the RTDS human-computer interfaces before the vehicle assembly was completed. The 
effective use of off-the-shelf software development packages allcwed the RTDS changes 
to be made rapidly while integrating the vehicle components. This parallel effort allowed 
the entire vehicle and ground system to be fully integrated and ready for the static fire tests 
at White Sands on the same day that the vehicle completed final assembly. 

Tale DC-X and GSS co~ponents and systems were all checked out with the same RTDS 
checkout system, which was also used for the integration component tests during vehicle 
assembly, avionics subsystem verifications, engine static fire tests, and the entire flight test 
series. 

The reusability capabilities of the DC-X vehicle along with the new operability, 
maintainability, and supportability concepts have allowed the entire DC-X program to be 
conducted by approximately 35 persons. Thus, the DC-X has proved that low-cost 
programs are possible - today and for the future. 

5. Real-Time Data System Background 

The DC-X required a state-of-the-art automated ground contr~l system that could 
implement customized real-time user monitoring and control interfaces, provide 
autonlatcd sequences and automatic reactive control functions, and contain capabilities for 
archiving, retrieving, and reducing flight test data. This system would have to be 
designed, developed, validated, and delivered within 10 months. The Kennedy Space 
Center division of McDonnell Douglas was asked to develop this grouno control system 
because of its experience in this area. The RTDS was subsequer~tly developed by the 
division's Automated Checkout Systems department based on a system it designed for 
space shuttle payload checkout, which is still in use. This baseline system, the partial 
payload checkout unit (FPCU), has been used in the Operations and Checkoilt Building at 
KSC since 1990. 



PPCU is a generic, real-time data monitor and control system with fiont-end and back-end 
interface extensions and a distributed network of data processing and recordin6 
equipment. PPCU utilizes highly modular subsystems, industry standards, and commercial 
software and hardware, where practical, to provide a reliable, flexible, and continuously 
upgradable system at minimal cost. 

6. Ground Systems Layout 

The FOCC primarily consists of the equipment housed in a van and external interfaces to 
the DC-X vehicle GSS. The boundaries of the FOCC are illustrated in Figure 1. 

The RTDS, the primary subsyst~m of the FOCC, serves as the operator interface for real- 
time monitcr and control of both the DC-X vehicle and the GSS. 
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Figure 1. The Flight Operations Control Center 



7. RTDS Architecture 

The RTDS processing elements provide for monitoring and displaying real-time data. The 
recording elements provide independent real-time data recording. The architecture is 
implemented as shown in Figure 2 and consists of five major subsystems connected via 
Ethernet networks. Each subsystem consists of one or more processors in parallel or in 
clusters. 

Figure 2. RTDS Architecture 

Data Acquisition Mudules 

The interface fiom the RTDS to thc DC-X vehicle and GSS is composed of a data 
acquisition subsystem that operates in an autonomous fashion. The subsystem features 



three data acquisition modules connected to a data acquisition processor for data 
concentration. Each module is configured with hardware and software to preprocess a 
dedicated data link. The RTDS contains three data acquisition modulzs: telemetry 
downlink, telemetry uplink, and ground support equipment (GSE). For DC-X, these three 
modules' front-end interfaces are PCM telemetry downlink, RF RS-422 uplink, and GSE 
RS-232. They interface with fiber optic modems that connect the commercial remote 
interface modules (CRIMs) at the launchpad to the RTDS GSE data acquisiton modules in 
the FOCC. This generic RTDS subsystem architecture provides flexibility to incorporate 
additional interface types in the fbture by simply adding an additional module to the data 
acquisition subsystem bus network in the RT'DS. 

Subsyste~n preprocessing consists of all the interface and data-dependent operations 
required to provide normalized, time-tagged data to the RTDS. The raw data from the 
vehicle and GSS is passed through a data acquisition module data filter. Each sample is 
compared with the last sample that changed significantly. If a significant change af value 
has occurred, then the new sample value is processed. Limit-checks are performed on the 
processed data in order to detect measurements that have violated any upper or lower 
limiting conditions. After limit-checking, the processed data is distributed throughout the 
rest of the system. 

Commercial Remote Interface Module 

The RTDS has a CRIM located on each side of the DC-X flight stand. The CRIM is a 
VME chassis that contains a microcontroller card and several discrete and analog 
inputloutput cards. The CFUM continuously monitors the analog and discrete status of the 
GSS equipment and sends the status back to the RTDS GSE data acquisition module. 
Commands fiom the RTDS GSE modules are received over the RS-232 communication 
lines and the appropriate analog and discrete channels are activated upon their receipt. 
Vehicle electrical power is also controlled through the CRIM. 

Data Acquisition Processor 

The concentrator in the data acquisition processor combines the data outputs fiom the 
modules ink an integrated data stream broadcast to the other RTDS subsystems. The 
processor also receives system ccmmands and end-item cornrnar~ds and routes them to the 
appropriate modules. Once loaded and initialized, the subsystem broadcasts data to the 
data acquisition processor for use by the application vrocessor and the archive and 
retrieval subsystem. 

Application Processor 

The application processor is the RTDS real-time data processing element and provides foi 
execution of the customized DC-X user application programs. It broadcasts measurement 
data to the difplay processors and processes commands from the users originatkg silt t h ~ :  
display processor. Commands issued fiom user applications are routed throup' d 



comman~ distribution manager on the application processor which verifies user 
permissions prior to issuing and routing commands to their proper destinations. All 
commands are recorded for posttest retrieval. 

Archival and Retrieval Subsystem 

The archival and retrieval subsystem contains the recording elements within the RTDS 
system. This subsystem records the digitized raw telemetry stream, as well as the 
processed telemetry and GSE data. Data are recorded to hard disk to support near-real- 
time retrieval of the vehicle and GSS information. Data can be retrieved and plotted in 
minutes using the hard disk-archived informatic- -he data are also recorded on 4mm 
tape for the historical posttest retrieval archives. RTDS subsystem health, end-item 
commands, user "mouse" selections, and system messages are also recorded by the 
archival and retrieval subsystem. 

Displqy Processors 

Four color graphics workstations called display processors provide the user interface to 
control and monitor the DC-X vehicle and GSS. Operators send commands by a mouse 
and use the display processor multiwindow graphics capability to configure the system to 
their specific needs. The windows environment is an X-Windows-based system; that is, it 
is implemented with off-the-shelf software tools to allow a continual upgrade path to 
future releases of hardware and software. The user interface is capable of being logically 
configured, based upon the user permission level, to support a range of capability fiom 
system configuration and monitor-only permissions to total control and monitoring 
permissions. 

  at abase Subsystem 

The database subsystem contains the RTDS data retrieval processing, configuration 
management utilities, and the RTDS generic measurement and command database. RTDS 
fiont-end interfaces and command data formats are defined in this g ~ ,  . . '  - database. The 
RTDS operator updates the telemetry uplink, iind downlink, and 6 . , wement and 
command information in the generic database using customized . , c :  forms. The 
subsystem then builds generic real-time tab1,;s for each or' the RT, . + .usyst, This 
generic database structure allowed for near-real-time modificatmns 10 ' 2:-X 
measurement and command informatio~. This feature was critical it, r; . . : rapid 
pace of the DC-X program, where senscrs were being added and modifie:, A I .  

The generic format of the RTDS allows the system to contain multiple ti-)mats and 
provides the flexibility to easily support new systems in the fbture. New iaunch systems 
could be supported simply by defining the fi-ont-end telemetry and GSE information in the 
database and developing the customized user interface ~pplications. 

8. RTDS Human-Computer Interface 



The D'Z-X ground operations procedures were developed using "aircraft-like" concepts to 
reduce ground operator workload. The RTDS was designed to allow a crew of only three 
Operators to perform all the activities reqgired for the DC-X preflieht, flight, and 
postflight operations. Two operators, the flight manager ~d deputy fiight manager, are 
assigned DC-X vehicle monitoring and control functions similar to pilot and co-pilot 
.-mctions, while the third operator performs the duties of the grouad systemr manager. 

Twenty-one customized applications were developed for thl: DC-X and ite GSS as listed 
below: 

Ground Supporf Systems ('7) 
GSS propellant safing and maeter controls 
Liquid hydrogen 
Liquid oxygen 
Gaseous hydrogen 
Gaseous oxygen 
Gaseous nitrogen 
Gaseous helium 

Vehicle Subsystems (9) 
Flight sequencer con;rols 

s Vehicle hydraulics 
Vehicle main engines 
Vehicle reaction control system 
Vehicle propulsion system 
Vehicle avionics 
Vehicle rate.' : xelerometer sensors and radar altimeter 
Vehicle electrical system 
Flight constants 

Flight Displays (2) 
Flight profile 
Flight subsystem monitoring 

RTDS Admkmtwtion 
Pseudo measurement initialization 
Data acquisition module controls 
GSE-CRIM automated checkout 

The RTDS applications were designed with many automated sequences and graphical 
monitoring features. The user interfaces maximize the DC-X operability features and keep 
the operator workload to a minimum. Electronic checklists record preflight steps to allow 
the operator to avoid use of paper manuals. Application displa-lc are schematics of the 
actual GSS ;ad DC-X vehicle subsystems to allow for rapid assessment of subsystew 
status and configuration. The displays rely heavily cn the effective use: of co%r coding, 
alarms, and positional dynamics to give t l : ~  user both graphical and numerical 
representations of the vehicle and GSS information. 



Ground Support Systems 

The GSS contains seven applications for loading pron4lants and gases in the vehicle. The 
four gases have automatic topping modes that key off temperatures and pressures J 

control their flow. The liquid propellants have automated purging arid loading sequences. 
The loading procedures monitor tank-level sensors to control the flow of the liquid oxygen 
and hydrogetl. Automatic and manual safing fe;lrw=ea ensure that the vehicle can be 
quickly safed in the event of !ires or leaks. 

Vehicle Systems 

The flight sequencer application contains the electronic checklist and controls 19 sequence 
through the 18 automated vehicle modes. The flight manager used this application to 
monitor events as the autclmated vehicle modes were commanded. The application has 
several screens that chan&e ,, the flight manager commands the vehicle throdgh its 
preflight built-in-tests and simulated flight modes. The deputy flight manager used the 
various subsystem sci .IS to monitor the status of the built-in test equipment and 
subsystems throughout tk e preflight sequence. 

Flight Screens 

Two screens were developed to monitor the DC-X Eight. The flight profile msnitors the 
veKsle profile, latitudekngitude positions, altitude, and the pitch, roll, yaw information. 
The vehicle subsystem monitor displays engine performance graphs, propulsiun, hydraulic, 
landing gear, flap, and engine gimballing status. 

Figures 1-4 contain black and white copies of four actua! DC-X R'mS displays. 

9. Conclusions 

The DC-X program has proven t h ~ t  things can be accomplished quickly arid cost- 
effectively by following a "build a i'++le, test a little" rapid prototyping philosophy. The 
rapid prototyping technology was erective on this program, and could be used in the 
future as a means of achieving better, Caster, and cheaper development. 

The next step is to continue our "build a I::tle, test a little" philosophy and move onio the 
two-third scde prototype known as the SX-2. This vehicle will be capab!e of hgher 
altitude flight, higher veloc':io,i, and have greater maneuverability. The SX-2 will start to 
prototype and test lightweight material technology that will be required for the ultimate 
success of the full-scale single-stage-to-orbi; vekicle known a. the DC-Y. 
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ABSTRACT 

Space Very Long Baseline Interferometry 
(SVLBI) experiments using a TDRSS satellite 
have successfully demonstrated the capability 
of using spacecraft to extend the effective base- 
line length of VLBI observations beyond the 
diameter of the Earth, thereby improving the 
resolution for imaging of active galactic nuclei 
a t  centimeter wavelengths. As a result, two 
spacecraft d~dicated to SVLBI, VSOP (Japan) 
and RadioAstron (Russia), are scheduled to be 
launched into high Earth orbit in 1996 and 
1997. The success of these missions depends 
on the cooperation of the international commu- 
nity in providing support from ground track- 
ing stations, ground radio telescopes, and cor- 
relation facilities. The timely exchange and 
monitoring of data among the participants re- 
quires a well-designed and automated interna- 
tional data transfer system. In this paper, we 
will discuss the design requirements, data types 
and flows, and the operational responsibilities 
associated with the SVLBI data transfer sys- 
tem. 

INTRODUCTION TO THE SVLBI 
DATA TRANSFER SYSTEM 

The number of facilities that play a role in any 
space mission is no longer restricted by institu- 
tional or national boundaries. .4 large majority 
of missions now involve international consor- 
tia, due to the immense cost and complexity 
of designing and operating a space mission and 
the desire to jointly benefit from space explo- 
ration. The ground-based technique of Very 
Long Baseline Interferometry (VLBI) has al- 
ways required substantial international coordi- 
nation, and the extension of VLBI to include 
one or more orbiting radio telescopes requires 
a similar e f f~r t .  

Two spacecraft, VSOP VLBI Space Obser- 
vatory Programme) and k adioAstron, are be- 
ing developed for use as orbiting observatories 
dedicated to making Space VLBI (SVLBI) ob- 
servations at centimeter wavelengths. VSOP 

I Hirabayashi 1991; Hirosawa 1991), scheduled 
or launch in 1996, is a project of the Japanese 
Institute of Space and Astronautical Science 
(ISAS). RadioAstron (Kardashev and Slysh 
1988), a project led by the Russian Astro Space 
Center (ASC), is due to be launched in 1997. 

The success of the SVLBI missions depends 
strongly on the cooperation of a large number 
of international organizations, some of which 
are directly involved in radio astronomy, while 
others are contributing or funding hardware 
and software support. The international mis- 
sion planning for SVLBI is presented in a pa- 
per by Ulvestad (1994) at this confereuce. The 
nominal operation and scheduling of experi- 
ments for the missions will take place at  ISAS 
for VSOP and a t  ASC for RadioAstron. The 
tracking of the spacecraft will be performed by 
six tracking stations located worldwide and op- 
erated by four different organizations. They in- 
clude three 1 l-m antennas under construction 
by NASA at the Deep Space Network (DSN) 
facilities located at Goldstone (United States , 
Madrid (Spain), and Tidbinhilla (Australia I . 
A 14-m antenna will be operated by the Na- 
tional Radio Astronomy Observatory (NRAO) 
in West Virginia (United States). All four an- 
tennas will be capable of tracking either VSOP 
or RadioAstron. Additional tracking coverage 
will be provided by a 10-rri antenna at Usuda, 
Japan (VSOP only) and a 32-m antenna at Us- 
suriisk, Russia (RadioAstron only). Tracking 
sessions at  each site typically may occur two 
or three times a day and may last from a few 
minutes to more than 12 hours. Other grouild 
radio telescopes that will provide co-observing 
support with RadioAstron and VSOP include 



(but are not limited to) the Very Long Baseline 
Array (VLRA), the European VLBI Network, 
and the Australia Telescope National Facility. 
Correlation facilities located in Australia, 
Canada, Japan, the Netherlands, Russia, and 
the United Stdtes are being constructed or 
modified to accept the necessary files and data 
for correlation. 

An integral part of the SVLBI missions will 
be the implementation of an international data 
transfer system that will retrieve and accept 
data files, monitor intermediate data products, 
and provide or construct the necessary files for 
final processing at the designated correlation 
facility. The major nodes of t,his data transfer 
system will be operated by ISAS, ASC, NRAO, 
and the Jet Propulsion Laboratory (JPL); 
these organizations are also responsible for all 
the tracking stations, and hence will provide 
all tile space data. Processing of intermediate 
data products will bc. as automated as possible. 
Rdrieval and redistribution of all data (except 
for t,he wideband VLBI data), will be via the 
Internet, utilizing st,andard file-transfer proto- 
cols. 

The top-level requirements on the data transfer 
system are as follows: 

1. Provide access to the detailed schedule files 
for all mission elements (principally ground 
telescopes and t,racking stations) in a timely 
fashion. 

2. Facilitate spacecraft performance monitor- 
ing by providing access to the telemetry data 
obtained from t,racking stations. 

3. Provide all spacecraft telemetry data re- 
quired for the calibration of the space radio 
telescope. 

4. Exchance navigation data required for high- 
accuracy orti t  determination and subsequent 
VLBI data correlation. 

UPLINK DATA TYPES 

The types of data that are associated with the 
data transfer system can be grouped into two 
categories: files necessary to schedule and per- 
form an experiment ("uplink") and the data 
necessary to correlate an experinlent ("down- 
link"). Each data type (described below) may 
be the responsibility of disparate groups and, in 
many cases, depends on information provided 
by other organizations. In the following subsec- 
tions, we will describe the files associa,ted with 
the uplink processes necessary to prepare for a 
3VLBI experiment. 

Schedule Files 

A short-term schedule generated from the ap- 
proved scientific program for VSOP and Ra- 
dioAstron will be supplied by the VSOP Sci- 
ence Operations Group (VSOG) and RadioAs- 
tron Science Operat-ms Group (RSOG) for 
VSOP and RadioAstron respectively. These 
two groups (known collectively as the SOGs) 
have the additional responsibility to provide a 
conflict-free schedule if Loth spacecraft are fly- 
ing simultaneously. Each schedule will be di- 
vided into segments covering one week of mis- 
sion operations and will describe all spacecraft 
and tracking-station activities in sufficielit de- 
tail to allow each mission element to  perform 
its required duties. A separate file following 
standard for~nats developed for ground VLBI 
will be made available to the ground radio tele- 
scopes. The initial schedule will be made avail- 
able to the SVLBI data transfer system approx- 
imately five weeks in advance of the requested 
support period. It may be modified slightly up 
until a few days before the support is required. 

The schedule file obtained from the SOGs will 
be maintained on multiple nodes of the data 
transfer system. These nodes will act as infor- 
mation servers to supporting ground radio tele- 
scopes and tracking stations. Negotiations are 
under way to finalize the contents and detailed 
formats of the schedule files and the method 5. Provide the VLBI correlat,ors with all of procurement. It  will be responsibility 

tracking-station information necessary for data 
processing. 

of the personnel at  the supporting facilities to 
retrieve each schedule file from the data trans- 
fer system, to extract all information needed to 
operate their facility, and to translate that, in- 
formation into the actual commands required 
for their mission element. 



Predicted Orbit Files 

An accurate predicted spacecraft trajectory is 
an important element of the uplink process. 
This trajectory is necessary not only for point- 
ing ground tracking antennas, but also for gel,- 
erating an accurate frequency reference for 
VLBI observat,ions. Predicted orbits will be 
generated by navigation teams associated with 
the DSN (for Loth spacecraft), ISAS (for VSOP 
only), and ASC (for RadioAstron only). 

UPLINK DATA FLOW 

Figure 1 shows a portion of the uplink data 
flow. Short-term schedule files covering a one- 
week time period are generaied by the VSOG 
and RSOG for VSOP and RadioAstron, respec- 
tively. These schedule files must be conflict- 
free with respect to tracking and ground radio 
telescope support. They are made available to 
the SVLBI data transfer system nodes such as 
the one at JPL, where they may be accessed 
by supporting facilities. Information specific 
to ground tracking stations will h e  extracted 
and reformatted from the schedule file into the 
required operational commands. Ground ra- 
dio telescopes wiil extract all the information 
needed to operate their facilities from a sepa- 
rate schedule file. In the case of the predicted 
spacecraft trajectory, navigation teams inter- 
nal to each organization will construct the orbit 
and supply it directly to their own tracking sta- 
tions. The predicted orbit also wiil be supplied 
from the JPL orbit determination group to the 
NRAO tracking station via the data-transfer 
node operated by the JPL Project. Figure 1 
does not show all the details of the data flow 
within the data transfer system. Rather, the 
basic data types and pathways are indicated. 

DOWNLINK DATA TYPES 

The numerous data types created during and 
after an experiment, collectively known as 
"post-pass" data, include the VLBI data 
recorded on video cassettes or instrumentation 
tapes at  each tracking station and telescope, 
near-real-time data used in monitoring the 
spacecraft and tracking station performance, 
and various other data supplied by the tracking 
stations following each tracking session. The 
latter data include two-way phase residuals 
from the link between the tracking stations and 
spacecraft, Doppler data, calibration informa- 

tion from the downlink headers, and tracking- 
station logs which contain information about 
performance and recording parameters. These 
data must be extracted, processed, and sup- 
plied to the SOGs or the uavi ation teams on 
a regular (approximately daily 7 basis. Further 
processing, analysis, and combination of data 
is required to generate all the inputs needed for 
experiment processing at a correlation facility; 
all the final data products must be available to 
the corrclators within 2-3 weeks after an obser- 
vation. The logistics of a SVLBI experiment 
may involve mixtures of two spacecraft, four 
types of tracking station, three VLBI recording 
systems, a large number of ground telescopes, 
and up to six correlation facilities, providing 
an overwhelming number of possible data for- 
mats and cor,binations. Therefore, one of the 
biggest challenges for the international data 
transfer system is to define common procedures 
and interfaces for data handling. The suhsec- 
tions below discuss a few of the specific activi- 
ties and problems associated with the different 
data types. 

Wideband VLBI Data 

The VLBI data are recorded in real time at 
each bite arid are later b rou~h t  together a t  a 
special purpose processing correlation facility. 
The bulk of the tracking stations a d  telescopes 
will be equipped with VLBA-compatible 
recording systems. They will record data on 
tapes which can hold up to 10-12 hours of data 
at  128 Megabit/s and cost over $1,000 per tape. 
Since a nominal SVLBI experiment may use 10 
or more telescopes and may last 24 (or more) 
hours, the high cost makes it impossible to 
archive the raw data for all (or any) ground or 
SVLBI expeliments. (A 1-month tape supply 
for 10 telescopes costs over $600,000.) Instead, 
it is standard practice to correlate the experi- 
ments, provide a quality check of the data, and 
then to  erase the tapes and distribute them into 
a general pool used by the world's radio tele- 
scopes. The da.ta thansfer system must provide 
all ancillary data in a timely fashion so that de- 
lays in processing do not lead to a requirement 
for purchasing additional tapes. 

Science Headers 

The header sections of the downlinked wide- 
band VLBI data blocks contain information 
about the health and safety of the spacecraft, 
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so some examination of these l a i n  in near-real- 
time is required. These headers will be ex- 
tracted from the telemetry stream by each 
tracking station and made available to the 
spacecraft operators in a nunnber of ways. The 
DSN tracking stations will extract portions of 
the headers and make then1 available to Russia 
or Japan in near-real-time, via the JPL data 
transfer node; these data will be available for 
monitoring of the health and safety of the 
spacecraft. The NRAO tracking station will 
check the values of some of the spacecraft pa- 
rameters and report anomalous conditions to 
the SOGs in near-real-time. The Russian and 
Japanese tracking stations will extract the 
spacecraft monitor data and provide it directly 
to the appropriate spacecraft control teams. 

The science headers also contain data critical to 
space radio telescope cali bl ittion. These data 
will be extracted and made available to the 
SOGs in a manner similar to that for space- 
craft health data, either during (DSN) or af- 
ter ( N  RAO) each tracking session. Extracted 
calibration data supplied by the Russian and 
Japanese tracking stations will be delivered to 
the appropriate SOG. 

Observing Logs 

Station log files describing the performance of 
the tracking stations and events that occurred 
duri:g each session will be delivered to the data 
transfer system. These logs contain informa- 
tion on how the VLRI  data were recorded, arid 
are essential to the corrriation process. The 
data will be assembled by the RSOG and 
VSOG and will be merged into the correlator 
input files (see below). 

Phase Residuals and Reconstructed 
Orbit Files 

A phase link between the tracking station and 
spacecraft is needed to provide an accurate on- 
board frequency reference (e.g. Edwards 1987; 
Levy et al. 1989; D' Addario 1991 ). Phase resid- 
uals from the two-way link must be tabulated 
at a rate of 10 Hz or greater to correct for 
orbit errors and the propagation of the sig- 
nal through the Earth's troposphere and iono- 
sphere. They are necessary for correcting the 
time and frequency information used by the 
correlator. Phase residuals from each type of 
tracking station are derived iil a different man- 

ner, hut each station must sup ly equivalent P information. The phase residua s will be sup- 
plied to the data transfer system, and retrieved 
by the SOGs for provision to the correlators. 
A common interface required for the different 
tracking stations and correlators is under de- 
velopment. 

The phase link also wil l  be used to generate 
two-way Doppler data. Each tracking station 
will deliver Doppler data in near-real time to 
the appropriate navigation teams, who will de- 
rive a final reconstructed orbit. The recon- 
structed orbit must rncct stririgent accuracy re- 
quirements for VLBI colrelation. It may be de- 
livered to the data transfer system as much as 
3 weeks after an observation. 

Correlator Input Files 

In order to process a SVLBI experiment, a cor- 
relator must receive the following via the data 
transfer system: (1 )  VLBI data, (2)  the re- 
constructed spacecraft orbit, (3) phase resid- 
uals, and (4) the correlator input log file. The 
last file is created by the SOGs based on the 
tracking-station logs, calibration data, and 
spacecraft performance information. A model 
of delay and delay-rate is used to search for the 
location of interference fringes (if any) in the 
cross-correlation data for each antenna pair. 
The correlator output data is then delivered 
to the principal investigator and may be used 
to derive visibility functions and various astro- 
physical parameters. This data is archived at 

i 3 
9 

the correlator facility. X 
1 

DOWNLINK DATA FLOW 

Figure 2 shows a portion of the dovmlink data 
, 1 flow associated with a SVLBI experiment. As I 

with Figure 1. this diagram over-simplifies thcr 
1 .  1 

data paths within the data transfer system. 
Near-real-time and post-pass data generated hy 
various agencies must ultimately be collect~d 

i ' 1 
and processed by the SOGs before being passed ! 

to the correlator. The operation of tracking 
stations by different agencies necessitates inde- 
pendent flow of data to the SOGs and correla- 
tors. Due to the complex data flow, the final 
correlation of data may begin only when all the 
necessary data has been supplied to the corre- 
lator, which may take as long as 3-4 weeks after 
a SVLBI experiment. 
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This paper discusses the results of a Phase I1 
SBIR project sponsored by NASA and 
performed by MIMD Systems, Inc. A major 
cbjective of this project was to develop 
specific concepts fcr improved performance in 
xcessing large databases. An object-oriented 
and distributed approach wes used for the 
general design, while a geographical decom- 

\ 
position was used as a specific solution. Tile 
resulting software framework is called 
ARACHNID. 

+ The Fai~t  Source Catalog developed by 
NASA was the initial database testbed. This is 
a database of many giga-bytes, where an order 
of magnitude improvement in query speed is 
being sought. This database contains fzint 

. I  I infrared point sources obtained from telescope 
i .  , .  measrrrements of the sky. A geo~raphical 

decomposition of this database is an attractive 
9 

approach to dividing it into pieces. Each piece 

t can then be searched on individual processors 
. L 

with only a weak data linkage between the 
processors being required. 

As a fkther demonstration of the concepts 
implemented in ARACHNID, a tourist 
information system is discussed. This version 
of ARACHNID is the commercial result of the 
project. It is a distributed, networked, data- 
base application where speed, maintenance, 
and reliability are important considerations. 

This paper focuses on the design concepts and 
technologies that form the basis for 
ARACHNID. 

INTRODUCTION 

Progress in the field of software for multiple 
processors is lagging behind the progress 
made in development of the processors 
themselves. A key issue is development of 
effective algorithms that can distribute the 
load among the processors in a manner that is 
transparent to the application developer. 



Significant R&D progress has been made 
throughout the industry during the last few 

, but the distance between actual versus 
potential throughput is still very large. For 
these reasons. it is an exciting field since the 
technical issues are challenging and the 
business opportunities are numerous. 

RELEVANT TECHNOLOGIES 
Resource Allocation 

Using two or more processors to solve one 
computational problem (e.g., search through a 
database looking for specified aggregate 
results) can be treated as a resource allocation 
problem4. The issue is how to distribute the 
load onto the available CPUs considering their 
performance, the speed of communication 
between them and the coupling between :he 
sub-problems solved by the processors. 

The use of multiple processors for searching 
databases spans the field from massively 
parallel processors, where each CPU is very 
low cost, to distributed systems where each 
CPU essentially is a separate computer (e.g., 
PC); e.g., see refsz3 Thus, this project did a substantial review of 

mathematical programming methods (e.g., 
Dynamic Programming) to determine their 
possible contribution towards solvi~g this 
resource allocation problem. It was finally 
determined that a heuristic approach derived 
from an understanding of the unique nature of 
the problem had to be developed. 

PROJECT OBJECTIVES 

Phase I of the project started with the goal of 
using parallel processors to achieve dramatic 
speed improvements. However, at the start of 
Phase 11, the focus was changed to distributed 
systems as an arena where more cost effective 
solutions could be found. The potential gain 
in this arena was judged to have a larger 
commercial potential since networked PCs are 
so widely available. 

A geographic decomposition approach was 
found to be of sufficient general utility for 
ARACHNID. Although we cannot quantifjl 
the extent to which this is a sub-optimal 
solution, there is a sufficiently large number of 
problems for which this is an attractive 
approach. 

The specific objectives of Phase I1 were as 
follows: 

Develop algorithms and software for 
distributed access to large databases. 

Obiect-Oriented Databases 

Organizing data in terms of logical units (e.g., 
records in a database) is well proven. Using 
an object-oriented approach5-* is relatively 
new and in many ways very appealing. Thus, 
this project made a review of the available 
object-oriented databases that were available 
at the time the project started. 

Demonstrate and test the software. 

Develop a commercialization plan. 

Phase I1 proceeded through a progression of 
tasks that are typical for a software R&D 
project: design specifications, implementation, 
testing, evaluation, and documentation. Leading products (e.g., vbaseg, ~ e m ~ t o n e " ,  

and irisi') were evaluated with respect to their 
relevance to ARACHNID. Although, it was 
found that these product- would give high 
flexibility and powetfbl data representations, 

When this paper was written, the focus was on 
the commercialization of the technology. 



they would be cumbersome for a distributed 
configuration and dificult to optimize for 
computationally intensive problems. 

support utilities for both the database 
administrator and application developer. 

Fragmentation Transparency. It hides the 
storage fragmentation of an object. 
Hence, it manages aggregate object types 
(sometimes multimedia data) and presents 
the entity as a single object. 

The final solution was to use a product called 
C Data Manager (CDM), which is a C-callable 
library. It has a low-level, object-oriented, 
database engine with a high degree of 
flexibility for the developer. However, it does 
not have the robustness for concurrent access 
as we all have become accustomed to in 
relational databases. Thus, CDM was used for 
storage of local data, mostly in support of the 
user interface and temporary results. 

Distributed Transaction Mm~r,yeme.vt. At 
the internal level, it relies GI. the under- 
lying database subsystem fgr object 
recovery control. 

Operating System Independence. The 
design assumes tha: the underlying 
operating system supports a message- 
passing paradigm and a clientlserver 
architecture. 

SYSTEM REQUIREMENTS 
Functional Requirements 

ARACHNID is based on object-oriented and 
distributed technologies. Users and applicat- 
ion developers are provided with an object- 
oriented environment, including encap- 
sulation, object identity, persistence, and 
inheritance. 

DESIGN 

ARACHNID is based on a distributed client- 
server model (see Figure 1) in which an inter- 
connected set of servers uses an object- 
oriented approach to provide a high-level 
database facility. ARACHNID interfaces to 
other system-level and application-level 
software that can access r itrary data 
structures across the network. 

ARACHNID is designed to integrate with 
existing databases to provide object 
persistence. The design allows for interfacing 
with multiple database engines. 

ARACHNID'S major technology features are 
summarized as follows: 

Client Client Client 
1 

PC Ij Sun / Object-Oriented It uses an object- 
oriented database for storage of its own 
local data. Network I 

I 
Sewer se6er 
I_- Local A~tonotny. Once initiated, it does 

not rely on external processes for its 
operation. Furthermore, if a particular 
server fails, only clients associated with the 
server objects will be hampered. 

Object-Oriented Interface. It provides an 
object-oriented interface and a set of Figure 1: ClienttServer Configuration 



Although ARACHNID is an object-oriented 
tool for accessing databases, it is not an 
object-oriented database management system. 
Instead, it zccesses existing databases t k t  
have bcen organized (and are managed by) 
other DBMSs, such as Sybase, Paradox, and 
Oracle. These databases are stored on 
computers networked with ARACHNID. The 
system's services are connected in a web-like 
fashion, thereby logically leading to its name: 
ARACHNID. 

ARACHNID was designed to realize the 
potential of multiple processors for complex 
operations on databases located on 
geographically distributed, heterogeneous 
computers. ARACHNID accesses data from 
these databases and transports it to its client 
computer when needed. 

In ARACHNID, a query is divided into small 
components ("fragments") and each fragment 
is allocated to a computer on the network. A 
query module resides on each network 
computer and controls the execution of 
fragments on that computer. A control node 
coordinates the distribuion of fragments to 
network computers, as well as the collection 
of fragment queries implemented on those 
computers. 

As an example of fragments and objects, 
consider a form with several fields of which 
some have methods that are activated when 
selected by the user. Assume that some of 
these methods will bring up other forms with 
&a from other databases. In ARACHNID, 
each field in the form is an object while one or 
more forms can be classified as a fragment if it 
represents a natural unit to be executed as one 
entity. 

The user interface for ARACHNID employs 
the latest in Graphical User Interface (GUI) 
methods. The ARACHNID user screens has a 

"point-and-click" environment that makes the 
creation of user requests quick and easy. 
ARACHID is available on both MS Windows 
3.1 and UNIX. Figure 2 is an example of an 
input screen for generation of a query to the 
Faint Source Catalog on a SUN computer. 

Llmlts: 

> 4 
ram >- 5 

Figure-2: Example of a Query Input Screen 

DATABASE DECOMPOSITION 

Decomposition can be used to divide a domain 
into a number cf non-overlapping subdomains. 
This approach has seen many applications in 
large matrix problems, and it is particularly 
appropriate for the decomposition of large 
celestial regions into maller regions. 

Databases often have a high degree of 
independence between subdomains. When a 
subdomain is retrieved or updated, other 
domains ar? often not involved. This indepen- 
dence is not only a product of the distribution 
of data -- it is a common occurrence in 
databases because the designer typically 
created the database schema that way. 

The distribution of astronomical sources can 
be represented in a spherical coordinate 
system, with each source described by two 
arguments: equinoctial a and ecliptic R, as 
shown in Figure 3. It is natural and 



convenient to search concurrently all stars 
within a given distance fiom a fixed position. 

Fig~~rl -3: Decomposition for a Sphere 

Tht following two factors were not 
considered in the above discussion. First, the 
spherical .neshes are not uniform if the 
decomposition is made according to the 
method shown in Figure 3. Second, the 
distribr~tion of the stars irr the sky is not 
uniforni. In fact, the distribution is quite 
irreslar, as can be seen in Figure 4. 

Figur, 4: Distribution of Stars 

Thus, spars:: star domains, n coarser net is 
bettt : than a fine net. Th: allocation problem 
is then to divide the small group into even 

smaller groups and to distribute those 
components in a balanced manner. 

Most computer systems provide efficient file 
managers that allow multiple users 
simultaneous access to reading a file. Thus, 
by distributing subsets of the database across 
multiple processors and each processor only 
having occasional need to read data residing 
on another processor, a decomposition 
method can be effective for finding (for 
example) objects having a given brightness, a 
given color, or location within a certain 
angular separation of a given point. 

COMMERCIAL APPLICATION 

The objective of SBIR projects is to develop 
technology that can benefit the sponsor and 
result in commercial products for the 
contractor. This project very much followed 
this path. 

The concepts of geographic partitioning of 
databases developed for ARACHNID has 
been the basis for a key element of a new 
tourist information system. Consider such a 
partitioning in the context of the Miami - Fort 
Lauderdale area. A system installed in Miami 
covers that part of Florida that is closest to 
Miami. The same statement is corresponding- 
ly true for Fort Lauderdale. Now consider a 
user that needs directions from Fort 
Lauderdale to locations near Miami. 

To solve this problem, it is necessary to make 
a decision with respect to the location of the 
database which contains the driving directions. 
There are three simple but unattractive 
choices: 

The database can be restricted to only 
cover a local area. This represents the 
simplest design. However, it is not 
attractive since there will be a wide 



network of fairly closely located 
ARACHNID systems. 

needed to harness the potential gain, there are 
good indications that the established goal can 
be achieved. The limiting factor is in the 
speed of communication between the 
processors and the cost involved in 
implementing the distributed hardware and 
software configuration. 

For the commercial version of ARACHNID, 
the distributed approach has proven to be very 
valuable in terms of proyiding competitive 
performance, reliability and maintenance. This 
tourist information implementation of 
ARACHNID is now being installed on a 
nationwide basis for a major tourism industry 
company. 
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ABSTRACT 

The Earth Observing System (EOS), part of a cohesive national eflort to study global change, will 
deploy a constellation oj remote sensing spacecraft over a 15 year period. Science data from the 
EOS spacecraft will be processed and made available to a large community of earth scientists via 
NASA institutional facilities. A number of these spctcecrafr are also providing an additional 
interface to broadcast data directly to users. Direct broadcast of real-time science data from 
overhead spacecraji has valuable applications including validation offield measurements, planning 
science campaigns, and science and engineering education. 

The success-and usefulness of EOS direct broadcast depends largely on the end-user cost of 
receiving the data. To extend this capability to the largest possible user base, the cost of receiving 
ground stations must be as low as possible. To achieve this goal, NASA Goddard Space Flight 
Center is developing a prototype low-cost transportable ground statiorl for EOS direct broadcast 
data based on Very Large Scale Integration (VLSI) components and pipeline4 multi-processing 
architectures. The targeted reproduction cost of this system is less than $200K. This paper 
describes a prototype ground station and its constituent components. 

1. INTRODUCTION 

For a number of years, any organization equipped with a relatively low-cost weather ground 
station has been able to acquire imaging data directly from weather satellites. For these spacecraft, 
direct broadcast of data has been necessary to service a widely distributed and diverse user 
community. This method of deiivering data to users has allowed weather data to be used world- 
wide in a variety of app!ications. NASA science missions, however, have generally lacked this 
method of data delivery. A number of factors have precluded the use of direct oroadcast 
techniques in NASA science missions. Among these factors are past policies restricting public 
access to science data and the prohibitive cost of the ground station and processing equipment 
required for science missions. 



For the Earth Observing System (EOS), NASA has adopted an open door policy allowing wider 
access to science data products. Over a 15 year period, EOS will deploy a constellation of low- 
earth orbiting remote sensing spacecraft to monitor the Earth's environment. Although all EOS 
instrument data will be captured, processed and made available through centralized NASA 
facilities, the data of select instruments will also be available through direct broadcast from EOS 
spacecraft. The first EOS spacecraft, EOS-AM1 which is planned for launch in 1998, will 
broadcast data from the MODIS instrument. Through this capability, users will be able to capture 
real-time MODIS images of their geographic region taken while the spacecraft is flying overhead. 

The EOS direct broadcast capability can be very valuable to many different organizations. 
Scientists can use this capability to conduct or validate field measurements, plan corroborative 
campaigns, and observe rapidly changing conditions in the field. Intemational meteorological and 
environmental agencies could take real-time measurements of the atmosphere, storm and flood 
status, water temperature and vegetation stress. Intemational science partners will have the ability 
to perform engineering quality checks and scientific studies at their own analysis centers. [ I ]  
Academic institutions could use the ground station and the data collected by it to illustrate important 
topics in science and engineering education and to provide students with hands-on experience. In 
addition, all users could get a "quick look" at the data until they received it from NASA EOS 
institutional processing facilities. 

The number of organizations that will have access to EOS direct broadcast depends largely on the 
end-user cost of the equipment required to acquire and process the data. In order to maximize the 
number of potential users, the cost of receiving ground stations must be made as low as possible. 
Major cost reductions can be gained by developing high integration components to perform the 
major system processing functions. Further cost reduction can be gained by recognizing that this 
class of ground station is not necessarily constrained by the same stri~ .gent requirements imposed 
on NASA institutional systems. By relaxing availability, fault tolerance, and redundancy 
requirements, additional cost reductions may be realized. 

2. A LOW COST SOLUTION 

NASA Goddard Space Flight Center is currently developing a low-cost solution to g wide low- 
cost direct data access. This solution will demonstrate a prototype low-cost transportaole ground 
acquisition and processing station for EOS direct broadcast data. This system will include four 
elements: an antenna, Radio Frequency (RF) processing equipment, Consultative Committee for 
Space Data Systzms (CCSDS) protocol processing equipment, and a UNIX workstation 
containing an automated schedule-driven software package for system control and science data 
processillg. The initial targetcd reproduction cost for this direct broadcast acquisition system will 
be less than $200K wlth further cost reductions to be realized as the technology matures. Through 
the use of this system, users will have the ability to receive direct broadcast data for any capable 
spacecraft, track the spacecraft, acquire and process science data and analyze the data on a local 
workstation. 
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Figure 1. Subsystem Lreakdown 

The data rate for the EOS-AM spacecraft direct broadcast is approximately 13 Mbps. Based on 
current link budget calculations for this spacecraft, the minimum size dish antenna required to 
acquire this data will be about 2.5 meters. To keep the cost of the system low, the antenna will use 
programmed tracking. For transportability, the antenna will be easy to disassemble and store in a 
compact crate. 

Future development will explore the use of phased array antennas to provide a smaller fom factor, 
more reliable acquisition, and simpler setup and use. Initially a small, low complexity phased 
array antenna may be used to provide ephemeris data to the dish antenna. In the future, if 
sufficient levels of integration in RF processing components can be achieved at low cost, a phased 
array may be used to acquire science data. If this significant technical obstacle can be overcome, 
the use nf a phased array antenna could present a superior method of acquiring science data. 
Phased anays have a higher efficiency than a standard dish antenna and require no mechanical 
movement to track the spacecraft. Their planar structure also allows them more potential 
installation locations. 



The RF processing equipment will down-convert the signal to Intermediate Frequency (IF) at 
which point the data is demodulated, bit synchronized, and error corrected using Vi terbi decoding. 
The RF processing equipment outputs the digital data to the CCSDS protocol processing 
equipment. 

Antenna Subsystem 
r. 

self ~ e s t  Subsystem ? 

. Output Data 

- 
RF Subsystem 

Figure 2. RF Processing Equipment Block Diagram 

The CCSDS protocol processing equipment provides the following functionality: frame 
synchronization, Reed-Solomon error correction, CCSDS services processing and data routing to a 
user network. This equipment is a single printed circuit board containing three high pxformance 
ASICs to provide the major functionality of board. In addition, a high performance CPU is used 
to control the system and Peripheral Component Interface (PCI) bus slots are provided to allow the 



user to expand the system with commercially available cards. The figure below shows a high level 
block diagram of the internal and external interfaces for the CCSDS Protocol Processor subsystem. 

Return Link 

XI TTL ECL Parallel 
,.. . -.. , . . ,. 

Figure 3. CCSDS Protocol Processing Subsystem 

Figure 4 shows a more detailed block diagram of the functional blocks involved in CCSDS 
protocol processing. The data from the digital receiver subsystem is first synchronized using the 
frame sync, then corrected using Reed-Solomon error detection and correction. Finally, CCSDS 
service processing is performed on the synchronized frames. The data products can then be routed 
to a user network for further (Level 0 and up) processing. 

The CCSDS Protocol Processing subsystem also accumulates information on the da!a quality and 
maintains statistics on such parameters as number of frames processed, data rate, number of 
packets processed, etc. Additionally, the subsystem has the ability to perform an automated self- 
test that can isolate a subsystem error to a functional block. 

An important capability of the CCSDS Protocol Processing subsystem is the ability to accept 
commercially available PC1 card for system expansion. A typical application may involve the 
installation of a high performance network card (e.g. ATM) into the system to allow interface tq a 
user network. In this manner, the system is able to interface to many different network 
installations. This allows users to receive the data products and perform higher level processing 9n 
them locally, 'The CCSDS Protocol Processing subsystem has the ability to route data to a number 
of users based on specific criteria (SCIDIVCID, MID, etc.) allowing it in handle multiple s e r s  
requirements. Also note that a ethernet interface is included on the motherboard for lower rate data 
requirements and for system status and control functions. 



Figure 4. CCSDS Protocol Processing Subsystem 
Detailed Block Diagram 

The automated workstation-based operation and control software provides an interface to control 
the antenna, RF and CCSDS Protocol Processing system elements. It communicates with these 
e!ements through an etherne~ port. The command and control software has a graphical user 
interface and owline help to allow a non-expert (in data systems) to configure and operate the 
system elemzilts with minimal training. Any number of users may be corSigured to receive data 
products and status from the CCSDS Protocol Processing subsystem. 

3. SYSTEM DEVELOPMENT 

Development of the system is already under way. The development plan calls for a three stage 
approach. 

Stage 1 consists of a Commercial Off-the-shelf (COTS) antenna COTS Virtual Module Eurocard 
(VME)-based RF receiver, a highly integrated single motherboard CCSDS protocol processing 
subsystem and Version 1.0 of the command and control software running under VxWorks. This 
software will include limited science processing capabilities including level zero processing. 
Targeted release date is May 1995. 

Stage 2 consists of a COTS antenna with a ph, ;ed array antenna for generating ephemeris data, 
VLSI dip tal receiver, a highly integrated single motherboard CCSDS protocol processing 
subsystcln and version 2.0 of the command and control software. Th~s  software will include 
expanded science processing capabilities including limited browse product generation. Targeted 
release date is January 1996. 



Stage 3 will cxplore the use of a phased array antenna to acquire data while including all of the 
functionality of Stage 2. In addition, version 3.0 of the command and control software will 
include hardware support for accelerating higher level processing (levels 0 and 1)  and refined 
s3ftware for generation of browse data products. The targeted release date is October 1996. 

4. TYPICAL OPERATIONAL SCENARIO 

The complete direct broadcast acquisition system, including antenna, will be small enough to fit 
into a conversion van for transportation. Once setup and operational, all equipment except the 
antenna can be contained in h e  same van. 

Operationally, the system can easily be configured to handle different data formats and missions. 
Upon startup, the system performs an end to end self -test. This is done by generating a typical 
data stream and processing it through the system. System statistics are then accumulated and 
compared to the expected results and a dump of selected framedpackets are compared on a bit by 
bit basis to the expected results. Any differences are flagged and the user is notified of the error 
detected, the subsystems which are affected and the probable cause of the error. 

After the system has passed self-test, if may be configured to process telemetry data. A 
configuration file that has been previously generated may be downloaded a the system or the user 
may generate a new configuration file. This file contains the high level mission information that 
the system needs to be aware of to recognize the format of the telemetry smam. These parameters 
include but are not limited to the frame sync pattern, the frame length, the type of error 
detectiordcorrection used and the types of services to be performed. This high level information is 
translated by the operation and control software to low level hardware commands !o correctly 
configure the system. 

The system is now ready tn process data. The antenna acquires a signal as the EOS spacecraft is 
passing overhead. The signal passes through a low noise amplifier and is then down-converted to 
an IF. At this point, the data is digitally sampled and tne demodulation is done using digital 
processing algorithms. The bit synchronizer takes the output of the demod.ulator and produces a 
clock and serial data bitstream. Viterbi error correction then takes place and the data is sent to the 
frame synchronizer which recognizes the frame sync pattern and delimits the data based on a user 
defined acquisition strategy. The data is then optionally bit transition density decoded. 

The delimited frames are then scnt to the error detection and correction subsystem. This subsystem 
provides deinterleaving and block error co~rection using the Reed-Solomon code on either the 
entire frame only, the header only, or both. 

After error detection and correction, the frames are sent to the CCSDS service processing 
subsystem which allows any of the various CCSDS specified services to he performed on the 
frames on a Virtual Channel Identifier (VCID) basis. These services include Virtual Channel Data 
Unit (VCDU) service, Insert service, VCA service, Bitstream service, Path packet service and 
Encapsulation service. These data products are then routed to the user over standard user network 
interfaces. 

All quality and statistics information is accumulated by the system and provided to the workstation 
for display to the user. Various flags and limits may be set up which trigger system events. For 
example, if the system sees many frames which have uncorrectable data passing through the 
system, false synchronization could have occurred, in this case the system could be set to resfand 
by forcing a back-to-sync signal that would allow the system to re-acquire sync and disregard the 
false sync. 



5. SCIENCE PROCESSING 

After the low-level CCSDS Processing (e.g. packet extraction) has been performed, this raw 
sensor and ancillary data must be transformed into working models of the complex whole-Earth 
systems called standaid products. In addition, summary information about the data called browse 
products may be generated to allow the ,scientist determine which data may be of interest. The 
process of going from raw sensor data to browse products to integrated Earth models involves 
several levels of processing. 

Level 0 processing involves reconstructing complete sensor scenes and engineering data from data 
packets, including packet resequencing and transmission error detetion and correction. Level 1 
processing involves radiometrically and geometrically calibrating the data due to atmospheric 
anomalies, sensor noise, and spacecraft attitude or orientation. Level 2 processing involves 
transforming the data into their intended sensor units (e-g., radar backscatter cross section, 
brightness, or temperature). Then, depending on the target application, the data are mapped into a 
set of scientifically meaningful features. This classification can be as simple as taking the ratio of 
two channels to quantify biomass or as complex as statistical classification of the spectral 
signatures to known feattrres such as land use categories. Level 3 processing takes into 
consideration dynamic issues by mapping the data to a uniform space-time coordinate system. 
This often involves the interpolation of missing values due to orbital track characteristics and the 
mosaicking of multiple orbits. Processing at higher levels becomes highly application-specific 
involving various types of nun~erical code. 

The EOS Direct Broadcast Acqcisition System described in this paper will be capable of 
performing the various levels of science processing at limited data rates. In addition, it will be 
cap-ble of producing summary metadata known as browse products. These browse products 
provide a low-resolution, low-accuracy view of the data to assist in determining which data may be 
of interest to the scientist. Giving an earth scientist the ability to acquire raw data directly'and 
perform these data processing algorithms to generate browse products on a local machine will 
allow quicker data validation and refmement of models and simulations. 

6. CONCLUSION 

Low cost acquisition of EOS direct broadcast data is soon to be a reality. NASA Cioddard Space 
Flight Center is using high-performance Complementary Metal Oxide Semiconductor (CMOS) 
V U I  circuitry and parallel processing algorithms to provide a transportable acquisition station at 
unprecedented levels of performance versus pice. The integration of this station with intelligent 
software that allows a non-expert to configure the system and process data will allow not only a 
large community of earth scientists access to real-time science data but also extend the capability to 
a whole new class of users. 
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ABSTRACT 

Telemetry processing refers to the reconsuuction of fill1 resolution raw instrumentation data 

with artifacts, of space and ground recording and transmission, removed. Being the first 

processing phase of satellite data. this process is also referred to as level-zero processing. 

This study is aimed at investigating t' e use of massively parallel computing 

technology in providing level-zero processing to spaceflights that adhere to the 

recommendations of the consultative colnmittee on space data systems (CCSDS). The 

workload characteristics, of level-zero processing, are used to identify processing 

requirements in high-perfortnance computing systems. An example of level-zero functions 

on a SIMD MPP, such as the MasPar, is discussed. The requirements in this paper are 
based in part on the Emh Obse~ving System (EOS) Data and Operation System (EDOS). 

1. Introduction 
Telemetry processing refers to end-to-end delivery for satellite systems adhering to the 

Consultative Committee for Space Data Systeriis (CCSDS) recommendations. This 

involves link processing as well as production data processing. Return link processing 



includes: Data Capture, real-time processing, playback processing, and rate buffering. On 
the other hand, production data handling includes production data processing, quick-look 

data processing, and level-0 backup archiving. 

In return link processing: data capture refers to receiving all unprocessed telemetry 
data, including fill data, and storing it for a predetennined period of time for use in 
recovery processing. Real-time processing entails receiving and processing return link data 
of urgent nature, such as data pertaining to health, and deliverkg it to its sinks (earth 

ground system units) with minimal delay, as required. Playbilck processing, on the other 

hand, restores the "as recorded order" as data is originally stored on magnetic tape 

recording devices. This playback processing starts after the completion of one 

communication session during which telemetry data is received, a TDRSS session in 

EDOS. Finally, rate-buffering in which data from a spacecraft is received at one rate and 
transmitted to its final p u n d  destination at another rate. 

In production data handling, production data processing of CCSDS packets is the 
process in which packets from one or more con~munications sessions with the spacecraft, 

TSS in EDOS, are sorted by application process identifier (APID), quality checked, and 

forward ordered by sequence counter. Further, redundant and previously processed 

packets are deleted and a production data set is formed. Quick-look data processing is 

similar to production data processing except i t  is limited to packets from one 

communication session, one EDOS TSS. It could include all packets of that session or 
only those that have the same APID. Level-0 data archiving is for storing the production 
data sets created by the above processes. 

Recent advances in high-performance computing have demonstrated that 

supercomputers based on massively parallel scalable architectures have the potential to offer 

a much higher performancelcost than traditional vector supercomputers. In fact machines 
with performance approaching 10 GFLOPS can be now purchased at less that $1M. 

Combining all this with the flexibiky offered by off-the-self general-purpose computers 

creates a great potential for the use of such technology in telemetry processing. 

2. Telemetry Processing and Massively Parallel Computers 
Some of the concerns that arise from suggesting a massively parallel high-performance 

computing architectures for telemetry processing are (1) can the massive hardware 

parallelism in such architectures be exploited in the processing, (2) can the VO cope up with 

the tremendous data rates and adequately balance storagelretrieval and processing 

activities?, (3) what are the classes of parallel computers that best suite such kind of 

processing?, (4) is the cost reasonable?. 
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Telemetry processing has inherent parallelism which is proportional to the rate of 

packet arrival. This is because srlc.1 packets need to be indexed and the indices have to be 

kept sorted. Sorting the indices can be pelformed efficiently on such parallel machines 

when large volumes of data are involved, due to the large degree of data parallelism. This 

is exactly the case in near future telemetry processing systems. The rate of packet telemetry 

in such near future systems as the Earth Obsellting Systems (EOS) Data and Information 

Systems (EDOS) is projected at a range of 70K to a 120K packets per second 
[EDOS92C]. 

Modern massively parallel systems are designed with VO scalal?ility in mind. This 
basically means t h ~ t  as more processors participate in a parallel UO operation, more UO 

bandwidth become available. With the real-time nature and the massive data parallelism 

present in telemetry processing, parallel VO can be coordinated to take full advantage of the 
scalability of the VO systems. Sorting and storing indices are examples of scenarios that 

give rise to utilizing the power of the massive hardware parallelism and the scalability of 

the VO systems. In such processing, similar operations needs to be performed on the data 
items in these large data sets. This massive data parallelisnl could be exploited efficiently 
with the hardware parallelism of massively parallel processing (MPP) computers. Since 

such data sets could be orders of magnitude larger than the available number of processors 

and their memory in an MPP, parallel 110 could be used to distribute data onto the 



processors. Processing and 1/0 have to be coordinated in order to minimize VO and 

amortize VO overhead using largest possible data block sites. 

Figure 1 outlines some to of the processing to be initially performed on arriving CCSDS 
packets. As a one load arrives, it will be partitioned among the systeins processors thraugh 

a parallel read. The exact size of a load depends OF the specifics of the MPP system and 

the telemetry system parameters. All processors scan their data, searching for the first 

packet boundary in their respective data block. Thereafter, processing could jump over 

data extracting only index information from packet headers. Index information could be 
then added kto index files, or used to design standardized objects which can contain both 

indices and packet data. Such object can be distributed in non RAID systems [Katz89], 

where the mass storage is distributed. The packet data could be gathered and stored at that 

point into packet files. In preparation for data production, indices must be kept sorted by 

APID and packet sequence numbers. This means that indices from one load need to be 

sorted, then merged with the previously sorted indices. Sorting and merging can be done 

efficiently with MPPs and many parallel algorithms for these operations already exist, 

[Ak185] and [Ak189]. It must be noted, however, that index files could be very large and 

hard to accommodate in processors memory. External sorting and/or caching of portions 

of such Redundant packets can be eliminated during indices sorting or at data sets 

productions. Doing so at sorting time could cost additional memory accesses or 

interprocessor communication steps for compacting the data. 

3. A Case Study 

3.1 A Case for SIMD Architectures 
SIMD (Single Instruction Multiple Data) architectures are designed mainly to exploit data 

parallelism. In such class of architectures, all processors ( also called processing elements 

or PEs) execute the same instruction synchronously and under the guidance of a centralized 

control unit. Due to the synchronous central control, such machines are very cost effective. 

With the real-time nature of telemetry processing and the massive data parallelism in this 

domain SIMD machines have the potential for delivering high pelformance/cost in telemetry 

processing. Thus, we are currently developing a telemetry processing architecture based 

on that technology and creating a scaled-down benchmark for such architecture using the 

MasPar SIMD MPP. 



3.2 MasPar System Overview 
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MasPar Computer Corporation currently produces two families of massively parallel- 
processor computers, namely the MP-I and the Mi'-2. Both systems are essentially 

similar, except that the second generation (MP-2) uses 32-bit RISC processors instead of 
the 4-bit processors used in MP-I. The MasPar MP-1 (MP-2) is a fine-grained, massively 
parallel computer with Single Instruction Multiple Data (SIMD) architecture. The MasPar 

has up tu 16,384 parallel processing elements (PEs) arranged in a 128x128 =y, operating 
under the control of a central array control unit (ACU), see figure 3. The processors are 

interconnected via the X-net into a 2-D mesh with diagonal and toroidal connections. In 



addition, a multistage interconnection network called the global router (GR) uses circuit 
switching for fast point-to-point and permutation transactions between distcrnt processors. 

A data broadcasting facility is also provided between the ACU and the PEs. Every 4x4 

grid of PEs constitutes a cluster which shares a serial connection into the global router. 

Using these shared wires, array UO is performed via the global router, which is directly 
connected to the I/O RAM as shown in figure 2. The number of these wires, thus, grows 
as the number of PEs to provide for scalable VO bandwidth. Data is striped across the 

MasPar disk array (MPDA), which uses a RAID-3 configuration. For more information on 

the MasPar, the reader can consult the MasPar references cited at the end of this study 

[BlagO], [Mas92], [NicgO]. 

4.3 MPP Telemetry Processing on the MasPar 

Packet Retrieval for a 100 MB File 
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On the MasPar, blocks of packet data streams can be given to each processor. All 
processors can proceed simultaneously searching for the packet headers and forming the 

corresponding indices. Retrieving and storage of such packets data need to be performed at 

a sustained rate at least equal to the incoming data rate. At 70 packets per second and using 
the EDOS average of 819 bytes per packet [EDOS 92C], data can typically arrive at a 

55MBISec rate. In EDOS, however, data speed is bottlenecked by ground communications 

and no more than 150 MbISec arrival rate will be needed. The MasPar seems to be able of 

handling the VO rates required by EDOS, but it could have some problems handling the 55 



MBISec data rate. Measurements were collected on a MasPar system whose parallel disk 
VO has a published sustaiiled performance rate of 16 MBISec. A full-blown MasPar UO 
system, however, has a published sustained performance of about 64 MBISec. Our 

measurements indicate that these published rates are achievable when UO is amortized over 

sufficiently large files, more 100 MB, see figure 3. Using the same 819 B average packet 

and the 70K PacketsISec rate, a 100 MB is accumulated in a little less than 2 sec. 

5. Conclusions and Future Directions 

This study supports the belief that SIMD MPPs could provide cost efficient solutions for 

today's telemetry processing. The initial results demonstrate that although at certain points 
such systems could not be completely adequate some customization could be done to 

satisfy the requirements, such as adding more disks or clustering mare than one of these 

systems. We are currently proceeding with a benchmark that will demonstrate the know 

how and the performance constraints of using these SIMD architectures. Further, our 
future work will also include novel ways of indexing telemetry packets and applying 

temporal database concepts on parallel systems in  general. Our work will also include 

performance comparisons of using such a SIMD machine versus the other classes of high- 
performance computer architectures. 
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Abstract - The Jet Propulsion Laboratory has developed a multimission Test Telemetry and 
Command System (TTACS) which provides a multimission te leme~:~ and command M a  systetn 
in a spacecraft test environment. TTACS reuses, in the spacecraft test environmen,, components 
of the same data system used for flight operiitions; no new software is developed for the spacecraft 
test envirunment. Additionally. the TTACS is transportable to any spacecraft test site, including 
the launch site. The TTACS currently supports projects at the Jet Propulsion Laboratory involved 
in the unmanned exploration of deep space. The TTACS is currently operational in the Galileo 
spacecraft testbed; it is also king provided to support the Cassini and Mars Surveyor Program 
projects. 

TTACS usage results in lower cost planetary missions since no new software is developed for the 
spacecraft test environment. Also, minimal personnel data system training is required in the 
transitiori from pre-launch spdcecraft test to post-launch flight operations since test personnel are 
already faniliar with the data system's operation. Additionally, data system components, e.g. data 
display, can be reused to support spacecraft software development; and the same data system 
compor~ents will again be reused during the spacecraft integration and system test phases. TTACS 
usage also results in early availability of spacecraft data to data system development and, as a 
result. early data system development fecdback to spacecraft system developers. 

The TTACS consists of a multimission spacecraft support equipment interface and components of 
the multiniission telemetry and command software adapted for a spxific project. The TTACS 
interfaces to the spacecraft, e.g., Command Data System (CDS), support equipment. The lTACS 
telemetry interface to the CDS support equipment performs serial (RS-422)-to-ethernet conversion 
at rates between 1 bps and 1 mbps, telemetry data blocking and header generation, guaranteed data 
transmission to the telemetry data system, and graphical downlink routlng summary and control. 
The TTACS command interface to the CDS support equipment is nominally a command file 
transferred in non-real-time via ethernet. The CDS support equipment is responsible for metering 
the commands to the CDS; additionally for Galileo, TT'ACS includes a real-time-interface to the 
CDS support equipment. 

The TTACS provides the basic functionality of the multimission telemetry and command data 
system used during flight operations. TTACS telemetry capabilities include frame 
synchronization, Reed-Solomon decoding, packet extraction and channelization. and data 
storagelquery. Mcltimission data display capabilities are also available. TTACS command 
capabilities include command generation, verification, and storage. 

'1 TACS CAPABILITIES 

TrACS provides the operational interface between the sgacecraft support equipment and the end- 
user workstation in the spacecraft system test environment. The 'M'ACS, together with the end- 
user workstation, provide the primary system test visibility. Figure 1 describes TTACS functions 
in the context of the spacecraft testbed data flow. For spacecral't subsystem test, TTACS has 
limited functionality; subsystem personnel determine which TTACS functions are appropriate for 
that subsystem test. 

A basic .,upporting element of the lTACS concept is the existmce of multimission software which 



can be adapted as necessary for each project. This allows the early availability of ground data 
system (GDS) software in support of spacecraft development, which in turn supports early 
availability of spacecraft data for ground system development. The multimission infrastructure 
which supports each project's TTACS is provided through the Multimission Operations System 
Office (MOSO). MOSO was established at JPL to piovide those operational capabilities, services, 
and tools that are common to all Ynissiondprojects thereby realizing a cost avoidance to the projects 
and a cost savings to NASA HQ. 
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Figure I - VACS Functions Within the Spacecrafi Testbed Data Flow 

TTACS COST BENEFIT SUMMARY 

TI'ACS results in lower cost planetary missions as summarized below: 

Minimize software costs through software reuse 
- 'ITACS based on reusable multimission infrastructure 
- 'ITACS reuses project flight operations software to support spacecraft system test 

and spacecraft simulator deveiopmentloperations 
- TTACS reuses multimission SE-TTACS interface 

Enhance spacecraft-GDS system test through earlylcontinued use of GDS in spacecraft 
developmentltest 
- GDS test with actual spacecraft data 
- GDS test in operational environment 
- !+acecraft test in GDS operational environment 
- Spacecraft subsystem test use of multimission display sofiware 

Minimize post-launch ground system training by using ground system pre-launch in 
spacecraft system test 



Support the extension of commercial, low-cost products, e.g., UconX Communique I ;  
share functionality growth of those products as f Lred by other customers. 

Maximize support of testbedtlaunch sites by en. ..tncing transportability, e-g., TTACS is 
sized to fit customer-specific needs 

TTACS ARCHITECTURUCOMPONENT DETAILED DESCRIPTION 

The TTACS detailed data flowkomponent description is presented in Figure 2. Key points 
include: 

TTACS interfaces only with spacecraft support equipment, not spacecraft (which has 
extensive interface requirements). 

WACS downlink processing includes a support equipment - WACS interface which 
optionally can provide electrical isolation, biph:tse clock reduction, and true/complement 
polarity. 

T A C S  downlink processing also includes a serial-toethernet conversion function. This 
function resides in the UconX Communique, a multi-protocol communication server for 
LANs. UconX developed, in coordination with JPL, a Synchronous Bit Stream Interface 
(SBSI) protocol to process the RS-422 NRZ-L stream. 

TTACS uplink processing provides DSN ground command files to spacecraft support 
equipment. The support equipment is responsible for extracting the included command bits 
and metering those bits to the spacecraft. 

The opportunity also exists for TTACS to transmit only command bits to the spacecraft 
support equipment. This architecture would utilize the newly developed transmit protocol. 

1 UconX is a trademark of UconX Corporation, San Diego, CA 

207 



I / send dgitized dim, clock (RS-422) 

yet yekmay GDS header generation. 
m) TTACS sy%m visibility/control. I l-7 GDs n V C ~ O R  fita 

trlrmevy blocks with GDS kadm 

tclcnwcry gmcasing 

- pack* cxmion 
TTACYC,DS - data channel~wuon 

Functions dau rtoragdqwry 
C I I ~  processing 
- gcmudvcrifylstore 

broadcat (cnginaring packets. channcltzcd cnginaring) 
qucry rcsponsc (sciencdcngineering packets, channelized engineering) 

W h m  
CDS DSN Command Decp '4, Space and Nctwork DDJ Systcm 

RFS R d o  Frqucncy Systcm 
SE S u m  quipmcnt 
TTACSXiDS TTACS Ground Data System hncuons 
Tn Test Tekmeay Incerlre 
UconX Serial-to-clhmuc convavr 

Figure 2 - 'UACS Detailed Data Flow/ 
Componenl Description 

The TTACS generic testbed architecture is presented in Figure 3. Key points include: 

The gromd test configuration which supports spacecraft system test is interconnected via a 
test LAN. A router provides external security/ccnnectivity for the ground test 
configuration. 

TTACS provides computer clock synchronization via Network Time Protocol (NTP) on the 
test LAK. The master P:TP server resides on the TTI node and utilizes a DATUM2 Time 
Code Translator (TCT). DATUM support is now a standard feature of the freely available 
NTP code; JPL provided the DATUM support code to the ,WP maintainers. 

The UconX Communique is configured to provide four serial (RS-422) input ports; serial- 
to-ethernet conversion may be performed concurrently on any of these input ports. The 
SE-UconX interface also provides four inputloutput ports to match the UconX capability. 

~DATUM is a trademark of DI',TUM INC., Anaheim, CA 
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PROJECT-SPECIFIC TTACS EXAMPLES 

Projects may implement TTACS in its entirety, (i.e., SE hardware interface, GDS 
compatibilitylvisibilitylcontrol, TTACS GDS functions), or a subset of TTACS functionality. 
Projects which currently plan/implement the total TTACS functionality include Cassini, Galileo, 
and Mars Global Surveyor. Projects which currently pladimplement partial TTACS functionality 
include High-speed Spacecraft Simulation, Mars Pathfinder, and Disaster Recovery Facility 
(DRF). 

Cassini plans to use TTACS for both spacecraft integration and spacecraft system test. Key points 
follow: 

Figure 3 is the architecture for Cassini spacecraft system test. The TTACSIGDS 
component of Figure 3 becomes two computers to process the high input data rate; one 
computer performs telemetry/comrnand processing, the other performs data loadlquery. 

Cassini TTACS will process test rates, i.e., up to 249 kbps, which are higher than tlight 
rates, i.e., up to 140 kbps. 



Galileo has implemented TTACS in their spacecraft testbed which is med fv spacecraft integration 
and sequence checkout. Key points follow: 

Figure 4 is the architecture for the Galileo TTACS. This architecture accomodates the 
Galileo testbed which predates TTACS, e.g., multiple concurrent spacecraft outputs, pre- 
existing support equipment configuration. 

. Galileo TTACS proj~ides multiple (1 data, 2 test) concurrent telemetry data streams (RS- 
422) from spacecraft support equipment to the end-user. 

. Galileo TTACS provides real-time (RS-232) DSN ground command file transmission to 
the spacecraft supprt equipment which, in turn, meters the commands to the spacecraft. 

Galileo TTACS processes test rates, i.e., up to 134 kbps, which are much higher than 
flight rates, i.e., up to 160 bps. 

Mars Global Surveyor plans to use TTACS; details will be a function of spacecraft contractor 
discussions. TTACS downlink capability has been demonstrated using the Mars Observer 
Verification Test Lab (VTL). 

The High-speed Spacecraft Simulation project has implemented TTACS partial functionality to 
support the development and operation of its spacecraft bit simulation. Multirnission simulations 
are planned; the Galileo simulation is currently being implemented. Kev points follow: 

Figure 5 is the architecture for the High-speed Spacecraft Simulation TTACS. Since the 
output of the simulation is a TCP/IP stream on an ethernet LAN, the TTI test input interface 
is used instead of the UconX (RS-422) interface. 

The High-speed Spacecraft Simulation TTACS processes simulated rates higher than flight 
rates. The current Galileo simulation uses one computer as both TTACS and its user 
workstation. 

The Mars Pathfinder project plans to implement partial ITACS capability. Key points follow: 

. Figure 6 is the architecture for the Mars Pathfinder TTACS. The project will closely 
integrate the support equipment and the GDS via a 'KPIIP stream on an ethernet LAN. 
Additionally, the SE will generate GDS headers for output telemetry blocks. In this 
architecture, the SE replaces the UconX/lTI function. 

. The AIM SE is the single TTACS interface, i.e., RFS SE downlink is provided to TTACS 
via the AIM SE. 

The Disaster Recovery Facility (DRF) project plans to implement partial TTACS capability for a 
disaster recovery operational facility which supports all projects. Key points follow: 

. Figure 7 is the architecture for the Disaster Recovery Facility TTACS. The facility will 
interface to the Deep Space Network (DSN) via an IP endpoint; additionally,DSNI must 
process DSN telemetrylcommand protocols. In this architecture, DSNI replaces the 
U c o M r I  function. 

The Disaster Recovery Facility will support one spacecraft at a time, performing 
housekeepinglsafing via real-time low rate (1200 bps maximum) telemetry reception and 
smaller command file transmission. Science data is processed after JPL comes back on- 
line (six months maximum) using DSN station recordings. 
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Ground Equipment for the Support of Packet Telemetry 
and Telecommand 

' I&  I - 
Wowgang Hell 

Abstract - This paper describes ground equipment for packet telemetry and telecommand 
which has been recently developed by industry for the European Space Agency (ESA). The 
architectural concept for this type of equipment is outlined and the actual implementation is 
presented Focus is put on issues related to cross support and telescience as far as they affect 
the design of the interfaces to the users of the services providqd by the equipment and to the 
management entities in charge ofequipment control and monrtoring. 

Introduction 

This paper describes the telemetry aid telecommand sub-systems which have recently been developed 
by European industry on behalf of the European Space Agency (ESA) and are presently being 
deployed to the Agency's ground station network. On the one hand, the design of these subsystems has 
been driven by ESA's Packet Telemetry and Telecornmand standards (PS-04-106, PSS-04-107) which 
in turn have been derived from the related "Blue Books" produced by Panel 1 of the Consultative 
Committee for Space Data Systems (CCSDS) (CCSDS 102, CCSDS 201, CCSDS 202, CCSDS 203). 
These standards in essence determine the functionality to be provided by the sub-systems. On the other 
hand, although final results are not yet available, also Panel 3 activities aiming at a standardisation of 
the services made available by ground segment entities have been taken into account. SpecXically in 
the design of the .,ubsystem interfaces care has been taken to cleanly separate services accessible to 
users from management issues. This approach and usage of the full OSI protocol suite will facilitate 
cross support between space flight agencies. In order to ensure appropriate growth potential and life 
time of the architecture, the design took also into account CCSDS work on Advanced Orbiting 
Systems (AOS) (CCSDS 701). 

From this comprehensive set of requirements initially an "ideal" architecture has been derived which 
subsequently has been modified to accommodate constraints in terms of available hardware and 
software as well as cost. 

The "Back-end" Architectural Concept 

In ESA terminology, the Back-end of a ground station encompasses all equipment connecting the 
intermediate frequency equipment of the front-end to the ground communication network in order to 
provide the remote users (normally control centres) with the services required to operate the spacecraft 
and to acquire payload data. Set-up and monitoring of the back-end subsystems is done via a 
"management" interface. Figure 1 presents the back-end's context. 

Wolfgang Hell is member of the Technology Development Division in the Stations and Communications Engineering 
Department of the European Space Operations Centre, Robert-Bosch-Str. 5, D-64293 Darmstadt, Germany 
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Figure 1: Back-end Context 

On the return link, the back-end receives the demodulated symbol stream from the front-end which is 
either immediately processed and forwarded to the user (on-line service) or stored in the back-end aqd 
forwarded later on user request (off-line). Regarding the forward link, the back-end receives data from 
the user, i.e. the control centre, via the communication network and, depending on the user request, 
either forwards them immediately to the front-end (on-line) or stores them for uplink at the specified 
time (off-line service). Conventional telecommanding can be considered as a special type of on-line 
forward link service. 

The back-end shall support the space data standards for spacecraft operation listed below: 

PCM Telemetry and Telecommand (PSS-46, PSS-451, 
Packet Telemetry and Telecommand (PSS-01-106, PSS-04-100, 
a sibset of AOS (CCSDS 701). 

A prime design objective has been to relieve the users from the need to be aware of configuration 
details which are internal to the back-end. In other words, the user should only need to know about the 
service requested, but not how the back-end manages to provide this service and how the required 
availability figure (e.g. by means of redundancy) is attained. These design goals have led to the 
internal back-end structure depicted in figure 2. 

The various Functional Units (FU) presented in figure 2 are physically interconnected by means of a 
dual ring (i.e. redundant) FDDI (Fibre Distributed Data Interface) Local Area Network which allows to 
set up so-called Functional Processing Chains (FPC) by establishing virtual circuits between the 
Functional Units as required for the provision of the service enabled by station management. For the 
Storage FU no redundancy is shown, as it is assumed that the required availability and performance for 
concurrent provision of multiple service instances is attained by means of internal redundancy (e.g. a 
RAID (Redundant Array of Inexpensive Disks) architecture). FUs drawn with dashed lines are not part 
of the initial implementation presented below, elements drawn with dash-dotted lines are only partly 
implemented. The concert depicted in figure 2 provides for a high degree of scalability in terms of 
attainable throughput (limited by the FDDI bandwidth) and availability. Typical station integration 



problem.; where a high level of redundancy entails complex cabling and switching units which in turn 
have a negative effect on the actual availability are avoided. 
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Actual implementation 

Unfortunately, in practice the above outlined concept had to be somewhat diluted since the actual 
implementation has been constrained by the availability of suitable hardware (and software) and cost. 
Furthermore, for some interfaces compatibility with existing installa!ions had to be ensured such that 
the newly developed equipment could serve as an in situ replacement of existing, but obsolescent 
equipment. Figure 3 shows the resulting block diagram. It is intended to upgrade the subsystems in an 
evolutionary process to the concept outlined in figure 2. 

As regards the return link handling part, the actual implementation does not (yet) support audio and 
video as defined for the AOS environment (components drawn with dashed lines in figure 2). For 
reasons of interfxe compatibility with existing stations, the Frame ExtractorIDecoder (FED) 
functional units do not yet support the FDDI interface, but deliver the synchronised and decoded 
transfer frames to the VCDEMUX units via IEEE-488 point-to-point connections. Similarly. the 
VCDEMIJX units provide the extracted Command L.ink Control Word (CLCW) messages via 
dedicated serial links rather than the FDDI LAN to the telecommand encoders. The Storage system 
had to be split into individual storage processors as a dual port RAID architecture was found to be by 
far too costly for the time being. This limitation unfortunately implies that in order to achieve 
redundant storage of telemetry, the data have to be duplicated by the VCDEMUX and sent twice 
through the FDDI network since the protocol (see below) does not allow "broadc~sting". 

The forward link handling part has been confined to the "conventional" (i.e. PCM and packet) 
telecommand function. The AOS type of forward link is not (yet) supported. A limited capability to 
generate and encode CLTUs for the forward link is (for test purposes only) available in form of tne 
return link simulator and the encoding cppability of the FED units. Thcrefore, the CADU (Channel 
Access Data Unit) GeneratorIEncoder units are drawn iil figure 2 with dash-dotted lines. 

Although the FDDI network provides for 100 Mbps bandwidth, the sustained throughput on a virtual 
circuit connecting two functional units was. found to be less than 6.4 Mbps even with large block sizes. 
This is in part due to the fact that off-the-shelf only TCPIIP as protocol is available. This protocol is 
designed for a very unreliable network service and therefore introduces considerable overhead which 
in an FDDI environment is superfluous. The problem is further aggravated by the fact that the bit 
manipulations required for the TCPIIP error control field calculation are carried out on the CPUs of the 
connected units. From the introduction of a suitable "light weight" protocol such as XTP one can 
expect a substantial throughput improvement, in particular when in addition to point-to-point 
connections "broadcasting" is supported. 

The Return Link Protocol Handling System (R-PHs) 

Since the R-PHs must be usable as an in situ replacement for the presently deployed telemetry system, 
it must emulcte the existing equipment as regards the PCM telemetry standard in order to ensure 
continuing support to on-going missions without any impact on the control centre system. For PCM 
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mode, the R-PHs thus supports the private "ESA M~ssage Protocol" built directly on top of the X.25 
network layer and provides both on-line and off-line telemetry data delivery. 

For the services related to packet and AOS telemetry, a prime objective of the project has been to 
develop a system which due to the services and protocols provided facilitates telescience and cross 
support. Application layer (i.e. layer 7 in the OSI reference model) protocols such as FTAM and CMIP 
will give the least problems in terms of interoperability between the R-PHS and the user which will 
generally require inter-operating of computer systems from different vendors. However, in mos; cases 
the telemetry system is c 9 ~ e c t e d  to the user via an X.25 network which provides limited bandwidth 
only. Therefore, the efficiency of the bandwidth usage is a critical issue in particular for the transfer of 
(high-volume) payload telemetry, as long as high-speed wide area network technology like Frame 
Relay or ATM (Asynchronous Transfer Mode) are not yet widely available. For the R-PHs the link to 
the user has been split into a control channel, on which the layer 7 Common Management Information 
Protocol (CMIP) is used, and a data chmnel for bulk data transfer, on which for eficiency reasons the 
OSI protocol suite has been limited to session layer. 

Before a user can connect to the R-PHs, the system must be configured via the Sub-system Manager 
(SSM) such that the Functiunal Processing Chains providing the services to be granted to the user are 
established by connecting the various functional units in the appopriate way. The correct functioning 
of the established chains is checked by means of built-in test facilities and, in case a functional w i t  is 
found to be faulty, alternative chains excluding the defective unit are set up by the SSM. The Data 
Network Interface units are notiiSed of the linal set-up in terms of service providers and user access 
rights such that incoming requests can be validated and routed to the unit providing the service 
requested by the user. In thi: way, the user is relieved from the need to be aware of the internal R-PHs 
set-up. The R-PHs appears to the user as a telemetry server which can be accessed by using the 
network addresses of the DNI units. Which actual Functional Processing Chain (i.e. which physical 
FUs) provides the requested service is transparent to the user. 

As for PCb! telemetry, for packet and AOS telemetry the R-PHs provides on-line and "off-line" 
services. In or,-iine mode the data are delivered without flow control, but with overflow management. 
When !he volume of data requested by the user exceeds the available bandwidth ~f the connection to 
the user, data are discarded in a controlled way such that minimum size blocks of contiguous (as far as 
successfully reconstructed from the incoming symbol stream) telemetry are delivered. The block size 
is user selectable. In addition, a user controlled release timer warrants a worst case latency of the 
telemetry delivery. 

In terms of data selection, the R-PKS supports these options: 

Space Link Chamel SLC (i.e. all frames) 
Master Channel MC (i.e. all (good) frames of the specified SIC ID and Version ID) 

0 Virtual Channel VC (i.e. all good frames of the specified VC in the specified MC) 
MC Secondary Headzr (i.e. the Primary and Secondary Headers extracted from the frames received 
on the specified MC; 2acket Telemetry only) 
VC Secondary Header (i.e. the Primary and Secondary Headers extracted from the frames received 
on the specified MCNC; Packet Telemetry only) 



VC Access (i.e. the VCDU Data Zone extracted from the frames received on the specified MCNC; 
AOS only) 
VC Bitstream (i.e. the Data Field Status (Packet Telemetry only) a d  the Data FieldJData Unit 
Zone (without fill data) extracted fram the frames of the specified MCNC) 
MC Control Field (i.e. the Operational Control Field extracted from the f m e s  received on the 
specified MC) 
VC Control Field (i.e. the Operational Control Field extracted from the frames received on the 
specified MCNC) 
SourceIPath Packets (i.e. the reconstructed sourcelpath packets with the specified AP-IDS received 
on the specified MCNC; the AP-ID list can be modified on-line; synchronisation markers inserted 
into the data transferred to the user indicate when the new selectior, has become effective) 
Time Calibration (i.e. the Time Calibration Packet constructed for the specified VC; Packet 
Telemetry only) 
Space Link Status (on user request, the R-PHs monitors the space link status and reports any status 
changes detected) 

The other service class is the so-called "immediate data access" (IDA), which as opposed to the on-line 
service delivers the selected data with full flow control. This means that thz selected data will be 
delivered to the user as fast as the available link bandwidth allows, but due to the applied flow control 
no data will be lost. This service class is not called "off-line", since it allows the user in a single 
selection not only to request data already stored by the R-PHs, but even telemetry still to be acquired. 
This means that, available communications bandwidth permitting, the IDA service class can also be 
used for near real-time telemetry delivery, in case flow control is essential. 

The data selection options are mostly identical to the on-line service class with the following 
exceptions: 

Information on the presently stored telemetry can be retrieved in the form of directories 
Data selections can be further refined by specifying 

the start and end time and or counter range 
the start time or counter and the number of data units to be delivered 

List of AP-IDS can only be changed when a data transfer invoked earlier has been terminated 
Space link status reports are not available 

If the real-time telemetry received by the R-PHs contains also a Virtual Channel conveying so-called 
tape dump data, the transfer frames of this virtual channel will initially he stored as any other VC. 
Under control of the SSM, the data zones of the transfer frames of the tape du~rip VC are extracted and, 
if required, in reverse order, serialised and forwarded to a Frame Extractor Decoder (FED) unit which 
performs frame synchronisation and decoding. As real time telemetry, the annotated frames are 
forwarded via the VCDEMUX to the Storage unit which stores them in the "tape-dump" directory 
rather than the real-time directory. By means ~f the IDA services the user has access both to real-time 
and tape-dump telemetry by selecting the appropriate directory. 



The Telecommand Encoder (TCE) 

The "conventional" telecommand function is implemented in a single physical unit encompassha the 
communication network interface for connection to the user, the telecommand engine proper and the 
PSK modulator. As opposed to the R-PHs, the Functional Processing Chain providing the 
telecommand service cannot be dynamically built from a pool of functional units interconnected by 
virtual circuits over a LAN. Therefore, for the telecommand function the "server" concept has not yet 
been implemented. By selecting the network address, the user also specifies implicitly the physical 
resources which will provide the requested service. 

Otherwise, as regards the protocols, the same considerations as presented for the R-PHs have been 
applied. Since the present modulation standard limits the maximum throughput on the space link for 
telecornmands to 4 kbps, and, in general, compared to telemetry, the throughput requirements are 
moderate, for telecommanding a single seven layer protocol architecture (i.e. not split into control and 
data channel) is used. 

The TCE provides three types of services: 

the PCM Telecommand service, 
the Packet Telecommand service, 
the Physical Layer Interface service. 

Before a user connects to the TCE, the service to be provided is enabled through the management 
interface and the access rights for the user(s) are set. 

The PCM telecommand service has been implemented in order to ensure the continuation of support to 
on-going missions, whenever the new TCE has to be installed as an in situ replacement of the 
equipment presently deployed. To avoid the need for any modifications on the control centre side, the 
related private ESA message protocol implemented on top of the X.25 network layer has been 
implemented for accessing the PCM telecornmand service. 

The Packet Telecommand service, which can be accessed using the Common Management 
Information Protocol (CMIP), supports telescience applications by allowing payload control centres to 
connect in parallel with the flight agency's control centre. To safeguard the mission, only the flight 
agency's control centre has control over the telecommand session, i.e. the establishment and release of 
the radio link to the spacecraft. Only this control centre has access to the Bypass Control (BC) service 
and is allowed to send directives affecting the state of the teleconlmand protocol engine in the TCE. It 
also determines the uplink bandwidth allocation by specifying the MAP (Multiplexor Access Point) 
multiplexing scheme. Should an emergency require to do so, the flight agency's control centre can at 
any time locL out payload control centres. The TCE will only accept telecommand requests as long as 
... L user access rights encompass the selected MAP and Application Identifier(s) (AP-ID). In order to 
facilitate cross support, the TCE implements, in addition to the ESA packet teiecommand standard, 
also the CCSDS Blue Book, where the latter, in contrast to the ESA standard, allows Bypass-Control 
(BC) services to be supported without first terminating the Acceptance-Data (AD) service. 



The Physical Layer Interface service is intended for support of spacecraft which adhere neither to the 
PCM nor to the Packet Telecommand standard. In this service, the TCE is practically transparent and 
enables uplinking of CLTUs (Command Link Transfer Unit) as submitted by the user. In addition, the 
user has control over the insertion of acquisition and idle sequences, where in case the TCE is 
requested to insert them automatically the bit patterns can be defined. 

The Monitoring & Control Concept 

The objective of the new M&C concept has been to establish a clean management hierarchy (ground 
station network, individual ground station, individual subsystem) to allow control of the services made 
available to users by the various ground segment entities. Furthermore, the implementation of the 
concept should exploit more advanced technology to replace the n~ostly IEEE-488 bus-based station 
internal M&C infrastructure which is cumbersome and expensive to maintain because of the lack of 
truly standardised protocols, data types, data presentation and bandwidth limitations. 

Within the scope of this paper, it is not possible to present the entire M&C concept. What is presented 
below, addresses the sub-system related aspects of this concept. 

Also in the area of ground station equipment, considerations of cost and user friendliness have led to 
the introduction of Graphical User Interfaces (GUI). replacing the expensive, individually designed 
front panels. The availability of powerfbl GUI building packages in the UNIX world resulted in the 
introduction of UNIX in embedded systems which traditionally had been built exclusively around real- 
time kernels. UNIX also made the LAN technology readily available which enabled to place the GUI 
infrastructure, which then is shared between individual sub-systems, at the stations operator's normal 
working position, relieving him from having to walk to the individual sub-system to control it. 

This evolved environment also facilitates the introduction of a modem M&C infrastructure, where the 
expensive and cumbersome IEEE-488 infrastructure is replaced with the LAN and where due to UNIX 
suitable protocols available as off-the-shelf products can be introduced providing for truly standardised 
data exchange. Candidate protocols have been evaluated and CMISICMIP has been chosen. The initial 
implementation only uses a subset of the service elements provided by this protocol, in particular 
scoping and filtering are not used. In order to obtain good adaptation to the application and to avoid 
unnecessary complexity, privately defined managed objects (M&C-DO) are used rather than the 
Generic Managed Objects defined in IS0  10165. By means of these objects, a "conceptual" view of 
the sub-system which is then available to the managing entity can be modelled. These objects are 
briefly described below. 

Any sub-system is assumed to arrange the M&C related resources in a tree structure in line with the 
hierarchy depicted in figure 4, where this tree has three levels: the sub-system proper, individual 
subsystem units, and function blocks (function blocks can however exist at sub-system level). These 
elements are not only structuring the resource tree, but they are also Managed Objects which support 
generic sub-system administration like state transitions from set-up to operable, control mode (local or 
remote) and the like. The tree structure determines the scope of visibility of resources. At any node 
within the tree only those resources which belong to that node or a branch below that node are visible. 



Associated with each node of the tree, different types of resources like Variable Lists (VL), and tasks 
may exist. These resources can be mapped to the different managed objects accessible through the 
management interface of the subsystem. This resource structure as well as the mapping to the managed 
objects is specified in the so-called Management Information Base (MIB) description file (M&C-ID- 
I), which is evaluated at start-up of the subsystem. If the particular site or the mission to be supported 
require a modification of the view presented to the managing entity, the MIB description file is 
updated accordingly. The generation of a modified view, i.e. a different mapping of resources to the 
managed objects, does not require any change to the software of the sub-system. At start-up, the MIB 
is built according to the MIB description file. Ob1.;ously, since the resource structure is implemented 
in the sub-system's application software, this part of the MIB description file is fixed. 
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Objects "sub-system", "sub-system unit", and "function block" is explained above. The "monitored 
variable list" provides read access to subsystem internal variables, where the manager can choose to 
receive a report either cyclically, on change of (at least) one variable contained in the list, or only on 
request. The "controlled variable list" enables the manager to set subsystem variables to either the 
values specified in the request or to default. Any subset of the variables contained in the Managed 
Object is accessible. The "task" object is used to invoke, stop, or abort the execution of specific 
functions in the sub-system, where the object is used both to convey any arguments as well as for 
monitoring of the f ic t ion  executi~n. The "event handler" objects allow the detection of sub-system 
internal events and the automatic triggering of associated actions. The manager can switch on or off 
the complete event detection as well as the individual associated actions. The "log" object is used to 
copy the specified subset of the sub-system log into a "public" file store from which it can then be 
retrieved by the manager. As a future extension, it is intended to implement a Managed Object for the 
administration of sub-system schedules. Another set of Managed Objects is used for control of inter- 
subsystem communication. This feature is used e.g. by the TCE which connects to the Front-End - - 
  on troller for checking the front-end status. 
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Conclusion and outlook 

Starting from the architectural concept for the ground station back-end equipment, this paper has 
described the actual implementation as constrained by presently available hardware and software, cost 
and the need for backward compatibility. The growth path towards full implementation of the CCSDS 
AOS recommendations has been outlined. 

The features designed into the equipment to facilitate cross-support and to promote telescience in 
terms of available services and management concept have been high-lighted. 

Further system enhancements of the described sub-systems will be driven by mission needs. Hardware 
modifications will aim at getting closer to the architectural concept, in particular as regards the Frame 
ExtractorlDecoder component. Mid-term extensions of functionality are expected in the area of further 
refined services resulting from the introduction of the Packet Utilisation Standard (PUS). Another 
activity which has already been started is the development of a "low-end" telemetry system which 
while retaining the functionality and user interface will be based on much simpler (and therefore 
cheaper) hardware. The considerably lower performance of this system is still sufficient to cover a 
wide range of TT&C applications such as geostationary communications satellites. 
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PROCESS AND METHODOLOGY OF DEVELOPING 
CASSINI G&C TELEMETRY DICTIONARY 
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While the Cassini spacecraft telemetry design 
had taken on the new approach of "packetined 
telemetry", the AACS (Attitude and Articulation 
Subsystem) had further extended into the design 
of "mini-packets" in its telemetry system. Such 
telemetry packet and mini-packet design 
produced the AACS Telemetry Dictionary, 
iterations of the latter in turn provided changes to 
the former. The ultimate goals were to achieve 
maximum telemetry packing density, optimize 
the "freshness" of more time-critical data, and to 
effectuate flexibility, i.e. multiple AACS data 
collection schemes without needing to change 
the overall spacecraft telemetry mode. This 
paper describes such a systematic process and 
methodology, evidenced by various design 
products related to, or as part of, the AACS 
Telemetry Dictionary. 

INTRODUCTION 

A;\ efficient ground data system and effective 
telemetry data processing 1 analysis system stem 
from good engineering design with respect to 
timeliness, frequency, accuracy, and sufficiency 
of the data contents in the telemetry stream. The 
human interaction with the data, thence 
consumption of the data, can also be enhanced 
by human-engineered telemetry displays and 
systematic organization of the telemetry 
measurements. 

Such objectives can be achieved, in part, by an 
up front design of a flexible and efficient 
telemetry handling system on board the 
spacecraft, and of an equally efficient ground 
data analysis system. A common thread between 
the flight and ground systems is the Telemetry 
Dictionary. 

In the present context, the Telemetry Dictionary 
is more than just a collection of telemetry 

measurements with their descriptions, arranged 
in some alphabetical ordering. The development 
process of the Dictionary is intertwined and 
iterative with the design process of the telemetry 
system. In fact, the Dictionary is not simply the 
child-of-the-parent of the telemetry design; it is 
also the parent-of-the-child. The Dictionary 
evolves from the telemetry design process; and 
through iterations, the Dictionary development in 
turn provides improvement and optimization to 
the telemetry design. 

This iterative process was particularly necessary 
for the Cassini AACS (Attitude and Articulation 
Subsystem) because of its new approach of using 
a "packetized telemetry" system versus the 
widely used "time division multiplex" (I'DM) 
system. The AACS further extended the packet 
design to include the "mini-packet" design. 

The ultimate goals of the mini-packet and packet 
telemetry design were to achieve maximum 
telemetry packing density, optimize the 
"freshness" of more time-critical data, and to 
effectuate flexibility, i.e. multiple AACS data 
collection schemes without needing to change 
the overall spacecraft telemetry mode. 

The Cassini AACS telemetry design also 
responded to the object-oriented design approach 
of the AACS flight software. The fundamental 
entity of telemetry collection was to be based on 
each software object. A bottoms-up approach 
was used to assemble and analyze the telemetry 
measurements per software object. A database 
was constructed in which each measurement (i.e. 
record) was associated with attributes including 
measurement-number (E-numbers in Cassini), 
mini-packet, software object, channel' type, bit 
assignment, scale factor etc. 

"Channels" are herein used synonomously with telemetry 
"measurements", and should not be confused with 
"telecommunication channel, bandwidth". 



Through iterative analysis, the collection of 
measurements was screened, organized, and 
assigned to the fundamental unit of a telemetry 
mini-packet. Mini-packets were created that 
grouped measurements by similar functions 
and/or similar collection periods. A systematic 
optimization of mini-packet assignments led to 
the consolidation of the database, from which 
statistics were synthesized and analyzed. AACS 
telemetry modes were designed corresponding to 
the overall spacecraft telemetry modes - a virtue 
of the flexihility of a mini-packet packetized 
telemetry system. Telemetry maps specifying 
the periodicity of telemetry mini-packets were 
designed, satisfying overall spacecraft telemetry 
bandwidth allocation requirements. 

This paper describes such a systematic process 
and methodology, evidenced by various design 
products related to, or as part of, the AACS 
Telemetry Dictionary. This work was performed 
during the first part of Fiscal Year 1994, and was 
completed before the AACS Flight Software 
Critical Design Review. 

FEATURES OF A TELEMETRY 
DICTIONARY 

References to the AACS Telemetry Dictionary 
of Galileo (ref. I ) ,  Mars Observer (ref. 2), and 
Cassini (ref. 3) reveal the common features of a 
telemetry dictionary of a major-size spacecraft. 
Putting aside those spacecraft-specific design 
features !hat should always be documented, the 
following list shows the major features to be 
included in the telemetry dictionary: 
- Spacecraft telemetry system description 
- Subsystem (e.g. AACS) telemetry system 

desciption 
- Telemetry design: data acquisition, process- 

ing, storing, and transmission; telemetry 
maps, rates, modes (overall spacecraft mode 
versus subsystem mode) 

- Telemetry detailed design: data format, 
headers, trailers, fillers, engineering "transfer 
frames", major frames 

- Telemetry packets, mini-packets 
- Special telemetry modes 
- Telemetry Indices: by channel number, 

display mnemonics, data type, subsystem 
association, flight software name, and 
frequency (periodicity) 

- Telemetry data sheet (by channel number) 

- Telemetry subcommutation map (for TDM) 
design;. packet and mini-packet tabll-s (for 
"packetlzed" design) 

- Telemetry modes, transitions, relationship 
between spacecraft mode and subsystem 
(telemetry / operation) mode 

- Parent-to-child relationship between channels 
(child-channels are usually derived in Ground 
Data System in order to relieve spacecraft 
downlink burden) 

Spreadsheet or database documentatior~ of 
channel data is ideal not only for sorting / 
indexing purposes, but also invaluable in the 
analysis / synthesis of telemetry modes, rate 
(periodicity) association, decomrnutation and 
mini-packet / packet design. Spreadsheet 
columns, i.e. attributes, should at least include 
channel number, display mnemonics, data type, 
subsystem association, flight software name, and 
frequency (periodicity). 

In fact, the basis of the Cassini AACS Telemetry 
Dictionary used for the mini-packet / packet 
design, rate group association, and overall 
downlink channel bandwidth optimization, was a 
spreadsheet documentation of all telemetry 
channels. 

Additional attributes included in the Cassini 
AACS Telemetry Dictionary spreadsheets were 
associations to software object, hardware unit, 
and mini-packet function (hence mini-packet 
name). Desired data frequency (periodicity) was 
a very important attribute, used in the iterative 
design of the mini-packets. The desired 
periodicity expressed the "freshness" 
requirement, and was represented by cardinal 
ratings of F, FM, M, MS, and S (i.e. fast, fast- 
medium, medium, medium-slow, and slow). 
Attributes of data types (signed integer, unsigned 
integer, floating-point, digital, state and ASCII) 
and number of data bits were included for 
channel bandwidth optimization and statistics 
summarization. 

PACKET / MINI-PACKET DESIGN vs 
TDM (Time Division Multiplex) DESIGN 

The gist of the design differences between 
packet / mini-packet design versus TDM design 
is the absence vs presence of a "telemetry 
decommutation map". 



In a TDM design, a channel will be included in 
the telcmetry stream (regardless of whether the 
stream is to be downlinked or stored on-board) at 
a fixed location according to the decommutation 
map. A map covers all locations of a complete 
unit of telemetry stream (also known in Galileo 
as  Major Frame, in Mars Observer as 
Engineering Transfer Frame). At a given bit 
rate, the "frame" always spans the same duration 
of time. (Hence, the scheme is called TDM.) 

Within a decommutation map, the same channel 
can appear once or multiple times. In the former 
case, the channel is said to be in the "slow deck"; 
in the latter, "medium" or "fast" deck, depending 
on the repetition rate. In Galiieo, there are 
basically three rates, the "ninety-one-deck", 
"thirteen-deck", and "zero-deck", ranging from 
slow to fast. For 1200 bps telemetry rate, the 
periods are 60 2/3 sec., 8 213 sec, and 213 sec. In 
Mars Observer, in the 2000 bps Engineering 
Mode, there are the 32 sec., 8 sec., 1 sec. "- 
decks" for the flight computer processed data. 

Decommutation maps are large. There can be 
multiple maps, one for each Spacecraft "mission" 
mode. In Mars Observer, there are four modes: 
Engineering, Mission, Emergency and Safe 
Mode; with different bit rates ranging from fast 
to slow, respectively. In Galileo, even though bit 
rate can change from 1200 bps down to 8 bps, 
the same decommutation map still applies; 
however, there is an extra "Variable Telemetry 
Map" that can be selected from four choices. All 
Variable Telemetry Maps provide 22.5 (16-bit) 
words, equivalently 18 plus 9 one-half channels 
at the zero-deck rate. 

Changes to decommutation maps are possible 
normally via memory loads at specific memory 
addresses. Such a change process is labor- 
intensive. 

For Cassini, if TDM were used, the maps would 
be even larger (about five times as large as 
Galileo, and one-and-a-half times larger than 
Mars Observer). This is not simply due to 
complexity of the spacecraft, i.e. number of 
subsystems, but is due to increase of compuation 
power of the on-board computers. 

Without using the packet / mini-packet design, 
Cassini would suffer excessive sluggishness in 
AACS telemetry - where the fastest allocation 

downlink rate was at 1896 bps, with 576 bps 
allocated to AACS. 

The mini-packet design provides AACS with 
total freedom to assign desired I appropriate 
mini-packets to the fixed packet sir: allocated to 
AACS. Each Spacecraft Subsystem is allocated 
a certain packet size. Multiple (not necess~iily 
integrd number of) packets can be included in an 
"engineering transfer frame". 

Flexibility is achieved by associating AACS 
Telemetry Modes for certain AACS Operation 
Modes, and against all Spacecraft Mode. Instead 
of having the TDM d~commutation map(s), 
maps of telemetry channels in mini-packets 
(regardless of modes), and maps of mini-packets 
in packets (per AACS Telemetry Mode) are 
stored. The first set of maps are much smaller 
than a TDM decommutation map. The second 
set of maps are basically tables of "(m,n) 
frequency" allocation of mini-packets to packets. 

"(m,n)" frequency in Cassini means that, for that 
AACS Telemetry Mode, m mini-packets will be 
contained in n packets. E.g. (8,l) is the fastest 
rate and (1,64) is the slowest rate in Cassini. At 
an AACS pzcket period of 8 sec., they represent 
mini-packet periods of 1 sec and 5 12 sec. 

For more details on TDM, mini-packets, 
guaranteed delivery of mini-packets in packets, 
see (ref. 1 - 4) 

CASSINI PROCESS & METHODOLOGY 
of Telemetry Dictionary Development 

The Cassini AACS telemetry design and 
Telemetry Dictionary development was an 
interactive and iterative process. Using project 
organization terminoiogy, it was a cooperative 
task performed between the AACS Subsystem 
Group, Control Analysis Group, Flight Software 
Group, Hardware & Electronics Group, and the 
Ground Data Systems I Mission Operations 
Group. 

While generic telemetry channel requirements 
were synthesized by the Subsystem Group, 
specific candidates were proposed by the 
Hardware Group, Analysis Group, and the 
Software Group. Inheritance from the Galileo 
and Mars Observer designs was duly observed. 
In fact, a one-to-one comparison was made 



between the Galileo AA.CS Telemetry 
Dictionary and the candidate Cassini Dictionary, 
revealing potential omissions and confirming 
completeness. 

From the respective AACS Groups, requirements 
for candidate telemetry channel, periodicity, data 
bits (resolution, precision), and format were 
drawn on hardware (sensors, ,tuators, 
hardware-to-electronics interfaces); control 
states, intermediate and observable variables; 
flight computer hardware data, hardware 
configuration and overall fault protection data. 
The Ground System Group was consulted 
regarding mission operations requirements and 
channel bandwidth optimization. Human 
engineered mnemonics and channel type 
assignment were prescribed to all measurements, 
conforming with JPL's AMMOS (Advanced 
Multi-Mission Operations System) ground 
software standards. 

The object-criented software design of the 
AACS flight software design (some 20 objects) 
(ref. 5) provided an easy association of telemetry 
to software objects. The list of object names and 
their statistics are given in Table 1. (The 
Telemetry Manager is one such object.) Table 2 
is a sample of this initial compilation of 
telemetry dictionary, for the Software Object of 
"Accelerometer-Telemetry-Manager". Since 
object-oriented software design has distinct input 
olztput data flow, the same telem!ry can be 
tapped from either the source or destination. A 
rule of thumb was adopted to tap the telemetry 
from the source, unless certain fc ~ctional 
groupings made it more desirable to tap from the 
destination. 

A spreadsheet for all telemetry channels was 
then composed, where all attributes were 
entered, including their cardinal ordering of 
periodicity. 

At that point, mini-packets were designed which 
attempted to group telemetry by 
- functionality 
- similarity in periodicity requirement 
- manageable size of mini-packet. 
The number of mini-packzts were kept to a 
minimum, compromising with the uniformity 
(diversity) of the functionality and periodicity of 
the channels grouped within the same mini- 
packet. 

The mini-packet attribute was then added to the 
spreadsheet. With each iteration, new packet / 
mini-packet design was synthesized and their 
statistics analyzed. Iterations on the spreadsheet, 
good engineering practice, and negotiations with 
the engineer(s) requiring the specific channels 
(and other requirements), then led to a 
compromised mini-pa, Let design. 

While the design work was approaching 
completion, bandwidth allocation had yet to be 
analyzed. This was when the cardinal ordering 
of mini-packet periodicity was translated into 
ordinal (m,n) association. 

New spreadsheets were prepared (Table 3), 
which were linked to the Telemetry Dictionary 
spreadsheet, linked for channel attributes such as 
data bit size and mini-packet association. An 
iterative analysis and synthesis further led to 
optimized (m,n) periodicity associations, 
addition/deletion/merging of mini-packets, and 
final assignment of channels to mini-packets. 

Finally, an overall design of AACS Telemetry 
Modes, corresponding to all AACS Operation 
Modes and Spacecraft "Mission" Modes led to 
more rounds of iterations and finalization of the 
telemetry design, mini-packet / packet design, 
and, above all, the AACS Telemetry Dictionary. 

Samples of the Final Dictionary (a. of Jan., 94) 
are given in Table 4 and 5, where the telemetry 
channels are ordered by channel-numbers (i.e. 
"E-numbers", also by Software Objects), and by 
mini-packets. 

All in all, 1088 channels in 67 mini-packets were 
assembled in the AACS Telemetry Dictionary. 
Out of these 67 mini-packets, 6 contained the 
less used off-diagonal covariance and Kalman 
gain elements (1 6 1 measurements), which are 
non-essential during normal mission operations. 
Eliminating those left 947 measurements in 61 
mini-packets. A total of seven telemetry maps 
corresponding to 7 AACS telemetry modes were 
constructed. These modes are: (1) Record; (2) 
Nominal Cruise; (3) Medium Slow Cruise; (4) 
Slow Cruise; (5) Orbital Ops; (6) Av; (7) ATE 
(Attitude Estimator) C.alibration. These 7 maps 
cover all spacecraft te1:metry modes. For further 
informatim about mode transitions, and for 
details of the AACS Telemetry Dictionsry. refer 
to (ref. 3 and 6.) 



CONCLUSION 
The process of bottoms-up development, use of 
human engineering skills, and the construction of 
the database had permitted a systematic way of 
sorting, synthesizing and analyzing all Cassini 
AACS telemetry meamrements. Maximizing the 
use of database formulas and linking databases 
also permitted expedient parametric variation 
and analysis of bottom-line figures; examples of 
the latter were dictionary statistics, and 
bandwidth consumption (vs allocation) for 
specific telemetry modes. Hence, an effective 
ar.d flexible packet / mini-packet design scheme. 

This process cf developing the packet 1 mini- 
packet design and the establishment of the 
AACS Telemetry Dictionary had proven to he 
closely intertwined and cross-productive. The 
end result also provided the design for the 
"Telemetry Manager" flight software object. 
The process helped to bind a contract, i.e. 
interface specification of telemetry measurement 
between software objects. It further provided 
important feedback to software control algorithm 
designers for finalizing design parameters. 

In conclusion, not only was this Cassini process 
a means to an end - the Telemetry Dictionary, it 
was also a team-player in the overall AACS 
flight software design. 

TABLE 1. Summary Statis 
Software Obiect 

ACL 
ACM 
ADC 
ATE 
CFG 
CMD 
CMT 
FPA 
FPR 
FSX 

IOUmgr 
WP 

MOD 
PROM 

SID 
TLM 
XBA 
ACC 
EQA 
IR U 
PMS 
RWA 
SRU 
SSA 

Attitude Control 
Attitude Commander 
Attitude Determinat'n Commander 
Attitude Estimator 
Configuration Manager 
Command Manager 
Constraint Manager 
Fault Protection & Analyzer 
Fault Protection Recovery 
Flight Software Executive 
Input-Outout-Unit Manager 
Inertial Vectqr Propagator 
Mode Commander 
PROM-Control 
Star ID (identification) 
Telemetry Manager 
Cross-string Bus Adapter 
Accelerometer Manager 
Engine Gimbal Actuator 
Inertial Reference Unit 
Propulsion Module System 
Reaction Wheel Assembly 
Stellar Reference Unit 
Sun Sensor Assembly 
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I. ABSTRACT 

This paper describes the Multimission Telem- 
etry Visualization (MTV) data acquisition/distribu- 
tion system. MTVwas developed by JPL's Multime- 
dia Communications Lclboratoty (MCL) and de- 
signed to process and display digital, real-time, 
science and engineering data from JPL's Mission 
Control Center. The MTV system can be accessed 
using UNIX workstations and PCs over common 
datacom and telecom networks from worldwide lo- 
cations. It is designed to lower data distribution costs 
while increasing data analysis functionality by inte- 
grating low-cost, off-the-shelfdesktop hardware and 
software. MTV is expected to sign~jicontly lower the 
cost of real-time data display, processing, distribu- 
tion, and allow for greater spacecraft safety and 
mission data access. 

11. INTRODUCTION 

As the leading NASA center involved in 
unmanned space missions, JPL has a long and 
distinguished scientific record of achievement in 
collecting, analyzing, distributing, andarchiving data 
and images from planetary exploration missions. To 
manage its multi-scientific ind engineering opera- 
tions connected with the exploration of the Solar 
System, JPL has developed extensive local area 
communication networks for linking its user com- 
munity in clusters of cooperative workgroups. Uti- 
lizing this infrastructure of networked desktop work- 
stations and PCs as display platforms, MTV was 
developed to provide an easy, plug-in access to real- 
time mission data using local and wide area net- 

works. Registered MTV users now have convenient 
access to key telemetry data channels from a variety 
of platforms and graphical user interfaces (GUIs) 
from almost any location. MTV data distribution and 
display ergonomics have increased the electronic 
exchange of engineering and science data by allow- 
ing principal investigators, scientists, engineers, and 
managers worldwide access to real-time data, any- 
where, any time and seamless transport of data into 
otheranalysis, spreadsheet, word processing, or other 
software tools. 

Recent technology advances in multimedia 
communications hardware and software have pro- 
vided MTV users with a wide range of concurrent 
processes beyond telemetry viewing. Now audio and 
video services can be requested during MTV ses- 
sions, thus providing mission operations personnel 
with new processes for distributing and displaying 
high resolution photographs, conducting point-to- 
point video conferencing, shareware, and digital 
teievision monitoring1cap'-l+~g. Tnis paper also 
briefly outlines the role of ' - E L  in developing 
low-cost multimedia commu cation tools for JPL 
and NASA scientists, engineers, and managers on a 
wide variecy of projects. 

The following MCL capabilities will be dis- 
cussed: 

( I )  Prototyping and demonstrating network 
distribution of real-time mission data using network- 
ing, i.e. Institutional Local Area Networks, TCP/IP, 
FDDI, and telecom, i.e. standard 9600 baud telecom 
lines, Switched 56 and ISDN. This activity serves as 
a proof-of-concept function for the MTV project. 



(2) Testing and evaluating promising tech- 
nologies, applications and implementation strategies 
associated with distribution of bandwidth-intensive 
multimedia mission data types which are compressed 
and distributed over networks currently installed or 
planned at JPL, i.e. desktop video teleconferencing, 
groupware, image and video servers, multimedia 
electronic mail and remote telepresence over Ethernet, 
ATM and FDDI optical fiber interfaces. 

(3) Analyzing and predicting the productiv- 
ity impact of multimedia computing and comrnuni- 
cations on organizational effectiveness, and cornrnu- 
nications within and between scientific and engi- 
neering workgroups including multilingual commu- 
nicction for international spaceflight workgroup$. 

(4) Developing a five-year institutional strat- 
egy and implementation plan for integrating multi- 
media workstations with networked supercomputers, 
the National Information Infrastructure (NII), and 
High Definition Digital Television (HDTV) for space 
mission applications. 

(5) Designing, developing, and implement- 
ing interactive, digital applications using 
interoperable workstations and PCs for supporting 
technical and management presentations, large group 
video teleconferencing, and on-line, interactive train- 
ing for ground and mission operations. 

(6) Development of multimedia productions 
for Internet Mosaic Home Pages including hypertex, 
full-motion video, and interactive CD-ROMs. 

As the technologies of multimedia platforms, 
software, and subsystems enter mainstream comput- 
ing and communications, the JPL MCL team evalu- 
ates promising commercial, off-the-shelf (COTS) 
technologies and products as they are released from 
developers. Those products which, after test and 
evaluation in the MCL, are found to contribute to 
cost-effective mission operations and add value to 
JPL's institutic ,I processes, will be considered for 
service within our flight operations groups. MTV 

was the first such product. As with any technology 
involving the widespread distribution of images and 
audio over networks, there is potential to reshape the 
way spacecraft data is viewed and shared. Multime- 
dia communications is opening many new avenues 
for cost-effective, innovative processes which sup- 
port the national space program. Further, it is ex- 
pected that MTV will find application as a dual-use 
system in the commercial sector. Real-time medical 
monitoring, industrial and environmental monitor- 
ing and process control are a few promising applica- 
tions under consideration for technology transfer. 

111. ANALOG VERSUS DIGITAL SYSTEM 

For twenty years JPL has relied upon an 
analog TV telemetry distribution system for viewing 
up to 3500 possible telemetry channels. After telem- 
etry data is received by the Deep Space Network 
(DSN) and decommutated at JPL, it is converted to 
an NTSC video signal and distributed to a large 
switch for delivery to video monitors scattered 
throughout JPL's primary flight operation facilities. 
The system allows only viewing of the desired chan- 
nels which the user may select for hisher mission. 
The Digital Television System (DTV) as it is called 
is not a digital system in the true sense, but was given f 

this designation presumably because it displayed / 
digits! The system has served JPL's telemetry data 
anaiysis users well and still has many proponents. 
Rut with the advent of desktop computers, the DTV 
system became an antiquated liability with little 
flexibility in the era of cheaper, better, and faster. 

After reviewing the costs vs. capability of the 
DTV, it became clear that use of desktop PCs and 
workstations connected to the JPL Institutional Lo- 
cal Area Network (ILAN) and Internet could perform 
the primary DTV functions with greater flexibility. 
Enhanced telemetry visualization, a rich set of data 
analysis tools, including automated alarming of data 
streams by use of set points, werecompelling reasons 
for a new system. Further, users could access the 
system from remote sites-globally. This feature is 
attractive for missions involving domestic and inter- 
national partners with remote command centers 



1V. MTV PROTOTYPE DESCRIPTION 
Samples of MTV display windows arc shown 

The development of an MTV prototype was in Figures 2.0 and 3.0 klow. 
stated by the Multimedia Communications Labora- 
tory (MCL) in January 1993. After quickly abandon- 
ing the concept of continued broadband distribution 
of the DTV analog signals, except for video display 
on desktop platforms, it was decided by the designers 
to interface a Unix server with the Galileo spacecraft 
data stream, separate and condition the data chan- 
nels, and distribute the data to remote PC clients and 
workstations using JPL's ILAN. 

E-9742 Tue Hay 17 13:12:U 19941 . 
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Figure 2.0 MTV Client ID Display Window 

The initial prototype, which used a 486 PC 
running MS Windows- 3.1 with a network interface, 7 , ,, , , ,,, ., ,.,.,. , ,.,. ,,,, ..,.,,, ,- .,, , ,, , ,.,,,, ,,.. ....., ,.  .,. . - - . .- . . . . - 
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was demonstrated to several of JPL's mission teams. 
Rint rzit He,p 

-. 

From this demonstration, experimental users were i --- 
identified for testing MTV and the system was in- 
stalled at several sites. These experimental sites were 
used to debug the system and to gain insight into user 
requirements. User's suggestions andcomments were 
solicited and the design team made several enhance- 
ments to the MTV (GU1)asaresult of thisprototyping. 
The architecture of the MTV prototype is shown in 
Figure 1.0 below. 

Planned I ria 

List Page 
: E-0111 
: €4112 

E-0095 
E-3096 

: E-0082 
: E-0086 

E-0078 
: E-1106 
: E-1129 

E-0115 
E-0116 
€4272 
E-0094 
E-0088 
E-1383 
E-0301 
E-1607 

These windows can be scaled and sized by 
the user and seamlessly cut and pasted into other 
popular Windows~applications like Excelm ,or Wordm. 
The MTV user can also configure the system to 

,,,,,,, analyze the selected data streams for anomalous 
science or engineering data outside the range of 
setpoints. When such conditions are encountered, 
the MTV system sends a message and alarm to the 
user at their location of choice,i.e. home, office, or on 

vlaPhone travel. This feature reduces the time of notification 
over using the DTV-operator-in-the-loop method. 
The system interface was also designed to use color 

Figure 1.0 MTV Network Architecture in discriminating conditional cues for data states. 



Network Interface would be seeing the same dataJplots, independent of 
when or where they started the request. 

MTV currently operates with Novell's LAN 
Workplace for DOSIU (future adaptations for 
Microsoft's LAN  manager^ and PC-NFS- are 
planned) as the principal network transport interface. 

Remote Monitoring and Alarming 

Recent tests with portable PCs and Personal 
Digital Assistants (PDA) with Beeper Notification 
Systems have demonstrated that MTV can be trans- 
mitted over telecom lines via modems.This feature 
will allow a mission controller almost anywhere in 
the world to be promptly alerted to data anomalies 
in science experiments, or failure of a spacecraft 
component. The MTV server will automatically con- 
tact the nlission manager's MTV laptop, notebook, 
or PDA for alarming and immediate access to the 
required data channel, thus providing continuous 24- 
hr., 7-days-a-week monitoring of critical data 
setpoints. 

After an initial connection has been made 
with the Unix server, data is transported across 
Ethernet (and soon, telecom lines) on a point-to-point 
basis. If the requesting PC has the proper security 
registration, it will begin to receive the requested data 
as a background process that will be ongoing on the 
PC. On 33 Mhz or faster PCs, the degradation of 
CPU power by this process is virtually impercep- 
tible. When a user wishes to view a particular page 
of spacecraft data (a page being a select group of 
engineering channels-see Figure 3.0). all he or she 
is required to do is open the MTV window that shows 
the available pages, mousc-click the desired icon V. FUTURE PLANS FOR MTV 
button, and immediately the list page with the latest 
available data is displayed. As MTV evolves from the prototype, proof- 

of-concept stage into a fully-supported system prod- 
uct, several enhancements are planned. The 
Proto;yping Phase has been very useful in develop- 
ing a solid set of user requirements and continuous 
product improvement strategy. Currently, there are 
twenty registered prototype users. Requests for con- 
nectivity are increasing daily. The potentiai exists 
for over 600 users at JPL, and probably 300 more at 
remote locations. To further aid in the widespread 
distribution or' information about MTV, a JPL Mo- 
saic Home Page is planned for Internet. Diffusion to 
other platforms include Macintosh~~ versions in Fall 
'94. When this task is completed, all major desktop 
platform types at JPL can be supported by MTV. 

Data Synchronization 

One of the significant features in the design 
of MTV is the functional requirement that all users 
of MTV have access to and view exactly the same 
daia. This aspect was inherent in the earlier analog 
DTV system. Users who tuned into channel 23 
viewed consistent channel 23 data. But with the 
advent of client-server, distributed computing archi- 
tectures and custom GUIs, synchronized data views 
are no longer guaranteed. 

With spacecraft alarms capable of being 
changed at will and independently on all platforms, 
no one user has the same data viewpoint. This be- 
comes very apparent with data plots. For instance, 
at time t,, a mission controller, monitoring a tem- 
perature value, notices the value oscillating in and 
out of an alarm setpoint over a period of time. When 
the controller notifies a spacecraft engineer of the 
condition and requests that they investigate it, the 
engineer displays his plot at time t, and views the 
data which appears nominal. With MTV, all users 

Specific enhancements and modifications 
planned for FY '95 include the following: 

+ Help System support with spacecraft telemetry 
data dictionary. 

+ Automatic software configuration control and 
download of current versions and data. 





VI. MULTIMEDIA COMMUNICATIONS 
LABORATORY (MCL) DESCRIPTION 

This section describes the technical core 
competencies and product incubating features of 
JPL's MCL. The MCL is becoming a focal point in 
transitioningemerging institutional requirements into 
high-quality multimedia products such as MTV at 
the lowest possible cost to users. To realize this goal, 
the MCL has developed an advanced prototyping 
center to facilitate the test, evaluation, and insertion 
of off-the-shelf, interactive, multimedia technology 
into multirnission applications for use by JPL science 
and engineering teams. 

Ths MCL includes a platform triad of (1) 
Apple Macintosh Quadra~950, (2) Sun Microsystems 
SPARC'staiionrq 2, and ( 3 )  IBM 486 Ultimediarv PC. 
Each of these platforms is equipped with state-of- 
the-art multimedia subsystems and software librar- 
ies for managing full-motion video playback, cap- 
ture, and editing; graphics; animation and 3-D ren- 
dering; and interactive authoring applications. 

These systems are connected to Ethernet, 
ISDN, and FDDI networks to aid in the investigation 
of local and global multimedia compression and 
transmission requirements. Each system is also linked 
to a central, multichannel, high-resolution, large 
screen RGBprojector for technical evaluation demos 
and briefings involving MCL developments. Figure 
5.0 shows an overview of the MCL architecture. 

In addition to serving 
multimission requirements at JPL, other institutional 
applications include TCPIIP multimedia electronic 
mail, scientific visualization, technical and execu- 
tive-level presentation, interactive CD-ROMIvideo- 
disk training andeducational authoring, photographic 
image and video storage and retrieval, video tele- 
conferencinglgroupware, and management of tngi- 
neering data libraries. The JPL MCL was also de- 
signed to investigate bandwidth requirements. packet 
video transmission, compression effects on visual 
quality, user ergonomics, storage requirements, pro- 
ductivity, and feasibility of network distribution of 

video, images, and HDTV broadcasts to NASA sci- 
ence centers worldwide. 

h l d n l a h  Qudn 950 IIIM PS2 UIUmcdh 
(41 MBylrs RAM)  (32 MByus R A M )  

Sun Mkms tern SPARCsUUon 2 
(3.&byer RAM)  

Figure 5.0 MCL Desktop Architee~re 

Macintosh Quadra 950-This system is a 
high-end PC workstation which has a variety of 
muhimedid devices integrated for playback, captur- 
ing, editing, and producing full-motion video from 
any National Television Standards Committee 
(NTSC) Source. This system has the primary task of 
multimedia contcnt production and visual data base ./ 
management. Once the content material is devel- 
oped, it is converted to target file formats and trans- 
mitted to other multimedia workstations. It is ca- 
pable of producing video tapes, 35mm slides, CD- 
ROMs, high-resolution photographs, and technical 
presentations in a Science Conference Center. The 
system has 48 Mbytes of RAM and 6.5 Gbytes of 
magnetic and optical disk storage. It is equipped with 
a Radius VideoVisionIStudio~ high performance A- 
D converter and compression/decompression sub- 
system. The system has a professional flatbed scan- 
ner and film recorder capable of 4000 lines resolution 
output. Audio is sampled atl6-bits and the system 
has a built-in speaker and microphone. Video tele- 
conferencing is accomplished through a special in- 
terface card which is connected to an ISDN switch. 
Ethernet and AppleTalk- are used for local commu- 
nication, and connection to the FDDI ring is planned. 



Desktop display is accomplished by dual- 16 and 13- 
inch Apple monitors. Full-screen, full-motion 
640x480 digital video is displayed on the smaller 
monitor while desktop applications are displayed on 
the larger unit. 

Sun Microsystem SPARCstation 2- This RISC- 
based workstation is used for video teleconferencing 
and groupware test and evaluatior,. The system has a 
X- video^ A-D video converter (S-bus subsystem) 
which allows the simultaneous display of two video 
sources using the Joiot Photographic Experts Group 
(JPEG) compressor. The system is equipped with a 
dedicated CD-ROM drive and video camera for 
video teleconferencing. Broadcast TV and other 
NTSC sources call also be displayed, captured, and 
stored. A built-in n~icrophone, speaker, and headset 
jack allows audio input and output. The system runs 
BSD Unix version 4 1.2 with Open  windows^ 3.0 
GUI. A high resolution 21" monitor allows very 
detailed pixel manipulation of graphical imagery in 
16 million colors. The system has 32 Mbyte of RAM 
and 1.5 Gbyte of magnetic storage. The system has a 
frame.buffer which allows 3-D modelling and ren- 
dering at 3 10 vectors/sec. The communications in- 
terface includes an FDDI dual attach connection 
which is on a subne~ fiber ring. 

IBM Ultimedia M77 486 DX2-This system is the 
most powerful desktop multimedia system in IBM's 
pr~duct line. The system comes equipped with a 661 
33 Mhz cached microprocessor and includes a math 
coprocessor. Its features include 32-bit bus architec- 
tiwe, XGA non-interlaced graphics adapter, and 32 
Mbyte of RAM. The system has a built-in CD-ROM 
Drive, and a 2 12 Mbyte capacity hard drive. Multi- 
media content is displayed at 640x480 pixels with a 
pallet of 65K colors, or 1024x768 at 256 colors. 
Audio is processed through the M-Audio Capture 
and Playback Adapter with analog conversion to and 
from a digital PCM data format at 8- and 16- bit stereo 
with sampling rates up to 44KHz. Digital audio 
processing is 16-bit ADPCM compression, CD-ex- 
tended architecture audio decompression, mix line in 
with PCM audio. The system is equipped with an 
Action Media 11- display adapter which uses Intel's 

proprietary i750 Digital Video Interactive (DVY 
Indio)~ chip. This subsystem allows 72 minutes of 
full-motion, compressed video to be recorded and 
played back on a standard CD-ROM, in addition to a 
variety of other input devices.This platform is con- 
nected to JPL's ILAN and shares many of the 
Quadrats video and desktop multimedia systems. 

VIII. MCL PROJECT PORTFOLIO 

The MCL has been under development 
since 1992 and recently achieved operational status. 
It now supports several JPL projects including MTV. 
Other projects are described below: 

Science Conference Center- The MCL, controls a 
complete digital theater projection environment from 
any of its platforms. Support includes real-time visu- 
alization episodes, executive and technical presenta- 
tions and technology demonstrations, or group video 
teleconferencing. 

DSN Archiving Project-As the construction of the 
next generation of advanced tracking antennas 
progresses, video footage is collected for each stage 
of constmction. This video as been stored on laser 
disk. MCL software for rapidly retrieving analog 
video clips by DSN personnel was provided. Cur- / 

rently a series of digital, interactive CD-ROMs is / 

under development for rapidly navigating and dis- 
playing digital source material, i.e. video clips, nar- 
ration, still photographs, CAD drawings, etc. 

Video Conference Center Design, T&E-To effect 
better communications among suppliers and subcon- 
tractors and to lower travel costs, a low-cost video 
teleconferencing center is being designed for a 

, . 
major JPL instrument project. The MCL is designing 
and integraticg the subsystems for this project. Inter- 
national and domestic connectivity is being provided d 

through ISDN switched technology. 

RoboticVehicle Communications,T&E-The MCL 
recently tested the remote control of a lunar rover 
using an Asynchronous Transfer Mode (ATM) switch 
and FDDI ring for transmission of JPEG compressed 
video telepresense signals. 
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ABSTRACT 

Very Large Scale integration (VLSI) Application-specific Integrutcd Circuit (ASIC) tec'cnology has 
enabled substantially smaller, cheaper, and more capable te1emetr.y data systems. However, the rapid 
growth in available ASIC fabrication densities has far outpaced the application of this technology to 
telemetry systems. Available densities have grown by well over an order magnitude since NASA's 
Goddard Space Flight Center (GSFC) first began developing ASICs for ground telemetry systems in 
1985. To take advantage of these higher integration levels. a new genzration of ASKS  for return link 
telemetry processing is under development. These new submicron devices are designed to  further 
reduce the cost and size of NASA return link processinp systems while improving performance. This 
paper describes t h e ~ e  highly integrated processing components. 

1. INTRODUCTION 

Jason Dowling, John Welling 
Loral Aerosys, Code 521 

The rapid growth of chip fabrication densities has had a tremendous positive impact on NASA 
telemetry data systems. Each year, new data system implementations are getting smaller, cheaper, and 
more powerful due tc the availability of highe~ integration components developed through impro1;ed 
VLSI fabrication processes. For ground telemetry systems, many of these c o m p e n t s  are the latest 
standard commercial micr~processors and solid-state memories developed for general purpose 
computing. Although general purpose components have improved telemetry data system 
implementations, even greater improvements have been gained with the addition of components 
developed specifica!ly for telemetry processing. 

Wle Data Systems Technology Division (DSTD) at NASA GSFC first began developing VLSI ASIC 
components for ground telemetry processing in 1985 [I]. This effort led to a series of more than a 
dozen different telemetry processing components implemented in silicon and Gallium A ~ n i d e  (GaAs) 
technologies. The high integraticn levels offered by these components enabled the development of 
VLSI-based systems that offered an order of magnitude improvement in performance, cost, a z i  size 
over previous telemetry processing implementations. The inherent advantages of these . j lSZic?  has led 
to their wide spread use across a numt l l .  of NASA programs. Over 100 VLSI-based telzmetry systems 
have been deployed in support of such programs as the Small Explorer missions [2,3], Deep Space 
Network (DSN), Hubble Space Telescope (HST), and the Earth Observing System (EOS). 

Integrated circuit technology has progressed very rzpidly since the DSTD developed i:s first series of 
VLSI telemetry processing components. Many of the origind ASIC components still in use were 
implemented in 2 micron semi-custom Cr/mplementary Metal Oxide Ser~liconductor (CMOS) gate 
array technology. This technology capable of fabricating parts with usable densities of up to 10,000 



logic gates. While such levels of integration were impressive at the time, they are modest by today's 
standards. With available densities approaching 1,000,000 logic gates, current submicron semi-custom 
technoiogies offer an opportunity to once again improve the performance and 4uink the cost and size 
of telemetry data systems. 

To make full use of today's available VLSI densities, the DSTD is developing a new series of very high 
integration \ILSI ASIC components for return link telemetry processing. The new ASICs are inteadeci 
to integrate .nto a single device much of the funclionality contained in current printed circuit card 
subsystems. This is expected to reduce system reproduction costs to well less than 23 9, of the cost of 
previous VLSI implementations. These next generation VLSI components are targeteb towards space 
science missions using the widely adopted packet telemetry protocols recommended by the 
Consultative Committee for Space Data Systems (CCSDS). However, they also offer a level of 
programmability and generic capability that make them useful for other missions with unique protocol 
formats. Efforts to date have focused on the development of three individual ASICs. One ASIC for 
Reed-Solomon error correction has been implemented and tested. Two more ASICs for frame 
synchronization and CCSDS service processing are currently in the design stage. In this paper, we first 
describe the functions required for CCSDS return-link processing. We then describe the architecture 
and key features of each of the three ntxt generation VLSI components that implement these functions. 

2. CCSDS RI..TURN LINK PROCESdING 

In the past, telemetry formats tended te be unique for each ne-v spacecraft. This led to the successive 
development of telemetry data systems for each new mission. This missior,-dque development c lde  
led to very high costs for tbe acquisition and maintenance of data systems on a NASA-wide basis. i'o 
reduce these costs aad to promote interoperability between ground processing elel.~ents, NASA adopted 
space data protocol standards outlined by the CCSDS, an international ~:il!aboratit e body camposed of 
:.lany of the world's space agencies. Most future NASA missions are now plsnning to use the CCSDS 
protocols. This yield? great potential for significant cost savings across al; future NASA flight and 
ground data systems. 

Return link processing is an area of particular interest for cost savings. Systenis implementing return 
link functions are used thrmgho~t NASA in ground statims, control centers, science data picccssing 
facilities, spacecraft verification equipment, compatibility testing, and launch support facilities. 
Demand for CCSDS retcin link pmcessing systems is expected to increase dramatically beyond currznt 
uses with the advent of the EOS pro$rm. Starting in 1998, the EOS will fly a series of reinote sensing 
spacecraft to monitor the earth's environment. Mally oC these spacecraft will be caprblc of brgadcxting 
CCSDS formatted science data directly to the user. Because of the scope of the EOS program, it is 
expected that there will be a large user base for direct broadcast data and, therefm, an even gruter 
demand for cost-effective CCSDS return link processing systems. 

Return link processing takes place ?fter the acquisition, demodulation, dnd digithation of signals 
transmitted from the spacecraft. Return-link processing systems generally extract framed data f m : ~  
incoming serial bit streams, correct framed data, validate the protocol structures within the frawr,, dni 
extra-: user data. Figure i depicts an example return link processing chain for packetized CcSDS 
telemetry. 

Frame synchronization is the process of delineating framed data structures from the incoming seriai bit 
stream. CCSDS telemetry uses a specific pattern to mark frame boundaries. Emuse space to ground 
transmission induces numerous types of data disturbances, NASA frame synchronizers employ 
sophisticated measures in searching for these markers to ensure correct synchroniiation of data. 











chip is expected to substantially increase packet throughput. The targeted level of performance and 
integration of the next generation Service Processor based on the CSP chip is depicted in Figure 5. 

MC68040 CPU 
Mezzanines 

Pipeline 
Mezzanine 

Current Service Processor Card Next Generation Service Processor 
50 Megabit per second 300 Megabit per second 
15,000 CCSDS packets per second 100,000 CCSDS packets per second 
$12K per card $1.5K per card 
3 On-board High Performance CPUs Single medium performance CPU 

Figure 5. Next Generation Service Processor Targeted Level of Integration 

6.  CONCLUSION 

The development of three new VLSI ASIC components for return link telemetry processing has been 
discussed. These components are planned for use in the next generation of VLSI systems now under 
development and will find application in a number of NASA ground data systems. The RSEC chip is 
already planned for delivery in high performance systems that will be used in the integrz!ion and test of 
the EOS-AM spacecraft and the EOSDIS Test System. The full complement of components will be 
first demonstrated in a prototype very low-cost ground capture and processing station for EOS direct 

"9 broadcast data. 

This new generation of return link processing components will help lower the cost and increase the 
performance of NASA's future data systems. However, return link processing is just one of many areas 
where high 
future, the 

5 processing, 
- i 

- - 
integration ASIC technoiogy can be used to create cc~; effective system solutions.- In the 
DSTD will target high integration ASIC solutions to lower the cost of digital signal 
telemetry stream simulation, and science data processing. 
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Mbps 
MO&DSD 
NASA 
PlFS 
PLD 
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VLSI 

Application-specific Integrated Circuit 
Consultative Committee for Space Data Systems 
Complementary Mt,a! Oxide Semiconductor 
CCSDS Service Processor 
Deep Space Network 
Data Systems Technology Division 
First-In, First-Out 
Goddard Space Flight Center 
Hubble Space Telescope 
Emitter Coupled Logic 
Earth Observing System 
Earth Observing System Data Information System 
First-In, First-Out 
Gallium Arsenide 
Megabits per second 
Mission Operations and Data Systems Directorate 
National Aeronautics and Space Administration 
Parallel Integrated Frame Synchronizer 
Programmable Lqyc Devices 
Reed-Solomon Error Correction 
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Telemetry Distribution and Processing For The Second German Spacelab , 2' 
Mission D-2 

E. Rabenau Satellite Operaiional Services GmbH 
W. Kruse Deutsche Forschungsanstalt fur Luft- und Raumfahrt (DLR) 

For the second German Spacelab Mission 
D-2 all activities related to operating, 
monitoring and controlling the experiments 
on board the Spacelab were conducted from 
the German Space Operations Control 
Center (GSOC) operated by the Deutsche 
Forschungsanstalt fur Luft- und Raumfahrt 
(DLR) in Oberpfaffenhofen, Germany. The 
operational requirements imposed new 
concepts on the transfer of data between 
Germany and the NASA cc. ters and the 
processing of data at the GSOC itself. 
Highlights were the upgrade of the Spacelab 
Data Processing Facility (SLDPF) to real 
time data processing, the introduction of 
packet telemetry and the development of the 
high-rate data handling front end, data 
processing and display sysiems at GSOC. 
For the f is t  time, a robot on board the 
Spacelab was to be controlled from the 
ground in a closed loop environment. A 
dedicated forward channel was implemented 
ro transfer the robot manipulation commands 
originating from the robotics experiment 
ground station to the Spacelab via !he 
Orbiter's text and graphics system interface. 
The capability to perform telescience from 
an external user ce1;ter was implemented. All 
interfaces proved successful during the 
course of the D-2 mission and are described 
in detail in this paper. 

D-2 was launched on April 26, 1993. It 
successfully accomplished the mission goal 

CCSDS 

CAP 
CDF 
CMD 
DLR 

DPS 
DTS 
ECIO 
EGSE 
GSFC 
GSOC 
HDRR 
HRFL 
HRM 
ISC 
KUSP 
LAN 
OL) 
PC1 4 
PPF 
SCIO 
SIPS 
SLDPF 
SPARCS 

STL 
TAGS 
TDM 

Acronyms 
- - -- 

W A N  

Consu;tive Committee for Space Data 
Systems 
Command Acceptance Patterns 
Command Data File 
Command 
Deutsche Forschungmnstalt fiir Luft- und 
Raum fahn 
Data Processing System 
Data Transfer System 
Experiment Computer InpuVOutput 
Experiment Ground Support Equipment 
Goddxd Space Flight Center 
German Space Operations Control Center 
High Data Rate Recorder 
High Rate Forward Link 
High Rate Multiplexer 
Johnson Space Center 
Ku-Band Signal Processor 
Local Area Network 
Operational Downlink 
Pulse Code Modrllation 
Payload Parameter F m e  
Subsystem Computer InputJOutput 
Spacelab Input Processing Systen~ 
Spacelab Data Processing Facility 
Spacelab RealtLne Packet Converter 
System 
Subtimeline 
Text aid Graphics System 
Time Division Multi~lexer 
Wide Area Network - 

after 10 days in space. To meet the mission 
objectives the D-2 mission managccment 
required the control center to handle al l  
experiment related data, voice, video and 
other communit:ation sewices which resulted 
in the following requirements: 



(1) Transferring the complete Spacelab high 
rate telemetry to GSOC. Capturing, 
storing and distributing the data. 

(2) Processing the Spacelab Experiment 
Computer and Subsystem Computer 
Input/Output (ECIOISCIO) as part of 
the high rate telemetry and making it 
available for "quick-look" display to 
allow the mission operations support 
team to monitor the progress of the 
mission, status and health of the 
experiment computer and facilities. 

(3) Transfening, captuiing, processing and 
displaying the Payload Parameter Frame 
(PPF) telemetry. The PPF consisted of 
151 data words of the Spacelab 
operational downlink processed by the 
Johnson Space Center (JSC). 

(4) Forwarding command data blocks 
originating from the GSOC Command 
System in order to remotely manipulate 
the Spacelab and experiment computers. 

(5) Receiving and distributing command 
acceptance and trajectory data blocks. 

(6) Supporting robot experiment operations 
by forwcrding manipulation commands 
with mininwm delay. 

(7) Supporting telescience operations from 
the Microgravity User Center m 
Cologne, Germany. 

(8) Supporting the retrieval of data in 
chron~logical order from the data 
archive in order to facilitate 
troubleshooting and detailed evaluation 
of the progress of the experinlent. 

(9) Maintaining the original data rates in the 
order of one, updatelsepetition per 

second for most data channels in regard 
to distribution, processing and display. 

(10) Delivering the experiment-related high 
rate Spacelab telemetry to processing 
equipment provided by the 
experimenters. The computers installed 
and operated by the experimenters are 
hereafter referred to as I3ectrical 
Ground Support Equipment (EGSE) 

(i1)Offering services prior to the actcal 
mission during the Spacelab integration 
phase and the "integrated" simulations. 
Interfaces were implemented :o support 
data flow from the Spacelab integration 
facility and the Spacelab Txaining 
Assembly, both located in Northe,-n 
Gelmany. These interfaces, along with 
the voice, video, fax and other 
communication services necessary for 
the overall operations, are not discussed 
in this paper. 

The concept of the transfer of data as 
implemented from the requirements is 
pictured in Figure 1. It distinguishes between 
the high-rate data generated on board 
Spacelab and auxiliary data transferred in 
NASCOM block data format. 

Spacelab High Rate Telemetry 

The Spacelab provided a high-rate data 
system for the transfer of the ECIO. SCIO 
and PCM-experiment-science data. The 
ECIO and SCIO contained housekeeping, 
monitoring and low-rate science data. 
5 experiment acd 2 computer output 
channels with an overall bitrate of 607.39 
kbps were processed by the High Rate 
Multiplexer (HRM) and nominally down 
linked at 1 Mbps via the Ku-band signal 
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processor (KUSP). During Ku-band loss of 
signal the data was recorded onto the High 
Data Rate Recorder (HDRR) from where it 
w s  reg~~isrly dumped at a rate of 24:l. 
Table 1 provides a listing of the HRM 
channels and daLq rates. 

parallel to the real-time data 
transmissions 

(4) Processed the HRM data by the SIPS 
which output data records containing a 
number of HRM minor frames for each 
data channel 

Table 1 HRM Telemetry Channels 
(5) Packetized the dhta records into 

Transfer Frames by the SPARCS and 
output the frames at a rate of 1024 
kbps. 

HRM I Data Rate I 
. .. 

Experiment 2 1 248.0 1 
Channel 

Exwriment 1 

Experiment 3 1 8 1.92 
Ex~eriment 4 1 164.8 

kbps 
15.39 

(6) Replayed data from the tapes upon 
request in parallel to the real-time data 
transmissions. 

I SCIO 1 25.6 1 

Experiment 5 
ECIO 

All minor frames of the HRM data, output 
by the SLDPF, were frame synchronized and 
tagged with Spacelab time and downlink 

20.48 
51.2 

The composite HRM signal was captured, 
processed and transferred to the GSOC by 
the Data Transfer System (DTS) 
implemented at the Spacelab Data 
Processing Facility (SLDPF), Goddard 
Space Flight Center (GSFC). The DTS 
incorporated the enhanced Spacelab Input 
Processing System (SIPS) and the newly 
developed Spacelab Realtime Packet 
Converter System (SPARCS). 

quality. 

HRM Y The DTS consisted of a triple redundant 
system that provided real time processing 
and performed the following tasks: 

(1) Captured the composite HRM onto 
tapes and monitored its data quality 

OD 
TAGS 
CMD (2) Extracted 7 HRM data, the HDRR 

dump, voice and time channels and 
monitored their quality 

(3) Captured the exu-,cted HDRR dump on 
tapes and played back the data at the 
nominal data rate upon request in 

Figure 1 Telemetry Data Flow Schematic 



Auxiliary Data time and the other for the transfer of play- 
back and replay data. 

Auxiliaxy data to support the mission was 
exchanged between the Johnson Space 
Center (JSC) and the GSOC. This included 
the PPF data set which was downlinked as 
part of the Orbiter Downlink data stream 
using either channel 1 of the KUSP or S- 
band propagation, processed and output by 
JSC at the rate of 1 block per second. 

Commarid data blocks generated by the 
GSOC command system were forwarded to 
JSC at the maximum rate of 1 command data 
block per 3 seconds. 

The robot experiment remote manipulation 
coinrnands which were generated by the 
robot ground stsiion were forwarded by 
GSOC to JSC using a dedicated link 
(HRFL). A new interface was implemented 
at JSC to validate and merge the commands 
into the Text and Graphic System channel 
(TAGS) for high speed uplink. 

JSC pe~iodically output trajectoly messages 
(TRAJ) and generated acceptance data 
blocks (CAP) in response to the GSOC 
commands. 

The GSOC handled the D-2 telemetry data 
by its front end, data processing and display 
systems and communicated with EGSEs 
provided by the experimenters. Figure 2 
shows the GSOC systems in a high-level 
functional block diagram focusing on the 
interconnections between the systems. 
Figure 3 depicts the functional flow of data 
and the user interfaces. 

Time Division Multiplexers and Satellite 
Links 

A triple redundant Time Division Multi- 
plexer (TDM) system was set ~p both at 
GSFC and GSOC and provided the gateway 
to the communication links across the 
Atlantic. The TDM operated at an aggregate 
:ate 3f 2048 kbps and incorporated 3 data, 
22 voice, 2 FAX and 1 WAN channel. Two 
diverse satellite paths via two different Intel- 
sat satellites transported the TDM aggre- 
gate. Ground stations were installed at 

GSFC and GSOC. Nominally one satellite 
link was dedicated for the transfer of real- 

Figure 2 Functional Block Diagram 

Front End Processing System 

All incoming and outgoing telemetry data 
were transported to and from the GSOC 
Front End System via the Time Division 
Multiplexer system (refer to Figures 1/ 2). 

(1) Redundant APTECB high meed 
input/output processors uere 
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Figure 3 D-2 GSOC Data Processing User Inteifaces 

im~lemented to process the Transfer 
Frames and embedded data. Nominally 
the APTECfP real time and hot backup 
systems were operated in parallel. In 
detail the high-rate front end system 
perfolmed the following tasks. 

(a) Two h e  synchronizers received 
the Transfer Frames from two 
different sate1li:e links in parallel at 
1024 kbps each and forwarded both 
data streams to the processor which 
performed all operations in parzllel. 

(b) The 5 HRM data channels were 
restored from the Transfer Frames 
and synchronized on major-frame 
level (optional). 

(c) Quality monitor information of the 
Transfer Frames and the embedded 
Spacelab minor frames was 
generated and displayed for on-line 
evaluation. 

(d) Subsets from the ECIO aiid SCIO 
were generated *.-.I transfened to 
the Data Pro1 - .-!stem via :I 
special back; .. . -rface at the 
rate ~f Pd kbp 

(e) HRM data f r a ?  ECIO 
subsets were . into 
standard GSOC ~ r k  reed 
blocks providing time-tags and data 
quality info~mation ahid transferred 
to the EGSEs via a dedicated LAN 
at the rate of 550 kbps. 



(t) All Tra~sfer Frames containing 
payload daia and the restored HRM 
data frames were stored in the high- 
rate data archive which was based 
on a video tape storage device. 
Major-frame data could be 
retrieved from the archive and 
transferred to the EGSE. After the 
mission the high-rate data archive 
was reduced by building data 
records arranged in cluonological 
order and made available on 
different media for post-mission 
evaluation by the experime?".. ,. 

(2) A set of redundant prwessors was 
implemented to handle all incoming and 
outgoing auxiliary data in NASCOM 
block-format via two 19.2 libps lines. 
The NASCOM line handlers 

(a) demultiplexed the NASCOM data 
blocks and routed the PPF, 
command acceptance and trajectory 
daia blocks to the DPS, the 
Command System and the 
OrbitBig Screen Sy!m 
respectively 

(b) monitored the data quality using the 
established GSOC NASCOM block 
monitoring 

(c) received commands from the 
Command System (ECOS CMD) 
and the robot EGSE (HRFL) and 
routed the data to the respective 
TDM channel. 

Data Processing System (DPS) 

The Data P xessing System was designed 
to process the Spacelab computer 
input/output charm1 data and the Payload 
Parameter Frame data sets as received from 

the front end system. For that purpose VAX 
6320 processors were operated in a cluster 
environment. High-speed line printers and 
laser printers were available to generate 
computer printouts. 

About 3200 parameters were ccinputed as 
standard Spacelab data iypes, e.g. 
engineering unit, character, string and time 
conversion and up to 4th order polynomial 
calculations. About 600 parameters were 
derived f x ? n  the stadard data types and 
required special processing. These included 
complex shuttle attitude calculations, ring 
buffer rearrangements and value sensitive 
calculations. The software further flagged 
the out-of-limit conditions of selected 
parameters and allowed for the change of the 
(-,.it-of-limit values on-line. The computed 
telemetry was distributed to the display 
prccessing system over a dedicated local 
area network (LAN) using a "broadcast" 
data transfer method. The total amount of 
telemetry parameters to be transferred was 
in the order of 4000 including system 
parzmeters. 

Telemetry data was stored within the data 
processing system computers. The storage 
contained the converted and calibrated 
telemetry parameters for both real time and 
playback transmissions in chroirological 
order. The conteiits of the storage were 
made available as computer printouts to :k 
experimenters and mission operations 
support personnel ol request. 

Display Processing System 

At the tail end of the prxessing chain the 
telemetry output by tile DPS could he 
obsewed or. "quick-look" displays 
incorporated in a display processing svstem. 
The system consisted of 50 independent 
computer workstations picking up the 



"broadcast" parameters from the dedicated 
LAN. In this configuration each workstation 
was independent and did not influence the 
network or other workstations in cab: of 
failure. 

cach workstation comprised a 19" color 
monitor, an ink-jet printer, a keyboard and a 
mouse. Provisiom were made for attaching a 
second monitor. Data was presented as 
display pages in windows on the display 
workstation screen. Pages were selected 
from the display p;:ge directory. Grdphics 
and alphanumeric representations and limit 
violation color coding were supported. The 
contents of each display pa;e could be 
printed on the attached plintei. 'irrr: printer 
supported color printouts. The mouse 
provided all user interface .. .ctions, such as 
format selection, window mim:pu'stior aild 
print initiation. Additionally an auxiliary 
timing unit allowed the setting of alains h l  

GMT and MET. 

EGSE Services 

The control center only distributed the 
experiment high rate data. hcvisions were 
made for the experimenters to bring in their 
own computer equipment and plug it into 
the ncwork. The requirement for 
expe15mente~s to operate extemal to the 
control center was supported for t,Ie 
telescience expesiment. 

The EWE'S ranged from single PC-type 
computers to whole compute networks. A 
total of 9 EGSE's were operated duiing the 
D-2 mission. TIY EGSE's were physically 
connected to a dedicated LAN, 4'-ick-wire 
ETHERNET with transceivers as the 
interface and had to comply to the DECnet 
pr~tocol standard or the DEC Pathworks 
standard for DOS/Macintosh. User data 
connections did not differentiate between 

internal and external users. Figure 4 provides 
an overview of typical EGSE connections to 
the LAN. Data transfer mechanisms were 
established for 

(a) continuous data, i.e. high-rate telemetry, 
robot manipulation commands and 
telescience data, by establishing logical 
l:.ii.s using the DECnet task-to-task 
protlxol services or non-handshake 
tidnsfer mechanisms for higher data 
rates which would otherwise pose 
network throughput problems 

(b) non-continuous data, i.e. transfer of 
experimenter generated Command Data 
Files (CDF) and ECOS Subtimeline 
Files (STL), by lising the file transfer 
services provikd by the 
VMSIDECne'JDEC Pathworks 
operating systems. 

High-rate data was distributed to thn EGSE 
i r ~  red-',;me providing the respective data 
channel was active. Provisions were made to 
transfer HDRR dump playback data in 
parallel. The co~~t ro l  center niso 1-etrieved 
and replayed data from the high-rate data 
archive upcrn request. ECIO subsels were 
distributed to the EGSE in real-time. There 
was no option to retr i ix  and distribute 
ECIO subse~s from the HRM data archive. 

Experiment operational support data, such 
as cornnrand data strings (Command Data 
Files-CDF) and ECOS Subtimeline frles 
(STL) were generated locally by the 
experimenters and forwarded to the control 
center's Command System for validation, 
packaging and transfer. The need for almost 
instantaneous experimenter in:eractioil in the 
flow of the experiment further c~l led f a  the 
iniplementation of a te;zscierice command 
interfxe fron, an extemd user center to the 
Command System. The robot manipulation 
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Figure 4 Overview of EGSE Connections to the EGSE LAN 

commands generated by the robot ground 
station fall into the same category. The data 
was, h~wever, routed directly to .he control 
ceilter's front end at the rate of two 
NASCOM blocks per second. Special 
configuration was introdliced to cater for the 
stringent requirements of the robot 
experiment in respect to data jitter and delay. 

In summary, the GSOC supported the 
reception and pocessing of high-rate data 
from two 1024 kbps lines in parallel, handled 
data exchange on two 19.2 kbps lines, 
distributed high-rate data to EGSE's at a rate 
of 550 kbps, processed about 4000 
parameters per second and supported the 
display of data on 150 display pages. A total 
of 35 GByte of experiment data was 
archived (not including shadowing and 

overlaps) and made available for post- 
mission processing. 

The data delay times inherent in the data 
transfer concept from the Spacelab to the 
control center displays were empirically 
obszwed and were about 3.5 seconds for 
ECIO and SCIO telemetry, 7 seconds for 
PPF telemetry, between 5 and 7 seconds for 
the robot experiment closed loop (forward 
and 1-eturn Iink delays). 

Conclusion 

' h e  concept of transfening high rate 
telemetry across the Atlantic, distributing, 
processing and displaying the data at GSOC 
was effectively demonstrated during the D-2 
mission. 
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ABSTRACT 

With the advccttce of semiconductor technology, Solid-state Recorders (SSR) have matured and 
been accepted as primary onboard data storage devices. Their high reliability, simpler inreflace 
and control, and high flexibility have made the SSRs a superb choice in today's spacecraft design. 
While there are many benefits, the use of SSRs may also add significant complexity to ground data 
systems. For instance, real-time and playback data may be interleaved into the same data stream, 
making data sequencing and time ordering dificult. Stored data may be played back out of time 
order, increasing processing load significantly. Data may also be played back after being sorted 
by Virtual Channels in the SSR, potentially creating bursts in packet rates that exceed the real-time 
processing capabilities of the ground systems. 

This paper presents a summary of lessons learned through the efforts in supporting a number of 
NASA's missions that employ SSRs. It describes various problems encountered through the 
design process, and their potential impact on ground system performance, resources, and cost. 
Recommended approaches to minimizing the impact are demonstrated by examples. The 
discussion leads to the conclusion that the use of SSRs demands an even higher level of 
cooperation between spacecraft and ground system designers in order to build the most cost- 
effective end-to-end system. 

1. INTRODUCTION 

With the advance of semiconductor technology, Solid-state Recorders (SSR) have matured and 
been accepted as primary mass data storage devices onboard spacecraft. Its high reliability, 
simpler interface and control, and high flexibility have made the SSR a superb choice for today's 
spacecraft designs. The use of SSRs also brings benefits to ground data processing systems. One 
of the most obvious advantages is the elimination of reversed data playback associated with the use 
of tape recorders. On the other hand, the flexibility of SSRs may also add complexity tc ground 
data systems. For instance, real-time and playback data may be interleaved into the same data 
stream, making data sequencing and time ordering difficult. Stored data may be played back out 
of time order, increasing processing load significantly. Data may also be played back after being 
sorted in the SSR, potentially creating bursts in packet rates that exceed the capabilities of the 
ground systems. 

The Data Systems Technology Division (DSTD) at Goddard Space Flight Center (GSFC) has 
provided support for a number of missions flying SSRs, including the Solar Anomalous and 



Magnetospheric Particle Explorer (SAMPEX), Fast Auroral Snapshot Explorer (FAST), 
Submillimeter Wave Astronomy Satellite (SWAS), and Advanced Composition Explorer (ACE). 
In addition, planned application of SSRs in other missions such as the Earth Observing System 
(EOS-AM) have been reviewed. 

The DSTD has developed a new-generation Packet Processing System (PPS) to perform science 
data processing for the FAST mission [I]. Scheduled for launch in August 1994, FAST is the 
second mission of the GSFC Small Explorer (SMEX) program, and one of the first missions 
based on Consultative Committee for Space Data Systems (CCSDS) recommended packet 
telemetry data formats [2]. Through the PPS development, extensive efforts have been made to 
support unique data scenarios generated with the flexibility of the SSR. 

This paper presents a summary of lessons learned directly from FAST Packet Processing System 
development, and indirectly from reviewing other missions. Section 2 describes general 
characteristics of the onboard SSRs. Section 3 presents a detailed discussion of impacts, and 
recommendations. Section 4 summarizes the discussion with conclusions. 

2. SSR CHARACTERISTICS 

Until recently, tape recorders have been the primary means to store data onboard a spacecraft. 
These recorders were used to store data when not in contact with ground stations, or 
communication satellites. Tape recorders were strearn-oriented devices implying that data can only 
be accessed sequentially. To preserve power and increase the lifetime of tape recorders, data was 
typically played back without rewinding, generating a bit-reversed data stream during a playback 
pass. In addition, the recording and playback scenarios did not assure erasure of old data from the 
tapes. These scenarios often resulted in a number of old data fragments at either end of a data 
stream. 

In contrast, the SSR is built upon Random Access Memory (RAM) technology and provides the 
capability for accurate and fast search, which is crucial for downloading data. Any set of stored 
data can usually be randomly accessed by selectable addressing in the memory. Accordingly, it 
offers the capability for more flexibility in data recording and playback. The obvious benefit to 
ground processing from the introduction of the SSR is the elimination of the tape recorder bit- 
reversed playback. 

However, this same flexibility can lead to new challenges for ground data processing. This is 
especially true if the use of the SSR flexibility effects the sequential order, grouping, or block 
structure of recommended data formats. These problems are discussed in detail in Section 3. 

3. IMPACT DEFINITION AND RECOMMENDATIONS 

One of the prin~ary function required by ground data processing is the removal of artifacts 
introduced by the telemetry path to reproduce data that has the same form as data coming directly 
from the sensor. This implies that the data products should present data in its original time order 
with minimum errors and distortions. In support of this functionality, ground data processing 
incorporates the capability to detect and account for discrepancies in the expected order or structure 
of the received data. The potential impacts of the SSR application on ground data processing 
considered here fall into three categories: 

1. Time order. The inanipulation of time order, as described in the first three subsections, 
can increase system resource requirements and cost. 



2. Data rate. When supporting the CCSDS packetized data format, the ground system's 
data processing capability or capacity is not simply defined by the input c i ~ k  rate 
alone, but also by a packet rate. An example in Section 3.4 shows how under a 
constant clock rate, packet rates can push capabilities of ground processing systems to 
their limits. 

3. Errors and paps. The last two subsections are dedicated to discussions of errors and 
gzps induced during SSR operations, and the impact on the ground processing quality 
and accounting tasks. 

3.1 MANIPULATION OF TIME ORDER 

One of the main features of the SSR is that data can be played back in almost any order. This is in 
sharp contrast with tape recorders that can only be accessed sequentially. 

The FAST mission offers an excellent example of how this capability may be implemented. The 
capacity of the FAST SSR is 128 Mbytes (1 Gigabits). At 8 Megabits per second (Mbps), high- 
resolution instruments can fill up the SSR in merely 2 minutes! To maximize the use of this 
limited storage, the FAST Principal Investigator (PI) has developed a complex algorithm to screen 
sensor data and to take samples, each of which may contain several thousand bytes of sensor data. 
The algorithm d .rides the SSR into hundreds of partitions, as shown in Figure 1. Each partition is 
further divided into a small buffer and a large buffer so that a small portion of data prior to a 
sensor data sample can be preserved. 

When an observation begins, sensor data is taken and compared against a preset threshold. If the 
data value is less than the threshold, the data is stored sequentially into the small buffer, which 
operates as a ring buffer. If ;he data value exceeds the threshold, a sample is taken by jumping to 
the beginning of the associated large buffer and filling to the end with subsequent sensor data. 
This process repeats until all available partitions are filled. Then, if samples are still being taken, a 
comparison is made to all stored samples according to predefined criteria. If the new sample is 
better, it will overwrite an old sample, which may be anywhere from the first partition to the Nth 
partition. As the observation continues and the sensor value fluctuates, this scheme will result in 
fragmented data in the SSR. When the SSR is played back sequentially from a low to high 
address, the ground system will receive these data fragments that are completely out of time order. 

Although ground data systems are designed to handle data fragmentation, the large number of 
fragments in a data stream will have adverse impact on system performance and resources. As the 
number of fragments increases, it will take longer for the PPS to merge them together into data 
sets. More fragments require more system processing and storage resources, and increasing 
system cost. In extreme cases where millions of data fragments may be generated, ground data 
systems can be brought nearly to a halt. 

There are two remedies to this problem. One is to inform the PI about the impact of data 
fragmentation and agree to a design limit. In the FAST PPS development, the PI projects 200 data 
fragments pen sensor and agrees to stay within that limit. As a result, !here will be about 4000 
(200 x 20 science sensors) fragments coming down to the PPS every session. This approach will 
minimize the impact on flight software development, but limit system's ability to adapt to different 
data scenarios. 
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3.3 MULTIPLE PLAYBACK OF DATA 

As a contingency operation, many missions have planned to redump a certain section of recorded 
data when the data quality of the first dump is unsatisfacto~y. Because of the SSRs fast response 
time, i t  is feasible for ground controllers to send commands up to require another dump of the 
same data, or a subset of it based on real-time processing status. As illustrated in Figure 2, 
multiple copies of the same data will be received by ground data systems during one pass, which 
increases processing load since all redundant data has to be identified ztld del:ted based on data 
quality. However, this normally represents a minor impact as only limited atternpis can be made 
for retransmission. 

3.4 RECORDING SORTED DATA 

Another common use of the SSRs flexibility is to sort sensor data as it is stored in the SSR. A 
typical implementation is to partition the SSR into a number of buffers, one for each sensor or 
each VC. Consequently, data will be stored in appropriate buffers according to APID or VCID. 
During a downlink pass, data will be dumped one buffer at time, i.e., one sensor or VC at a time. 
There are several advantages to this scheme. First, it may simplify the onboard memory 
management plan by dividing a large buffer into smaller, but dedicated, buffers. Second, it allows 
prioritization of data playback. Third, i t  reduces the processing load of ground systems by 
performing sensor or VC demultiplexing and sorting functions onboard the spacecraft. 

However, the sorting and buffering can change packet rates significantly, and its potential impact 
on ground systems must not be overlooked. The CCSDS telemetry is a packetized data stream in 
which many packets, large or small, are multiplexed together. The packet processing load is 



proportional to the number of packets per second. Each ground system has a limited ability to 
process CCSDS source packets as measured in packets per second. Typically, high-rate sensors 
(e.g. science instruments) generate large packets, and low-rate sensors (e.g. housekeeping sensors) 
generate small packets. For a fixed data rate, as average packet size decreases, the number of 
packets per second increases. 

For example, assume a fictitious spacecraft has just two sensors, an engineering sensor and an 
instrument sensor. Every second, the engineering sensor generates a packet of 20 bytes, and the 
instrument sensor 1000 packets of 1000 bytes. For an 8-Mbps downlink without buffering, this 
scenario represents a packet rate of 1001 packets per second. On the other hand, if all packets are 
sorted and buffered, the same 8-Mbps downlink will produce 1000 packets per second for the 
instrument buffer, and 50,000 packets per second for the engineering buffer! In this scenario, the 
burst packet rate is increased 50 times. Suppose a ground system is designed to process data in 
real time at 5000 packets per second - it will still overflow by the later scenario even though it can 
handle the average packet rate by a wide margin. 

This problem was first experienced in the SAMPEX mission. As a result, a recommendation was 
made to and adopted by the FAST spacecraft development team to interleave recorded engineering 
data with science data during high-rate downlink with a ratio of 1 5 .  This represents a small 
change in flight software. but saves significantly in ground system design and implementation. 
This is especially true when real-time processing of engineering data is desired. 

A second approach calls for packet rate buffering to be performed by the ground data systems. 
This is very difficult to implement for a number of reasons. It requires expensive resources to 
buffer frames before packet processing. Packet delivery latency will be much longer and 
unpredictable. Scheduling of buffered data playback will be very tricky, if not impossible, if an 
attempt is made to match data packet rates to system capability. 

3.5 CREATION OF GAPS 

During a ground contact (pass), FAST spacecraft engineering packets are generated at a higher rate 
and transmitted to ground in real time As a backup, these packets are also stored in an 
engineering buffer, in case retransmission is required. However, due to buffer limitation, the 
packets are sampled and only a subset c f  them, e.g., one out of four, is stored, causing 
discontinuity in packet sequence count (e.g., 1, 5, 9, etc.). There are many complications when 
these packets with large numbers of gaps are received by ground data systems. First: how does 
the system know this discontinuity is intentionally created, and not caused by transmission errors? 
Second: how are these packets merged into the ones with sequence counts of different 
discontinuities'? Worse yet: what if packets are sampled at different rates from time to time? 

The FAST PPS implemented limited capabilities to handle these cases. Nevertheless, it requires a 
lot of effort and resources, and still only covers a fraction of the possible scenarios. In general, it is 
dangerous to tinker with the packet sequence counter, and every effort should be made to avoid 
this practice if level zero processing is required. 

3.6 CREATION OF FORMAT ERRORS 

The above discussions treated data scenarios that use the flexibility inherent in the SSR. Ground 
processing complications will also be encountered if the implementation of the SSR does not 
maintain any continuity inherent in the format of the data generated. In the case of CCSDS 
recommended formats, storage and addressing of data in the SSR should support playback while 



maintaining frame and byte boundaries. Violation of this condition will result in loss of data, as 
demonstrated the following example. 

In this SSR design, the onboard telemetry generation is running at the very low rate of 6944 bits 
per second. But even at this low rate, the SSR still can not record and play back at the same time. 
Like tape recorders, two SSR units of 80 Mbytes each have to be configured with a utilization 
factor under 50 percent. 

Like tape recorders, this SSR is addressable only in 1-Kbyte blocks, rather than on any byte 
boundaries. Worse, this 1-Kbyte block is asynchronous to byte boundaries, i.e., it may start and 
stop in the middle of a byte. As a result, each time a write operation begins, a transfer frame is lost 
and a portion of stored data is corrupted. In addition, this adds significant complexity to ground 
data processing because many frames may be corrupted with gaps and errors even though 
communication link quality is good. 

4. SUMMARY 

The applic:ition of onboard Solid-state Recorders has been discussed from a ground data 
processing perspective based on experience gained through the SAMPEX, FAST, SWAS, and 
other space missions. Characteristics of the SSR have been described in contrast with 
conventional tape recorders. Their advantages and potential negative impacts are detailed using 
several examples. Many of the data scenarios described have been simulated and tested using an 
advanced Spacecraft Data Simulator at the DSTD during the development of the FAST PPS [3]. 

In general, the SSR, with its speed, reliability, and flexibility, offers a technically superior choice 
for space data systems storage and data processing. With sophisticated management algorithms, 
the SSR can achieve many objectives that are simply impossible to achieve with conventional tape 
recorders. However, since the SSR may impose significant performance, resource, and cost 
impacts on ground data processing systems, the SSR management algorithms should be 
developed in a coordinated effort with ground system developers. Important parameters such as 
average and burst packet rates, and maximum number of data fragments per pass should be 
defined in system specifications to guide both space and ground data system designs. With such 
an integrated effort, adverse impacts can be avoided or minimized so that the most cost-effective 
space-ground data systems can be achieved. 
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6. NOMENCLATURE 

ACE 
APID 
CCSDS 
DSTD 
EOS-AM 
FAST 
GSFC 
LZP 
PI 
RAM 
SAMPEX 
SCID 
SMEX 
SWAS 
SSR 
VC 
VCID 

Adlranced Composition Explorer 
Application Process Identifier 
Consultative Committee for Space Data Systems 
Data Systems Technology Division 
Earth Observing System AM 
Fast Auroral Snapshot Explorer 
Goddard Space Flight Center 
Level Zero Processing 
Principal Investigator 
Random Access Memory 
Solar Anomalous and Magnetospheric Paticle Explorer 
Spacecraft Identifier 
Small Explorer 
Submillimeter Wave Astronomy Satellite 
Solid-state Recorder 
Virtual Channel 
Virtual Channel Identifier 
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ABSTRACT 

The European Retrieval Carrier (*EURECA) was launched 
on its fmt flight on the 31st July 1992 and mtrieved on the 
29th of June 1993. EURECA is characterised by several 
new on-board features. most notably Packet telemetry. and 
a partial implementation of packet telecommanciing. the fust 
ESA packetised spacecraft. Today more than one year after 
the retrieval the data from the EURECA mission has to a 
large extent been analysed and we can present some of the 
interesting results. 

This paper concentrates on the implementation and 
operational experience with the EURECA Packet Telemetry 
and Packet Telecommanding. We already discovered during 
the design of the ground system that the use of packet 
telemetry has major impact on the overall design and that 
proczssing of packet telemetry may have signifiiant effect 
on the computer loading and sizing. Dwing the mission a 
number of problems were identified with the on-board 
implementation resulting in very strange anomalous 
behaviours. Many of these problems directly violated basic 
assumptions for the design of the ground segment adding to 
the strange behaviour. The paper shows that the design of 
a telemetry packet system should he flexible enough to 
allow a rapid configuration of the telemetry processing in - 
order to adapt it to the new situation in case of an on-board 
failure. The experience gained wiih the HJRECA mission 
control should be used tq improve ground systems for fitlure 

r' 
8- , 

missions. 
?. 
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1. INTRODUCTION 

The European Retrievable Carrier (Eureca) is a reusable 
platform supplying power. cooling. ground communications 
and data promsing services to a variety of independently 
operated payloads (ref 1). Fiteen experimental facilities are 
canied to support m m  than fifty individual experiments. 
The operational altitude was 500 Km. The Operations 
Control Centre (OCO was at ESA's European Space 
Operations Centre (ESOC) in Darmstadt. West Germany. 

The primary groundstatians were at Maspalomas in 
the Canary Islands and Kourou at French Guinea. 
Dur& the deployment and retrieval phases contact 
was maintained via the NASA Communications 
Network and the STS. 

At ESOC. operational data processing was canied out 
on the Eureca Dedicated Computer System O C S )  
that hosts the missioncd@ Spacecraft Control 
and Operatias System (SCOS) (ref 2) and the 
Eureca-Specific Software (ESS) applications. 

The Eureca-A1 mission has characteristics differing 
quite considerably from those of missions hitherto 
supported at ESOC. One of these is the use of Packet 
Telemetry and Packet Commanding. EURECA was 
the first ESA application of Packet Telemetry and 
Commanding. 

2. WHY PACKET TELEMETRY AND 
COMMANDING FOR EURECA 

Spacecraft previously and currently controlled from 
ESOC all use a time-division multiplexw (TDM) 
telemetry, in which fixed-size subframes are 
generated and downlinked at constant rate. In h e  
simplest case a given parameter appears at a fixed 
address in the subframe and this parameter reports the 
value of some on-board ohysical quantity. sampled in 
principle at the subframe rate. Many spacecraft make 
rather more sophisticated use of TDM telemetry. 
essentially because their operations and on-board 
applications cannot live with the restrictions of fixed 
sampling/fixd telemetry address. Thus innovations 
have appeared such as switchabie formats. 
programmable formats and floating formats (this last 
named being an ad hoc packetisation). These 
sophisticatiohs illustrate a weakness of TDM 
telemetry. namely its inflexibility of handling a 
variety of on-board data sources, generating data at 
temporally varying rates. possibly as determined by 
an elaborate plan of instnrment operations. The 
traditional TDM approach of allocating fixed 



proportions of the available bandwidth to each source then 
becomes both restrictive and wasteful. 

Eureca is a rc-usable spacecraft supporting a different 
payload complement on each flight (15 instruments on the 
fmt flight). It alro has to be assumed that most instruments 
are controlled with "unknown design" and that each 
instrument would require on-board flexibility to cover 
deferent mission phases and instnrment modes. Packet 
Telemetry provides powerful capabilities to satisfy variable 
data rates and configurations, also providing abilities for late 
definition and changes. With Packet Telemetry the source 
can generate observational dats when needed. hence the 
occurrence pattern or rate may be selected according to the 
phenomenon being observed. Packet telemetry provides 
variable partitioning of downlink avoiding umecessary 
loading of resources. Another important considerations was 
that the packet telemetry is a standard where other options 
would have required special development with no or little 
reuse leading inevitable to higher cost in the long turn. 

The Packet telemetry recommendation (ref 3) uses two 
principal data structures. the source packet and the Transfer 
Frame. source packets being multiplexed within transfer 
frames. Each on-board source must label its data packets 
using CCSDS d e f d  headers, although no requirements on 
the contained data are imposed. The transfer frames are of 
fixed length. optimised for high-performance transfer to the 
ground. The concept of V i a l  Channels (VCs) also exists. 
to allow separation between deta of different priorities. for 
example real-time da_tn rleeded for operations and non 
time-critical dump of science data stored on board. VCs are 
identified at the transfer frame level. In the case of Eureca 
there are two VCs. VCO and VC1, to handle real time and 
playbac; data respectively. Playback data is dowdinkt:d 
from on-board bubble memory and will contain bulky 
payload data as well as housekeeping data from the 
out-contact periods. 

The Eureca telecommanding system is an hybrid between 
the older command standards (Ref 4) and the new Packet 
command standard (Ref 5). The reason for this lies in the 
way it has been implemented on board. Command decoders 
using the old standard have been used as a basis. but the 
extra services of the packet commanding have been built 
into the on-board computer. Thus when the on-board 
computer is nominally activated. the commanding system 
acts like a packet command system, usbg a subset of COP 
1 of the standard (ref 5) . If the OBC is off. the old 
standard has to be used. This paper will only concentrate on 
the experience in using the COP-1 P:mtol. 

NOTE: In this section, although the word COP-1 is used. 
EURECA has only implemented a subset of the COP- 1. The 

EURECA terminology and services are not 
completely compatible with the latest issue of the 
CCSDS recommendation. 

COP-1 is a closed-loop Telecommand Protocol that 
utilises sequential ("go-back-n") retransmission 
techniques to correct Telecommand Blocks that were 
rejected by the spacecraft because of error. COP-I 
allows Telecommand Blocks to be accepted by the 
spacecraft only if they are received in strict sequential 
order. This is controlled by the necessary presence of 
a standard return data report in the telemetry 
downlink, the Command Link Control Word 
(CLCW). A timer is used to cause retransmission of 
a Telecommand Block if the expected response is not 
receivr '. with a limit on the number of automatic 
retranb.msions allowed before the higher layer is 
notified that there are problems in sending 
Telecommand Blocks. The retransmissionmechanism 
ensures that: 

No Telecommand Block is lost 
No Telecommand Block is duplicated 
No Telecomana Block is delivered out of 
sequence 

The COP-1 protocol has dsc  expedited service. 
This service is used for exceptional spacecraft 
communications. 'Typically. this service is required 
for recovery in absence of telemetry downlhk (i.e no 
CLCW). or during unexpected sitmtions requiring 
unimpaired access to the spacecraft data management 
system. 

3. T H E  GROUND CONTROL SYSTEM 

The introduction of Packe: Telemetry makes it 
possible to define Packet Types, and for each of these 
packet types to define a standard tor the format and 
presentation of dau in the Packet Data Field. The 
following packet types are defrned for Eureca: 
Housekeeping 1 ,  Housekeeping 2. Time. 
Acknowledge. Exception. Report. PAck~owledge and 
Private Packets. Housekeeping I ( M I )  packets are 
similar to the subframes of TDM ~ystems. containi--3 
snapshots of on-board parameters which can be 
subjected to limit and other chw;ks and displayed on 
alpbanumeric and graphic disp1ays. The other packet 
types are different and requix specific processing. 
thus makmg the processing #bystem more complex. 

U3ne of the majcn changes going from a TDM to 
Packet Telemetry fystem is the change to an eveo! 
driven system (peqkets amive asynchronously. rather 



than at fixed format rates). This impacts both design and 
computer loading. 

The Architectural Design of the Eureca 1)edicated Computer 
System (EDCS) is based on a Telemetry Recessing Chain 
and a Telecommnding Chain. The Telemehy Processing 
Chain consists of a Telemeay Receiver. Telemetry 
Processing Task. Command Verifier. Filing and Display 
Tasks (alphanumeric, graphical displays. repn-dexception 
displays). The Telecommand Chain consists of the Manual 
canmanding Stadrs. Automatic Commanding Queues. 
Command Verifier. Command Upliaker. Canmand Filing 
Task, ljispley and ConfigurationTasks. The Communication 
between these individual tasks is based on the Buffer 
Manager. a taskr; responsible for passing Telemetry and 
Command buffers around the system. Telemetry and 
Command buffers are given to the Buffer Manager and 
asked tasks ae informed that a data buffer is available for 
processing. The Buffer Manager does not pass around the 
actual data buffers. only small mailbox messages are send 
to the relevant tasks with a reference to the data buffer. This 
architecture is very convenient for Packet Telemety, the 
Packes are distrituted according to the packet type. If far 
a mission other packet types are required. such architecture 
makes it possible to semp a new task to p m s  these new 
packet types without disturbing the functionality of already 
existing tasks. 

As for a TDM spacecrafi. h e  computer load on a packet 
TM system is dominated by telemetry prucessing and 
display support (neglecting my project specific 
peculiarities). Commanding tasks acmunt for only a small 
fraction (3-5%) of the load. Two main considerations 
distinguish the load characteristics of the ground computer 
system supporting a packet telemetry Firstly, there will not 
be one format. but a set of packets. of different lengths each 
having different processing needs. Secondly. the pack, 01s are 
generated asynchronously. not at a ~(lnstm! rate. so it is 
essential to have a traffic model. which gives a fairly 
realistic representation of average and p e l  packet rates. In 
the case of E m a ,  such models are needed for prss and 
post pass activities. whicb are quite different. hmg 
real-time processing (pass operations), the packet rate is 
(worst case) 121s. TOis generates a much higher load than 
the rather low daily average data rate (2kbitds) might lead 
one lo suppose. By contrast . to give a TDM example 
Hipparcos (a geostationary spacecraft) has a continuous 
data rate of 23 kbitsh but produces one subframe each c. 
10s. The loading of the Hipparcos Dedicated Computer 
System (HDCS) is comparable to that of the EDCS 
(possibly a little lower) despite the H i p p m ' s  much higher 
bit rate. Similar as for the ground system the on-board 
system must be carefuliy analysed and a software system 
budget should establish a clear referem case for on-board 

and space ' yound traffic scenario. which can be 
used for system testing. Critical m-board areas axe 
computer load. timing of cooperatioa ur dependant 
applicatians. packt buffer sizes and number of 
packet buffm. 

Data delivery to Irms is greatly facilitated by use of 
packet telemetry. which already results in 
decomrautation according to application ID. This also 
simplif~es the provision of security, i.e. protection of 
privacj of datasets. Eureca users quire rapid sccess 
to k l r  data. which des out the traditional ~ o d  
science data delivery. dispatch on magnetic tapes. 

The COP- 1 protocol increases the complication of the 
command uplinker software. which has to handle for 
every telecammmd with a number of messages 
coming from different units at the station in additiaa 
to the telemetry messages from the sprrcecraft. 
Testing this software in a realistic envinwment 
became absolutely necessary d w  to tbe importance of 
the timing aspects of the problem and this fa red  
extension of precious testing time witt rbe spacecraft 
flight model connected to a ground station interface. 

4. THE ON-BOARD SYSTEM 

The large number of independent processors on-board 
EURECA increases tbe l i k e l ~ h d  of unexpected 
behaviours which result in cormption of the format a 
contents of the Telemetry Packet produced. During 
the mission a number of problems were i&nfX~ed 
with the on-board implement~ltioa resulting in very 
strange anomalous behaviows. Many of these 
problems directly violated basic assumptions for the 
design of the ground segment ad- to tbe strange 
behaviour. Below ic a table listing the problems 
experienced during the mission: 

1 

'I' 



TRANSFER FRAMES 
I I 

Conaequence I On-Ground Lhtectlon I Prev*ntlon 

Received a ccrmpted T m s f e r  
F- (rtready c a m p e d  before 
the FECW was calculated) 

Ground Testing 

'Ihe problem was with a spillover 
with Idle Frames between. 

expcctcd spillover data wem not Mantw to l o a t e  the f& Pack1 in 

When the CI-board Data Handling 
System changes mode from High 
Speed Link to Low S p a d  Link it 
cannot maintain the Transfer 

available. 

Pafkct Diswdcd 

a Frame. If i n a n a i i t  with the 
Packet Len&! fiun the L.a M e t  
in the p v i o u s  Fnme d i d  (hi 
Packet and rcporc a pmtocol nm. 

Allowed accarding to the Do not assume that an Idle-Packet 
standard. 1 always is at the end of a Transfer 

As above 

PRIMARY HEADERS 

As above 

I 
I 

11 Problem 

Spurnaf t  h i @ .  

Received a Transfa Frame with 
two Idle Packcb m d  with a non- 

idle packet between. 

Conaequence On-Ground Detection Prevention 

Ground testing. II Received Packets where the 
Secondary Header Flag was set to 
1 but the Packet Length Field had 

Ground system detected a 
c a m p e d  packet repaled a 
protocol e m .  

-- -- 

Maintain a l id  of allowed length 6 . f  

each Application ID and check 
every teceived Packet. 

T I  calibration not possible. Check cunsistency between the 
information in the F'rimvy Header 
and Ihe Packet Length. 

Check the value of the P field in 
the Secondary Header if the P ftcld 
is used. 

II In one experiment the Sou- 
SeqS~encc Counter is implemented 
as a 16 Bit Counter instead of the 

Ground system reported 
segmentation proloco1 crron 
because the SSC has been 
cxlendcd into the Segmentation 
Flags in the Primary Header. 

Iriormally build into the pitcker 
decnmmulalion algorithm. 

Cmund testing shall 
c h e c k  t h a t  a l l  
insrruments handles 
c m d y  the vmparound 
of the SSC. This q u i ~  
normally a long tua run. 

workaround: Restar1 
experiment a1 regular 
interval. 

II 
-- -- 

In o w  experimnl !he Souroe 
Sequena Counter is shared 

- -- - .- -- 

Ground system reports jumps in 
Source Sequence Counter. 

N m d l y  build into the ps4.d 
decommutalion a1grdI-m. 

Cnound testing. 11 E e e n  fmtr different Application 
Accounting fa these Application 
IDS not imwihle. 



On-Ground h t u t l o n  Provrntlon 

The Savcc %quena Cocnttr is 
noavery~sfulinthQcsm.Ihc 
gnnmnd design must lakc into 
account such type of opmtiona 

SECONDARY HEADERS AND TIME CALIBRATION 

On-Ground Detection 

Geceived Secondary Headen 
w h m  the Time Field was shifted 
Oh: octet. 

Roper timc calibration cannot be 
pafamed.  

May he diflicult. For real-time 
maived tckmc~ry it is possible to 
make a plausibility check agaimt 
a n e n t  time. However this docs not 
work for playback of on-board 
s t m d  Tekmctry. In lhc playback 
c r s  tnother plausibility chccks 
mlm be impkmenlcd. 

Propa time calibration c m o t  
always be performed. 

Many experiments have problems 
with the stability of their local 
clocks mulling in: 

As above. Design of the overall 
time c m p t  including 
~ q u i n m e n t s  on drifts of 
master and local clocks. 
During p u n d  testing 
v e r i f y  t h a t  t h e  
implementa t ion  i s  
a c c o r d i n g  t o  
specificainn. 

In caw the lime jumps 
backwards this may cause 
problems for the filing system. 
However this depends on the 
design of the filing system. 

1) Unnaxptable drift 

large jumps in time when they 
synchronize with the Master 
Clock. This can even cause rhc 
time lo jump backwards. 

OPERATIONAL EXPERIENCE WITH 
PACKET TMITC 

guarantee extended TM generation in case of 
subsystem anomalies. This did not surmd in several 
cases during the flight. and the corr TM coverage 
of critical failures was lost as a const .pence. One of the main advantages of packet Tin is that the 'I'M 

sourcE can in principle decide what data to send when to 
the ground. This concept was extensively applied on 
L W C k .  and the ground segment and operations concept 
used it as a basic assumption. While this proved to work 
well in the nominal cases. it became a problem in cases of 
on-board failures. In some cases the on-board unit which 
experienced that failure took the wrong decision on what 
TM to send. limiting the visibility to the ground of the 
causes of the failure. Some failures affected the 
functionality of the unit to the extent that the unit stopped 
generating TM or even starred an endless loop in which 
event TM packets were generated continuously. 
overflowing the on-board data storage. Interaction between 
the subsystem TM generation and the system level 
decisions taken by DHS in case of specific failures were 
also very difficult to handle. In the case of AOCS special 
application software had to be written within DHS to 

Tht: implementation of the packet TM concept had r: 
major positive effect on the on-board communications 
between "intelligent" instruments and subsystems and 
the central DHS over the DHS data bus. Low level 
protocol problems in h e  bus interface units were often 
cured at higher level by the packet transfer protocol. 
Those units which were not able to generate packets 
suffered from the low level problems, causing 
significant canplications to the operations. One 
negative aspect of the EUFECA implementation of 
packet TM was that the DHS application software was 
not able to read the contents of the TM packets 
generated by the other subsystems or instruments. This 
artificially limited enormously the system level fault 
management capabilities of the DHS. In particular the 
information contained in the Housekeeping packets 



and the Event packets (Report and Exception) was 
essential to detect and isolate problems with the subsystem 
or instrument which could be easily recovered at system 
level. This limitation of the DHS shifted the system level 
fault management to the ground control. which wqs in 
most of the cases only able to intervene after several 
hours. due to the limited visibility of the spacecraft f m  
the ground stations (about 5% of the mission time). 

The use of the different packet types by the different 
packet TM sources on -board (12 instnunents and 2 
subsystems) was not always correctly reflecting the 
definitions imposed by the design specifications. In 
particular an improper use of Report and Exception 
packets was causing some problems in flight operations. 
The ground segment was designed under the assumption 
that Exception packets would only report anomalous 
behaviours. and Report packets would indicate progress or 
completion of nominal activities; in several cases it was 
found out during final system testing or even during flight 
that this clear distinction was not always observed. 

Another clear directive for the design of TM packets was 
that all TM parameters for which direct ground monitoring 
was required should have been included in Housekeeping 
packets The ground segment was designed on this 
assumption and therefore was not supposed to open and 
process science packets. This rule was also in several cases 
not properly followed and the ground had to work around 
the problem by including some specific science packets in 
the list of TM packets to be processed. This was not trivial 
also due to the fact that no formal documentation was 
available to describe science packets. and the relevant 
information had to be extracted from various so~uces like 
meetings. private conversations and informal documents. 

The packet TM implementation had a significant impact on 
the operational database preparation. Most of the TM 
parameters were contained in several different 
Housekeeping packets; this had an impact on the size of 
database tables and complicated the handling of derived 
parameters. which had to be defrned and inserted in all 
TM packets containing a conaibuting parameters. A large 
aA dunt of manpower had to be invested in the generation 
of the Event packets database. This was mainly caused by 
the large number of possible event packets (of the order of 
2500 at the end) to be defined. but also to the lack of 
description of these pack :ts in the AIT database. The 
contents description and meaning of each event packet had 
to be extracted in most of the cases directly from the on- 
board software code which was generating it. This manual 
ork had to be repeated every time a new version of the 
application software was generated and copied to ESOC, 
even after launch. 

Event packets were the most powerful tool the flight 
cantrollers had to monitor the spacecraft and payload 
activities and to identify and diagnose anomalies. The 
lack of AIT database in this area reduced sisnificantly 
the quality of the overdl ground testing. 

A f d  consideration should be made on the 
opportunity to involve flight operations persame1 in 
the definition of the contents of Housekeeping packets. 
These packets were originally designed followhg 
engineering considerations and disregarding 
completely the utilisation during operations. This 
forced a complete redesign of the packets at a later 
stage in the development of the spacecraft. with 
impact on both the AlTIAIV programme and the 
operations preparation. 

For commmding no real problems was encountered 
during flight with this concept. Its flexibility was 
properly exploited by the database editors specially 
designed for this mission in the mission control 
system. The block protocol and the related retry 
mechanism in case of failed uplink verification of a 
TC block worked very well. but were very difficult to 
test and tune before flight. 

6. LESSONS LEARNED 

The following lessons have been learned about packet 
telemetry and telecommand systems from development 
of the Eureca spacecraft control system and during the 
mission: 

1. Sizing of ground and on-board computer 
systems needs to be canied out carefully. 
using a good traffic model for the generation 
of the various packets. 

2. Very careful consideration has to be given to 
matching the design of the spacecraft and 
packet control system to the characteristics of 
packet telemetry. "Fudging "a TDM system 
work with packet telemetry is not advised 
and at the best is likely to be highly 
inefficient 

3. On-Ground Testing must take into account 
the use of Packet Telemetry. This must 
include functional tests to verify 1) all 
implemented featuresof the Packet Telemetry 
(segmentation etc.). 2) proper wraparound of 
counters. 3) stability of on-board clocks 
(master and slave). 4) performance w t s  to 
verify on-bard loading of the system in 



typical operational scenarios. software patches and master schedules) and 
provide elements that makes it possible to 
m e r  in case of ground failures. 4. GrcPlnd system must be able to handle errors in 

the implementation of packet telemetry 1) check 
b rmsistency of all static fields in transfer 
frames and packets, 2) design the system to be 
robust against implementation emrrs. 3) design 
the system to minimise the impact on other users 
in case of implementation ernws. 4) include 
k.nc vledge of the on-board implementation 
(t:, ected applicationid's.expectedpacket lengths 
,:t.  .). 5 )  provide proper reporting for detected 
c .ors. 6) give operational staff proper visibility 
05 detected enws. 6) provide tools to disable 
e~ m reporting of 'Imown errors" 

Introduction of Packet Telemetry and 
Commands is a majur step towards 
standardisation of an-board and grouad 
systems. In order to fully archive this goal it 
will be necessary to M I  standards 
covering more of tbe format than that 
specified in present standards. At the very 
least local standards are needed f a  each 
packet type to avoid p d i a t i o n .  Ref 7 
describes some current ESA work on this 
topic. 

5 .  The COP-I protocol has p e n  to be very 
rel'able and is able to recover transmission e m  
wi h minimal operational impact. There have been 

.. lmber of occasion where the COP-I protocol 
he successfully recovered an error. These cases 
all concerns l i  degradation, and involved the 
following circumstances: 

7. CONCLUSION 

The packet TMITC coocept proved very powerful in 
supporting complex operations of an autonomous low- 
Earth orbiter like EURECA. The system supborted a 
heavy downlink and uplink tra& corresponding to a 
total of 10 million transfer frames containing 35 
million packets and 240000 commands were send. 
Most of the above described problems do not relate to 
the overall concept but to the implementation, wkich 
suffered in the EURECA mission from the lack of 
previous experience. We have found P. number of 
problems with the actual implementation ~f the Packet 
Telemetry Standard but we & not 

During the deployment phese with a bad 
RF link between the Shuttle and 
EURECA 
During the deploynent phase where the 
EDCS did n.>t ~eceive a Command 
Acceptance Pattern (CAP) from NASA. 
During ESA ground station passes where 
the spacecraft was d ~ g u r e d  with the 
wrong antennae. 
During ESA ground passes where 
commandin, was executed down to V 
elevatio.. ,.-esulting in degradation ofthe 
telecommand and telemetry links). 
During oo-board antenna switch over. 
When the OBC failed to allocate a 
telecommand buffer (due to an OBC 
overload condition). 

The lessons learned form this mission could be easily 
taken into consideration in the design of future 
missions applying the same approach to the space- 
ground interface. 
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ABSTRACT 

The Galileo mission operations concept is undergo- 
ing substantial redesign. necessitated by the deploy- 
ment failure of the High Gain Antenna, while the 
spacecraft is on its way to Jupiter. The new design 
applies state-of-the-art technology and processes to 
increase the telemetry rate available through the Low 
Gain Antenna and to increase the information density 
of the telemetry. This paper describes the mission 
planning process being developed as part of this 
redesign. Principal topics include a brief description 
of the new mission concept and anticipated science 
return (these have been covered more extensively in 
earlier papers), ident~fication of key drivers on the 
mission planning process, a description of the pro- 
cessand its implementation schedule, a discussion of 
the application of auton~ated mission planning tools 
to the process, and a status report on rnissiun planning 
work to date. 

Galileo enhancements include extensive reprogram- 
ming of on-board computers and substantial hard- 
ware and software upgrades for the Deep Space 
Network (DSN). The principal mode of operation 
will be onboard recording of science data followed by 
extended playback periods. A variety of techniques 
will be used tocompress and edit the data both before 
recording and during playback. A highly-compressed 
real-time science data stream will also be important. 
The telemetry rate will be increased using advanced 
coding techniques and advanced receivers. 

Galileo mission planriing for orbital operations now 
involves partitioning of several scarce resources. 
Particularly difficult are division of the telemetry 
among the many users (eleven instruments, radio 
science, engineering monitoring, and navigation) and 
allocation of space on the tape recorder at each of the 
ten satellite encounters. The planning process is 
complicated by uncertainty in forecast perfoi mance 
of the DSN moditications and the non-deterministic 
nature of the new data compression schemes. Key 
mission planning steps include quantifying resources 

or capabilities to be allocated, prioritizing science 
observations and estimating resource needs for each, 
working inter-and intra-orbit trades of these resources 
among the Project elements, and planning real-time 
science activity. The first major mission planning 
activity, a high level, orbit-by-orbit allocation of 
resources among science objectives. has already been 
completed; and results are illustrated in the paper. 

To make efficient use of limited resources. Galileo 
mission plannmg will rely on automated mission 
planning tools capable of dealing with interactions 
among time-varying downlink capability. real-time 
science and engineering dara transmission. and play- 
buck of recorded data. A new generic mission plan- 
ning tool is being adapted for this purpo~2. 

I .  MISSION OVERVIEW 

Galileo is on its way to Jupiter to study the giant 
planet's atmosphere. satellites and magnetosphere 
with the most capable suite of instrumentsever placed 
on a planetary spacecraft. Galileo is actually two 
spacecraft currently traveling am1 ~hed. The Probe 
will separate in July 1995 and . Iter the Jupiter 
atmosphere on December 7, 1995. For about 75 
minutes during Probe descent. data from its seven 
instruments will be relayed to the Orbiter for subse- 
quent transmission to Earth. The Orbiter will then 
conduct a 23-month-long tour of the Jupiter system 
including ten close encounters (200-2700 km alti- 
tude) with the Galilean satellites while returning data 
from its eleven instruments. Details of Galileo's 
science objectives and the instruments sent to accom- 
plish them are provided in Reference 1. 

A high level timeline of the mission is shown in 
Figure 1.  Galileo was launched on a Venus-Earth- 
Earth-Gravity Assist (VEEGA) trajectory in October 
1989. This trajectory has provided opportunities to 
return science data from the first two asteroid en- 
counters (asteroids Gasprn and Ida) as well as data 
from close flybys of Venus and Earth (twice). 
Galileo's images of Ida provided an unexpected 
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Figure 1. Mission Overview 

bonus, discovery of a small moon orbiting the aster- 
oid. Shortly after submission of this paper. Galileo 
will observe a remarkable target-of-opportunity , the 
impact of comet Shoemaker-Levy 9 into Jupiter. 

The Galileo design incorporated a High Gain An- 
tenna (HGA) capable of downlinking an 800x800 
pixel image in one minute. At launch, the HGA was 
folded umbrella-fashion to fit in the Space Shuttle 
bay; and, for thermal reasons, deployment was not 
scheduled to occur until about 1.5 years after launch. 
The deployment sequence resulted in a partially open 
antenna, and a wide range of corrective actions has 
been unsuccessful (see Reference 2). In late 1991 a 
new mission concept using the Low Gain Antenna 
(LGA) was devised to capture most of the original 
science objectives if the HGA could not be opened. 
The new concept is summarized here, details can be 
found in Reference 2. 

In cooperation with the Deep Space Network (DSN), 
systems are being developed that will provide two 
orders of magnitude improvement in the downlink of 
science information from Galileo to Earth. Half of 
this improvement will be in actual data rate improve- 

ments resulting from application of advanced error- 
correcting coding techniques :md advanced technol- 
ogy receivers that enable shifting all of the power of 
the radio signal into the telemetry side-bands and also 
facilitate arraying of multiple tracking stations. The 
other order of magnitude improvement will be 
achieved by increasing the information density of the 
downlink via reprogramming of onboard computers 
to apply state-of-the-art data compression techniques 
(References 3 and 4) as well as extensive onboard 
editing of data from the science instruments. 

The Galileo science community estimates that 70% 
of the original science objectives can be achieved by 
the new mission concept. This includes all of the 
objectives associated with the Probe, since the data 
quantity is small and the full data set can be recorded 
on the Orbiter and returned using the LGA even 
without the spacecraft software and DSN enhdnce- 
ments. 

Figure 2 illiistrates the new operational concept for a 
typical orbit. Since most of the key opportunities for 
imaging and other remote sensing occur in a 7-day 
"encounter" period centered (roughly) at pcrijove, 



FIELDS AND Orbiter and the Jupiter Orbit Insertion maneuver was 
PARTICLES DATA never at issue, but there has been less certainty a h u t  

the level of detail of planning for orbital operatio,ls. 
For the original mission concept there was concern 
about the difficulty of building and implementing 
eleven complex satellite flyby sequences (an lo flyby 
on the day of Jupiter orbit insertion plus ten orbital 
encounteis), with substantial contention among the 
eleven orbiter instruments for observation time and 
sequence memory (particularly the four instruments 
on the scan platform). So the pre-launch Project Plan 

+4 OR 4 DAYS called for early development of detailed plans that 
would precisely allocate these resources. 

The modifications for LGA-based operations added 
to the list of critical resources while making precise 
early allocation of these resources a lot more diffi- 
cult. The most significant resource for LGA-based 
operations is the downlink capability (usually re- 
ferred toon the Project as "BTG"or"bits-to-ground", 

a ENCOUNTER PHASE - 7 DAYS 0 CRUISE PHASE - 24 TO 72 DAYS 

HlOH RATE DATA TO TAPE RECORDER PLAYBACK TAPE RECORDER 

Figure 2. Typical Orbit 

these observations can be recorded and subsequently 
played back in compressed or edited form during the 
"cruise" period between encounters (24-72 days). In 
addition to the return of recorded encounter data, a 
continuous stream of highly-edited real-time data 
(predorninently from the fields-and-particles instru- 
ments) can be downlinked throughout both the en- 
counter and cruise periods. 

The flight software (FSW) modifications that pro- 
vide these new capabilities (designated "Phase 2" in 
Figure I )  are currently being developed and will be 
uplinked in the spring of 1996. The Phase 1 FSW 
modifications will be uplinked early in 1995 and will 
provide for protection of the Probe data against tape 
recorder problems by storing key data in the on board 
computer. 

2. DRIVERS ON MISSION PLANNING 

although commonly measured in megabits). Space 
on the tape recorder ("bits-to-tape") is also a crucial 
commodity, since ihe recorder can only be filled once 
for each satellite flyby and fur the "best" orbits (long 
periods between flybys coupled with small Earth- 
Jupiter range) there is enough BTG capability to 
empty the tape recorder at acceptable compression 
ratios. The criticality of the tape recorder to the LGA- 
operations concept has also added the cycle-life of 
the recorder to the list of resources that must be 
closely managed. 

The interplanetary cruise phase encounters have pro- 
vided experience in dealing with these scarce re- 
sources and have generally confirmed the need for 
detailed early planning. The Venus and Gaspra 
flybys were constrained largely by space on the tape, 
since there wa: ample playback capacity at subse- 
quent Earth flybys; the Earth flybys themselves were 
useful exercises in dividing up observing time; and 
the Ida flyby was the first experience with severe 
BTG lim~tations. These experiences left no one 
doubting the wisdom of having detailed plans in 
place well in advance of the high activity periods. 

With a mission design that includes six years of Galilee mission planners must, however, now 
interplanetary cruise and two years of orbital opera- deal with a high degree of uncertainty in allocating 
tions, the subject of what mission planning to do BTG (their most critical resource). The DSN en- 
when has long been debated within the Project. +l"he hancements discussed in Sectiun 1 include the first 
need for early development and testing of the highly application of new technology in several areas, and, 
critical sequences for Probe data relay through the while confidence is high, no comprehensive end-to- 



end performance test will be possible until shortly 
after the Phase 2 FSW modificationsare loaded in the 
Spring of 1996. Uncertainty in performance of data 
conipression algorithms is also a m~jor  hindrance !P 
precise planning. Conipressibility of some imaging 
data (and the corresponding BTG allocation) will be 
known to wilhin only a factor of two a priori. 

Another driver on the planning process is the contiiiu- 
ing pressure on operatiorls budgets of NASA mis- 
sions. The mission plan must be structured so that i t  
can be implemented with a stlrffirig level substan- 
tially reduced from the original Project Plan. 

3. THE VISSION PLANNING PROCESS 

Galileo mission planning and sequence development 
have always used a top-down design process. The 
products are as follow ... ( I )  the Orbit Planning Guide 
(OPG) providing a high level orbit-by-orbit alloca- 
tian of resources across the tour, (2) Orbit Activity 
Plans (OAPs), one for each orbit, which suballocate 
Tesources among individual activities in a time or- 
dered listing. (3) a set of Orbit Profiles for each orbit, 
in which the OAP activities are expanded in terms of 
sequence components which can be automatically 
converted to (4) an uplinkable command file of 1 OL'O- 
3000 commands. Steps (I)  and (2) are viewed as 
mission planning and are the f ~ c u s  of this paper. 

In 23 months theGalileoOrbiter will navigate through 
an eleven-orbit tour. Experience during interplan- 
etary cruise has shown that the complete sequence 
planning process for each orbit will take considerably 
more than two months. Hence the sequence plarining 
process mvst begin Sefore the Jupiter tour begins. 
This has led to a schedule (see Figure I )  under which 
the OPG was completed in February 1994 and orbit- 

, )  
-+.. by-orbit sequence development began in July 1994. 

In the pre-arrival planning, the encounter sequence 
for each targeted fly-by of a Galilean satellite will be 
developed in full detail immediately following the 
OAP development. All OAPs and encounter se- 
quences are scheduled for completior, prior to the 
first satellite encounter of the tour (July 1996). 

The Galileo mission planning process is intertwined 
with the structure of the Galileo erience community. 
The Galileo flight team at JPL is organized to inter- 
face with and support the science investigator teams 
which are organized by instrument. Each of the 

instrument and radio scierx experinients on the 
Probe and on th . Orbiter, is lead by a Principal 
Investigator (or T'eam Leader for SSI i!nd Radio 
Science) with a ,-oup of Co-Investigators (or team 
members). Most of the Galileo investigators are 
located a: other institutions than J P L .  The Principal 
Invesligators. Team Leaders, and a number of Inter- 
disciplinary Scientists comprise the Project's sevlir.r 
science planning agency, the Project Science Grmp 
(PSG). The PSG has subcommittees -called working 
groups - which cross-cut the instrument teams to deal 
with top level priorities and plans in the three major 
discipline areas called out in the Project Plan: Atrno- 
spheres, Satellites and Magnetosphere. All of the 
Orbiter investigator teams are represented at JPL by 
an operations support team lead by a Science Coordi - 
nator. Through periodic meetings and on-going 
dialogue of the PSG and the working groups. the 
mission goals are turncL: into oper;>*ions plans at JPL. 

As part qf the planning process. resources are allo- 
cated as early as possible during development. Tape 
usagc (bits-to-tape), telemetry usage (bits-to-ground), 
and propcllant usage (kilograms) werc allocated to 
the discipline working groups as part of the OFG 
Within the discipline working groups and ac p r t  0, 
the Orbit Activity Plans, those resources get x ~ b -  
allocated to the eleven instruments and radio science. 
Tape recorder cycles and sequence memory usage 
cannot be allocated until a high leriel sequence is 
available; they are first allocated in the OA P. As part 
of sequence adaptation during orbiti.1 operations, all 
of these resources are subject to some re-al1ocat;on. 

In addition to distributjng the key spacecraft re- 
sources among the ihree science cliscipline!:, the OPG 
also describes the high-level plan for how each sci- 
ence discipline will accomplish its science objectives 
consistent with the distribution of resources. The 
process of developing the resource allocations was 
influenced by a number of factors: zxperience with 
the previous (pre-launch) OPG, experience with 
Galileo planetary encounters on the way to Jupiter, 
scoping exercises and of course, schedule. Alloca- 
tions of resources across sciencc discipline areas, 
based on scientific col~siden tion, are always difficult 
to get agreement on; the investigators, science ele- 
ments of the JPL team and the Project Scientist 
worked together to arrive at the current position. An 
initial allocation of resources to the working groups 
over ihe whole tour was developed by the Project 



Scientist. This initial allocation provided the basis 
for further negotiation and trading of resources t:- 
tween the working groups with the outcome being 
orbit-by-orbit alloc,tions, driven by and consistent 
with the chwacteristics of the orbital tour. 

corder ,.,layback and real-time science. Conflicts 
with the "skeleton" are also subject to iteration. 

The final two weeks of the OAP cycle are devoted to 
a iast round of constramt checking. review of the 
integrated product by all participants, and approval 
by project management. The first two weeks of the 8-week OAPdevelopment 

cycle involve two parallel tasks: building an engi- 
neering and navigation "skeleton" plan and initiating 
work on satellite encounter remote sensing designs 
for the critical period around closest approach. The 
skeleton schedules and allocates resources for space- 
craft systems maintenance and calibration. attitrlde 
updates. optical navigation imaging, radiometeric 
navigation, and orbit trim maneuvers. The remote 
sensing design uses sophisticated 3-D cartographic 
tools to account for target ephemeris, spacecraft 
trajectory. and scan platfor 1 dynamics in laying oat 
mosaic patterns and txgit-to-target scar1 platform 
slews. This must be done at a fine level of detail at the 
beginning of the OAP to get a handle on tne resource 
needs of the observ;!ions near closest approach. 

4. ORBIT PLANNING GUIDE RESULTS 

This section summlirizes the results of the OPG 
development completed in February 1994 (Refer- 
ence 5) .  In particular, Table 1 sammarizes the results 
of the OPC negotiations anlong the working groups 
for allocating BTG and tape recorder space for t l - .  
orbital tour. The table gives the total BTG available 
to science during thc cruise phase for each orbit (in 
megabits), the percentage of the BTG allocated to 
each working group, and the percent allocation of the 
encounter tape load. The working group allocations 
for- the lo encounter (JO) and the GI orbit were 
combined because the expectation is th::, all of the JO 
data cannot be rctumed prior to the GI encounter. 
Some JO data will be carried over and played back 
during the GI cruise period. For the C9 orbit. the 
total telemetry capability has not been fully allocated 
to the working groups at the OPG level since it is 
more than enough to play back the tape. Some 
additional recording and play back during the cruise 
period of the orbit is planned. 

Next, OAP developnlent enters a 4-week iterative 
period in which the remainder of the science observa- 
tions are uesigned, resource needs ;re estimated, the 
activity timeline is built, deviations from operating 
constraints are identified, and all of this is iterated 
where conflicts are found. During this period the 
working groups divide BTG and other resources 
among the participat~ng instruments a d  the instru- 
men:s divide i h p ~  ammg individual observations. 
This includes separate BTG allocations for tape re- 

A number of science trades were necessary to de- 
velop the allocations in Table I .  The long-range. 

Table 1. OPG Resource Allocat:otl - 
Capability 

(MBTG) 
Orbit 

Totals 

Satellites 

% of BTG 

Atmosphere 
I YO of Tape 

% of BTG 1 Load 

35% 
22Yo 
49% 
50% 
40% 
40% 
35% 
24% 
29% 
40% 

33% 

Magnetosphere 
% of Tape 

Load 
I I 

-- 
A 

% of BTG 
% of Tape 

Load 



short-duration orbits of C3, E4, E6, and G7 posed 
particular difficulty. For the satellite working group 
(SWG). thcse orbits contain the high priority target 
Europa. In the case of the magnetospheric working 
group (MWG) continuous real-time monitoring of 
Jupiter's dynamic magnetosphere is their highest 
science objective. The atnlospheric working group 
(AWG) is more tlexible with respect to acquiring 
specific science objectives during these orbits, but 
they still rcquire that their primary science objectives 
be met by the end of the mission. The compromises 
made for these orbits consisted of the MWG reducing 
their requests on the downlink telemetry during C3 
and E4 i t ,  order to ~lcconimodate the SWG's requests 
for telemrbtry during these scientifically important 
orbits, m i  SWG and AWG reducing their telemetry 
requirements for G2. which permitted MWG to 
utilize most ofthecapability forthisorbit. As aresult. 
the MWG developed the concept of two rnagneto- 
spheric sub-tours, one at thc beginning of the orbital 
tour and the second during the last orbi!s. The sub- 
tour concept is illustrated in Figure 3. 

As a result of the science trades made to generate the 
resource allocation table, each of the working groups 
will address the most important of their key scientitic 
questions about the Jovian system. For AWG, the 
focus of the science instruments will be an integrated 
study of small areas of Jupiter ("features") and those 
observations that are unique in terms of instrumental 
capability or geometric opportunity. 

Figure 3. Magnetospheric Survey Suhtours 

The MWG'b primary science objective is the mag- 
netospheric survey. In order to investigate the large- 
scale topology and temporal behadior of the mag- 
netosphere, the concept of two sub-tours was intro- 
duced. In addition to the above sub-tours. it is 
important that the region inside 50 R j  be continu- 
ously sampled for each orbit. A mqor objective 
in the second sub-tour is the journey into the unex- 
plored regions of Jupiter's magnetotail. MWG's 
second primary objective has also been retained: 
high resolution coverage of the close flybys of the 
Galilean satellites. 

The SWG satellite priorities are 10 (single tlyby), 
Europa, Ganymede, and Callisto. For the imaging 
experiment a high priority objective is to achieve 
global coverage complementary to that of Voyager as 
well as limited coverage 100- I000 times higher reso- 
lution than Voyager. For Near-Infrared Mapping 
Spe~trometer (NIMS), the global coverage objective 
is to achieve cove age of a high percentage of the 
surface at modest spatial and spectral resolution. 
since all coverage of the satellites in the NIMS 
wavelength regime is new. The Photopolarimeter 
Radiometer observation set includes thermal and 
polarization observations. The ultraviolet experi- 
mcnt set includes limb scans as high priority. Most 
of the remaining observations for SWG consist of 
focused studies of very limited spatial extent for 
specific features or regions on the satellites. I 

5. MISCION PLANNING TOOLS 

The tlight software changes associated with operat- 
ing the Galileo spacecraft using the LGA provide 
significant challenges and added complexity in the 
development of the science sequences. There are 
now complex interactions among collection and trans- 
mission of real-time science, transmissiori of engi- 
neering data, collection of recorded science, and 
playback of recorded Gaia. For example, changes to 
the real-time science collection rate during the cruise 
portion of the orbit affect the amount of recorded 
science that can be played back during the same 
period. In a sample orbit planning exercise (SOPE) 
conducted in 1993 in order to understand the process 
of how science seqwnces are developed using the 
new Phase 2 flight software, it became clear that a 
mission planning tool would be needed ro efficiently 
and successfully develop the flight sequences. The 
SOPE illustrated the need to modify an activity plall 



indevelopment often and provide for fast turn-around 
estimates of the effects on spacecraft resources. In 
addition, in light of the current econoniic environ- 
ment on Galileo, reductions in the mission opera- 
tions workforce also require that automation tools be 
developed. 

The key mission planning tool that is being devel- 
oped as a result of these needs iscalled MIRAGE, for 
Mission Integration. Real-time Analysis. and Graphi- 
cal Tinieline Editor. The MIRAGE software will 
expedite integration and conflict resolution, and pro- 
vide modeling of spacecraft resources for science and 
engineering activities. I t  utilizes a graphical user 
interface with a timeline representation of the se- 
quence in development. The MIRAGE software 
allows the user to quickly and easily manipulate 
science and engineering activities and provides for 
immediate feedback on the expected spacecr. ‘1 f t re- 
source usage resulting from these changcs. The 
resources modeled within IMIKAGE include onboard 
computer buffer usage. real-time science BTG, re- 
corded science tape usage. play back BTG. tape 
recorder startlstop cycles. sequence memory usage, 
and resource claim violations with respect to the scan 
platfon~l. the spacecraft attitude, and the real-time 
and reccrd telemetry formats. 

MIRAGE is the Galileo adaptation of the nlulri- 
mission PLAS-IT-2 (for Plan Integrated Timelines. 
version 2) science planning software developed at 
JPL (see Reference 6,. PLAN-IT-2 is an a-tivity 
scheduling program that provides for sequence visu- 
alization to aid in the resolution of conflicts bztween 
spacecrafr activirie..;. I t  is written in LISP and runs on 
a UNIX workstation. PLAN-IT-2 presents the se- 
quence to liie user in the form of a timeline display 
showing the activities, conflicts, and any constraints 
hat need to be considered in the sequence. The 
decision to use PLAN-IT-2 in the development of the 
MIRAGE softwi\re was driven by several factors, 
including the limited amount of sottwarc develop- 
ment time for MIRAGE. tbc immediate availability 
of agraphical user interface for timeline displays, and 
the capability to incorporate Galileo-specific con- 
straint checking and spacecraft models. Adaptation 
of PLAN-IT-2 for Galileo involved reconfiguration 
of the display; incorporation of Galileo-specific re- 
source constraint checks; definition of the format, 
content. and representation of the science arid engi- 
neering activities; incorporation of resource model- 

ing; and confiyration of the internal time system and 
time representations. An example screen from the 
Galileo adaptation of PLAN-I?'-2 is shown in Figure 
4. 

The primary use for MIRAGE is in the development 
of the OAPs. MIKAGE will compile the desired 
engineering, real-time science, and recorded science 
activities. model and track the resources listed above, 
and summarize resource usage by science instru- 
ment, science working group, or activity. 

For the OAP integration activities, MIKAGE will be 
used in a seqgence integration workroom environ- 
ment. Here, all flight team members responsible for 
producing a conflict-free integrated plan will use 
MIRAGE'S interactive and real-time capabilities to 
negotiate activity timings. move, delete, andlor up- 
date the activities. and display the effects of those 
changes in spacecraft resources. Workroom tools 
will include a large screen f a  display of MIRAGE 
outputs like Figure 4. 

Two other tools k ing developed by Galileo to further 
increase the amount of automation involved in the 
sequence development process are SCAN-IT, which 
is a sequence review tool to provide automated check- 
ing of spacecraft and instrument flight rules, and 
OAPLINK, which is a tool used to expand high-level 
activities into sequence components. The SCAN-IT 
software is a Galileo adaptation of an existing multi- 
mission sequence review tool, which is a Unix based 
program and written in LISP. The adaptation process 
involves the incorporation of the relevan! flight rules 
via a set of SCAN-IT scripts. The OAPLINK soft- 
ware has been in use on the Galileo flight team for the 
past coupie of years. 

6. IMPLICATIONS FOR FUTURE MISSIONS 

While some of the work described here is peculiar !o 
Galileo's anomaly response situation, a number of 
the mission planning factors discussed in this paper 
have far-reaching implications. First, data compres- 
sion is likely to be an important element of future 
space missions and the mission planning implica- 
tions of data compression described here, particu- 
larly the need to deal with the resulting uncertainty in 
effective downlink capability, will be widely appli- 
cable. Another conclusion is that software tools are 
now available to support activity planning and re- 
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Figure 4. Sample Plan-It-2 Display I 

; 
3. Rice, R.F., (1993, November 15). Srmc Prac-ti- 

cal Uni\vrsal Noiseless Coding 7cchniqucs,, 
Part III .  Module PSI 14. K +  (JPL Publication 
91 -3). Pasadena, CA: Jet Propulsion Laboratory. 

4. Cheung, K. Sr Tong, K., (1993. April 2). Pro- 
posed Data Compression Schemes for the Gali- 
leo S-Band Contingency Mission. Procecdirtgs 
of the 199-3 Spuce & Earth Science Data Com- 
pression Workshop, Snowbird, Utah. 

5. Pac-ckowski, B., et. al. (1 994, February). Galileo 
Orbit Planning Guide (Internal report D- 1 1524). 
Pasadena, CA: Jet Propulsion Laobratory. 

source allocation. These have great value and should 
be considered in the earliest stages of designing 
mission operations systems. 
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ABSTRACT this paper are the payload planning functions 

The complex and diverse natalre of the pay- which can be distributed and the process by 

load operations to be performed on the which these functions are performed. 

Space station requires a robust and flexible 1. INTRODUCTION 
planning approach. The planning approach 
for Space Station payload operations must 
support the phased development of the 
Space Station, as well as the geopphically 
dismbuted users of the Space Station. To 
date, the planning approach for manned op- 
erations in space has been one of centralized 
planning to the n-th degree of detail. This 
approach, while valid for short duration 
flights, incurs high operations costs and is 
not conducive to long duration Space Sta- 
tion operations. The Space Station payload 
operations planning concept must reduce op- 
erations costs, accommodate phased station 
development, support dismbuted users, and 
provide flexibility. One way to meet these 
objectives is to dismbute the planning func- 
tions across a hierarchy of payload planning 
organizations based on their particular needs 
and expertise. This paper presents a plan- 
ning concept which satisfies all phases of 
the development of the Space Station 
(manned Shuttle flights, unmanned Station 

The key to any successful project, 1% it a 
complex space mission ar a simple family 
picnic, is proper planning and preparation. 
The planning approach used must be tailored 
to meet the specific needs of the problem at 
h a d .  The Space Station payload operations 
planning problem is considerably different 
from the payload operations planning prob- 
lem associated with current Shuttle mis- 
sions. The characteristics of this problem 
which m k e  it so very differeni are: large 
numbers of geographically distributed pay- 
load users (e.g., users in the United States, 
Japan, Canada, Europe, etc.), multiple op- 
erations control centers, continuous opera- 
tions, diverse and dynamic payload comple- 
ments, and a desire for operational 
flexibility. With these characteristics in 
mind, it is crucial that a payload operations 
planning concept be developed which meets 
the needs of the payload user community 
and the Space Station program. 

operations, and perkanent manned opera- 2. PLANNING CONCEPT 
tions), and the migration from centralized to 
distributed planning functions. Identified in Because of the diverse and dynamic payload 

complement, no one organization will have 



the knowledge and expertise required to per- 
form all ot the detailed planning. Since the 
knowledge and expertise is spread across the 
various organizations and users, it makes 
sense to distribute the planning as well. 
While there are many possible ways of sup- 
porting distributed planning, the hierarchical 
distribution of resources appears to be the 
approach which is best suited for Space Sta- 
tion payload operations planning. An over- 
view of this concept is provided in the fol- 
lowing sections which describe the 
architecture, resource envelopes, and plan- 
ning process. The architecture and resource 
envelopes are discussed first to provide the 
reader with a basis for understanding the 
planning process. Rather than expressing 
this concept using Space Station specific ter- 
minology, the concept is described in gen- 
eral terms which can be applied to other 
planning problems. 

2.1 Architecture 
Figure 1 provides an overview of the archi- 
tecture which supports this approach. This 
architecture consists of various levels of 
planning, where the functions of a particular 
level are performed by one or more organi- 
zations. 

--m Requests 6 Plans 
- -b Resource Distributions (Envelopes) 

Figure 1. Architecture 

In general, there are three basic levels of 
planning: 1) Upper Level Planning Function 

(ULPF), 2) Lower Level Planning Function 
(LLPF), and 3) Intermediate Level Planning 
Function (ILPF). 

The ULPF represents the controlling author- 
ity and is ultimately responsible for the inte- 
grated plan of payload operations. There is 
only one ULPF, although there may be 
many organnations which support its func- 
tions. The LLPF represents the individual 
users of the Space Station. These individuals 
have specific payload operations which need 
to be scheduled, and are in competition with 
one another for the limited resources avail- 
able to support those operations. The ILPF 
represents the organization or organizations 
which serve as the interface between the 
ULPF and the LLPF. In most cases, the 
ILPF represents the sponsoring organization 
or country of the users. In cases where there 
is no ILPF organization, the LLPF interfaces 
directly with the ULPF. There may be multi- 
ple ILPF levels, where one ILPF organiza- 
tion exists to serve the ILPF organizations 
which fall under its authority. Refer to Fig- 
ure 1 for a pictorial representation of this ar- 
chitecture and the relationships between the 
ULPF, ILPF, and LLPF organizations. 

The basic premise of this concept is that re- 
sources are distributed in a manner which al- 
lows for concurrent planning at each level in 
the architecture. Requests for resources are 
passed From the LLPF upwards through the 
ILPF level(s) to the ULPF. The ULPF, tak- 
ing into account all of the requests for re- 
sources, dismbutes the available resources 
to the ILPF. Each ILPF then dismbutes its 
resources to the level below it, either anotbsr 
ILPF level or the LLPF. At the LLPF lc . 1. 

the users develop plans within their resource 
distributions and pass those plans back up 
through the path to the ULPF. Each level, by 
having a view into all of the requests for re- 
sources at its level, can ensure an equitable 



distribution of resources to ks t  satisfy the 
needs of its users. The flow of ;his informa- 
tion from one level to the next is depicted in 
Figure 1. 

2.2 Resource Envelopes 
Resources we distributed to the planning 
levels in the form of resource envelopes. A 
resource request is the time-independent dis- 
tribution of the magnitude of a resource over 
time. In contrast, a resource envelope is the 
time-dependent distribution of the magni- 
tude of a resource over time. The develop- 
ment of envelopes involves assigning a re- 
source request to a specific time period. 
Figure 2 shows an example of a resource en- 
velope. Resource envelopes are created for 
each rzsource that constrains planning. For 
example, there are envelopes for power, 
data, crew, etc. The resource requirement 
shown in Figure 2 represents a power profile 
required to perform an operation or group of 
operations. The ILPF or LLPF organizations 
may request a resource in excess of the ac- 
tual requirement to allow for the desired op- 
erational flexibility. The resource requests 
are submitted to the appropriate planning 
level for resource envelope development. 

Resource requirement 
0 Resource request with flexibility 

m Resoura, envelope with flexibility 

Power 600- I 
(Watts) - 

400- 

200- 
I 

01 o 6 i 2  1$ & 24 
Time (Hours) 

Figure 2. Resource Envelope 

Resource envelopes are developed to satisfy 
resource requests within the resource avail- 

abilities and other constraints. The resource 
envelope defines a profile that is greater 
than or equal to the resource quest.  Addi- 
tional flexibility may be added to the re- 
source request to simplify the resulting pro- 
file. Once a resource envelope is developed 
and distributed to the appropriate level, ad- 
ditional envelopes can be createo at that 
planning level based on the resource avail- 
ability profile provided in its resource enve- 
lope. These envelopes are created in a man- 
ner which ensures that no overbooking of 
the resource occurs. Figure 3 illustrates the 
distribution of resource envelopes. 

-- - - - -- - 

Figure 3. Envelope Distribution 

2.3 Planning Process 
The process for developing payload opera- 
tions schedules is usually tailored to the en- 
vironment in which the planning is per- 
formed. Problem characteristics, planning 
cycles, unique product requirements, func- 
tional interfaces, and planning software ca- 
pabilities factor into the definition of the 
planning process. The distribution of plan- 
ning responsibilities will also significantly 



affect the design of the planning process. 
The Space Station payload planning process 
will therefore differ somewhat from the 
processes used for Space Shut tldspacelab 
payloads or for unmanned free-flyer pay- 
loads. However, there are also similarities. 
The Space Station planning process must 
support manned operations, like Shuttle1 
Spacelab, as well as continuous operations 
and unmanned periods, like the free-flyers. 

The key to developing a distributed planning 
process is that all planning processes are 
built upon the same fundamental set of plan- 
ning functions: 

Constraint Definition 
Defines all constraints on scheduling, in- 
cluding the scheduling horizon, ground- 
rules, definition of resources and system 
configurations, resource availability pro- 
files, etc. Resources may represent 
physical objects, such as equipment; sys- 
tems services, such as power; or environ- 
mental conditions, such as microgravity 
or orbital daylight. 

Reauirements Definition 
Defines the requirements of each opera- 
tion to be scheduled. These requirements 
may include resource usage profiles, 
temporal relationships to other opera- 
tions, and performance requirements 
(number of performances of the opera- 
tion and their required distribution over 
time). 

Scheduling 
Produces conflict-free schedules which 
satisfy the scheduling requirements 
within the defined constraints. 

Product Generation 
Produces integrated payload plans and 
data which can be used to analyze and/or 
execute the schedule. 

The major difference between a centralized 

planning process and a distributed one is 
who performs each of the functions. 

Typically, the requirements definition func- 
tion is performed by those organizations or 
individuals who have in-depth knowledge of 
the operations to be scheduled, such as the 
users who sponsor the payloads on the 
Space Station. In the planning architecture 
discussed earlier, these organizations and/or 
individuals would belong to the LLPF. In a 
centralized planning environment, the other 
planning functions are performed by a single 
centralized authority, represented in the 
planning architecture by the ULPF. Figure 4 
represents a typical centralized planning 
process. 

Define Generate 
Groundrules, Generate Integrated 

Detruled Payload THTHZl Constraints Schedules plans a 

DefineISubmit 
Detailed 

Scheduling 
Requirements 

Figure 4. Centralized Planning Process 

In a distributed planning environment, the 
responsibility for performing each of the 
planning functions may be distributed across 
the entire hierarchy of payload planning or- 
ganizations (ULPF, ILPF, LLPF), as dis- 
cussed in the architecture section. The de- 
gree to which the planning functions can be 
distrib :ted depends on many factors, includ- 
ing the abilities and desires of the various 
organizations to actively participate in the 
planning process. 



Figure 5 depicts a distributed planning proc- 
ess with each of the planning functions fully 
dismbuted across the various planning Iev- 
els (ULPF, ILPF, LLPF). A discussion of 
this process follows. To simplify the discus- 
sion, Figure 5 is shown with exactly one 
ILPF level between the ULPF and LLPF. 
The process can easily be modified to ac- 
commodate an architecture with multipie 
ILPF levels or no ILPF level at all. It will 
also support centralized planning if the 
ULPF organization performs all of the plan- 
ning functions except requirements defini- 
tion, which must be done by the LLPF. 

The Constraint Definit io~ function may be 
distributed if there are particular resollrces 
or groundrules which are unique to a single 
payload (LLPF) or group of related payloads 
under a common ILPF organization. For ex- 
ample, a group of life science payloads un- 
der a common ILPF might share the use of a 
life science glovebox. Such constraints may 
be defined at the appropriate ILPF or LLPF 

level. Space Station systems services, crew, 
and all other constraints which apply across 
multiple ILPF organizations must be defined 
and controlled by the ULPF. Although con- 
straints may be defined at any level, it is ex- 
tremely important that all organizations are 
planning against a common and consistent 
set of constraints. Visibility into all levels is 
required to ensure that conflicts in constraint 
definition do not occur. For example, the 
creation of three distinct resources with the 
name "Gloveb~x" by different organizations 
would complicate the schedule integration 
function later in the process. 

As in the centralized process, the &mire- 
ments Definition function is primarily per- 
formed by the LLPF. In the centralized proc- 
ess, the LLPF submits detailed scheduling 
requirements which the ULPF can utilize in 
scheduling and product development. In a 
dismbuted process, however, the LLPF sub- 
mits requests for resources within which it 
can perform its own detailed scheduling. As 

Figure 5. Distributed Planning Process 
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was discussed in the section on resource en- 
velopes, a resource request may represent 
the exact requirements of a specific opera- 
tion, or it may grossly define a set of re- 
sources which accommodates the require- 
ments of m e  or more operations. A gross 
resource request will provide the LLPF with 
any desired flexibility in the detailed sched- 
uling step of the process. 

Each ILPF collects and assesses the resource 
requests submitted by its associated LLPF 
organizations. Conflicts between LLPF re- 
quests are resolved at this point. Based on its 
objectives and priorities, the ILPF may 
choose to forward any or all of the individ- 
ual LLPF resource requests to the ULPF. 
The ILPF may also choose to merge multi- 
ple LLPF resource requests into larger ILPF 
resource requests. This may provide the 
ILPF with some desired flexibility in the 
scheduling step of the process. 

When all of the ILPFfLLPF resource re- 
quests are submitted, the ULPF is ready to 
begin the Scheduling process. By having 
visibility into all users' needs (via the re- 
source requests), the scheduling process can 
ensure an equitable distribution of resources 
across the entire payload complement. First, 
the ULPF schedules the integrated set of re- 
source requests against the defined con- 
straints. From this integrated schedule, re- 
source envelopes are then constructed for 
each ILPF. These envelopes may contain re- 
sources in excess of what was requested by 
the IiLPF. A key aspect of this concept is that 
the sum of the distributed resource enve- 
lopes created at any level cannot exceed the 
resource availabilities (no overbooking of 
resources allowed). This ensures that the de- 
tailed schedules created at lower levels will 
not produce constraint violations when inte- 
grated together. Note that the ULPF may 
only distribute resource envelopes for those 

resources which are under its control. 

Next, each ILPF follows a similar process to 
divide its resource envelopes into individual 
LLPF resource envelopes. Any resources 
under the control of the ILPF may be dismb- 
uted at this time. 

Detailed scheduling of specific operations is 
then performed by the LLPF within the re- 
source envelopes assigned by the ILPF. 
Prior to scheduling, the LLPF completes the 
Reauirements Delinition process for its op- 
erations by definindupdating the detailed 
scheduling requirements. 

The last step in the process is the 
integration of the independently developed 
detailed schedules. Integration is performed 
in an upwards fashion through the ILPF to 
the ULPF. Each planning level verifies that 
the detailed schedules it integrates are com- 
patible with the appropriate resource enve- 
lopes. As part of the integration function, the 
ULPF may perform any additional planning 
tasks required to finalize the integrated 
schedule of payload operations. 

The Product Generation function may also 
be distributed to a certain extent. Some addi- 
tional information, not required for schedul- 
ing, must be associated with the payload 
schedule in order to generate the products 
which are used by the onboard crew, on- 
board software, and ground controllers to 
execute the schedule. Examples of these 
product inputs include identification of the 
detailed procedures to be executed for each 
scheduled operation, and associated notes. 
Since the LLPF has the most intimate 
knowledge of the payload operations and 
procedures, it builds the product inputs, 
which are then integrated by the ILPF and 
ULPF for inclusion in the final products. 



3. ANALYSIS AND EVALUATION 

As with any complex concept or process, 
there are a number of strengths and weak- 
nesses associated with the distributed plan- 
ning concept described in this paper. A dis- 
cussion of the known advantages and 
disadvantages follows. 

3.1 Advantages 
The distributed planning concept provides a 
number of advantages which make it par- 
ticularly attractive as a solution to the Space 
Station payload operations planning prob- 
lem. Following is a brief summary of these 
advantages: 

Reduces the operations costs of the 
ULPF organization through the in- 
creased participation of the ILPF and 
LLPF organizations. 
Provides operational flexibility at the ap- 
propriate level of fidelity through the use 
of resource requests and resource enve- 
lopes. This flexibility results in a plan 
which is better able to accommodate 
changes during plan execution. 
Places responsibility for planning at the 
level where the knowledge and expertise 
exists. The end users (LLPF) are active 
participants in the process and are not 
simply viewed as data providers. 
Results in the production of conflict-free 
plans through the use of resource enve- 
lopes which dc not allow for the over- 
booking of resources. 
Supports the transition from centralized 
to distributed planning, as well as a mix- 
ture of both centralized and distributed 
concepts. The planning process remains 
fairly stable regardless of the number of 
organizations performing the various 
planning functions. 
Ensures equitable dismbution of re- 
sources among the payloads through 

visibility into the integrated set of re- 
source requests. 

3.2 Disadvantages 
The distributed planning concept also has a 
number of disadvantages associated with it. 
Many of these disadvantages are a direct re- 
sult of the distribution of planning functions 
and would probably manifest themselves in 
other distributed planning concepts. Follow- 
ing is a brief summary of these disadvan- 
tages: 

Increases operations costs to the ILPF 
and LLPF organizations due to their 
more active role in the planning process. 
Results in less efficiency in the planned 
utilization of resources. The flexibility 
built into the resource requests and re- 
source envelopes results in the schedul- 
ing of resources which may not actually 
be utilized. 
Results in longer planning cycles due to 
the active involvement of all levels in 
the planning pmess. Sufficient time 
must be provided to allow each level to 
perform its required functions, as well as 
to account for the transfer of information 
from one level to the next. 
Requires a significant amount of coordi- 
nation to define the planning constraints. 
The success of this concept depends on 
all of the various organizations using a 
well defined and consistent set of plan- 
ning constraints. 
Results in numerous and complex inter- 
faces to support the distribution of the 
planning functions. Organizations in- 
volved in the process will be geographi- 
cally distributed and will be working in 
facilities which may or may not be sirni- 
lady equipped. 
Requires a rigorous configuration man- 
agement prccess to ensure that all or- 
ganizations are using the most current 



data and that changes to the data are only 
made by authorized organizations. 

4. CONCLUSIONS 

The complex and diverse nature of the pay- 
load operations to be performed on the 
Space Station will require a change in the 
current payload operations planning philoso- 
phy. The unique characteristics of the Space 
Station payload operations planning problem 
drive the need for a distributed payload op- 
erations planning concept. 

The key to a s~lccessful payload operations 
planning concept is to develop an approach 
which will meet the needs of the payload 
user community and the Space Station pro- 
gram. The authors believe the distributed 
planning concept presented in this paper 
provides a robust and flexible planning ap- 
proach whicl will support the phased devel- 
opment of the Space Station, accommodate 
a large number of geographically distributed 
users, accommodate diverse and dynamic 
payload complements, as well as provide for 
operational flexibility. There are significar., 

benefits to be gained with this concept if the 
Space Station program is willing to accept 
the disadvantages. The authors feel this is a 
viable concept which is being actively pure- 
sued for implementation. This concept will 
need to be revisited to accommodate 
changes as the Space Station program 
evolves. Also, it is acknowledged that ce: - 
tain functions associated with this concept 
will require further study and development. 
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R. Sridharan, T. Fishman, E. Robinson, H. Viggh and A. Wiseman 
Lincoln Laboratory, Massachusetts Institute of Technology 

Abstract - The Midcourse Space Experiment is a BMDO-sponsored scientific satellite set for 
lacnch within the year. The satellite will collect phenomenology data on missile targets, plumes, 
earth limb backgrounds and deep space backgrounds in the LWIR, visible and ultra-violet s p h l  
bands. It will also conduct functiona! demonstrations for space-based space surveillance. The 
Space-Based Visible sensor, built by Lincoln Laboratory, Massachuwts Institute of Technology, 
is the primary sensor on board the MSX for demonstration of space surveillance. Th. a SBV 
Processing, Operations and Control Center (SPOCC) is the mission planning and commanding 
center for 311 space surveillance experiments using the SBV and other MSX instruments. The 
guiding princ~ple in the SPOCC Mission Planning System was that all routine functions be 
automated. Manual analyst input should be minimal. Major concepts are: ( I )  A high level 
language, called SLED, for user interface to the system; (2) A group of independent software 
processes which would generally be run in a pipe- line mode for experiment commanding but can 
be run independently for analyst assessment; (3) An integrated experiment cost computation 
function that permits assessment of the feasibility of the experiment. This p p e r  will repon on 
the design. implementation and testing of' the Mission Planning System. 

1.0. INTRODUCTION 

The Mid-Course Space Experiment consists of a set of payloads on a satellite being 
designed and built under the sponsorship of Ballistic Missile Defense Organization (formerly, 
Strategic Defense hiriative Chganization) of the Depariient of Defense. The major instruments are 
a set of long-wave infra red sensors being built by Utah State Univtrsity, a set of sensors 
operating in the visible wavelength aid 
ultraviolet wavelengths, being built by Johns 
Hopkins University's Applied Physics 
Laboratory, and a visible wavelength sensor 
designed and built by Lincoln Laboratory, 
Massachusetts Institute of Technology. The 
satellite bus is being built by JHUIAPL who is 
also acting as the integrator for all the payloads 
and associated systems. The MSX satellite, - a 
shown in  inure 1, is due for launch in late 94 
from the vandenberg launch complex into a 
near-sun-synchronous orbit. Fig. 1. MSX spacecraft 

1 .1 .  MSX Missions and Operations 

The MSX satellite is being launched to conduct a series of measurements on 
phenomenology of backgrounds, missile targets, plumes and resident space objects (RSOs); and to 
engage in functional demonstrations of detection, acquisition and tracking for ballistic missile 
defense and space-based space (satellite) surveiliance missions. 

Eight Principal Investigators are associated with the MSX project. The PIS develop 
experiment plans that are then prioritized by the BMDO's Mission Planning Team. JHUIAPL's 
Mission Operations Cenier commands the hlSX to carry out the experiments and collect science 
data. The data are returned to the PIS for analysis and for refining the experiments. 



1.2. SBV Processing, Operations and Control Center (SPOCC) 

The SBV Processing, Operations and Control Center, located at Lincoln Laboratory, MIT 
is a commnent of the 
APL's ~ i s s i o n  
Operations Center. In 
this role, SPOCC 
(Ref. 1) generates the 
necessary command- 
ing for the MSX and 
its sensors for all 
space-based space 
surveillance 
experiments defined 
by the PI for 
Surveillance; and 
converts and calibrates 
the returned science - . -  

data before turning 
them over the SPI's Fig. 2 : SPOCC Software System Axhitecture 
Surveillance Data 
Analysis Center. Further, SPOCC maintains the health and status of the Lincoln Laboratory's SBV 
sensor on board the MSX. The software architecture of SPOCC and its interaction with the MSX 
are shown in Figure 2. 

SPOCC has four major functions: 
1. SPOCC provides the facility for translating the Surveillance PI'S experiments into feasible 

data collection events on the MSX. The Mission Planning System was designed for this 
purpose; 

2. SPOCC monitors the health and status of the SBV using returned telemetry from the 
spacecraft; 

3. SPOCC provides the capability to decommutate and reduce, to eng.;neering units, the 
science data collected by the SBV in support of experiments; and 

4. SPOCC, in association with the SBV brassboard, provides the facilities to alter, and test, 
software on-board the SBV in response to changing requirements. 

This paper will describe the first part of SPOCC - the Mission Planning System. 

The Mission Planning System in SPOCC was originally conceived and designed to support 
the detailed commanding of the SBV sensor on the MSX. However, because of changing 
requirements, it has expanded to encompass the commanding of the SPIRIT 3 and UVISI sensors 
also in support of surveillance experiments. This paper will describe the original design; and use 
the other sensors as an example of its (limited) adaptability. 

1.3. SBV Hardware and Software 

A workl~lg knowledge of the SBV hardware and software (Ref. 2-4) is essential to 
understand the design choices made in the Mission Planning System. 

The SBV contains of an off-axis imaging telescope with an aperture of 15 cm and a CCD 
camera at the focal plane. The design improves the off-axis light rejection capability of the 
telescope over conventional on-axis designs and thus enables the SBV to point within 100 Krn of 
the earth limb without saturation of the focal plane. The camera consists of four CCD arrays each 



420x420 pixels, laid out along the Z-axis of the spacecraft. The instantaneous field-of-view at each 
focal plane is 1.4 deg x 1.4 deg. Distortion due to the off-axis design causes the total instantaneous 
FOV to be -6.6 deg. x 1.4 deg. 

The SBV carries a redundant pair of Signal Pn- sors  whose function is to detect moving 
targets in a stationary background. The Signal Processor (Ref. 3) collects a set of raw camera 
frame data ( 4 - 16 frames ) and applies a space-time filtering algorithm on these data. If the 
telescope is pointed in an inertially invariant direction, the stars would be stationary and the Signal 
Processor will detect streaks corresponding to any resident space object in the field-of-view of a 
CCD array. If, on the other hand, a RSO is being tracked, its image would appear stationary and 
the stars would generate streaks. Only one focal plane array can be processed at a time. Typically, 
the SP takes a total time of 50 seccrklds from the initiation of the frame integration on the camera 
focal plane to writing out the results of star and streak detection. The algorithm can be controlled to 
produce a small number of stars for positional reference and a limited number of RSO streaks. A 
data compression of 105 - 106 is achieved by the SP. 

The entire operation of the SBV is internally controlled by an Experiment Controller. Timed 
commands are stored in the EC and sent to the varioc components. Another major function of the 
EC is to store the results from the Signal Processor in its memory until such time as a downlink 
event can be initiated. 

The SBV has been designed for space-based surveillance of RSOs. The large field-of-view 
enables rapid search. The off-axis design enables low and high altitude RSOs to be detected and 
tracked near the earth limb, near the moon and within 25 deg of the sun without saturation of the 
focal planes. The Signal Processor design optimizes the detection of RSO streaks against a 
stationary background. The data compression, and the collection of positional data on stars and 
streaks, permits positional accuracies of the order of a third of a pixel (4 arcsec) which is adequate 
to support the current requirenlents of space surveillance. Use of internal memory to store the 
results and downlinking of the data on demand to a ground station enables the SBV to avoid using 
the on-board power-hungry tape recorder for storage of data. Further, as in many low altitude 
experimental satellites, real-time communication is not available and the on-board storage of 
processed results enables the effective use of limited downlink opportunities. 

1.4.  MSX Spacecraft 

A working knowledge of the MSX spacecraft (Ref. 5) and its capabilities and limitations is 
necessary to understand the design of and the design choices made in the SPOCC mission planning 
system. The instruments of concern to the Surveillance PI are the SPIRIT 3 radiometer and the 
UVISI imagers and spectrometers, apart from the SBV. 

The MSX (Figure 1) is a large satellite with all major sensors coaligned rigidly along the X- 
axis. Thus re-pointing any sensor is equivalent to reorienting the entire spacecraft. 

The MSX is severely resource limited (Ref. 6). Power is generated by two solar panels. If 
all the instruments are on and the MSX is tracking a target, the power demand is gieater than what 
can be generated by the solar panels even at full illumination. n e  excess demand is serviced from 
rechargeable Nickel-Hydride batteries. Further, the MSX is in a near-sun-synchronous orbit, and 
as a result, there are extended shadow periods (up to 20 minutes long in an orbital period of 103 
minutes). 

The data storage capability of the MSX is limited. Only one tape recorder cim be used at a 
time, and the total data that can be stored is -36 minutes of data at 25 Mbls; and 180 minutes of 



data at 5  MWs. These data can be relayed down to only the APL ground station. It takes 2-3 passes 
over the APL ground station to read out all the data on a tape recorder of data 

The MSX has severe geometrical constraints (Ref. 6). The most significant of these is 
levied by SPLRIT 3 sensor which is cryogenically cooled by solid hydrogen. Thermal input into 
the sensor from the earth and the sun must be minimized to conserve the depletion of the cryogen 
and prolong the life of the sensor. This necessitates pointing constmnts on the +X-axis and the 
-Y-axis of the spacecraft. The other sensors have pointing restrictions along the +X-axis also. 

2.0 SPOCC MISSION PLANNING SYSTEM 

The Mission Planning System has the following requirements: 
1) Command the MSX spacecraft for al l  srrveillance experiments comtly; 
2 )  Command the SBV in all its operational modes correctly; 
3) Cornnmd SPIRIT 3 and UVISI in a restricted set of operational modes correctly in 

support of Surveillance experiments; 
4) Monitor constraints and resource usage; 
5 )  Provide a high level language interface to the experimenter; 
6)  Ensure that modes of operation that are incompatible with the health, safety or 

operational philosophy of the instruments or the spacecraft are precluded; and 
7) Provide a pipelined operational capability in support of rapid and automated 

generation of commanding for experiments. 

The components of the Mission Planning System are shown in Figure 3. - 

Fig. 3 : Mission Planning System 

3.0. THE SIMULATOR 

The Simulator is the heart of the mission planning pipeline. It simulates the functioning of 
the SBV and the MSX and produces the data necessary to both command the spacecraft and to 
analyze the experiments. 



3.1.  Architecture 

The Simulator is driven by SLED files, either manually created or automatically generated 
by a component called SSIP(see below). The Parser interprets the SLED code and produces a time 
ordered, parameterized queue of events to be simulated along with a set of associated data tables. 
The Simulator takes each SLED generated event and decomposes it into a series of simulation 
events. Each simulation event corresponds to a state change in the simulation, a change in the 
attitude control system or a new set of spacecraft or sensor commands. These events are in turn 
used to drive a standard discrete time simulation. Several graphical, textual and data badfile 
outputs are produced for analysts to examine and also for further processing by the rest of the 
Mission Planning System. 

The primary sensor for the Simulator is the SBV. Hence, there is a detailed model of all the 
permitted operating modes and timelines of that sensor. The distributed nature of commanding of 
the MSX has necessitated an agreement with APL that all surveillance experiments will command 
the SBV regardless of any other sensor used. Thus, the timeline of the commanding for any 
experiment is primarily driven by the SBV. The SPIRIT 3 and UVISI sensors, when invoked, are 
used in a restricted set of modes tailored to fit within the constraints of the SBV timing. 

3.2.  SLED and the Parser 

SLED is a high level language used to define an experiment for the mission planning 
pipeline (Ref. 7). The major concepts in the SLED language are: 

1. It is a high level language which permits a description of the experiment. 
2. It frees the user from the details of the commanding of the sensors. 
3. It frees the user from worrying about detailed timing of the sensor commanding or the 

experiment operation. 
MISSION 

SLED allows a user to describe an entire 
experiment and simulation in a compact format. I 

The logical structure of the language is shown in 
I 

Figure 4. The SLED parser, which is the front end 
of the simulator, takes a SLED input file and 
produces a set of data structures used to drive the 
simulation. More importantly, the parser has 
extensive e m r  checking functions which prevent 
inappropriate sensor and infeasible spacecraft 
events from being generated. PICTUREISBV 

3.3.  Models 
3.3.1. Orbital Mechanics 

FIG. 4 : Logical Structure of SLED 

ORBLLB, a set of routines developed at Lincoln Laboratory, is used to determine the 
position of the MSX, resident space objects, the moon and the sun. The simulator is also able to 
accept ephemeris files for the MSX produced by JHU/APL. 

3.3.2. Attitude Control System 

The attitude control system is modeled using software developed at APL. It is essentially 
the same as the system on the spacecraft with mechanical inputs and outputs modeled in software. 
It takes as input a set of files corresponding to spacecraft commands and uploadable parameters 



and produces an attitude history. Optionally, the operator can select a very simple model, which 
ignores spacecraft dynanubs, for quick look and opportunity analysis. 

3.3.3. PowerrI'hermal Systems 

There is a detailed model of the power system which was also developed at APL. It 
includes modeling of the solar panels, batteries and power electronics. Again, there is a simpler 
model available for quicklook analyses. 

APL has also developed a detailed nodal analysis of the spacecraft's critical temperatures. It 
models the effects of solar radiation and internal power consumption. In particular, it calculates the 
temperature of the battery and solar cells which are used as input to the power model. At present it 
is not implemented and much simpler assumptions are being used (i. e. constant battery tempera- 
ture). Both the power and the thermal models ignore transients. 

GRC, under contract to APL, has developed a model for the thermal behavior of the 
SPIRlT 3 sensor cryogen. The model takes as inputs the relative position of the sun and earth, the 
operating mode of the SPIRIT 3 and the temperatures of the baffle, shell and sunshade. It tracks 
aperture heat load, baffle temperature and cryogen usage. 

3.3.4 Contact Scheduling 

The MSX is a low altitude satellite that must download data stored onboard during short 
contacts with fixed ground stations (on the order of 10 minutes). While the downloading of tape 
recorded data is scheduled by APL, the downloading data stored in SBV RAM is scheduled by the 
Simulator. During a typical surveillance experiment, or data collection event (DCE), the onboard 
SBV RAM may be filled and downloaded several times, requiring several contacts. 

The mission planning process is an iterative one. Well in advance of running a DCE on the 
MSX, the Simulator is run to determine what opportunities exist for a particular experiment. APL 
selects the ones that fit in with the other DCEs being scheduled for other PI teams and sends 
SPOCC schedule files that reflect when DCEs will run. For each scheduled DCE, the simulator is 
run to determine how much data is collected in the SBV RAM during the course of the experiment 
and thereby how many contacts are required. A request for contacts is then made through APL. 
APL responds with contact scheduling information. The list of contacts, combined with the DCE 
schedule, is used by the simulator to plan the final DCEs which is run on the spacecraft. The 
Simulator contains logic to pause data collection during contscts, and maneuver the spacecraft as 
necessary for contacts over the APL ground station which require a specific attitude. 

3.4. SSIP 

An operational space surveillance sensor must be able to respond to tasking from the 
controlling agency by automatically scheduling the tasks in a sensible, prioritized order taking into 
account visibility, detectability, sensitivity, dynamics, etc. The Space Surveillance Interface 
Processor provides an automated capability to generate such a schedule - an ordered list of searches 
for or tracks of RSOs - internally to the Simulator. No on-board capability is being implemented. 
Instead a ground-based Interface Processor will demonstrate the operational capability. 

At present, there are two schedulers, one for geosynchronous searches and one for tasking 
experiments. The structure of the software allows for the addition of more scheduling algorithms. 

SSIP takes a tasking file as input and produces SLED files which are in turn used by the 
simulator. The tasking file allows the user to specify a complicated scheduling scenario in a very 
compact format. 



There are two concepts of interest in SSIP, pseudo-objects and the figure of merit (FOM). 
Pseudo-objects are used to produce search spaces. For instance, to search along the geosynchro- 
nous belt a set of pseudo-objects would be generated. Each object would have a mean anomaly 
approximately one field of view apart. As SSIP generates a search for each object, the search space 
is covered. The FOM is a computed scalar used to determine which object should be tracked next. 
It is calculated by multiplying a series of weighting factors. These factors pertain to the geometry 
and dynamics of the orbits of the RSOs, the reflectivity-area product of the RSOs and the 
characteristics of the background against which the RSOs are detected. 

3.5.  Outputs 
3.5.1. Instantiated Mission Timeline 

The instantiated mission timeline or IMT file is a time ordered, time-tagged list of the events 
that occurred during the simulation. The IMT file is passed on to the ACGICVT where it is 
translated into spacecraft commands. It is an ASCII text file which can also be examined by the 
operator to see the results of a simulation. 

3.5.2. The PLOT and Attitude Files 

A data file containing the details of the simulation is also produced. The data includes 
constraint angles, power and thermal data, target information and ground station information. This 
in turn can be used by the PROGRAPH and Good-times processors of the Opportunity/Feasibility 
Analysis System (Ref. 8). 

The attitude data file contains a detailed listing of the position and attitude of the spacecraft, 
the status of the SBV (i. e. CCD number, gain etc.) and target data. It is also a operator readable 
ASCII text file. In addition the attitude file can be used to produce simulated SBV imagery. 

3.5.3. Cost Reports 

The simulator also produces a compact listing of resource usage data of most interest to an 
analyst. These data includes powerlthermal values, avoidance angles and timing information. 
These costs are validated by comparing with the more detailed models used by APL. 

4.0 COMMAND GENERATION 

The Simulator, as described above, generates an Integrate Mission Timeline (IMT) file. 
The IMT fJe contains a sequence of spacecraft and sensor commanding events. The Automatic 
Command Generator (ACG) and Command Vettor & Translator (CVT) complete the mission 
planning process by converting the high level event description in the IMT file to the SBV and 
MSX commands that will accomplish the specified events. 

4.1  Automatic Command Generator (ACG) 

The ACG expands each event in the IMT into a sequence of mnemonic commads. The 
ACG parses the UIT file, building an event queue from the sequence of spacecraft and sensor 
commanding events. Each event is processed sequentially, and is converted into one or more 
mnemonic commands. Each mnemonic represents either a 32 bit SBV serial command, or an APL 
command packet for an MSX subsystem or another sensor such as the SPIRIT III. The mnemonic 
commands are written out to an MNE file, short for mnemonics. The mnemonic commands are an 
intermediate level of commanding designed to be easier to read than 32 bit hex commands and is 
used primarily for debugging purposes. The mnemonic commands can also be used for writing 
SBV contingency scripts that do not require simulation of the spacecraft and other sensors. 



4.2 Command Vettor & Translator (CVT) 

The CVT translates the MNE file mnemonics into the commands that will be transmitted to 
APL for commanding the MSX and its sensors. The CVT vets and translates each SBV mnemonic 
into its corresponding 32 bit serial command value. The CVT translates each APL command 
packet mnemonic into the sequence of APL command domain identifiers corresponding to the 
command packet for that spacecraft subsystem or sensor. The 32 bit commands and domain 
identifiers are output to the Event Definition Format (EDF) file which is then transmitted to APL. 
The Mission Operations Center at APL processes the EDF file, converts the domain identifiers into 
32 bit serial commands and builds a command upload for the MSX spacecraft. 

The CVT also generates a second output file named the REQ file. The REQ file is used for 
testing the experiment's SBV commands on the SBV brassboard. The REQ file contains the same 
32 bit SBV commands as the EDF file, but the MSX command domain identd5ers are replaced by 
commands to the brassboard's ground support equipment (GSE). As the SBV commands execute 
on the brassboard, the GSE simulates the MSX spacecraft subsystems that interface with the SBV. 

5.0. DATABASES 

During a Simulator run, several types of data are retrieved from various databases. A 
Master Object File (MOF) database provides information on resident space objects. A second 
database provides schedule information regarding which data collection events are to run when. 
Infmnation regarding the contact schedule for data downloads is also present in a third database. 
Both of these databases are used for planning DCEs to take advantage of the ground station 
contacts available for downloading collected data. 

6.0 PIPELINE AND AUTOMATION 

The Simulator. ACG, and CVT constitute the core of the SPOCC Mission Planning Svstem 
pipeline that is run end to end for each 
data collection event to be run on the 
MSX. The SPOCC Mission Planning 
System incorporates several types of 
automation to minimize human operator 
workload during mission planning 
(Figure 5). 

The event schedule and contact 
schedule information arrives from APL 
as various files which are automatically 
processed upon receipt, archived, and 
the appropriate data entered into the 
databases. Several other files needed 
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Fig. 5: Automation of SPOCC Mission Planning Pipeline 

for mission planning, such as orbital geometry files, also arrive from APL and are automatically 
processed and archived. 

The pieces of the pipeline can be run either individually, or the whole pipeline can be run 
with one call to a script. A script is also available to assist the mission planners in properly naming 
SLED files, as well as one which automatically archives the pipeline output files, transmits the 
EDF and cost report files to APL, and updates a database as to what files where sent. 
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7.0 TESTING 

Several levels of testing are used to ensure to correct operation of the pipeline during its 
development. As new features and capabilities are added, developmental unit testing on the 
individual pieces of the pipeline are carried out. With each major release of the whole pipeline, a 
series of standard regression tests are run to verify the new release. 

As each new type of data collection event is developed, its REQ file is first run through the 
SBV brassboard to verify that the SBV portion of the commanding is correct. The EDF is then 
sent to APL for feasibility testing with their MSX spacecraft simulation. Several types of 
surveillance data collection events have also been run on the MSX spacecraft hardware itself during 
ground testing as part of the MSX integration and testing effort. 

8.0 SUMMARY 

A capable mission planning system has been designed and built for space surveillance 
experiments with the MSX satellite. While primarily designed for experiments with the SBV 
sensor built by MULL, the system has been expanded to accommodate other sensors on board 
and also the commanding of the MSX itself. The entire system is designed to be driven by m 
experiment description in a high level language and a set of data bases. The system can be operated 
in a pipelined fahion. Comprehensive unit, subsystem and system testing is accomplished with 
specially designed regression tests. This is followed by validation through a brassboard of the 
SBV and the spacecraft simulator, The system will be operational at launch of the spacecraft, 
expected at the end of 1994. 
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Engineering Ulysses Extended Mission 

Abstract 

Shaun ~tandlef 
European Space Operations Centre, 

Darmstadt, ~ e r m a n ~ . * *  

The Ufysses Mission is a collaboration between the 
European Space Agency (ESA) and the National 
Aeronautics and Space Administration (NASA). The 
mission is unique, enabling exploration of the 
heliosphere within a few astronomical units of the 
Sun over a full range of heliographic latitudes - 
adding a third dimension to our understanding of the 
Solar System. 

The advanced scientific instrumentation on Ulysses 
continually measures the properties of the 
heliospheric magnetic field, the solar wind, solar 
radio bursts and plasma waves, galactic cosmic rays, 
energetic particles, solar X-rays, and interstellar 
neutral gas. By the end of 1995, the spacecraft will 
have completed measurements at heliographic 
latitudes up to 80 degrees over a single orbit of the 
Sun. 'i'he properties of the heliosphere are solar 
cycle dependent, and Ulysses first orbit of the Sun 
will have tdcen place around a solar minimum. In 
order to characterize the heliosphere over a full (1 1 
year) solar cycle, it is desirable to continue 
measurements over a second orbit of the Sun, a new 
Odyssey that will extend Arough 2001. Since the 
spacecraft was only designed for a five-year mission, 
a  lumber of techtical challenges have been 
surmounted in order to demonstrate the engimering 
feasibility of t h s  unparalleled xientific opportunity. 

This paper describes the changes that were necessary 
,% to the Ulvsses mission engineering and mission 
7 operations in order to eilsure continual, effective 

payload operation throughou! 1996-200 1. 

The Mission 

UIysses was launched in October 1990 on the space 
shuttle Discovery. Following deployment, the 
spacexaft was accelerated by an IUS and PAM-S 

into an in-ecliptic transfer trajectory to Jupiter. A 
gravity assist flyby was necessary at Jupiter in order 
to produce Ulysses' inclined, heliospheric trajectory 
as depicted in figure 1. 

The primary objective of the Ulysses mission is to 
characterize the heliosphere over the full range of 
solar latitudes. The spacecraft carries 
instrumentation' to perform measurements of tiie 
interplanetary magnetic field, solar wind plasma, 
radio and plasma waves, energetic particles, cosmic 
ray isotopes, interstellar neutral gas, and 
interplanetary dust. Full descriptions of the 
instruments and scientific objectives of the missionZ 
are not included here, but are thoroughly treated in 
the above referenced p~~blications. 

The spacecraft3 is spin-stabilized, with a High Gain 
Antenna (HCiA) mounted with its boresight along 
the spin axis. Because the spacecraft is not subject to 
large perturbing forces, it maintains a stable inertial 
attitude for long periods of time. Attitude manewers 
are necessary to compensate for apparent Earth dnft, 
keeping the HC 1 pointed within about lo of the 
Earth. The precise magnitude of the allowable 
offpointing depends on the link budget for a given 
mission phase. Attitude control is provided by 
catalytic decomposition thrusters heled by 
hydrazine. 

Ulysses has both X and S-band transmission 
capability, but X-band only is used to maintain the 
downlink via the HGA. The spacecraft also has 
front and rear S-band quadrofilar helix type low gain 
antennas (LGAs); S-band transmission was provided 
for use during the launch and early mission, and is 
only used now during limited periods of Radio 
Science investigation. 

The spacecraft is powered by a Radioisotope 
Thermoelectric Generator (RTG)"', providing about 

.. Systems Engineer. Ufysses Flight Contrd Team. 
I. European Space Operations Centre personnel are situated at the Jet Propulsion Laboratory, Pasadena, California, 
:I as part of the joint ESAMASA Mission Operations Team. 
f. 



287W at beginning of mission. Solar heating varies 
from 1 5 0 0 ~ / m ~  at beginning of mission to about 
45W/m2 at aphelion; such large variations in 
environmental conditions make thermal control and 
power management of particular importahice. Power 
not consumed by operational units and heaters is 
dumped to resistances inside the spacecraft to 
contribute to general heating. This power can be 
diverted to resistances outside the spacecraft when 
the interior becomes too warm. Dissipation is 
shifted between dedicated heaters, internal power 
dumpers (IPDs) and exteml power dumpers (EPDs) 
to achieve the optimal thermal state for the 
spacecraft. 

w1 
SOUTH POLAR PA! 

reanfiguration from anomalous modes, and cany 
out on-board data processing. 

The spacecrall is operated by a joint E W N A S A  
team situated at Jet Prop~~lsion Laboratory in 
Pasadena, California. 

Ulysses at Solar Maximum 

The basic propenies of the heliosphere are solar 
cycle dependent. Ulysses southern pola: pass and 
upcoming northern polar pass will take place at solar 
minimum, the equivalent passcs in 2000 and 2001 

JUNE - NOVEMBER 1991 

The spacecraft Data Handling Subsystem @HS) 
performs the usual functions of acquiring, decoding 
and accepting ~ncorning commands and dstributing 
these commvlds to the instruments and platform 
subsystems. Only 40 commands can be stored as a 
'sequence' on-board, so a simcant amount of 
commandmg in near-real-time. All telemetry 
acquisition and processing is performed by the DHS, 
with data storage on two redundant 45Mbit tape 
recorders. 

The DHS incorporates a software package tailored to 
Ulysses, with appl~cations that monitor spacecraft 
health and safety. initiate recovery and 

will take place a t  solar maximum. The extended 
mission will enable characterization of the 
heliosphere not only over all la!itudes, but over the 
full 11 year solar cycle, greatly enhancing the 
scientific return of the mission as a whole. 

Beyond 1995 Ulysses will also form an important 
complement to ESA's Solar Heliospheric 
Observatory (SOHO), and NASA's WTND mission. 
These spacecraft, from positions close to the Earth, 
will study the !+, monitor the solar wind, the 
heliospheric magnetic field. and energetic particles. 



Current Status 

Both and engineering9-l0 rCpOrtS on tile 
status of the Ulyss?s mission have been givcn 
periodically in the past. The first four years of the 
mission have not been trouble free, but there has 
been no malfunction or degradation that seriously 
threatens the viability of a second wlar omit. 
Mission operations have proceeded well, as 
evidenced by the near continuous flow of science 
data since launch, and with a few exceptions the 
spacecraft has performed nominally. 

In November 1~90 ,  shortly after launch, the 

NORTH POLAR PASS 
3 SEPTEMBER 12 DECEMBER 2001 BEQlNNlNQ 

OCTOBER 1995 
MAX SOLAR U T l N O E  80.1 North 

spacecraft body are subjected to the same motion of 
their fields of view. 

The reason for the nutation has been established" as 
thermal bmding ot' the axial boom causing torque 
reactions on the certral body, complicated by a 
severe underperformance of the spacecraft's passive 
nutation dampers. Fortunately, thermally-induced 
nutation can only occur under certain conditions of 
solar distance and Solar Aspect angle, which are not 
met for long phases of the mission. ' More 
importantly, the spacecraft's on-board conical 
scanning control mode (CONSCAN) has been used 
successfully to control nutatioa instability un several 
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f 
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TRAJECTORY 
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spacecraft started to nutate immediately after the 
deployment of the spacecraft's axial boom. Nutation 
causes the spacecraft spin axis to describe a rosette- 
like pattern, rather than staying fixed in one 
direction. Over a period of weeks, this nutation built 
up to 6.5', and eventually disappeared on 18 
December 1990. Nqtation represented a danger to 
the spacecraft as the flexing motion caused at the 
root of the axid boom could cause the boom to 
collapse and damage the spacecraft. The motion 
also causes the High Gain Antenna (HGA) to 
depoint, eventually resulting in loss of telemetry as 
the link margin decreases. ic!mment pornting is 
also effected, as instruments mounted rigidly to the 

occasions, and although the threat of nutation must 
be taken seriously, it no longer compromises the 
viability of the mission. In March 1992, following 
U!vsses flyby of Jupiter, the spacecraft's redundant 
systems were checked out. The second Central 
Terminal Unit ICTUZ), a major component of the 
on-board computer. was found to be malfunctioning. 
TWO bits in a register used for telemetry formatting 
became linked by a short-circuit. resulting in 
widespread corruption of data in the telemetry 
fcrmat. Fortunately. CTUl is still in perfect 
condition so telemetry formatting during the mission 
has been and will continue to be uncorrupted. CKJ2 
will only be used in the event of a malfunction of the 



prime unit, and is still perfectly viable as an 
emergency backup. The corruption produced by the 
bit linkage is predictable. so the anomaly is by no 
means catastrophic in ten& of dat;! recovery, even if 
CTU2 had to be used for long periods. Fifty percent 
of data words are corrupted, and result mainly in 
increased an,biguity in the science data. 

Ulysses' principal emergency mode is termed 
Disconnection of Non-Essential Loads (Dh'EL), and 
consists of the entire payload being switched off 
foliowed by a general reconfiguration of the 
spacecrafl platform to redundant systems. At the 
time of writing, five DNELs have occurred during 
the mission. These have been attributed to short 
duration current surges in the Main switch (which 
connects the science instruments to the main bus). 
that occur at the same time as a Reaction Control 
Subsystem latching valve transition during routine 
maneuvers. Recovery from DNEL takes 12-48 
hours, and the occurrence of DNEL at the current 
rate is not considered a threat to science continuity. 
The spacecraft latching valves isolate the propellant 
tank in the middle of the spacecraft from the thruster 
clusters. These valves are routinely closed when a 
maneuver is not takicg place, and are closed 
arltornatically by on-board logic if significant spin 
r,re or attitude perturbations are detected. In early 
1994, new information cn the valves' manufacturing 
history indicated an increased likelihood of failure 
under certain operating condiL!ms. Maneuver 
operations were changed so that the number of times 
thc latching valves were cycled was minimized. 

Concerns 

Despite the dei~ionstrably excellent health of Ulysses 
science instruments and engineering subsystems, 
con:inuation of the mission is still dependent on 
adequate consumables to sustain the spacecraft 
through another six year orbit. Consumabies of 
concern are power, as supphed by the RTG, and 
attitude control hydrazine. 

Because of launch delays, U!vsses beginning4f- 
rnission power was about 287W. and is expected to 
meet its end-of-northern-polar-pass requirement of 
245W. After this, in order to ensure all instiuments 
can bc operated throughout the second solar orbit, 
several mol,fications will be necessary to the 
spacecraft operational configuration: 

Hobredundant units such as the redundant 
receiver will be pwered down when 
necessary. 

Cpcraiions causing power peaks in daily 
activities, such as attitudc manoeuvres, tape 
recorder operations, commanding, and 
some instrument reconfigurations will be 
separated. 

The mcst powereficieat unit of a 
redundant pair will always be used. 

At later stages of the mission, thermal 
safety margins established by the original 
mission design will be reduced in the light 
of operational experience of Ulysses 
thermal behavior. 

By modifying routine operations as a'wve, it is 
possible from a power point of view to operate all the 
science instruments throuzh the second northern 
polar pass in December 200 1. 

Apart from power, hyrlrazine fuel mass remairung is 
also a potential concern. rue1 is necessary for 
routine Earth pointing maneuvers, to keep the HGA 
correctly aligned for telemetry transn~ission. Fuel 
may elso be rqu i~ed  for nutation damping 
maneuvers. should nutation reoccur in late 1999. 

Fuel consumption due to routine attitude maneuvers 
can be predicted with confidence12 based on 
historical perforn~ance and knowledge of future 
mission geometry. Because of the excellent orbit 
injection accuracy in the L ,  -ly mission, large 
amounts of the fuel budgeted for trajectory correction 
maneuvers has not been u d .  The fuel remaining is 
ample ior routine attitude control md nutation 
damping, should this become necessary. 

Conclusion 

The continuation of Ulysses hservations over a full 
solar ~ctivity cycle are an unparalleled scientific 
opportunity. The excellent health of the spacecraft 
instruments and engineering subsystems, coupled 
with stringent management of zonsurnables, makes a 
second solar orbit achievablr. 



Acknowledgments 

This paper includes relevalit information in the 
Ulysses project contained in project presentations 
and review material from mission continuation 
studies. The Author would like to thank colleagues 
in the Ulysses Flight Control Team who are an 
integral part of mission continuation planning. and 
for the encouragement and direction received from 
the Project Science persocnel in both Project Ofices 

i*.j,sses Instruments. Astronomy and Astrophysics - 
Supplement Series. !X- 1-440. 

Ulysses: A Journey above the Sun 's Poles. Trans. 
AGU. 22,241-248. 
' Hawbard, A.& Buia, P.The Ulysses SpacecraJ. 
ESA Bulletin 63, August 1990. 
4 Bennett, G.L. and Campbell, RW.Perforntunce gf 
the RTGs on the Galileo and Ulysses Missions. 
Proceedings of the European Space Power 
Conference, Graz, Austria August 1993. 

Mastal. E.F.. Campbell. R. W., RTGs - The 
Powering oJf Ulysses. ESA Bulletin 63, August 
1990. 
The Ulysses Mission: In-Ecliptic Phase. 

Ciaphysical Research Letters. l9. 1235-13 11. 
7 U i p e s  at Jupiter. Science, 257. 1449- 1596. 

UIysses Encounter with Jupiter. J. Geophys. Rer., 
98, 21, 111-21, 252. 

Garcia-Perez, R Ulysses Log: 1992, Proceedings of 
the Second International Symposium on Spacecraft 
Operations, Pasadtna. California, Nocmber 1992. 
10 Angold ~ t .  al. Ulysses Operations at Jupiter. ESA 

i Bulletin 63. A~kust 1990. 

. I' Crellin, E.B.Thenno-Zlastis Dynamic Instability 
for Ulysses. European Space Technology Centre, 
Working Papr 1637, October 199 1, Noordwijk, The 
Netherlands. 

*-+ * ' Ekfension of the Lrlysses Mission. ES A Science 
Programme Committee, ESA/SPC(93)25. Paris, 12 
May 1993. 



2 -  , . '. 
-, i . 

ACCURACY ANALYSIS OF TDRSS DEMAND FORECASTS .- 

Daniel C. Stern Allen J. Levine Karl J. Pitt 
Ofice of Space Communications Networks Division Space Systems Division 
National Aeronautics and Space NASA Goddard Space l3e  MITRE Corporation 
Administration Flight Center 

Abstract 
This paper reviews Space Nenvork (SN) demand forecasting experience over the past 16 years and 
describes methods used in the forecasts. The paper focuses on the Single Access (SA) service, the most 
sought-after resource in the Space Nenvork Of the ten years of actual demand data available, only tbe 
lostfive years (1989 to 1993) were considered predictive due to the enensive impact olrhe Challenger 
accident of 1986. 

NASA's Space Network provides tracking and communications services to user spacecraft such as ;he 
Shuttle and the Hubble Space Telescope. Forecasting the customer requirements is essential to planning 
nenvork resoimes and to establishing service commirnrents to future cinomers. The lead time to 
procure Tracking and Data Relay Satellires (TDRSs) requires demand forecasu ten years in the future - 
a plamin4 horizon beyond the finding convnitments for missions to be supported. 

The long range forecasts are shown to have had a bias toward underestimcion in the 1991 - 1992 
period. The trend of underestimation can be expected to be replaced by overestimation for a number of 
years starting with 1998. At that time demand from new missions slated for launch will be larger than 
the demand from ongoing missions, making the potential for delay the dominant factor. V t h e  new 
missions appear as scheduled. the forecasts are likely to be moderately underestimated 

The SN commitment to meet the negotiated customer's requirements calls for conservatism in the 
forecasting. Modification of the forecasting procedure to account for a delay bias is, therefore. not 
advised. Fine uning the mission model to more accurately reflect the current aciual d~mand is 
recommended as it may marginally improve the jirst year forecasting. 

BACKGROUND 

NASA's Space Network (SN) provides tracking and communications services to user spacecraft 
such as the Shuttle and the Huhble Space Telescope. The Space Network space segment consists 
of operational geostationary Tracking and Data Relay Satellites (TDRSs) at longitudes of 41 W, 
174W, partially operational satellites at 171W and 275W, and a spare at 46W. TDRSs are 
controlled from the White Sands Ground Terminal (Cacique) and the Second TDRSS Ground 
Terminal (Danzante) in New Mexico. Each TDRS communicates with user spacecraft by using 
one of two Single Access (SA) antennas or by using a multiple-access phased array antenna. 

The SN began to support customers in l;te :983 with the launch of TDRS-1. Implementation of 
the complete system of three relay spacecraft was delayed by loss of Challenger along with its 
TDRS-2 payload in January 1986. The accident also brought about a re-evaluation and a 
slowdown in the pace and number of Shuttle-launched missions. many of which were slated for 
SN support. 

Shut": operations resumed in September 1988 with the successful launch of TDRS-3. Six 
months later, TDRS-4 was launched. The completion of checkout of the third operational TDRS 
in June 1989 marked the hitiittion of a fully operational SN. Mission load grew from early 
support of Shuttle, Landsat 4 and 5, ERBS, SME, and SMM to include COBE, HST, UARS, 
EUVE, TOPEX, and classified missions. Replenishment of aging relay spacecraft and the 
addition of spare capacity was accomplished with launches of TDRS-5 and-6 in 1992 and 1993. 



MISSION MODEL HISTORY AND PURPOSE 

The generation of a "mission model" for the prediction of the users and their communications 
requiremcnts has been a key activity since early in the formation of the tracking networks. Major 
studies for the Spaceflight Tracking and Data Network (STDN) -- as the ground-based network 
was known - were conducted yearly, with additional updates in between as demanded. When 
plans for the creation of the TDRSS (or the Space Network, as it later became to bc known) 
began to emerge, the studies began to include prospctivr: TDRSS users. Starting in 1978, the 
first study devoted to TDRSS was produced. 

The primary purpose of the Network Support Capability Studies (also referred to as loading 
studies or forecasts) was to ensure that the projected TDRSS would have adequate resources to 
handle the upcoming customers so that a commitment to potential new customers could be made. 
This purpose is still valid, but in more recent years the activity has grown in importance as 
support for the procurement of replenishment TDKS a ~ d ,  consequently, has been the subject of 
close scrutiny within and outside the agency. 

Unfortunately, mission modeling is not an exact science. Political and economic environment. 
unforeseen technical problems, and technology developments tend to determine actual events and 
diminish the validity of the forecast. On the other hand. some stability is lent to the model by the 
tendency for operational missions to be extended beyond their original planned life as expected 
new m k i o n s  fail to happen. 

hlISSION MODEL AND DEMAND MODEL DEVELOPMENT 

The first step in developing the mission model is to survey the mission planning offices at the 
NASA centers and NASA Headquarters for Space Network user requirements documents, 
written or in process. Any missions not yet approved require confirmation of the appropriate 
program iffice at NASA Headquarters. Additional offices at the centers or Headquarters are 
surveyed for information on non-NASA programs, such as those of other government agencies or  
commercial or foreign entities, that are planning on Space Network support. 

After all the missions using the Space Network have been identified, an examination of the 
overall telecommunications requirements is performed, and the missions are prioritized to 
facilitate schedule conflict arbitration. Although requirements documentation states the needs of 
the respective missions, a meeting or conversation with mission pro-ject representatives generally 
provides additional useful information, such as operational consiraints, relationships with other 
missions, further explanations of the mission goals, and relative importance of the specific 
support requirements. This information, along with the experience of the analyst, is sometimes 
used to extend the mission duration from that formally stated in the documented requirements. 
The list of prioritized missions and requirements thus developed constitutes the mission model. 

The mission model is then further dcvelopcd into a demand model. This is the aggregate of all 
the mission requirements on the Space Network. Set up activity, such as Single Access (SA) 
antenna repositioning (slew) time, is also included. This aggregate is then compared to the 
availability of the Space Network resources by using the Network Planning and Analysis System 
(NPAS). The results are provided as the percentage of the customer's requirements that can be 
met. 

For the purposes of this analysis a simplified version of the demand model is used and referred to 
as demand forecast (or simply forecast). In the demand forecast, detailed mission reqilirements, 



such as orbit and number of contacts per day. are reduced to the average total SA hours per day 
required in each year or quarter-year of the forecast period. The total SA hours include the effect 
of two mi~utes  of slew time per communications contact. 

The actual demand data arc: taken from monthly network support reports. A valid comparison 
with the demand projections requires that the Shuttle be in flight. Because the monthly report 
dau include intermittent Shuttle flights, the actual Shuttle data were subtracted from the monthly 
totals and the effect of a Shuttle in flight was adjusted by adding the assumed full-period shuttle 
support. This permits the use of all the monthly data points. Actual demand data also include 
the effect of slew time. 

MISSION MODEL CHRONOLOGY 

The earliest mission model data for the Space Network (SN) are found in a Network Support 
Capability Study of July 1976. Five missions were listed to have TDRSS support as soon as it 
became operation J in early 198 1. Because no specific TDRSS service ~quirements  were 
provided, a demand forecast is not availabl~ for analysis. 

Beginning in December 1978, more detailed studies were conducted at least yearly. Eight 
studies spanning the perioa from 1978 to 1993 were analyzed for this paper. A summary of the 
model cliaracteristics is provided in Table 1, followed by further description of their contents. 

Table 1. Characteristics of Mission Models Used in Study 
Model Pub Years No.* STS-V, I Name Date 1 SP:** 
1978 12l78 81-90 22 

Only missions with a single-access requirement are included. 
** A Vandenberg Air Force Base-launched Shuttle (STS-V) supported simultaneously with a Kennedy Space Center-launched 

Shuttle (STS-K). An STS-K is included in d l  studies. 

Other Significant SA hlissions 
(4 to 24 hrlday) 

HST, LANDSAT. ADV. GEOL. 
I 

1 
1 2  

1993-1 

The 1978 and 1980 models are characterized by optemistic projection for a large number of users 
w - ~  for the yet-to-be built network. Most missions were in their study phase, and were included in 

the models because the budget environment appeared to support them. Large requirements for 
STS-K (Kenncdy) and STS-V (Vandenberg) dominate these early models, as well as those 
produced through 1985. Requirements for simultaneous support of the second Shuttle begin 
between calendar years 1984 and 1985. The models assume that both Shuttles are required 
simultaneously but with \vying contact time needs. The total contribution of the Shuttles 
therefore varies from one to two full links. 

No. Approved or 
in orbit 

27% 

84-88 
8&89 
85-91 
89-97 

, 1980 
1982 
1985 
1989 

The 1989 and the later models are characterized by faded optimism and greater scrutiny of 
Shuttle-launched missions, resulting frcm the 1986 Challenger accident. A steadily diminishing 
set of study missions is included. The final two models include no study missions - all the 
missions are either in orbit or approved. 

10180 
6/82 
2/85 
5/88 

10189 1 90-97 1 18 
3/92 1 92-99 1 17 
- 1 93-99 1 15 

21 
13 
11 

, 19 
No 1 SSF, IlST, EOS, TRMM, HRSO 
No I SSF, MT,  TRIMM, EOS, LSAT-7, AXAF 
No 1 SSF, HST, I'RMM, EOS, LSAT-7 

Yes 
Yes 
Yes 
NO 

79% 
100% ( I  1 in orbit)- 
100% (9 in orbit) - 

STEREOS AT, OER 
HST, LANDSAT-D. NOS 
HST, LANDSAT-D 
FIST 
SSF, IIRSO, HST, EOS, TRMM 

29% 
59% 
64% 
47% 



The 1989 model was produced in May 1988, several months before the resumption of Shuttle 
flights. The 1989 and later models include only a Kennedy-launched Shuttle; Vandenberg had, 
by then, been dropped as a Shuttle launch site. 

The 1989 and 1990 models also included HRSO. The requirement was for a full link in the f i s t  
model and was reduced to 10 hours per day in the 1990 model. The mission was dropped out in 
the later models. HRSO is the most significant consideration in comparing the 1989 model with 
those of 1990 and 1992. 

All models. starting with that of 1989, also include a continuous coverage requirement for Space 
Station, resulting in a step increase in demand. Slips in Space Station start dates moved the 
requirement start from late 1995 into 1996. The program further slipped to 1998 start date 
causing a noticeable change to the 1993- 1 model. 

FORECASTS VERSUS ACTUAL DEMAND 

All eight forecasts as well as the actual demand are plotted for comparison in Figure 1. The plot 
suggests a division of the studies into two sets: 1978 to 1985 and 1989 to 1993. The first set 
covers the pre-Challenger accident as well as the pre-operational SN period. The second set 
covers the period where the SN is near or at full operation. 

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 
Calendar Years 

Figure 1. Comparisons of Forecasts and Actual Demand. 

As stated previously, the Challenger accident suspended all shuttie ' .mches for 32 months. An 
attempt was made to account for the Shuttle suspension pe~iod by ding the early forecasts out 
32 months. The resulting altered plot improved the predictions bu. substantial differences 



remained between forecasts and actual. It appears that the change in launch rate and suspension 
of some missions curtailed the originally predicted user build-up. 

The maturity of the Space Network may have been another factor in the accuracy of the 
forecasts. The percentage of approved and ongoing missions for each Model (see Table 1) 
appears to be correlated with the accuracy of the forecasts. Unfortunately, the Challenger 
accident masks an accurate analysis of this effect for the forecasts made 1978 through 1985. 

It is useful to examine the uncertainty in the forecasts beginning with 1989 under an assumption 
that the forecasts are updated to reflect more accurate information. If the mission model from the 
forecast of 1989 is compared to the forecast of 1993, a net loss of one mission is expected due to 
the change in forecast span, yet a loss of 4 missions occurred. Six missions were lost (four never 
occurred and two were removed due to forecast span) whereas two were gained (one due to the 
forecast span and the other an unexpected user). In Table 1 the 1993 forecast is shown to be 
fully approved with a majority ongoing, while only 47% of the missions in the 1989 model were 
approved. This suggests that at least two or three of the four missions lost can be attributed to 
the lack of approval. 

STATISTICAL ANALYSIS OF 1989-1993 DEMAND PROJECTIONS 

Due to the extensive impact of the Challenger accident of 1986. only the post-Challenger 
forecasts are considered predictive. The statistical analysis is therefore limited to the forecasts 
beginning with 1989. Visual analysis of the 1989-1993 forecasts plotted in Figure 1 suggest that 
in the short term the forecasts are relatively accurate, experiencing small errors due to 
fluctuations in actual demand. Large changes in forecast are due to user program changes in the 
out- years. 

1988 1989 1990 1991 1992 1993 1994 5 0 5 I I S  2 2.5 3 3.5 4 4.5 
Calendar Year Tme from Faecarr d a ~ c  ~n years 

Figure 2. Error in Forecasts Versus Date. Figure 3. Error in Forecasts Versus Time from 
Forecast 

Short-Range Forecast Errors. Figures 2 and 3 show the difference between forecasted SA 
hours and the actual demand. Positive differences indicate overestimation. In Figure 2 the errors 
are plotted as a function of'the year for which the forecast was made, whereas in Figure 3 the 
errors are plotted as a function of time from when the forecast was made. The figures show that 
there has been a tendency to overestimate in the first year or so into a forecast and increasingly 



underestimate for several years after that. Whether this experience indicates a true trend, i.e., 
can be expected to repeat in future forecasts, is discussed below. 

Events, such as a slip of a mission start date, can cause errors in more than one forecast. This is 
particularly true for two successive forecasts because both forecasts cover substantially the same 
future period. The similarity in the 1989 and 1990 curves is evidence of this error-data 
correlation. The effect of the correlation is to reduce the amount of independent data available 
for statistical inference. It is therefore useful to see if uncorrelated data is available for analysis. 

The first year of each forecast is likely to provide such uncorrelated data. Errors occurring 
within the first year of a given forecast are not likely to be correlated with errors in the first year 
of a subsequent forecast because the forecasts are spaced at least one year apart. Table 2 and 3 
are the error statistics for just the first year of the forecasts. 

Table 2. Error in first year after forecast 
I Mean Std. Dev. Count Minimum Maximum 

Error (hrsldab) 1 2.23 1 3.64 ! 14 I -3.54 1 8.92 

Table 2 shows that first year errors ranged from a negative 3.5 years (underestimate) to a 
positive 8.9 (overestimate) with a mean of 2.2 years and a fairly large standard deviation of 3.6. 
To further measure the strength of the mean error, a hypothesis was tested to see how likely the 
sample mean could result from a random variation about a true mean of zero. The result, given 
in Table 3, shows that the mean equal to zero has a likelihood given by P of about 4%. The 
hypothesis therefore falls outside the 95% confidence range. This implies that there is 
reasonable evidence that the first year of a forecast tends to be somewhat overestimated. 

Table 3. Hypothesis Testing of First Year Error for Mean = 0 
I P-Value 95% Lower 95% Upper 

There are three mechanisms that can account for the observed tendency to overestimate early in 
the forecast period. One is delays in mission start due to launch slip or other schedule slips. 
Another contribution of the overestimation is an artifact of Lhe analysis. For simplicity !he 
analysis assumes that the user's actual demand matches his requirements. Phenomena, such as 
antenna blocking, restrict contact time opportunities and reduce the actual demand. These 
would tend to overstate the requirement used in the analysis (but are taken into account in the 
detailed NPAS model). A third source of the crror may be a true overestimation in the mission 
model caused by documenting worst case requirements. (E.g., the user's documented 
requirement is for 20 minute contacts but the project normally schedules just 18 minutes.) 

Long-Range Forecast Uncertainty. As was statcd earlier, Figures 3 and 4 also indicated that 
there has been a pattern of underestimation of the longer term forecasts, yet the statistical 
evidence, being correlated and small, in itself is not predictive. The mission models from 1989 
and 1993 were therefore examined for statistically significant trends. Along with the appearance 
and disappearance of entire missions, there were parameter changes that are analyzed in Tables 4 
and 5. 

4.33 Error (hrsldav) 1 .039 .13 



Table 5. Hypothesis Testing of User Values for Mean = 0 

Table 4. Comparison of User Values for Forecasts in 1989 and 1993 

Extension (yrs) 
Service Growth (midday) 
Delay (yn) 

In Table 4 the row "Extension (yrs)" contains the slippage of the end-of-support date of six 
missions that appeared in both forecasts. The mean slip was 1.75; no missions were terminated 
early. The hypothesis test of the mean shown in Table 5 demonstrates that the mean is strong 
evidence of a positive life extension, with 1.3 years a conservative estimate. The " Service 
growth" statistics, derived from 12 missions, have large vafiations with a positive mean of 23 
midday. The hypothesis test of the mean does not provide evidence of a non-zero mean; i.e., the 
mean is not statistically significant. The "Delay" statistics, based on 4 missions that slipped from 
0.5 to 3.5 years, indicates moderate support of a positive mean delay of 2 years. The small 
sample size, however, results in a lower 95% confidence bound for the mean of .05 - barely 
distinguishable from 0. 

Extension (yrs) 
Service Growth (midday) 
Delay (yrs) 

To summarize the analysis performed above, the data indicate a tendency to overestimate 
forecasts in their first year, extend ongoing missions, and possibly delay new missions. Using a 
conservative bias (based on the lower 95% confidence bound), one can conclude that there is a 
total short-term overestimate of 0.13 hrdday, 1.3 years of mission life extension, no mission 
delay, and no growth in service level. 

Mean Std. Dev. Count Minimum Maximum 

CONCLUSIONS 

P-Value 95% Lower 95% Upper 

The long range forecasts, show a bias toward underestimation when the impact of mission 
extensions is larger than the impact of user delay. This effect is seen in the 1988 - 1990 period 
which underestimated the demand realized in the years 1991 to 1993, and will likely 
underestimate 1994 and 1995. The trend of underestimati0.n can be expected to be replaced by 
overestimation for a number of years starting with 1998. Then demand from new missions slated 
for launch - particularly tht: space station - wiil be larger than the demand from ongoing 
missions with a potential for extension, and the potential for delay will dominate. If the new 
missions appear as scheduled, the forecasts are likely to be moderately underestimated. 

1.75 
23.25 
2.06 

Using statistics to predict the accuracy of future forecasts is not simply a matter of extending the 
past trends. Like the Challenger accident, chance events, changes in the economic and political 
environment can render past trends obsolete. One difference already noted is that the most recent 
forecasts consist of only approved rnissioi~s. Tliis lends a greater degree of conservatism to the 
forecasts. On the other hand, a slip or cancellation in the space station alone will have a 
substantial impact on the demand. 

6 
12 
4 

.39 
74.68 

1 .26 

2.16 
70.70 
4.08 

.OO 

.30 

.OS 

1.34 
-24.20 

.05 

1.25 
-87.00 

SO 

2.00 
147.00 

3.50 



The SN commitment to meet the negotiated customer's requirements calls for conservatism in 
the forecasting. This requires that only statistically convincing (likely to be true) evidence be 
used to modify the mission model. Modification of the forecasting procedure to acccunt for a 
delay bias is not advised. Fine tuning the mission model to more accurately reflect the current 
actual demand is recommended as it may marginally improve the first year forecasting ... 
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JOINT OPERATIONS PLANNING FOR SPACE 
SURVEILLANCE MISSIONS ON THE MSX SATELLITE 

Grant Stokes, Lincoln Laboratory, Massachusetts Institute of Technology 
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Abstract - The Midcourse Space Experiment (MSX) satellite, sponsored by BMDO, is intended 
to gather broad-band phenomenology data on missiles, plumes, naturally occuninp earthiimb 
backgrounds and deep space backgrounds. In addition the MSX will be used to conduct functional 
demonstrations of space-based space surveillance. The JHUIApplied Physics Laboratory (APL), 
located in Laurel, MD is the integrator and operator of the MSX satellite. APL will conduct all 
operations related to the MSX and is charged with the detailed operations planning required to 
implement all of the experiments run on the MSX except the space surveillance experiments. The 
non-surveillance operations are generally arnenable to being defined months ahead of time and 
being scheduled on a monthly basis. Lincoln Laboratory, Massachusetts Institute of Technology 
(LL), located in Lexington, MA, is the provider of one of the principle MSX instruments, the 
Space-Based Visible (SBV) sensor, and the agency charged with implementing the space 
surveillance demonstrations on the MSX. The planning timelines for the space surveillance 
demonstrations are fundamentally different from those for the other experiments. They are 
generally amenable to being scheduled on a monthly basis, but the specific experiment sequence 
and pointing must be refined shortly before execution. This allocation of responsibilities to 
different organizations implies the need for a joint mission planning system for conducting space 
surveillance demonstrations. This paper details the iterative, joint planning system, based on 
passing responsibility for generating MSX commands for surveillance operations frcm APL to LL 
for specific scheduled operations. The joint planning system, including the generation of a budget 
for spacecraft resources to be used for surveillance events. has been successfully demonstrated 
during ground testing of the MSX and is being validated for MSX launch within the year. The 
planning system developed for the MSX forms a model possibly applicable to developing 
distributed mission planning systems for other multi-use satellites. 

INTRODUCTION 

The Midcourse Space Experiment (MSX) is a satellite-based expe~iment sponsored by the 
Ballistic Missile Defense Organization (BMDO) to be flown in a low-earth orbit beginning in late 
1994. MSX was initially conceived as the first extended duration, long wave infrared (LWIR) 
phenomenology measurement program sponsored by BMDO; however, these early objectives have 
evolved into a more comprehensive experiment. MSX is now a multi-year experiment designed to 
collect broad-band phenomenology data on missiles, plumes, naturally occurring earthlimb 
backgrounds and deep space backgrounds. In addition, MSX will be used to collect spacecraft 
contamination data, to integrate, validate, and transfer advanced technologies to current and future 
BMDO systems, and to conduct functional demonstrations of space-based space surveillance 

:. / 

The Johns Hopicins University Applied Physics Laboratory (APL) is the integrator and 
, operator of the MSX satellite. MSX will be launched from Vandenberg Aif. Force Base into a 

near-polar, low-earth, near sun-synchronour; orbit. The MSX, shown in Itigure 1, consists of the 
satellite superstructure, three primary optical sensors, contamination instru nentation and the 
spacecraft support subsystems. The optical axes of the three pimary sensors (Space Infrared 
Imaging Telescope (SPIRIT III), Space-Based Visible (SBV) sensor, and UltravioletNisible 

.t Imagers and Spectrographic Imagers (UVISI)) are parallel to one another and point in the +X 
direction. The support subsystems consist of the power subsystem, the thermal co~i ro l  
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subsystem, the command and data handling subsystem and tile attitude determination and control 
subsystem. In addi!ion, MSX houses 2 Behcon Receiver and On-board Signal and Data Processo~ 
(OSDP). 

The SPIRIT 111 sensor has been developed by the Utah Siaf.e University Space Dynamics 
Laboratory (USUISDL). It is a passive mid to vcry long willvelziigth infrared (MNLWIR) sensor 
and is the piimary instrument aboard MSX for collecting target and background phenomenological 
data. SPIRIT I11 consists of a telescope with a 35.5 cm diameter apertwe, a six-channel 
interferometer, a six-band radiometer and a crvogenic dewadheat exchanger. The lifetime for 
SPIRIT 111 operations, which will be limited hy The cryogen supply, Is ctkently projected to be 
18-24 months. 

The UV!SI sensor has been dewloped by APL with a primxj rrission to collect data on 
celestial and atmospheric backgrounds. Other UVlSI missions include target characterization in the 
UV regime a d  observation of contamination particulates in conjunction with the contamination 
instruments. The UVISI sensor consists of four imagers and five spectrographic imagers (SPIMs) 
covering a spectral range from far UV to near infrared. The irna;-srs include wide and narrow 
field-of-view sensors in both the visible and UV ranges and also include filter wheels to select 
various passbands. UVISI also includes an image processing system which will be used for 
closed-loop tracking of targets and aurora. 

The SBV sensor, developed by the Lincoln Laboratory, Massachusetts Institute r ' 
Technclogy (LL), is the primary visible wavelength sensor aboard MSX. It will be use: ., collect 
data on target signatures and background phenomenologies, but the primary miwion of SLV will 
be to conduct functional demonstrations of space-based spacc surveillance. SBV incorporates il 15 
cm, off-axis, all-reflective, reimaging telescope with a thermoelectrically-cooled CCD focal plan;; 
array. SBV also includes an image processing system, experiment control system, telemetry 
fo~matter, and a data buffer for temporary data storage. 

The collective suite of MSX instruments and supporting subsystems provide a broad range 
of data collection potential; however, a significant number of operational constraints have been 
imposed by spacecraft and instrument designers in order to achiev~ safe operatio~ls =id to maintain 
the desired mission life (five years over211 inchding :wo years for SPIRIT 111). These constraints 
include iimitations on boresight pointing relative to the sun, moon, and e a  th, restrictions on 
warming of the SPIRIT 111 dewar and baffle, bounds on battery depth-of-discharge and 
temperature, and thermal and duty cycle limits for the on-board tape recorders. The combination of 
these operational constraints with the BMDO goal of 14 data collection events per day represent a 
~i~nificant challenge to the MSX flight operztions system. 

The MSX flight operations system consists of facilitieq at APL (Operations Planning Center 
(OPC), Mission Control Center (MCC), Mission Processing ,enter (MPC), Performance 
Assessment Center (PAC), and Attitude Processing Center ( APC)), at LL (SBV Processing, 
Operations and Control Center (SPOCC), and at the USAF Test Support Complex (TSC) at 
Onizuka Air Force Base. This collection of facilities is referred to as the "extended" MSX Mission 
Operations Center (MOC). A BMDO-led Mission Planning Tzam (MPT) instructs the MOC on a 
monthly basis on the type, number, and priority of experiments to be conducted. The 
OPCISPOCC then develop operations planning products (e.g., schedules, contact support plans, 
command loads) which are provided to the MCC and TSC for execution. Spacecraft science and 
hor~sekeeping data are collected by the MCC and TSC and then processed by the MPC, APC, and 
PAC as well as disseminated to the MSX data community. 



SPACE SURVEILLANCE 

Currently the United States maintains a wor!d wide network of ground based sensors 
tasked with the acquisitian of tracking data on all mamade objects in orbit around the earth. These 
sensors include a network of passive optical systems whicii are limited to a short duty cycle by 
pocr weather and by daylight. Since fonlgn based sites are progressively mor expensive and 
inconvenient to support, it is natural to ask whether ground based sensors could be supplemented 
or replaced by satellite based sensing systems. Satellite based sensors are not limited by daylight 
operation or poor weather and a single satellite borne sensor can sample the entire geosynchronous 
belt sate!lite population several times per daj. 

One of the missions of the MSX satellit: is to demonstrate the feasibility of space-based 
space surveillance operations. One of the three prircipls MSX sensors, the SBV sensor has been 
specifically designed to provide visible-band satellite uacking data. The SBV consists of a six inch 
optical telescope with high off-axis rejection optics designed to acquire good quality satellite track 
data quite near the bright earth limb. In additim to the visible data from the SBV, track and optical 
signature data from the other MSX sensors is of interest to the space surveillmce community. This 
is especially true for data from the S I  IRIT I11 long-wave infrared sensor which promises the 
ability to detect satellites in the shadow of the earth. 

The mission planning required to execute space surveillance activities is fundamentally 
different from that required to execute the other MSX missions. Normally space surveillance 
sensors are tasked on a day at a time basis by Space Command. In addition, Space Command 
p.-ovides special updates to the sensor tasking for special events, such as new launches, which 
require reactiofis on short time lines (rninu:zs to hours). This operational tcmpo is significantly 
shorter than the normal MSX mission planning process which requires the operation to be well 
defined at the monthly planning level, which occurs a< much as 10 weeks b,.i'ore the execution of 
the :vent on the spacecraft. If the routine MSX planning timeline were followed and space 
z~rveillance experiments were pre-planned, the ephemeris of many low altitude satellites targeted 
for observation will have changed enough to out them out c f the sensor field of view by the 
experiment execution time. In addition, the normal MSX planning procedure contams no provision 
for generating observations in reskonse to quick reaction experiments such as the launch of a new 
s a t e l k  

The rnission planning for the Space Surveillance experiments on the MSX satellite requires 
the ability to leave considerable flexibility in the experiment timing and attitude profile to be 
followed by the MSX in the experiment execution until late in the experiment planning process. 
'Jnder "normal" circumstances the details of the operation, consisting of the list of satellites to be 
observed, the attitude profile for the MSX and :he data acquisition times can be defined one to two 
days before the execution on the MSX. Special "quick reaction events", such as acquiring +rack 
data on a newly launched satellite in its transfer orbit to the geosynchronous belt, require reaction 
times on the order of hours. 

JOINT PLANNING PROCESS 

The missiqn planning required to operate a satelhr; aa complex as the MSX is a large task 
under any condition: however, it is complicated further by the breadth of the experimetital nlissioris 
to be conducted by the satellite. Most of the MSX e:uperiments are amenable to a long-term 
planning process either because their targets are slowly changing (eg., naturally occurring 
earthlimb and deep space backgrounds) or because they are under the control of the experimenter 
(eg., dedicated missile shots). This I,jng-term planning process allows time for the mission 
planners to communicate with the Principle Investigators to clarify the details of a specific 
expriment in the planning process. On thc: other hand the space surveillance ~xperinents designed 
at Lincoln Laboratory, Massachuetts Institute of Technology require fundamental modifications late 



in the planning process on timelines that admit little manual intervention. Thus, the MSX program 
was faced with a fundamental decision to either implement a highly automated and expensive 
genera! purpose planning system which would accommodate the complete set of diverse MSX 
expenments or to build a long-term planning system for the majority of the experiments and allow 
a link into the planning process from a more automated system dedicated to planning the spice 
surveillmce experiments. For reasons of economy and to minimize the complexity of the entire 
implementation, the second option was chosen. Since the expertise needed to fulfill the space 
surveillance mission planning function resides at Lincoln Laboratory, the center for surveillance 
experiment planning was located there in the SBV Processing, Operations and Control Center 
(SPOCC). 

In order to simplify the planning procedures and to allow the parallel planning of 
experiments at APL and LL centers, the following three principles were adopted by the 
organizations involved: 

I. The planning team at LL is responsible for complete operation of the MSX spacecraft and all its 
sensors during the time period scheduled for a surveil!ancr: experiment. Thus, the LL team will 
receive the MSX in a given staridard configuration, known as parked mode. will generate all the 
command information for both the satellite and sensor sub-systems required to implement the data 
collection and will return the spacecraft to the standard parked mode upon completion of the event. 
The LL planning team is responsible for abiding by all spacecraft constraints and operating rules 
during the conduct of surveillance events 

11. The long-term planning for the space surveillancz events will consist of allocating time intervals 
and resource budgets to the space surveillance events. Thus, it has been agreed that the specific 
modes of satellite operation for surveillance experimen:~ will be left to be filled in the day prior to 
conduct of the etent. However. during the long-term planning pro-ess, the experi~~~ent  will be 
scheduled during a specified time interval and the integrated effect on the MSX resources, such as 
battery depth-of-discharge (DOD) and changes to the spacecraft thermal state will be agreed on a 
"not to exceed" bais. 

HI. The final responsibility for safe spacecraft operations will belong to APL which will check all 
command information generated by LL. The check will be automated and will be conducted shortly 
before upload of the commands to the MSX. 

These three principles enable the parallel planning of operaiions at the two centers by 
clearly separating the responsibilities of each planning center duri~lg each of the planning intervals 
necessary to operate thz MSX. However, they also require an ovcrlap of capability between the 
two planning sites because both must be able to generate cornrnatld information for the entire 
satellite. This duplication was accepted as a cost of having a distributed planning system. 

The p!arning system for the MSX goes through four phases of activity as shown in 
Figures 2 and 3 in order to generate a data collection event for the satellite. The phases and the 
interaction between the planning centers for surveillance events ire described below: 

Opponunitv Analysis - The planning centers are given experiment priorities un a monthly basis by 
the BMDO run Mission Planning Team. The priorities are provided six weeks before the start of 
the month being planned. Once the priorities are received each planning center, the OPC at APL 
and the SPOCC at LL, analyzes the experiments for which they are responsible to determine 
feacible times for which data may be collected. For surveillance experiments, items such as target 
visibility, sun angle and proximity to the earth limb or earth shadow are considered and a list of 
feasible times is compiled. ? -le opportunity list includes the start and duration of each feasible 
event start time, the event duration, the relative desirability of that particular feasible time compared 
with others on the list, an indication of the accuracy of the estimated event start time (eg., if the 
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satellite to be observed has a low altitude, the time it becomes visible will not be precisely known 
10 weeks in advance) and a pointer to an example set of command information for that type of 
event. The space sulveillance opportunity list and the example command information sets are 
provided to the OPC for integration with the other experiments in the Monthly Planning Process. 

Planniqg - The OPC combines the opportunity lists for each of the different types of 
experiments and constructs a schedule of data collection events to be conducted during the month. 
Since the MSX spacecraft is not designed for 100% duty cycle, the scheduling process must pay 
close attention to the use of spacecraft resources. In addition, the cryogenic SPIRIT I11 sensor is 
very sensitive to the thermal state and history of the MSX. In order to estimate the resources which 
will be used by the space surveillance events, the OPC analyzes the sample command information 
provided by the SPOCC for each event type and estimates the change in battery DOD and the 
thermal deltas for critical elements. These estimated resource expenditures now become a "not to 
exceed" budget for the conduct of the surveillance data collection event. The actual pointing and 
targets may be considerably different, but the integrated effect on the spacecraft resources may not 
be any larger than that defined during the monthly scheduling process. The OPC generates a 
monthly schedule for the MSX operations during the month and, after suitable iteration with 
BMDO and the SPOCC, the schedule is published and the SPOCC provides the OPC with 
preliminary cormnand information for all of the space surveillance events as scheduled. The 
Weekly Planning process is then started for the first week of the planning month as shown in 
Figure 2. 

Weeklv Planning - Weekly planning is largely used by the OPC to update non-space surveillance 
experiments to reduce the amount of work needed at the daily planning level. In addition, the 
uplink and downlink requirements for the earth stations in the SGLS network are compiled and 
input into the scheduling process at the TSC. For surveillance experiments, the automated SPOCC 
planning system is re-run taking into account the updated ephemeridies for the intended targets (if 
known at the time) and the MSX, and an update of the event start times is provided to the OPC 
along with revised command information for each event to be executed during the planning week. 

Dailv Planniu - The final mission planning occurs at the daily planning level, which occurs the 
day before the events are to be executed on the MSX, as shown in Figure 3. At that time the final 
uplinkldownlink schedules are known, the orbiral geometry of the MSX and the targets are 
available with sufficient accuracy and tasking lists are available from Space Command for tasked 
experiments. k t  that time the SPOCC generates final sets of command information for each event 
during the day and provides them t;, the OPC for analysis and inclusion in one of the three 
command upload creation cycles run during each day for the MSX. The SPWC is responsible for 
generating command information that is compliant with all MSX constraints, operation rules and 
resource budgets determined during the scheduling process. The OPC conducts . - ~ a l ,  zutomated 
analysis of the events as provided b!l the SPOCC and, if they are compliant witb greed rules, 
incorporates them into the command load. 

Ouick Reaction Events - A number of space surveillance events q u i r e  shorter timelines t!an 
provided by the daily planning process described above. These include events such as the launch 
of a new satellite, which is scheduled well in advance, but the specific launch time is not known 
with sufficient accuracy u i d  titter the launch. A xeries of special procedures have been developed 
to plan events requiring a very quick respome from the planning system. The procedures require 
that an interrupt window be defined at the monthly planning level. The window defines a range of 
times during which normal MSX  pera at ions can be disrupted in order to collect data on a specific 
event if it happens. The ability to capture the event depends on the availability of suitable pre- 
scheduled ground station uplinks which may be used to uplink new commands to the MSX. Once 
a quick reaction event has been declared, the SPOCC will generate commands to observe the 
satellite based on tipoff information from Space Command (such as the time of launch in the case 
of a new launch) and will forward the new commands to APL for inclusion in an uplink which will 



cancel the existing commands and replace them with those required to execute the quick reaction 
event observations. Preliminary timing tests run on the planning process indicate that the SPOCC 
can have the required command information ready for transmission to APL within 30 minutes of 
the launch and that APL can process the results in time to track a satellite in a transfer orbit to 
geosynchronous altitude. Final timing tests and procedure verification will take place after a period 
of operational experience with the MSX under the normal planning process. 

CONCLUSIONS 

In order to accommodate the mission planning for a broad range of diverse experiments to 
be run on the MSX satellite, a distributed mission planning system has been defined and 
implemented. Under this nlodel, the MSX mission planning is accomplished for all non- 
surveillance experiments using a long-term planning process at the APL OPC. Space surveillance 
experiments are planned by LL and carried in the APL planning schedule as event durations and 
resource utilization budgets without the details of the operation which are provided to the OPC 
during the finai Daily Planning process in command ready form. 

This system of distributed mission planning has been developed for a complex, multi- 
function~multi-mission spacecraft where the expertise needed to conduct mission planning for 
various mission types is distributed between two locations. The advantage of the process as 
defined is that the two planning centers can conduct the mission planning functions in parallel, each 
adding the details of the operation as they are available or according to the capabilities of each 
planning system. The event is held in the master schedule by budget allocations and schedule place 
holders until the final details are available. Having each planning center responsible for generating 
command information for the entire spacecraft for the events for which they are responsible 
simplifies the interaction between planning centers considerably since each can consider the other's 
events as "black boxes" until the final details are provided in a complete package. The disadvantage 
of this approach is that each planning center needs to understand and be capable of commanding 
every satellite function that will be needed to satisfy their events. 

Given that many of the satellites launched currently are large multi-function payloads 
containing a broad range of instruments, collecting data for a diverse user set, the MSX planning 
system experience may yield broadly applicable lessons learned. The main requirement to 
implementing such a cooperative planning system has been a mutual understanding of each 
participant's mission requirements and a willingness on the part of all parties to consider all the 
alternatives and to negotiate a sensible approach to solving the mission planning puzzle. 
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ABSTRACT INTRODUCTION TO SPACE VLBI 

Two spacecraft dedicated to Very Long Base- 
line Interferometry (VLBI) will be launched in 
1996 and 1997 to make observations usin; base- 
lines between the space telescopes a r d  many 
of the world's ground radio telescor,es. The 
Japanese Institute of Space and Xst:-onauti- 
cal Science (ISAS) will launch VSOP (VLBI 
Space Observatory Programme) in September 
1996, while the Russian Astro Space Center 
(ASC) is scheduled to launch RadioAstron in 
1997. Both spacecraft will observe radio 
sources a t  frequencies near 1.7, 4.8, and 22 
GHz;  RadioAstron will also observe at 0.33 
C H z .  The baselines between space and ground 
telescopes will provide 3-10 times the resolu- 
tion available for ground VLBI at the same ob- 
serving frequencies. Ground tracking stations 
on four continents will supply the required pre- 
cise frequency reference to each spacecraft, 
measure the two-way residual phase and 
Doppler on the ground-space link, and record 
128 Megabit/s of VLBI data downlinked from 
the spacecraft. The spacecraft data are mean- 
ingless without cross-correlation against the 
data from Earth-bound telescopes, which must 
take place at special-purpose VLBI correlation 
facilities. Therefore, participation by most of 
the world's radio observatories is needed to 
achieve substantial science return from VSOP 
and RadioAstron. The collaboration of several 
major space agencies and the ground obser- 
vatories, which generally follow very different 
models for allocation of observing time and for 
routine operations, leads to great complexity 
in mission planning and in day-to-day opera- 
tions. This paper describes some of those com- 
pli~at~ions arid the strategies being developed 
to assure productive scientific missions. 

*For the I .ternational Space VLBI Team 

The Very Long Baseline Interferometry (VLBI) 
technique (e.g., Thompson, Moran, & Swenson 
1986) has been used for over 25 years to max- 
imize the angular resolution of radio-emitting 
astronomical objects. Widely separated radio 
telescopes simultaneously obserke the same ra- 
dio source at  the same frequency. The data 
are digitized and recorded at a rate of over 
100 Megabit/s on wideband videotapes or cas- 
settes. A highly accurate clock at each tele- 
scope is used to time-tag the data. Following 
an observation, the recorded data are physi- 
cally transported to a special-purpose correla- 
tion facility; information about the observing 
conditions, recording, and calibration at each 
telescope also is transmitted to the VLBI cor- 
relator. Cross-correlation of data from each 
pair of radio telescopes is performed to derive 
the source "visibility" as a funct,ion of base- 
line length and orientation. The collection of 
solirce visibilities then is used by the radio as- 
tronomer to model or map the radio source and 
derive various astrophysical parameters. 

At a given observing f. equency, the resolutio~~ 
of ground-based VLBI is limited by the phys- 
ical dimensions of the Earth. At the common 
VLBI observing frequency of 5 GHz, a 10,000- 
km baseline corresponds to an interferometer 
fringe spacing of about 1.2 rnilliarcseconds. 
Higher resolution can be obtained either bv us- 
ing & higher observing frequency or by placing 
one telescope of a VLBI system in space, first 
suggested seriously in the late 1970s (e.g., Yre- 
ston, Hagar, & Finley 1976; Burke & Roberts 
1979). Since different source components dom- 
inate at  different frequencies, and brightness- 
temperature measurements depend on the 
physical baseline length rather than the angu- 
lar resolution, the two approaches to higher res- 
olution can be viewed as complementary. 



Space VLBI (SVLBI) observations present 
challenges beyond those found in ground-based 
VLBi experiments. Cross-correlation requires 
an accurate model for the relative signal de- 
lay (and its derivatives) for each telescope pair. 
When one telescope is in space, this require- 
ment translates to a need for highly accurate 
orbit determination. The observing frequen- 
cies and time of reception for each data sam- 
ple must be accurately known, requiring a fre- 
quency reference on the spacecraft that is com- 
parable in quality to  a hydrogen maser. This 
reference can be generated by transferring the 
stability of an Earth- based frequency standard 
from each tracking station to the spacecraft; 
residuals from the two-way link are recorded 
for use a t  the correlator. Because VLBI data 
must be recorded at a rate of more than 100 
Megabitls fqr extended periods, a wideband 
downlink is necessary. Finally, the ancillary 
data required for correlation must be 
constructed from a combination of spacecraft 
telemetry and tracking-station logs. 

The technology required for SVLBI was 
demonstrated in a series of observations carried 
out from 1986 through 1988 (Levy et al. 1986, 
1989; Linfield et al. 1989, 1990). In those ex- 
periments, the Tracking and Data Relay Satel- 
lite System (TDRSS) was used together with 
large radio telescopes in Japan and Australia 
to observe a number of radio sources at fre- 
quencies of 2.3 GHz and 15 GHz. Interference 
fringes were found an baselines as long as 2.15 
Earth diameters (close to the maximum base- 
line sampled), and crude models were made of 
the observed radio sources. The successful ob- 
servations demonstrated the technical feasibil- 
ity and scientific potential of SVLBI observa- 
tions, and have led directly to the dedicated 
SVLBI satellites that are scheduled for launch 
in the next several years. 

VSOP AND RADIOASTRON 
MISSIONS 

The VLBI Space Observatory Programme 
(VSOP) satellite will be launched in September 
1996 by the Japanese Institute of Space and 
Astronautical Science (ISAS). The RadioAs- 
tron spacecraft, part of the Spectrum series of 
missions under development in Russia, is be- 
ing built by tne Astro Space Center (ASC) and 
the Lavochliin Association and is scheduled for 

launch in 1997. Each spacecraft will carry an 
8- 10 meter deployable radio telescope toget her 
with receivers capable of making observations 
at standard VLBI frequencies in the gigahertz 
range. The nominal mission lifetimes are ap- 
proximat :ly 3 years. VSOP will be in an el- 
liptical orbit with an apogee height of about 
22,000 km, while RadioAstron will be in an el- 
liptical orbit with an apogee height of about 
77,000 km. Table 1 summarizes a number of 
the features of the missions, while Figures 1 
and 2 are sketches of the two spacecraft. The 
primary scientific goals of both spacecraft will 
be the imaging and modeling of the nuclei of 
active galaxies (quasars, BL Lacertae objects, 
and radio galaxies) as well as investigations of 
OH and H 2 0  maser emission within our own 
Galaxy. Although the operational lifetimes of 
the two spacecraft are expected to overleg, they 
will operate independently in the sense that. 
they generally will not observe the same sources 
simultanemdy. 

Telescope 
Mass 
Data Rate 
Frequency 

Table 1. SVLBI Mission 

Perigee Ht. 
Apogez Ht. 
Period 
Inclination 

Mission 

8 m 
800 kg 

128 Mb/s 
22 GHz 
4.8 GHz 1 1.7 GHa 

VSOP 

:haracteristics --- 

RadioAstron 

1U m 
5000 kg 

128 Mb/s 
22 GIlz 
4.8 GHz 
1.7 GHz 

0.33 GHz 
4,000 km 
77,000 km 

28 hr 
51" 

Both spacecraft will make use of an uplink tone 
near 8 GHz (RadioAstron) or 15 GHz (VSOP) 
to establish the on-board frequency reference. 
OF h a r d  transponders will enable round-trip 
links with the ground tracking stations. The 
two-way phase on this link will be used to es- 
tablish the error in the spacecraft frequency 
standard and to derive Doppler data needed 
for accurate orbit determination. Each space- 
craft will downlink the wideband VLBI data 
at  15 GHz. For further descriptions of the Ra- 
dioAstron and VSOP missions, see Kardashev 
and Slysh (1988) and Hirosawa (1991), respec- 
t ively. 



Figure 1. Sketch of VSOP spacecraft. 

Figure 2. Sketch of RadioAs tron spacecraft. 

Because of the need to maintain a two-way 
phase link and a wideband data link during 
observations, scientific data can be gathered 
only wheg a spacecraft is in direct contact with 
a ground tracking station. Furthermore, the 
quality of the scientific results depends criti- 
cally on the sampling of the aperture plane by 
the space-ground baselines, so a globally dis- 
tributed tracking network is crucial to the suc- 
cess of VSOP and RadioAstron. Therefore, the 
U.S. National Aeronautics and Space Admin- 
istration (NASA) is funding four ground sta- 
tions that will be declicated to tracking the 
two spacecraft. T h e e  new 11-m antennas will 
be built, one each at the NASA tracking com- 

plexes in California, Spain, and Australia. A 
fourth station will be at the National Radio As- 
tronomy Observatory (NRAO) facility in Green 
Bank, West Virginia, and will make use of an 
existing 14-m antenna. In addition, VSOP will 
be tracked by a new 10-m antenna to be built 
at Usuda, Japan, while RadioAstron will be 
tracked by a 32-m antenna at Ussuriisk (near 
Vladivostok), Russia, and possibly by another 
antenna near Moscow. 

INTERNATIONAL PARTICIPATION 
IN VSOP AND RADIOASTRON 

The spacecraft tracking described above is only 
one aspect of the substantial international par- 
ticipation ic the VSOP and RadioAstron mis- 
sions. The flight receivers for RadioAstron are 
being built by Finland (22 GHz), the European 
Space Agency (4.8 GHz), Australia (1.7 GHz), 
and collaboratively by India and Russia (0.33 
GHz). Highly accurate orbit determination will 
be provided by Japanese and Russian agencies 
and by NASA's Deep Space Network (DSN). 

A required element unique to SVLBI is the 
participation of large networks of ground ra- 
dio observatories, most of which are indepen- 
dent of the agencies building and tracking the 
spacecraft. Some of these ground observatories 
not affiliated with space agencies include the 
Very Long Baseline Array, the Very Large Ar- 
ray, and the 100-m Green Bank Telescope now 
under construction, all operated by NRAO; the 
members of the European VLBI Network, con- 
sisting of telescopes in England, Germany, the 
Netherlands, Sweden, Italy, and China, as well 
as associate members in Poland, Ukraine, Rus- 
sia, Finland, Germany, and France; the Aus- 
tralia Telescope National Facility; Nobeyama 
Radio 0 bservatory (Japan); the Communica- 
tions Research Laboratory (Japan); Hobart 
Observatory (Australia); Hartebeesthoek Ob- 
servatory (South Africa); and the Giant Me- 
tre Wave Radio Telescope (India). Other par- 
ticipating radio telescopes more closely related 
to the space agencies include the 70-m anten- 
nas of the NASA DSN, the 64-m ISAS antenna 
at Usuda, and the 70-m antennas located in 
Russia (Ussuriisk) and in the Ukraine (Evpa- 
toria). Each observatory has its own method 
of allocating time among a variety of scientific 
requests, including VLBI and a host of other 
radio astronomical programs. Although the 



ground telescopes are required for any science 
return from VSOP and RadioAstron, most are 
not under the control of the space missions. 
Therefore, a significant aspect of the planning 
for VSOP and RadioAstron has been the pro- 
cess of negotiation between the space missions 
and ground observatories, wherein the needs of 
the missions are balanced with the other scien- 
tific priorities of the observatories. 

The primary bodies established for the scien- 
tific management of the missions are the Ra- 
dioAstron International Scientific Council 
(RISC) and the VSOP International Scientific 
Council (VISC . Each is co-chaired by a rep- 1 rese~~tative of tf e Russian (RISC) or Japanese 
(VISC) project and a representative of the out- 
side international community. The RISC and 
VISC contain representatives of the Russian 
and Ja.panese projects, foreign space a encies, 
and other participating organizations finclud- 
ing ground observatories). Because VSOP and 
RadioAstron f x e  many of the same problems 
and must share rtsources such as tracking sta- 
tions, ground telesc~\pes, and correlation facil- 
ities, thzre is considerable overlap between the 
membership of the VISC and the RISC. Each 
orgarization meets formally twice per year, 
with additional informal discussions held dur- 
ing other international meetings. 

SCIENTIFIC ACCESS AND GROUND 
OBSERVATORY PARTICIPATION 

The policies for granting observing time on 
VSOP and RadioAstron are the subject of on- 
going discussions that will be completed only 
when the announcements of opportunity are 
formally released. The standard practice for 
space astrophysical observatories has been to 
reserve some fraction (up to 100%) of the ob- 
serving time for those individuals and organi- 
zations that have built the spacecraft or con- 
tributed scientific instruments. This reserved 
time often is ! sed to carry out key science pro- 
grams that are the primary goals of the mis- 
sions. In contrast, the long-standing practice of 
most radio observatories is one of open access 
based solely on scientific peer review and in- 
dependent of an individual's organizational or 
national affiliation; they typically have little or 
no reserved time. However, it is not possible to 
schedule SVLBI programs without some guar- 
antee that particular time periods will be made 

available to the space missions by the ground 
observatories, since the scientific return of any 
specific observation depends critically on the 
distribution of the participating ground tele- 
scodes. 

For both VSOP and RadioAstron, the agree- 
ments that have been made to  date specify 
an open peer-review process based on scientific 
merit and technical feasibility of each proposal. 
Scientific referees will be  selected from among 
nominees provided by the participating orga- 
nizations. A few key science programs (e.g., 
a survey for high brightness temperature, or 
monitoring of superluminal motions) will be 
listed in the announcements of opportunity. 
Many of the members of the key science teams 
may be selected based on their proposals. Rep- 
resentatives of organizations that have made 
substantial contributions to  the spacecraft and 
mission development also may be added to  the 
key science teams by the RISC and the VISC. 

The Global VLBI Working Group, consisting 
of the directors of major radio observatories 
or their representatives, has negotiated ground- 
telescope participation with the space missions. 
Based on the general philosophy of access for 
the highest quality science, many ground obser- 
vatories have now made commitments of some 
fraction of their observing time for at  least the 
first year of the SVLBI missions. The expec- 
tation is that those commitments will be re- 
newed if the quality of the science return dur- 
ing the first year is commensurate with that 
of the other science being done by these obser- 
vatories. Typical commitments from the ma- 
jority of the world's major radio observatories 
range from 10% to 30% of their total observ- 
ing time in a year. In most cases, the commit- 
ments have been made to a general SVLBI pool 
of observing time that would cover both mis- 
sions, with the understanding that the missions 
will divide that time as scientifically appropri- 
ate. Despite the substantial commitments of 
time from ground observatories, the need for 
significant numbers of telescopes to observe for 
a large part of a day in order to produce a 
single SVLBI image implies that the scientific 
return of the rrlissions may be limited by the 
lack of ground telescopes, particularly if both 
spacecraft are in orbit simultaneously. Exten- 
sive observing simulations are in progress to  de- 
termine the minimum numbers of ground tele- 



scopes required to make observations of differ- 
ent types. Ultimately, it may be up to the in- 
vestigators, the scientific reviewers, the inter- 
national science councils, and the schedu;a(s) 
to determine the scientific tradeoffs between a 
lar e number of observations employing a mini- 
ma f number of telescopes and a smaller number 
of observations using more ground telescopes. 

SCIENTIFIC SIMULATIONS AND 
SCHEDULING 

The planning of the missions and analysis of 
the scientific return has benefited tremendously 
from the development of a variety of software 
packages that simulate different aspects of the 
missions. Simulation packages have been de- 
veloped by D. Murphy at the Jet Propulsion 
Laboratory (JPL ; R. Taylor and G. Young at 
the University o r' Calgary; H. Kobayashi and 
collaborators at ISAS; L. Gurvits, V. Yakimov, 
and collaborators at ASC; and I. Fejes and col- 
laborators at the Institute of Geodesy, Cartog- 
raphy, and Remote Sensing in Hungary. gee Fejes et al. 1994, and Murphy et al. 1994.) ne 
of the most important functions of the soft- 
ware is to simulate the aperture-plane cover- 
age for different combinations of tracking sta- 
tions and ground telescopes, given the known 
spacecraft con~+,raints. The packages can pro- 
duce plots of the aperture-plane coverage as a 
function of source position or time for an as- 
sumed set of participating ground telescopes, 
and some also analyze the detection thresholds 
and image quality for those coverages for an 
assumed source model. Two early successes 
of the JPL simulations were the realizations 
that the VSOP telemetry antenna mask and 
a RadioAstron radiator constraint significantly 
redured the missions' scientific returns; subse- 
quent redesigns reduced or removed those con- 
straints. 

The continuing development of the simulation 
software has two main goals. The first goal is 
to use simulations as an aid in scheduling the 
missions. The software would be used to an- 
alyze t he technical feasibility of proposals and 
the possible tracking scenarios. Analyses of the 
aperture-plane coverage as a function of time 
(particularly important for the rapidly precess- 
ing orbit of VSOP) will be used to find the op- 
timum time to schedule a particular scientific 
observation. As an example, Figure 3 shows 

the synthesized aperture for a 5-GHz observa- 
tion of 3C 345 using the combination of VSOP 
and the 10 VLBA telescopes at three differ- 
ent epochs separated by six months each (from 
the software written by D. Murphy). This dia- 
gram plots the east-west and north-south com- 
ponents of all sampled interferometer basrlines. 
The top and bottom panels show changes in the 
synthesized aperture over time due to preces- 
sion of the spacecraft orbit. The middle panel 
has no space-ground baselines because the ra- 
dio source lies within 70° of the Sun and can- 
not be observed by the spacecraft. Two major 
differences between space-ground and ground- 
only VLBI are readily apparent: (1) the pro- 
jected baselines for the ground telescopes alone 
(see middle panel) are much shorter than the 
space-ground baselines; and ( 2 )  the ground 
baselines (inner portion of all three panels) do 
not change from month to month. 

The second use for the simulation software will 
be as an aid to the prospective user. The user 
software and associated user guides will be in- 
tegral parts of the announcements of oppor- 
tunity. It currently is thought that the main 
software packages to be used in proposal prepa- 
ration will be those developed at, JPL and at 
the University of Calsary. These packages will 
be used as a tool to familiarize the prospective 
user with the complexities of the SVLBI mis- 
sions. Details of particular observations then 
can be simulated, enabling a stronger proposal 
to be written. The tools will also reduce the 
number of technically infeasible observations 
that are propos~d, thus reducing the workload 
in the proposal evaluation process. 

A strawman scheduling program has been de- 
veloped by D. Meier of JPL (Meier 1994) to 
determine the need for ground radio telescopes 
in support of SVLBJ observations. After mak- 
ing assumptions about the minimum number of 
telescopes needed for particular ' pes of obser- 
vations, the total requirements on the world's 
?round radio telescopes have been analyzed for 

ie case when either VSOP or RadioAstron 
is flying alone, or when the two are in oper- 
atiol simultaneously. These requirements were 
of g r e ~ t  use in the aforementioned negotiations 
for guaranteed ground radio telescope time. 



Figure 3. Aperture-plane coverage for 5-GHz 
observations of 3C 345 at 6-month intervals, us- 
ing VSOP and the VLBA. Projectci baselines 
are given in units of millions of wavelengths. 

Additional software will be used to create the 
scientific observing schedule. This software 
would require inputs such as the source co- 
ordinates, the set of groclnd telescopes avail- 
able at a particular frequency, and the qual- 
ity of the aperture plane coverage as a func- 
tion of time (based on the simulation software). 
The output would be an observing program 
that would achieve a high scientific return for 
a given set of constraints on ground and space 
resources. Because of the need to finalize the 
precise comn~itments of the ground telescopes, 
this schedule would be produced ap  to one year 
in advance of the appropriate observation pe- 
riod, but the scheduling procedures also must 
be flexible enough to accommodate contingen- 
cies aboard the spacecraft or at any of t he sup- 
porting ground facilities. 

MISSION OPERATIONS 

The details of the operations of VSOP and Ra- 
dioAstron have been entrusted to two paral- 
lel grou s, the RadioAstron Science Operations 
Group ~RSOG)  and the VSOP Science Opera- 
tions Group (VSOG). The groups' membership 
consists largely of representatives of the space 
agencies operating the spacecraft, but also in- 
cludes affiliated international members such as 
the developers of the simulation software aud 
(ultimately) representatives of the key science 
teams. The responsibilities of the RSOG and 
VSOG include preparation of the announce- 
ments of opportunity, development of simula- 
tion and scheduling &ware, production of 
both scientific and detailed schedules, alloca- 
tion of ground resources, coordination of the 
daily operations of all international mission el- 
ements, calibration of the space radio telescope 
data, and overall mission performance asscss- 
ment. Mlich of the work on simulations and 
scheduling has been, and will continue to be, 
performed under the auspice2 of the VSOG and 
RSOG. In the end, the scientific success or fail- 
ure of VSOP and RadioAstron wi!! depend on 
the effectiveness of the V9GG ~ n d  RSOG in 
coordinating all the intern~tional participants. 

The VSOG and RSOG have concentrated heav- 
ily on the duties involved with pre-launch v i -  
ence planning. Recently, a subgroup to :lath 
the VSOG and RSOG was formed in order to 
coordinate pre-!aunch planning of mission op- 
erations. This team includes representatives of 



the different space agencies, tracking stations, 
and correlation facilities. Its key responsibil- 
ity is the development of the detailed inter- 
faces and procedures needed for exchange of 
data such as schedules, phase residuals, and 
correlator input logs. It also participates in 
development of plans for the in-orbit checkout 
phases and in generating agreements on the 
operational responsibilities of all mission ele- 
ments. 

A key aspect of the mission operations for 
SVLBI is the development of a reliable ~nter-  
national system for data transier. Schedule 
files and required updates must be made avail- 
able in a timely fashion. A variety of track- 
ing, telemetry, and VLBI data must take dif- 
ferent, sometimes circuitous paths before ar- 
riving a t  the correlation facilities. The relative 
paucity of operat~ons personnel implies that all 
data-transfer tasks must be automated as much 
as possibl . Details of the international data 
transfer system for SVLBI, including the gen- 
eration of correlator input files, me presented 
at this conference in a paper by Wiercigroch 
(1994). 

ORBIT DETERMINATION 

The primary ~neans of orbit determination for 
VSOP and Radi~Ast~ron will be the two-way 
Doppler data derivea from the 15-GHz and S- 
GHz links between tracking stations and space- 
craft. These data will be supplemented by 
range and range-rate data fro= the spacecraft 
command stations. b.ccurate predicted orbits 
are needed for the tracking startions to fo!low 
the spacecraft and to keep t l ~ e  txo-way phase 
residuals at an acceptably low ievel. More ac- 
curate spacecraft trajectories, with position 
and velocity errors less than 100 meters and 
1 cm/s, respectively, are required for the cor- 
relator models. In addition, acceleration errors 
much snialler than lG-7 m/s2 are needed to en- 
able long coherent integration times. Covari- 
ance analyses have revealed that the most diffi- 
cu!? ?roblem will be that of achieving the veloc- 
ity and acce1eratio:l requirements near space- 
craft perigee. 

The tw3-way Doppler data used fcr orbit de- 
termination must be derived usi:ig a two way 
phase link that is a new feature for both VSOP 
and RadioAstron. The tracking stations un- 
der construction by different agencies have dif- 

ferent implementations for t l ~ a t  link and tne 
derivation of the Doppler data. It remains to  
be seen whether they will yield data of compa- 
rable qua lit:^ in order to produce the accurate 
orbit required for data correlation. 

DATA ANALYSIS 

VLBI data are recorded in real time, wich the 
recordings brought toget' er later for pairwise 
cross-correlation at a speci?l purpose correla- 
tor. The VLBI correlators use models of de- 
lay and delay-rate to determine the window 
used for cross-correlation; fits to the corr~la-  
~ G I -  output are used to determine the location 
of the interference fringes and to derive visibil- 
ity fuwtions from the output data. The per- 
mitted values cf delay and delay-rate must be 
considerat!y larger in SVLBI than for ground- 
only V!,BI because of the longer baseline and 
higher relative speed betwzen space and ground 
telescopes. F'nce onc element is not fixed to 
the Earth, a new correlator interface must be 
bllilt to include a spacecrait tr-jectory in the 
model. Measurements of the residual pil :se on 
the link between t rad ing  station and space- 
craft must be input a t  least 10 times per sec- 
ond in order to account ror frequency variations 
caused by effects such as orbit errors and prop- 
agation of the uplink tone through the Earth's 
troposphere and ionosphere. Each VLBI cor- 
relator is a one-of-a-kind system of hardware, 
firmware, and software, and preser.tts a unique 
technical challenge to the processing of SVLBI 
data. 

The standard software used for analyzing much 
of the world's radio interferometry data is 
the Asironomical Image Processing System 
(AIPS), developed by NRAO; VlJBI data are 
also y rocessed using other software such as that 
developed at the California Institute of Tech- 
nology. AIPS is being upgraded by NRAQ 
in order to be c:.pable of processi~g SIU'I '11 
data. New routines are being writtell lo iin- 
prove the detection of weak interferelux fringes 
and to follow thow fringes forward or back- 
ward in time. Special-purpose sofiware also is 
being written to enable improved modeling of 
the radio sources. f e sh  of sove  parts of this 
software !rave been performed using the experi- 
mental SVLBl data obtained with TDRSS, and 
more are aniicipated :n the future. 



Problenis associated with proposing SVLBI ob- 
servations and analyzing the resulting data will 
be considerably more formidable than those as- 
s~ciated with ground VLBI. Therefore, the in- 
ternational participants in the SVLBI missions 
need to provide as much assistance as possible 
to the scientists interested in using those mis- 
sions. The simulation software described pre- 
viously is an important part of the response 
to this challenge. On-line information, work- 
sl~ops, and articles in newsletters and the sci- 
ritific literature also are being developed in or- 

der to assist prospective users. User support in 
anal:.zing SVLBI observations using the AIPS 
software will Le made available hy NRAO at, 
their facility in New Mexico. Other mission 
participants will provide more limited support 
of data analysis. 
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GEOSTATIONARY SATELLITE POSITIONING BY DLWGSOC 
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Peter Brittinger 
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Project Manager Geostationary Satellites 
82230 Oberpfaffenhofen - Germany 

Abstract - Starting with a short description of the GSOC (Germall Space Operations Center) and its role 
within the wider framework of the research institute DLR, this paper provides a review of the geostationary 
telecommunications satellites positioned by the GSOC. The paper then proceeds to describe the evolution of 

.- . . 
. . 

the operations and management structures and methods which have been effectively used to accomplish these 
~ ,- missions. 

I 

I 

1. INTRODUCTION 

During the past 25 years the DLR-German Space 
Operations Center (GSOC) has operated an 
extensive variety of satellites. In particular, GSOC 
has specialized in the positioning and operatior, of 
Geostationary Coniniunication Satellites and has 
successhlly delibered and maneuvered eleven 
geostationary satellites to their on-station positions. 

- the management structures of the different 
programs and its relationship to the GSOC 
project organization. 

- the organization of LEOP (Launch and Early 
Operations Phase) Services as it is performed at 
GSOC. This is presented using the example of 
the EUTELSAT I1 program. 

This paper describes the operational and 
management methods which have developed over 
the years to support the positioning of geostationary 
satellites. In particular this paper focuses on the 
following major topics: 

2. THE ROLE OF GSOC WITHIN DLR 

The German Aerospace Research Establishment 
(Deutsche Forschungsanstalt he r  Lufi- und 
Raumfahn - DLR) is Germany's lar~est research 
institution for the engineering sciences and employs 
aver 4.500 people at seven Research Centers. 

- the role of GSOC within the DLR and its 
responsibilities in the preparation and execution 
of national and international spaceflight projects. 

the current track record in the field of 
communication satellites reaching from the 
GermadFrench SYMPHONIE prograni through 
to tale EUTELSAT I1 F4 mission. The paper 
discusses the specific features of the different 
programs and the special requirements that these 
missions put on the around segment facilities ant 
staff. 

Situated on the DLR site at Oberpfaffenhofen near 
Munich, the German Space Operations Center 
(GSOC) has over the past 25 years provided services 
for the operation and suppwt of a wide variety of 
manned and unmanned space missions. Currently the 
GSUC is responsible for the German National space 
program and in addition supports both ESA and 
NASA activities. 



The current generation of DLR spacecraft control 
systems and facilities have been developed and 
maintained over the previous 10 years with the 
specific requirements of multimission functionality. 
The implementation which has resulted, has proven 
the strategy to be both flexible and cost effective. 
This has subsequently enabled the DLR to use 
essentially the same software, systems and facilities 
to support a wide variety of spacecraft missions 
including manned missions, scientific missions and 
telecommunications spacecraft both in LEOP and 
routine mission phases. 

The experience available through the GSOC is 
reflected in the wide variety of space missions which 
have been supported since its establishment and 
include: 

t - Geostationary Satellites 
< (SYMPHONIE, TV-SAT, DFS, EUTELSAT 11); 
i 

- Interplanetary Missions 
(HELIOS, GALILEO); 

- Earth-Orbiting Scientific Missions 
(AZUR, AEROS, AMPTE, ROSA'I'); 

- Manned Spaceflight Missions 
(FSLP, SPACEI,AB Dl and 32,  MIR, 
COLUMBUS); 

- Ground Station Support 
(e. g. GIOTTO, EUMETSAT); 

- Sounding rocket programs 
(ARIES, TEXUS, MAXUS). 

Currently the GSOC operates eight control rooms at 
the Oberpfaffenhofen sire. This includes the original 
facilities and a new complex built to suppoit manned 
spade missions which has bwn equipped with highly 
moderll facilities and systems. To date this new 
facility h;s been used successiklly fbr the D2 mission 
in May 1393, and the MIR '92' E mission. 

Since the start of 1994 the new complex has also 
been available and utilised for unmanned projects, 
LC. corlducting LEOPs, routine operations and for 
the support of scientific missions such as ROSAT. 

At the DLR ground station in Weilheim the GSOC 
also operates two 15 meter S-Band Antennas and 
one 30 meter X-Band Antenna. In 1996 the facilities 
will be enhanced by the addition of a Ku-Band 
Antenna. 

3. GEOSTATIONARY SATELLITES 
POSITIONED BY GSOC 

GSOC has been active in the positioning of 
Geostationary satellites for over 20 years, starting 
with the first European efforts in this area - the 
GennanFrench SYMPHONIE program. Since 1974 
GSOC has successfidy positioned eleven satellites in 
geostationary orbit, whereby a number of factors are 
particularly significant : 

- In the time between mid 1989 and the end of 
1992 a positioning was executed on average 
every 5 months. 

- In mid 1990 thee  missions KOSAT, DFS-2 and 
/ 

EUTELSAT 11-FI were launched and supported 
during a three month period. ,i 

- GSOC is in the unique position to be able to 
support launches a.d transfer orbit injections 
from practically cvery type of rocket. 

Since 1974 GSOC has been awarded various 
contracts to position satellites in geostationary orbit, 
to perform "In Orbit Tests", routine operations and 
also to support so called "Hot Standbyw-operation 
phases (Figure 1). 
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Figure 1: Communication Satellites positioned by GSOC 

3.1 TECBNICAI, & OPERATIONS ASPECTS 

The following paragraphs outline the special 
technical and operational aspects of the various 
missions. 

SYMPHONIE Program: 
- SYMPHONE A, Launch 19.12.74, DELTA 
- SYMPHOTU'IE B, Launch 27.8.75, DELTA 

Following the launch, GSOC was responsibk for the 
operations required to place the SYMPHONIE 
satellites at their dedicated positions in the 
geostationary orbit. For the first time in Europe, 
procedures for positioning a 3-av's stabilized 
geostationary satellite with optimized he1 
cotisun~ption for routine operations and station- 
keeping were developed and successfLlly 
implemented. The on-station operation was executeu 
by time and work sharing with C M S  over a period 
of 10 years (the Satellite's designed lifetime was 5 

years). Another significant factor for these missions 
was the fact that SYMPHCNIE A.5 were the first 
geostationary communication satellites to be brought 
into the so called "graveyard orbit" using the 
remaining firel. 

TV-SAT Pro-ram: 
- TV-SAT 1, Launch 2 1.1 1.87, ARIANE 2 
- TV-SAT 2, Launch 8.8.89, ARIANE 44 L 

The TV-SAT 1 project made high technical and 
operational demands on GSOC. Due to a technical 
malhnction of the satellite it was not possible to 
deploy one of the two solar pannels of the 
spacecraft. Despite this problem the spacecraft was 
successfidly positioned in its geostationary orbital 
position of 19" W. During the positioning it was 
necessary not only to define modified maneuvers, but 
also to define new test procedures to analyse and 
find a solution to the problem. The complexity and 
size of the actual program undertake- was possible 



only becar~se of GSOC's existing engineering know 
how, the flexibility of the equipment used, and the 
ability to react rapidly to software- and configuration 
changes. Despite this, it proved impossible to deploy 
the solar panel and as a direct result the unopened 
solar pancl prevented the operating ability of the Ku- 
Band Tx-antenna and subsequently any routine 
operation in Mu-Band. 

In the following months TV-SAT 1 was used for test 
purposes to gather experience for the follow-up 
mission: apd at the beginning of Me - '1989, the on 
board thrusters were used to move TV-SAT 1 into 
a safety orbit 340 km above the geosynchronous 
orbit. 

The TV-SAT 2 project in contrast was a perfect 
mission. Using routine operational planning and 
optimisation methods the satellite was put into its 
geostationary position in a record time of 11 days. 
Following "In-Orbit Tests" the responsibility for the 
routine operations was transferred step by step to 
the Deutsche Bundespost TELEKOM. 

DFS Kopernikus Program: 
- DFS-1 Kopernikus,Launch 5.6.89, ARIANE 44L 
- DFS-2Kopernikus,Launch 27.7.90,ARIANE 44L 
- DFS-3 Kopernikus, Launch 12.10.92, DELTA 11 

AAer injection into transfer orbit by an ARIANE 
44L, the DFS-1 and DFS-2 satellites were 
positioned in the required geostationary orbit by the 
GSOC operations team using the classical 3-impulse 
method. Fo!lowing the positioning, GSOC executed 
the In Orbit tests for the Deutsche Bundespost 
TELEKOM, and subsequently undertook routine 
operations for a period of one year. Following the 
step by step transfer of the routine operations to the 
'rELEKOM control center at Usingen, the GSOC 
team remained in "Hot Standby" for a period of 
three months, ready at any time to resume routine 
operations if required. 

The launch of DFS-3 with a DELTA I1 rocket meant 
a new mission prnfile when compared with an 
ARIANE ar ATLAS launcher. Wit1. the continual 
development of the maneuver strategies, it was 
possible to create a maneuver sequence which 

allowed positioniong to take place in the absolute 
record time of six days. 

EUTELSAT I1 Program: 
- ET-TELSATII-F I ,Launch 30.8.90,ARIANE44LP 
- EUTELSAT 11-F2,Launch 1 5.1.9 1, ARIANE 44L 
- EUTELSAT 11-F3,Launch 7.12.9 1, ATLAS I1 
- EUTELSAT 11-F4,Launch 9.7.92, ARIANE 44L 
- (EUTELSAT 11-F5,ARIANE failure 24.1.94) 

With the positioning of EUTELSAT 11-F1 a high 
standard system for LEOP Services was used. With 
this system the high level of EUTELSAT 
requirements were met in particular the redundancy 
concept. The mission operations experience gained 
from earlier positioning activities (SYMPHONIE, 
TV-SAT and DFS) were used eff.ctively and the 
satellite was positioned within the shortest possible 
time. In addition specially developed optimizing 
programs a~i:wed the he1 consumption to be 
minimized, thus extending the operational life time of 
the satellite. 17 days after launch the EUTELSAT II- 
F1 satellite was handed over to the customer for 
utilization. Tor a hrther 4 weeks GSOC was 
available for "Hot Standby" operations. 

During the "Station Acquisition Phase" of the 
positioning of EUTELSAT 11-F2, new strategies 
and manoeuvers were performed (using specially 
developed colocation software) in which the satellite 
flies around the operational control boxes of other 
geostationary satellites to avoid collisions. 

The launch of EUTELSAT 11-F3 using an ATLAS 
I1 rocket meant a new challenge for GSOC. The 
satellite was launched into an orbit outside the 
geostationary orbit (42.000 km). An additional 
perigee orbit maneuver was necessary, and was 
performed for the first time. The development of 
new operational procedures and the continuous 
development of the maneuver software allowed the 
GSOC operations team to meet the customer's 
request to position the satellite within two weeks. 

EUTELSAT IJ-F4 was a normal routine positioning 
for GSOC. The satellite was handed over to the 
EUTELSAT Satellite Control Center in Paris after 
11  days. 



3.2 PROGRAM MANAGEMENT 
STRUCTURES 

As part of the Ground System Project Group, GSOC 
This section provides a short overview of the was responsible for the German part of the Ground 
relationship between the program management System and thus was responsible for the preyvation 
structures of the overall program. and the and execution of the positioning of the satellites and 
management structure of the GSOC. The section subsequently for the routine operations. In a similar 
reviews the interfaces and how the two management fashion, CNES I Toulouse was responsible for the . ,. structures worked together (Figure 2). corresponding French tasks. 
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Figure 2: Program Management Structures 

SYMPHONIE Program: 
The German-French SYMPHONIE program was 
executed as a joint German French program, 
whereby all organizational units were manned with 
a mixture of French and German staff. The project 
organization was a bilateral management structurc: 
with three levels : 

- The Directorate (as Subvisory Function) 

- The Executive (as Project Management) 

- The Project Groups (for specific work items) 

TV-SAT 1 / TDF 1 Program: 
Similar to SYMPHONIE, the Management 
Organization ofthe joint Gzrman-French TV-SAT 1 
1 TDFI project contained three layers. The gencral 
guide lines for the execution of the project were 
defined by a steering committee. Thi? steering 
committee was reported to by the bilateral PMO 
(Project Management Office) underneath which the 
Project Groups were organized for the actual 
execution of the project. This project office 
represented the interface to GSOC for a!l contractual 
and technical matters as far as it responsibility for the 
Ground System was concerned 



DFS 1 TV-SAT 2 Program: 
The TV-SAT 2 and DFS projects were national 
programs and the mangement lay solely in the hands 
of the Ministry for Post and Telecommunications 
(BPM). The program management was created as an 
Executive ofice for the management of national 
satellite systems under the FTZ (Fern- 
meldetechnisches Zentralamt). GSOC, being 
responsible for the positioning, had interfaces to the 
necessary project groups for technical matters, and 
directly to the Project Management at the FTZ for 
contractual matters. 

EUTELSAT I1 Program: 
The European Telecommunications Satellite 
Organization EUTELSAT is an international 
Organization with members in 46 countries. The 
highest control crganization is the Board of 
Signatories. The project groups and project 
management report to the General Director who in 
turn reports to the Board of Signatories. The project 
management is responsible for the execution of the 
decisions made by the board, and also for the 
coordination of the complete program - i.e.also for 
the "LEOP-Services". 

3.3 ORGANIZATION OF THE "LEOP - 
SERVICES" WITHIN GSOC 

This part of the paper uses EUTELSAT I1 to 
describe not only the project organization, but also 
the Mission Operations themselves. The 
organization structure shown in figure 3 has been 
implemented since TV-SAT and has been 
successfidly used for all follow-up programs. Within 
this project organization the DLR key persons are 
responsible for both the preparation and also for the 
execution of the mission. 

The "LEOP-Services" Project Manager has the 
overall responsibility not only for the preparation 
phase (ground segment implementatic n), but also for 
the completion of the positioning where he performs 
the role of Mission Operations Director (MOD). 

The Project Manager is supported by a Project 
Administrator primarily for project control but also 
for financial and contractual matters. In addition the 
project management is supported by an independant 
Quality Assurance Manager. 
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Figure 3: DLR I GSOC Project Organization for LEOP Services 



Reporting directly to the Project Manager is the 
Mission Operations Team Lead (MOTL). i ogether 
with the Ground System Coordinator, the MOTL 
coordinates the work of the Team for the 
preparation and execution of a mission. 

The DLR Mission Operations Team is created from 
Satellite and Ground System specialists who art: 
allocated to the project from the various specialist 
departments of the DLR. This team of experienced 
Flight Dynamics, Flight Operations and Ground 
System Engineers is responsible not only for the 
preparation, but also for the execution of the 
mission. 

As a direct result of this change to the structure, the 
project achieved a strongly subject orientated 
organization which provided better monitoring of the 
mission preparation and execution. The internal 
project monitoring with respect to the Mission 
Operations Team was much improved. The Mission 
Manager was hence released from this task and was 
able to focus his activities on the flight operations for 
the space segment. This becomes more important 
during the execution of the mission as the Mission 
Operations Team Leader is closely involved in the 
decision making process of the mission execution 
(see also Figure 4) 
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Ops. ' Dyn. / Data Sys. SMI .------. 6 Satellite Support Team 

' 8  
--- - Functions: - Directive 

' - - - -, Supportive 
+ - - . + Info Exchange 

Figure 4: Organization of Mission Operations 

Experience gained during the execution of the The organigram (Figure 4) shows the principals of 
EUTELSAT I1 project allowed the refinement of the the organization of Mission G~erations, whereby the 
management structure, and more specifically interfaces for operational matters between the 
determined the need for a Ground System customer and contractor are also portrayed. Figure 
Coordinator at the project level who provided direct 4 shows how a positioning would be executed in 
assistance to the Mission Operations Team Leader. close cooperstion between GSOC and the customer. 



As the Contractor, GSOC manages the mission 
under the control of the Mission Operations Team, 
lead by the Team Leader (MOTL).The mission is 
executed according to the Flight Plan which includes 
all nominal satellite operations together with a 
selection of predefined contingency procedures. 

The customer is represented by the Customer 
Management Representative, Customer Mission 
Operations Manager and Customer Satellite Support 
Team. 

The Customer Management Representative is the on 
site customer representative. He is responsible for 
the regulation of all mission related tasks including 
contractual matters as far as they relate to the 
responsibilities of the Custonler Mission Operations 
Manager. 

The Customer Mission Operations Manager follows 
the execution of Mission Operations, authorises the 
execution of emergency procedures and gives 
directives in the case of non nominal behaviour of 
the satellite. He is the only person who is authorised 
to give directives to the the DLR Mission Director 
or to the Customer Satellite Support Team. 

The Customer Satellite Support Team, which is 
created from experts from the customer and the 
sateilite manufacturer monitors the execution of the 
mission and compares the act~al  with the expected 
behaviour of the satellite. In case of non-nominal of 
the satellite, the Satellite Support Team provides the 
Mission Operations Team with inputs to correct the 
failure. 

If the Mission Operations Team or the sat ell it^ 
Support Team determine non nominal behaviour 
which is not covered by the Flight Plan, a spzcial 
procedure has to be p r o d u d  to cater for tnis 
behaviour. These special pro1;edures are regarded as 
extensio:is, changes or adaptations to the existing 
Flight Plans and are produced in the form of 
"Recommendations". AAer release by the Customer 
Mission Operations Manager and the l3L.R Mission 
Operations Director, they are passed to the Mission 
Operations Team Leader (MOTL) for execution. 

4. SUMMARY 

Starting with SYMPHONIE, C-SOC has been careful 
to systematically review and update the operational 
and management procedures and methods applied to 
positioning projects. 

This approach has allowed the development of a set 
of standard geostationary positioning procedures and 
working methods which are optimised for modern 
coinmu2icaticn satellites. These procedures and 
tl,orking methods have proved themselves during 
succes~;~. - )ositioning activities. 

From SYMPHONIE to the current series of 
EUTELSAT 11 spacecraft, the experixce gained and 
retained over many years has been continuomly used 
to both improve the ground operations facilities and 
also to enhance the operational capacity of GSOC 
specifically in the domaiil of geostationary satellite 
operations. 

GSOC has proved its capability to adapt a variety of 
technical and management constraints as well as 
different contractual relationships. 

The LEOP team at GSOC is able to react quickly 
and effectively to the most varied customer requests 
in a responsive and unburocratic fashion. 

In this way the GSOC is in the position of being able 
to adapt its systems and operations to support 
prxtiiall.y any customer and any spacecraft 
manufacl urer. 

REFERENCE: 
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to Maximize Science Value 
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ABSTRACT - Magellan has been one of 
NASA most successful spacecraft, returning more 
science data than all planetary spacecraft 
coibined. The Magellan Spacecraft Team (SCT) 
has maximized the science return with innovative 
operational techniques to overcome anomalies and 
to perform activities f3r ;;-hich the spacecraft was 
not designed. Commanding the spacecraft was 
originally time consuming because thc standard 
development process was envisioned as manual 
tasks. The Program understood that reducing 
mission operations costs were essential ~ d r  an 
extended mission. Management created an 
environment which encouraged a ' >mation of 
routine tasks, allowing staff reduction while 
maximizing the science data returned. Dald 
analysis and trending, command preparation, and 
command reviews are some of the tasks that were 
automated. The SCT has accommodated 
personnel reductions by improving operations 
efficiency while returning the maxim~m science 
data possible. 

MISSION OBJECTIkES - T h e  
objectives of the Magellan program were to place 
a spacecraft with a radar sensor in orbit around 
Venus; obtain, reduce, and analyze the scientific 
data from the planet and make these results 
available to ths public and the scientific 
community. The Magellan scientific mission 
objectives were: 

? . To improve the knowledgt of the tectonics 
ard geologic histcry of Ver us by analysis 
of the surface morphol~gy and the 
processes which control it. 

2. To improve the knowled,e of the 
geophysics of Venus, principally its 
density dis tributinn and dynamics. 

3. To improve the knowledgz of .I:. small 
scale surface physics. 

The objectives of the science experiments were: 
1. Imaging: To produce contiguous images 

of at least 70 Gercent (with a goal of 90 
percent) of the surface of Venus with no 

systematic gaps except for one pole, and 
with a surface radar resolution of at least 
?i;3 meters (surface radar resolution is 
ci-rined as the distance between the 3dB 
points of the main lobe of the radar system 
impulse function). 

2. Altimetry: To produce maps of the 
topographic and radar scattering 
characteristics of the planet Venus witL 
height resolution comnensurate with the 
Synthetic Aperture Radar (SAR) range. 
resolution and coverage commensurate 
with the SAR coverage. 

3. Gravity: To refine the low dvgree and 
order gravity f i z J  of Venus and to 
produce high resolutiot~ (several huxlred 
kilometer horizontal scal~)  g ra~hy  maps 
wherever possible. 

HISTORY - A ~ingle Magellrn (MGN) 
spacecraft was launched from Kennedy Space 
Center Launch Complex 39B on May 4,1989, on 
board the Shdtle Atlantis. The iaunch vehicle 
was a Shuttle OrS:?er/Inenial Upper State (PJS: 
combination. Once in the shutile parking orbit, 
the IUS and MGN spacecraft cornbinatio~ has 
deployed from the cargo bay. Afte: the orbit 
coast period, the IUS injected the MGN 
spacecraft into an Earth-Venus transfer trajectory. 

The MGN spacecraft is powered by two 
single degree-of-freedom, sun-tracking solar 
panels and is three-axis stabilized by reaction 
wheels using gyros and a star scanner for attitude 
reference. When lsunchd, the spacecraft carried 
a solid rocket motor for Venus orbit insertion. A 
small hydrazine system was provided for 
~ajectory correction and certain attitude control 
functions. Earth communications with the Deep 
Space Network (DSN) is by means of S- and X- 
band chanels, operating via low- and rr~dium- 
gain wtennas and a 3.7 meter high-gain antenna 
dish which is rigidly attached to the spacecraft. 
Thc high-pain antznna tiso functioned as the 
Synthetic Aperture Radar (9AR) mapping antcnna 
during orbital operations. 



Msgeilan followed a Type IV interplanetary 
trajecto-y to Venus, which represents a transfer 
angle arou!ld the Sun of slightly greater than ? 10 
degrees.  he use of the Type IV trajectory was 
required by the arbit geometry of E d  and Venus 
for the May 1989 opportunity. The Type I 
trajectory opportunity in October 1989 had been 
allocated to Galileo for its Venus-Earth-Earth 
Gravity Assist trajectory to Jupiter. 

The interplanetary cruise phase lasted 
approximately 15 months. Cruise activities 
included calibrations of the gyros, the attitude 
reference unit and the antennas, daily star 
calibrations, three trajectory correction maneuvers 
to insure proper approach geometry, a functional 
test of the radar subsystem, and a three-day test of 
the mapping capability. 

MCbl arrived z .  ' -enus on August 10, 1990. 
By F . n g  the solid rocket motor slightiy before 
Venus r b e s t  approach, the desired periapsis 
latitude near 10 degrees North was attained. The 
spacecraft was placed in an elliptic;! orbit around 
Venus with a period of 3.26 hours. The planned 
ir-?:bit checkout (IOC) period was cut short 
because a timing idiosyncrasy in the on-board 
Attitude and Articulation Control flight software 
caused the spacecraft to enter safing during the 
star calibration of the second test mapping orbit. 
The imaging data processed from the 1.5 test 
orbits prior to safing was of such higk quality that 
the project decided to terminate IOC following the 
safing recovery and enter directly into mapping 
operations. 

The prime mission (Cycle 1) began on 
September 15, 1990, and lasted 243 days, the 
time required for Venus to make one rotation 
under the spacecraft orbit. Cycle 2 started on 
May 15, 1991, and Cycle 3 started on January 
15, 1992, and continued to September 15, 1992. 
Typical activities during the radar mapping orbits 
are shown in Wure 1. Mapping operations were 
halted after the third cycle due to a transmitter 
failure The science emphasis shifted to the third 
science experiment, gravity data. Cycle 4 was 
&voted to collecting gravity data and planning for 
aerobraking operations. 

Following Cycle 4, Magellan's periapsis was 
lowered to place the spacecraft in the atmosphere 
each priapsis pass in order to slow the spacecraft 
and nearly circularize the orbit. Magellan was the 
first planetary spacecraft to use aerobraking to 
change its orbit. Since aerobraking had not been 

accomplished before and the spacecraft was not 
designed to aerobrake, the planning tasks broke 
new ground. Aerobraking was successfully 
accomplished in seventy days (planned for eighty) 
and placed the spacecraft into a 500 km by 200 
km orbit. Cycles 5 and 6 have collected high 
resolution gravity giving scientist their first view 
of the subsurface at the poles. In Cycle 5 and 6, 
Magellan has also performed several Radio 
Science Occultation, Bi-static and Quasi-specular 
Radar experiments. 

Magellan's accom~lishments include: 
mapping over 98% of the planet surface, 
obtaining high resolution gravity data over 95% 
of the surface, successfully accomplishing 
aerobraking to change the orbit, and performing 
several other experiments (Radio Science 
Occultation, Bi-static, Quasi-specular and 
Windmill). 

OPERATIONS PROCESS - Prior to 
launch, the mission operations procedures and 
plans for the Spacecraft Team (SCT) were 
developed on the premise that the orbit would be 
repetitive and day-to-day tasks would thus be 
simple and low cost. The majority of the tasks 
(approximately 701) would involve analyzing 
and trending the engineering data received from 
the spacecraft, while the remaining time would be 
for the command process. The data analysis and 
trending workload estimate was based on 
previous planetary spacecraft operations that 
relied on simple displays and manually analyzing 
engineering data. For Magellan, the spacecraft 
data analysis and trending would be performed 
using the new JPL multi-mission operations 
process and multi-tasking workstations, but 
trending was still perceived as a manual process. 

The command process was developed using 
sequences based on repetitive mapping orbital 
operations, intending to minimize the effort 
required for commanding. The mission planning 
and sequence development processes relied on 
meetings, paper products and manual reviews 
similar to previous spacecraft's. Rather than the 
simple process envisioned, the command process 
resulted in complex operations that were 
continuously tweaked to improve the science data 
quality. 

The mission progressed as planned and all 
flight sequence milestones were met. However, 
the allocation of the work force to accomplish the 
tasks was radically aifferent. Immediately after 
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Figure I Typical Mapping Activities 

launch, anomalies occurred on the spacecraft 
which required the subsystems engineers to spend 
an unexpected larger portion of their time 
performing sequence preparation and validation. 
The difficulty of operating and maintaining the 
health of the spacecraft early on (thermal control 
and star scan problems) combined with a labor 
intensive command process resdted in a very 
high percentage of the work effort being placed 
on commanding. This percentage decreased as 
the mission operations matured, but the final 
workload split was approximately seventy percent 
involving commanding and the remainder for data 
analysis and trending, 

The SCT, faced with a labor intensive 
command process, a strong desire to obtain 
higher quantity and quality science data, and 
budget constraints realizeti the need to further 
reduce the time required for the spacecraft data 
analysis and trending. Using the framework of 

the multi-mission operations tools and the 
processing capability of the workstations, the 
SCX' developed batch scripts and other software 
routines that allowed the spacecraft data to be 
collected, analyzed, and displayed automatically. 
The data analysis and t.e,~ding were performed 
during off hours and the results were available for 
the engineers to examine when they mived in the 
morning. If the results were nominal, the 
engineers could then devote their time to the 
command process. If an anomaly was present, 
their time was used to Jetennine the cause and 
corrective action, which generally involved more 
commanding. 

The automation of the data analysis and 
trending was achieved because the tools allowed 
these tedious tasks to :+ performed by computers. 
In addition, the SCT was comprised of engineers 
with the necessary computer skills to automate 
tasks and encouraged by program management to 



perfom continuous process improvement. The 
automation process was further enhanced by the 
SCT conviction that the mission operations 
budget must be reduced if an extended mission 
was to be affordable. The planning for the 
successful Aerobraking operations accomplished 
during Cycle 4 was made possible by the mission 
operations savings during the earlier cycles. 
These savings were the direct results of the 
automation and improvement process. 

MAGELLAN COMMAND PROCESS - 
The Mission Operations Plan was for spacecraft 
sequences to be developed using a standard 
process (initially a twelve week duration) which 
relied on stored commands to perfonn the tasks 
necessary to obtain science data. In addition to 
mapping commands, health and maintenance 
commands were also to be included with the 
standard (stored) sequence. The standard 
command process utilized repetitive commands 
each orbit with minor periodic parameter updates 
to minimize operations costs. 

However, this simplicity was not realized due 
to the program's desire to maximiz the quality of 
the science data. To improve the science data, the 
frequency of parameter updates had to be 
increased. Additional complexity arose because 
of the need to manage thermal control and star 
scan issues. Prior to Venus Orbit Insertion, the 
SCI' realized that the plan to send a new mapping 
sequence every week would be difficult to achieve 
at the current staffing level despite the time 
savings from automation of the data analysis and 
trending. The creativeness of the engineers was 
allowed to manifest itself, resulting in an extended 
sequence (two weeks) and manageable parameter 
updates thc staff could accommodate while still 
obtaining the highest quality science data. 

As spacecraft anomalies developed and 
operating idiosyncrasies became apparent, non- 
stored (called non-standard) commands were 
required to meet maintenance issues, investigate 
anomalies and conduct characterization tests. 
These non-standard commands were developed 
using the standard command process but could 
not be placed in the stored sequence due to their 
near real time nature. 

Standard Command Process - As shown 
in the orbit profile (Figure l), the mapping data 
collection and pkyback required the spacecraft to 
perform six maneuvers each orbit. In addition to 
developing the commands to maneuver the 
spacecraft, commands (Figure 2) were required to 

control the radar map ing parameters, manage the 
tape recorders, pe $ orm desaturations of the 
reaction wheels, and manage the 
telecommunications system. A typical orbit had 
over a hundred separate commands to perform. 

In addition, the SCT had over a thousand 
variables in flight softwitre to track and maintain. 
In order to perform the mapping mission, 
mapping and flight software parameters were 
stored on-board. Mapping parameters included 
the orbit's periapsis time, radar parameters 
tailored for the upcoming terrain and a mapping 
quaternion polynomial coefficient file required to 
constantly change the mapping attitude. Flight 
software parameters were the star scan parameters 
and gyro bias and scale factors. Also updated 
each sequence load were safing parameters for 
possible use by the fault protection system. This 
complexity was underestimated prior to launch 
and combined with non-standard commanding 
contributed to the increase in effort required for 
the standard process. 

The original plan, once on orbit, called for a 
new sequence of commands to be uplinked to the 
spacecraft every week. Before Venus Orbit 
Insertion (VOI), the plan was changed to 
uplinking a sequence every two weeks because it 
was realized the program could not support the 
workload involved to develop and review a 
sequence each week. Each standard two week 
sequence took approximately 12 weeks to develop 
which meant that the SCT was working on up to 
six sequences at a time. This workload was labor 
intensive due to the amount of time required to: 
generate parameters; develop and review three 
cycles (preliminary, intermediate and final) of 
Sequence Events Files (SEF); review other 
uplink products; and perform a test in the System 
Verification Laboratory. The standard sequence 
cycle was marked by meetings, reviews, and 
reams of paper. The amount of time spent in 
meetings was also underestimated. Meeting time 
included presentation preparation, future sequence 
planning, reviewing developed sequences, and 
presenting subsystem performance. In Cycle 1, it 
was estimated that a typical subsystem engi~veer 
could spend twenty to twenty-five hours per week 
in meetings. Adding to the complexity was 
tracking six sequences at once, ensuring the right 
parameters were developed and coordinating 
activities between sequences. 

After the successful completion of Cycle 1, 
the number of people on the S n  slowly 



Figure 2 Typical Mapping Commands and Flow 

decreased as personnel left the program. It was 
apparent that the existing standard pmess could 
not be supported with the smaller staff. A revised 
standard process was developed which 
eliminated the intermediate SEF products and took 
advantage of further automation to reduce time for 
command development, generation, and reviews. 
The new process took six weeks to produce the 
uplink commands thus reducing the number of 
sequences in work to three. The new process 
also reduced the amouilt of time required to 
prepare products by eliminating non-value added 
traditions such as management approval of 
technical parameters. To help achieve the reduced 
schedule, standard spacecraft maneuver times 
wen developed which would reduced the analysis 
required for each sequence. The standardized 
maneuvers were never fully realized since 
spacecraft anomalies required each sequence to be 
as unique as in the first cycle. The new standard 
sequence process reduced the number of 
meetings, automated reviews and consumed less 
paper since electronic versions of uplink products 
were used. This six week process continued 

through the third mapping cycle when mapping 
operations were halted due to failed transmitters. 

The fourth cycle was a gravity only cycle and 
saw a reduction in the amount of work required 
because the mapping associated parameter 
development and reviews were not necessary. 
The program moved to three week sequences 
which meant only two sequences were in work at 
any one time since the standard process duration 
remained at six weeks. This allowed a smaller 
work force (thirty people) to contiuue to develop 
standard sequences and non-standard commands 
and prepare for aerobraking operations at the 
completion of the fourth cycle. 

The program was presented with an 
opportunity to obtain high resolution global 
gravity data by nearly circularizing the orbit 
through aerobraking. Aerobraking the spacecraft 
was a high risk endeavor since it had never been 
attempted before with a planetary spacecraft. In 
addition, aerobraking was to bc pc~fomed with a 
spacecraft that was not designed for it. The 
program engineers had to develop the aerobraking 
profile (attitude and duration) and commands for 



performing aerobraking. The existing ma ping P block did not meet the requirements, there ore a 
new aerobraking block had to be developed and 
tested. This full time effort consumed 
approximately half of the SCT which meant the 
remaining half performed the nominal tasks to 
obtain the important gravity data. Aerobraking 
operations were developed to ensure that the 
necessary timing updates (to account for the 
shrinking orbit) were sent to the spacecraft in a 
timely manner. At the start of aerobraking, timing 
commands were sent to the spacecraft three times 
per week. As the orbit period shrunk, the timing 
commands were sent every day. At the end of 
aerobraking, timing commands were sent up to 
three times per day. Aerobraking was 
accomplished in seventy days, ten days ahead of 
schedule. 

Following aerobraking, process 
improvements continued with a change in the way 
sequences were implemented to take advantage of 
the near circular orbit. The length of the 
sequences was ir creased to three weeks which 
meant the SCT was working on one sequence at a 
time. It was these types of improvements that 
allowed the SCT to collect high resolution gravity 
data and perform special experiments (Radio 
Science Occultation, Bi-static, Quasi-specular and 
Windmill) with a significantly smaller staff. 

Non-Standard Command Process - 
Initially there was no set process to send a non- 
standard command to the spacecraft. Each 
subsystem would determine the need, develop the 
commands, and then present the results to the 
Mission Director for approval. This resulted in 
significant re-work as an alternative solution 
would surface during the presentation to the 
Mission Director. The alternative solutions led to 
confusion which resulted in a high number of 
command related incidents. The non-standard 
workload was a significant portion of the 
commanding process because solutions to 
problems were often re-worked several times. 

Several months prior to Venus Orbit 
Insertion, the Proposed Engineering Change 
(PEC) process was developed. The PEC process 
brought discipline to the non-standard 
commanding effort and reduced the number of 
command incidents to near zero. The PEC 
process is started when a subsystem engineer 
completes a PEC form which describes the reason 
for the proposed change, the impacts if not 
implemented, the need date, and alternative 

solutions. The PEC is then reviewed by the 
members of the SCT, updated and then presented 
to the Mission Dimtar at the Engineering Review 
Board (ERB) for approval. If approved, the SCT 
is then authorized to implement the proposed 
solution and send the non-standard command(s) 
to the spacecraft. By holding a peer review, 
impacts to other subsystems are identified as well 
as better solutions not considered by the 
originator. This process forced a disciplined 
thought process which proved invaluable during 
anomaly recoveries. Over 270 PECs have been 
written. Of these, only sixteen have been 
disapproved; the majority were early in the 
mission as a result of conflicting requests. The 
small number of disapproval's indicates the PECs 
brought forth viable solutions in which all 
members of the SCT and program management 
concurred. Management developed confidence in 
the SCT and the solutions to anomalies due to the 
discipline created by the PEC process. 

An example of process improvement is the 
Express Command. Express Commands are 
commands that have minimal impact to the 
spacecraft and were being presented as a PEC on 
a regular basis. Examples of express commands 
are memory read out, star scan parameter 
changes, and turning transmitter sub-carriers on 
or off. Express Command eliminated the 
repetitive workload of regularly presenting PECs 
to the ERB. One PEC was created that defined 
who could send a command, the conditions in 
which the command could be sent and the follow 
up action. Prior to Express Command every 
command had to be approved by the Mission 
Director. Now these commands required only 
approval by the appropriate subsystem, thus 
:mpowering the engineers. 

REMOTE OPERATIONS - Magellan was 
the first JPL spacecraft to be flown from a remote 
location. This posed the problem of how to 
effectively communicate without face-to-face 
contact with the other person. The remote 
arrangement also requiredthat JPL management 
give up much of its "routine control" over the 
SCT. By remotely locating the SCT, engineers 
with more Magellan spacecraft experience were 
enticed to support mission operations. All 
subsystem had team members who had been part 
of all phases of the program. If these engineers 
had been required to relocate to JPL, many of 
these experienced individuals would not have 
been part of the SCT. 



The voice communication problem between 
the mmotely located project teams was difficult to 
solve. Initially the teleconferencing capability 
was minimal (one speaker phone in a small 
conference room). Prior to VOI, a large 
conference room with multiple microphones was 
made available which improved the technical 
portion of the voice communication problem. 
Although both the Denver and the JPL sides 
worked very hard to effectively communicate, 
problems still existed. One of the main 
difficulties was understanding the other side's 
everyday workload problems. To maximize this 
understanding, representatives from both sides 
would travel to the other's facilities on a regular 
basis. These representatives were usually the 
Leads of various subsystems/tearns. By spending 
one week every three months at the other person's 
location these leads developed an appreciation for 
each other's constraints and abilities. This 
rotating representative eliminated the belief that 
the other side "had it easier". 

STAFFING - The success of the Magellan 
Venus Radar Mapping mission has been largely 
the result of the outstanding performance of the 
flight system, however, some credit must be 
given to the mission operations team and the 
staffing plan. The staffing plan included the 

selection of the right people, the organizational 
structure a t  the beginning of the program, and 
systematic downsizing as the program matured. 
Much of the extended mission operations, 
including aerobraking, would not have been 
possible without significant reduction in the size 
of the SCT. The original plan provided for 
thirteen engineers monitoring the health of the 
spacecraft. As the program developed, it became 
apparent that the simple flight system developed 
as a low cost solution for the original VOIR 
program would involve a very complex mission 
operation if the Magellan science return was to be 
realized. In addition, the flight softwart and the 
fault protection system proved to be extremely 
complex and their verification and characterization 
continued during the Cruise Phase to ensure its 
readiness to suppott VOI and Mapping 
Operations. 

At launch the SCT had sixty people organized 
as shown in Figure 3. This number grew to 
seventy as VOI approached. As mapping 
operation settled into a routine, the staff level was 
reduced to fifty by the end of the Cycle 1 and 
remained steady until the end of Cycle 2. At the 
end of Cycle 2, spacecraft telecommunication 
transmitter A's failure caused a major replanning 
effort. The resulting potential funding cutoff 
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encouraged the program to look for cost 
reductions to keep the mission alive. The process 
of staff reduction while maintaining team morale 
and productivity and continuing the science 
mission was a major challenge. This challenge 
was accepted by the team because of a 
fundamental belief that a continuation of the 
mapping mission would yield outstanding science 
results, but would only be possible if the size of 
the team and the resulting cost could be 
significantly reduced. The team size reduction 
was a product of recommendations and 
brainstorming sessions by the whole team. Any 
reduction in staffing was, therefore embraced by 
the team regardless of its impact on an individual. 

The staff reduction effort continued until thirty 
people remained at the start of Cycle 4. The 
staffing leveled out at thirty people as the team 
continued mission operations and planned and 
conducted aerobraking. After the successful 
completion of aerobraking, the staff was reduced 
to fifteen people. At the end of the mission, the 
SCT was comprised of nine people some of 
whom were part time. 

The staff reduction was accomplished in a 
positive manner since career growth opportunities 
on other contracts were available to nearly all of 
the team members with special skills gained from 
the Magellan experience. As these engineers left 
the program, the organization was restructured 
and/or the roles and responsibilities were 
distributed among the remaining team members. 
This process of "belt tightening" gave more 
responsibility and growth opportunities to the 
remaining staffing and had a positive impact on 
the overall team morale despite the ongoing staff 
reduction. The loss of senior staff did not 
significantly impact operations because remaining 
engineers were ready to assume their 
responsibilities. The automation process that was 
occurring simultaneously with the staff reduction 
enabled the available resources to return the 
maximum science data possible. 

Management played an important role by 
identifying and keeping those individuals who 
could perform multiple tasks and/or encouraging 
individuals to become proficient in multiple tasks. 
This identification process was achieved by 
providing opportunities for engineers to excel. 
Throughout the program, management was not 
satisfied with the status quo. Instead, 
management encouraged the Leads to do more 
with less, so when funding faced reduction the 

SCT was able to respond quickly wits propostd 
staff reductions. 

CONCLUSIONS - Software automation, 
process improvement, the management 
environment and a cooperative flight system are 
the main reasons Magellan has enjoyed such great 
success. The management philosophy created an 
environment of continuous process improvement 
that allowed the SCT to perform a wide variety of 
tasks with a steadily decreasing staff. 

The areas that realized time saving due to 
automation were sequence preparation, sequence 
validation, and data analysis and trending. 
Sequence preparation saw significant savings 
through the electronic transfer of parameters and 
automating command generation procedures. 

Sequence validation automation was achieved 
by the creation of software tools designed to 
replace the manual checks of the command 
products. Each subsystem had its own checklist 
that contained the steps necessary to manually 
validate the comma: .I products. As the engineers 
gained confidence in the checklists, software tools 
were written to perform the manual checks. This 
reduced the time to review a typical sequence 
from eight hours to two hours. 

Data analysis and trending were also 
automated through the use of software and 
workstation tools. The primary source of 
automation was the generation of programs and 
scripts to carry out repetitive tasks that the 
engineers were required to perform each day. 
Many of these tasks were not completely 
characterized prior to launch, so the creation of 
software tools during spacecraft development was 
limited. After launch, when the spacecraft 
performance and ground data systems capabilities 
were better understaod, each subsystem engineer 
produced a tool set that allowed th3m to perform 
their jobs more efficiently. It is important to note 
that the software coding and script writing was 
performed by the subsystem engineers and not a 
software development staff. This created the 
scenario where the end user was also the 
programmer, so the tools developed meet the 
needs without significant interaction. 
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INTRODUCTION 
Actually it seems that we are at the same 

So ... Can we have both? time invited and decided to have bigger but 
cheaper missions. Maybe the relevant 

Right or wrong, the answer to this is being question is no longer whether it is possible or 
written by all of us, the people who work in not but: 
the Space Business. We make the choices 
and in so doing we define the future. How are we going to do it? 

In the other hand nobody is absolutely fiee to The following discussion will help us to 
shape history. Forces like the economy and answer this question. A.er  all, we are the 
the development of the technology invite us problem solvers in this game and this is a 
to take certain decisions. good place to talk about our solutions. 



TODAY'S FACTS 

Space and the economy 
Space is nowadays a precious economic 
resource and the number of services it offers 
is increasing every day. 

The missions that provide a commercial 
service grow as big as the market requires 
them to grow. They tend to use well-proven 
technologies and to build spacecraft in a 
production-line fashion. 

The non-commercial missions tend to grow 
smaller under the economic pressure. Like 
the dinosaurs they disappear or evolve into 
birds under the pressure of the environment. 

In the other hand we need the non- 
commercial missions to expand our 
knowledge. This tends to increase their 
mission cost, because it constitutes a bigger 
challenge than following the paved way. 

Fast technology development 
The new technologies may multiply the 
possibilities or lower the cost, but their 
novelty involves a greater risk. 

Technology acts frequently as a hidden 
agenda. The conservative side of the project 
will defend the Mission Objectives above all, 
while some groups will be very motivated to 
develop a particular technology. This is not 
necessarily bad, because the new 
technologies are a desirable product of the 
space activities. 

M a n  versus Machine 
Here is another controversial issue, in which 
there is a case for either side. 

Machines are more accurate, but they lack 
many human virtues. Robots are cheaper to 
fly, because they do noi need life support. To 

reduce the man power on the ground, we use 
artificial intelligence that is not cheap, but its 
development is an attractive hidden agenda. 

In any case, we humans have an exploring 
heart and we cannot help to be part of the 
space exploration endeavor. This emotional 
imperative seems to be a key ingredient of 
progress because it generates motivation, 
which is essential for the fbture of any 
business. 

HOW DID WE GET HERE 

It is well known that the Space research 
started during the cold war. Now we are in 
the post cold war and the base of our 
economy is changing. Unfortunately fear to 
one another is a big incentive for the research 
and the economic growth; it is not surprising 
that we have lost some steam in this change 
process. 

In the mean time we have become 
accustomed to re-direct part of our energy 
towards space exploration and to the 
business opportunities thereof We should 
hope that this challenge would help us to 
substitute war as the prime incentive to 
advance .. .:ience and technology. 

SUMMARY OF OUR SITUATION 

Like in the legend of Ulysses, we are caught 
between Scylla and Charibdes (a nmow 
strait between two opposite rocks). 
Nevertheless, there is nothing like a good 
challenge to make people think harder. 

Before we talk about the way out, it would 
be a good idea to discuss what are our 
objectives. 



OBJECTIVES ALTERNATIVES 

Do more and to do it for less 
This is in simple terms the key question. It is 
possible but we must be aware that it 
requires significant cultural changes; we 
cannot expect to do it for less just following 
the traditional rules. We also must accept 
that changing the rules involves some risk. 

Maintain people's motivation 
People want to know, why should we pursue 
space research? 

We need to conduct cur  missions in a way 
that satisfies people's needs and appeals to 
people's participation. We will not go very 
far if we do not take into account the fact 
that cLstomers and professionals are just 
people 

Insure operational flexibility 
Space Operations is about: having options, 
knowing them well, and applying them as 
required. Usually a missioil does not turn out 
as expected a~ld we need to combine our 
options in a way that is different from the 
nominal plan. 

Satisfy the customer 
Who is the customer? The obvious customer 
is the user of the service that the mission 
provides. There are also indirect customers 
like the development of technology, the 
government, the tax payer, etc. 

Be eflicient 
Avoid over-killing solutions in any part of 
the process. The key factor here is: how 
justifiable are our requirements? 

We can probably agree that we want to 
accomplish most of the above requirements, 
but the question is still: how? Let us review 
some of our available alternatives. 

Use small teams 
Thev ic li critical mass of people, beyond 
which a chain reaction occurs, that hrther 
increases their number and makes the 
organization less efficient. This critical 
number seems to be around 20 or 30 people 

If you have a larger team you start to neL 
more bureaucracy and more people to pull 
them together. 

Hire the right wopie. If we have a small 
team we do not have lots of redundancy. 
Therefore it is important to get the right 
combination of talent, personalities and 
experience. 

Provide the right motivation. The engine 
of human nature works mainly with two 
kinds of fuel: positive motivation and 
negative motivation. The best one is by 
far the positive motivation that we create 
by means of the following elements: 

An attracrive vision and clear 
goals. Examples: "We want to get 
there and achieve that great 
objective"; "We are here to deliver 
this product and to make this 
customer happy." 

A shared destiny. "We are in the 
same ship, and we want to 
cooperate in order to safely arrive 
to our destination, so that we can 
share the success." 

Rec~~mition and empowerment. 
Let us show appreciation for the 
contribution of each member of 
the team. Let us allow each 
individual to feel hidher sharing of 



the driver seat. We are more likely 
to volunteer our energy if we 
realize that it leads others towards 
the common goal. 

The right pay-checks. We can do 
wonders with a small team of 
great highly motivated people, but 
their motivation would not last 
long if we do not pay them well. 

Co-locate ~eople .  If everybody is in thc 
sanle area, people will naturally talk to 
one another. Ideas will flow easier and 
they will need fewer memos and meetings. 
This has a magic effect on cost. 

Lower czrltural barriers. People in a 
productive team may and should come 
from different backgrounds. They should 
be different in order to complement one 
a~other, but they should respect and 
welcon~e the differences. They should also 
be prepared for not being able to 
understand one another some times. 

Use new technologies 
A small team can implement a grand mission 
but they will require more powehl tools to 
be able to handle it. 

The hnding scheme could be a problem in 
the case of the operations technology. 
Normally the funding for operations is 
distributed over a number of years, and it is 
difficult to invest up front in powefil 
operations technology. 

Keep the system simple 
Do not incur in unnecessary complications. 
Both :he spacecraft and the ground system 
should be as simple as possible. A mission 
becomes cheaper and also safer in this way. 
The following are different aspects that we 
can try in this area: 

$maN qmcecrqti. A good way to keep it 
simple is to make it smaller. Sometimes a 
single sma,.  acec craft cannot accomplish 
a grand mission, but for what we are 
saving we can afford to buy more than 
one. 

The smaller the spacecraft the shorter the 
time and the cost to completion 

More missions. If they start to be cheaper 
we could have more; this me:ms: "to 
distribute the eggs :n differetit baskets." 
Also the learning curve of the new 
techno!ogies gets faster if we launch more 
missions. 

Provide feed-back to&e requirements. 
It is healthy to periodically check-out the 
relevance of the requirements that have a 
significant cost impact. Sometimes the 
customer does not really want what he 
asked for, pa: titularly if he knows that it 
is going to cost him much more money or 
risk. 

RISKS AND PROBLEMS 

Now let us look for the obstacles that we 
have in our way. 

Mission Failures. 
Recently there have been some examples, but 
they seem to be distributed among missions 
with different sizes. We could expect higher 
risk from an ultra-low-cost missiont but the 
truth is that the big ones also fail, and when 
they do fail, they have a much bigger 
repercussion. 

Size versus influence. 
The smaller the project the smaller the 
weight it has within its organization, and the 



reverse is also true. A project with a large 
budget represents a higher bet for the 
organization and will have a stronger voice 
when it comes to compete for resources. 

driver seat. That makes them to lose 
motivation to learn more about it 

3. The public interest seems to react 
neglitively to the machine winning the 
contest. Without this interest the space 
business would continuously decay. This is an interesting management challenge 

We have to protect the small-budget 
missions fiom being suffocated by the big 
ones, but we have to keep the big ones in 
good shape, because they damage badly the 
organization if they fall. 

If we are not carehl, the human versus 
machine issue could severely damage the 
human motivation to pursue space research. 
Therefore, we should address and try to 
suggest a win-win solution to this problem 
among the recommendations below. Lack of redundancy. 

When reducing the cost, the redundancy is 
one of the things that tend to be suppressed. 
This applies both to the team and to the 
spacecraft and ground system design. This 
maybe OK if we lower the cost so much that 
we can do a second mission, but we must 
accept the fact that the mission becomes 
more likely to fail. 

RECOMMENDATIONS 

Small team with powerful technology 
This is at least a possible solution to the 
problem: Grand Mission versus Small 
Operations. 

In the term small team wr 'lould read all the 
good things that we have considered in the 
section ALTERNATIkTS and not only the 
size oft he team. 

Nevertheless, the no-redundancy game could 
be very good for very small projects that we 
can afford to repeat several times by even 
trying ditierent technologies. 

Special attention should be given to the 
fbnding peak required to buy up fr0r.t the 
powefil hardware and software that will 
make it possible for a small team to handle 
the mission. 

Excess of automatism . 

Auto-pilot is a great thing, but we normally 
do nc,~ fly on a plane without helm controls 
plus a pilot who knows how to use them. If 
the automatic hnction fails it is good to have 
a reliable "go to manual" key and a few 
well-trained people around. 

Harmonize human and machine 
One would say that the artificial intelligence 
systems are no longer a simple tool but a 
knowledgeable colleague. If flyirg in auto- 
pilot is not very appealing to human nature, 
having to recognize that the machine is 

Loss of interest 
If we depend too much on the machines we 
have three negative effects: 

becoming an expert is quite hard on our 
People tend to forget how to operate in pride. 
the manual mode that may be needed in 
an emergency. This requires continuous The win-win solurion to ths conflict that we 
attention to training. are going to suggest is to facilitate a good 
People lose interest for a system that does relationship between both sides 
not give any opportunity to enjoy the 



We humans could try to admit that the 
expelt systems are becoming intelligent 
members of the team that have much to 
offer. Nevertheless, if a system has to be 
accepted as another member of the team it 
has to behave l i e  one. It has to show the 
equivalent of goodmanners, and emulate tke 
behavior of a leasonable human negotiator. 
It would not be a bad idea to program also 
some algorithms to respond to the human 
colleagues by showing recognition and nicely 
empowering the human initiatives. 

For tne programmers of the expert systems 
it is an interesting challenge to design such a 
colleague-fiiendly interface. Besides it will 
probably pay off to the developers as well, 
because a product as this is likely to capture 
the interest of many users. 

Some people may thing that this project is 
not worth the effort, but they should 
consider that Ignor ,ag the human factor has 
always been very detrimental to any business. 

CONCLUSION 

Can we have, a grand mission but small 
operations team? Yes, we can. 

How? We should try to combine a small 
affective team with user-fiiendly advanced 
technology. 

It is indeed a challenge, but it is a very 
healthy and constructive one. The space 
business has probably grown a bit inefficient 
as part of its nntural evolution. 

We could compare our business to a mature 
apple-tree that has grown a bit too much. It 
is now the right time to prune it and to 
prepare it for a fiuitkl growth 

CLARIFICATION 

I have tried to share on this paper my 
personal ideas and opinions as an individual 
member of the Ulysses Operations Team. 
Nevertheless, my ideas do not represent the 
official opinion of the Ulysses Project. 
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Abstract 

The participation of mission operations personnel in the spacecraft integrati.on and test 
process offers significant benefits to spacecraft programs in terms of test efficiency, staffhg and 
training efficiency, test completeness, and subsequent cost containment. Operations personnel 
who have had real-time contact experience and have been responsible for the assessment of on- 
orbit spacecraft operations bring a unique view of spacecraft operations to prelaunch spacecraft 
test activities. Because of the unique view of the spacecraftlground interface that experienced 
operations personnel have, they can propose optimum test approaches and optimum test data 
analysis techniques. Additionally, the testing that is typically required to validate operations 
methodologies can be integrated into spacecraft performance testing scenarios. 

Introduction 

Experienced mission operations personnel bring the unique view of operating a spacecraft 
to the integration and test (I&T) environment. Not only does the experienced mission opefations 
person understand the functionality of the spacecraft at the system level, but also how the overall 
system will be operated after launch in the areas of mission planning, control, and assessment. 
Since these three functional areas of mission operations may be directly applie' to integration 
and test, not only does this benefit the integration and test effort, but the mis, m operations 
effort as well, through validation of the operational concept, better training, and the practical 
experience of actually operating the spacecraft prior to launch. The participaticn of mission 
operations therefore benefits the entire program in both short and long terms in testing and 
operations efficiencies and the associated reduction in costs. 

There are many different aspects where the mission operations personnel contribute to 
the integration and test effort from conceptual design of test procedures (planning), to the 
conduct of the test (control), and to the evaluation of the test (assessment). By involving these 
aspects of mission operations, the entire team may become involved in the various phases of 
testing. In addition to supporting the i&T effort, this process provides the opportunity to 
increase the coordination and communication within the mission operations team itself. In 

P preparing for a spacecraft mission, the operations personnel are acquiring knowledge as to the 
capabilities which the spacecraft possesses, how these capabilities must be tested and validated 
during the early on-orbit checkout phase, and how to evaluate the performance of the spacecraft 
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throughout the mission. This knowledge and the experience from previous missions make 
operations personnel valuable assets to the integration and test effort. 

Mission operations involvement also promotes spacecraft design optimization. The 
mission operations team knows how the spacecraft is "supposed" to operate. Their involvement 
in integration and test will demonstrate how the spacecraft will "actuallyn operate. In many 
fortunate cases, operations personnel can recommend subsystem modifications, if early enough 
in the process, such that on-orbit operations are more efficient and the mission operations 
development less complex. Obviously, for this to actually be effective, a certain amount of 
flexibility in the spacecraft design must exist, as well as a willingness on the part of program 
management to make modifications late in the spacecraft development process. From the 
program standpoint, however, it is often advantageous to implement the recommended changes, 
where time permits, to enhance the operational efficiency of the spacecraft over the course of 
the mission and potentially reduce lifecycle cost. 

As summarized in Figure 1, there are many different aspects from which contributions 
may be made by the mission operations personnel in exchange for the invaluable experience 
gained by working with an operational spacecraft prior to launch. These aspects will be 
d~scussed below with practical examples provided where applicable. 
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Figure 1: Mutus! Benefits of Mission Operation's Hole 
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Mission Operaiions In wlvemenr in I& T 

fnvolvement of the mission operations team in I&T provides invaluable experience in 
many respects. It  not only increases their knowledge of the spacecraft, validates their 
operational concept, capability, and command sequences, but it also benefits the I&T effort as 
well as the entire program. Many of the different roles within mission operations can be 
exerciwd by being involved with testing the spacecraft at the systems level. The different roles 
withi!~ i .tission operations are able to participate in the testing effort in different respects. These 
P ; J i t i ~ >  roles come from the planning, control, and assessment teams. One of the planning team 
rnem'.t:rs is the "operations coordinator" (Marshall et al., 1992), who works with the program 
spontor and PI teams to define how the spacecraft will be utilized on-orbit. Also from the 
pknning team are "spacecraft specialists" who focus on the design and operation of the 
spacecraft and bring that knowledge to the mission operations team. The "spacecraft specialist" 
is the primary interface between the operations team and the spacecraft engineering design team. 
The mi ssion operations control team provides the "mission controllers" who operate the consoles 
in per wming the uplinks and downlinks to and from the spacecraft and monitor its state-of- 
hcahh During post-launch activities, the "spacecraft specialists" become the mission operations 
assess;: lent team. The role of this team is to perform monitoring and trending of the spacecraft's 
Clealth and status as well as to lead in the investigation and resolution of anomalies. This 
application to I&T is in test evaluation. 

Participation of the "operations coordinators" provides the mechanism to use the mission 
operations planning system to design, develop, and senerate command sequencer that will 
subject the spacecraft to a post-launch type scenario. They also participate in ihe test evaluations 
to determine whether their instructions to the spacecraft produced the desired effect. This 
cre;lte.s an optimum method of system level spacecraft testing as well as a chance to validate the 
plaiming team's capability of creating the scenarios and commanding the spacecraft to perform 
the scenario. 

The involv~ lent of the control team members include conducting the test, monitoring 
its progress in real-time, and identifying anomalies, just as they will he involved post-launch. 
Similarly, the assessment team members become involved in the real-time monitoring, post-test 
evaluation, and anomaly identification, investigation, and resolution. By the "mission 
controllers" and "spacecraft specialists" encountering actual spacecraft telemetry while the 
spacecraft is powered and operating within nominal ranges, they are able to experience how it 
responds to particular conmmds and sequences as well as how the spacecraft will operate within 
its desigli ,:apabilitic - This is especially advantageous when the involvement is during 
spacecraft enviro1:mental ttsting. This provides them with a baseline by which to evaluate the 
spacecraft's si, ' :-of-health, and to assess the performance of the spacecraft during post-launch 
operatitons. This information is highly critical to the mission operations team where the;- are a 
separate atity from the engineering design team, as is the case in many missions, including 
those : . JHUIAPL. In these cases where those who designed, built, and tested, do not operate 
the ~acecmft, the "hands-on" experience is even more invaluable. 

Another significant benefit from mission operations team participation in the testing 
efforts is in the ;rea of contingency plan development. In many cases during spacecraft testing 



when anomalies are encountered, contingency plan development occurs on the spot, in real-time. 
From there it is a matter of refinement. 

Another important aspect involves acquiring knowledge and understanding of spacecraft 
operational constraints. The operations personnel also are in a better position, while 
participating the I&T, to recognize operational constraints and requirements at the system level. 
The "spacecraft specialists" typically maintain this type of information and have a better 
appreciation and understanding of what occurrences in the I&T process should be construed as 
operational cc lstraints and work-arounds. 

Mission Operation 's Involvemunt in Fmctional, Purjiinnance, and System Level Test Design and 
Conduct 

The acquired knowledge of the complex spacecraft design and operation by the mission 
operations personnel give them a distinct advantage over the integration and test team. By the 
time integration and testing begins, the I&T personnel typically have not concentrated on how 
to operate the spacecraft as a system, but as individual components. This insight on the part of 
the mission operations personnel provides them with the broader view of the spacecraft's 
capabilities and their intended use on-orbit. This is valuable when defining the functional and 
performance related tests which will be performed throughout the testing process. Since the 
capabilities of the spacecraft are understood by the operations personnel, they provide a unique 
perspective on which capabilities exist, the fact that they should be tested, and recommend how 
they should be tested. On a prcvious mission, numerous meetings were held to determine how 
to test the various components when delivered to the spacecraft. The lead subsystem design 
engineers were to present the testing requirements. In many cases it was difficult for the lead 
engineers to recall all of the subsystem capabilities without including the entire design team in 
the discussions - a very time consuming process that distracts the team from completing the final 
design. In these meetings, it proved beneficial to involve the mission operations personnel 
because they understood all of the capabilities required of the spacecraft after launch, thus 
requiring pre-launch testing. 

For the definition of system level tests, mission simulations provide an optimal method 
of including the entire spacecraft. These mission simulations involve placing the spacecraft 
through the same sequence of events that would be required of it in collecting data post-launch. 
These mission simulations may be generated by the mission planning team's operations 
coordinators who have been working with the program sponsor and Principal Investigators (PI) 
in defining how the spacecraft will actually be used post-launch. They can bring this point-of- 
view to the testing effort and provide actual command sequences to perform the mission 
simulations. This not only tests out the planning system's zbility to accurately generate these 
command sequences, but it  also subjects the spacecraft, at the system level, to typical scenarios 
it will experience throughout the mission. This also demonstrates to the I&T team and design 
engineers supporting the effort, how the spacecraft will be used post-launch. In many cases on 
a previous mission, this type of exposure to actual operations, made the experts re-evaluate how 
their systems were actually commanded. This resulted in command sequence modifications in 
the I&T effort as well as the mission operations area. 



An interesting aspect of mission operations participation in testing arose on a previous 
mission where the plmning team's test scenarios were not constructed exactly as intended. In 
some cases the spacecraft was subjected to a more stressing case, thus actually impmving on the 
test. The planned cases were eventually run; however, the slight deviation served as a more 
optimum test. This was initially thought of as a negative aspect, but when it was realized that 
no harm could be done to the spacecraft, it was viewed as a positive feature. 

On a previous mission, certain more stressing test scenarios developed by t(le mission 
operations team were incorporated into the formal spacecraft baseline performance test that was 
conducted at various times throughout the 1&T process, to prove that the spacecraft met the on- 
orbit mission requirements. 

Mission Operations Involvement in Test Evuluation 

Evaluation of the tests defined by the mission operation's "spacecraft specialist" team is 
analogous to post-launch performance assessment. Again, these tests are system level tests and 
require evaluation by individual support teams as well as missim operations. However, in order 
to evaluate the test, knowledge of the objectives is essential. The person developing the test case 
must convey to the supporting teams these objectives and coordinate accumulating the results and 
disseminating this information to the appropriate teams. In filling this role, mission operations 
personnel are not only directly involved with the performance assessment of the spacecraft itself, 
but also the evaluation of how close the planning process came to modelling how the spacecraft 
would perform that particular case. This provides the "operations coordinators" with feedback 
on their planning models and the "spacecraft specialists" with additional insight into what is 
involved in assessing spacecraft performance. 

When the system level tests described in the previous section were to be executed, there 
was not one person on the integration and test team who completely understood the objectives 
of the test and therefore no one could realistically evaluate how the spacecraft system performed. 
The mission operations personnel understood the objectives since they defined the test, and 
therefore stood in a good position to direct the test development, execution, and evaluation. 
Particularly during the conduct of the test, when anomalies arose, someone understanding the 
test was required in order to be able to assess the situation and decide if particular anomalies 
could possibly be show-stoppers. In these cases, the mission operations person was relied upon 
for such evaluations. This not only increased the knowledge of the mission operations person, 
but provided an added benefit to the integration and test team, in that they were not required to 
dedicate a systems level person to learning and understanding the fine details of each test. In 
many cases, the mission operations representative kept the effort progressing when anomalies 
arose. By knowing the detailed objectives of the test from a systems perspective, the mission 
operations person was able to search for work-wounds to continue testing, as opposed to one 
team investigating the anomaly and the other teams watching and waiting. This allowed portions 
of the testing to proceed amongst the other teams while troubleshwting continued. The "hurry- 
up and wait" mode not only wastes valuable testing time of the spacecraft itself, but also that 
of the engineers and technicians providing support. If the mission operations person, with their 
unique perspective, can provide recommendations and suggestions on how to proceed, they again 



benefit the entire testing effort. 

Mission Operations Contriburions to Ground Support System Development 

A basic understanding and knowledge of how the spacecraft is operated, previous 
operations experience, and the ability to foresee how the spacecraft will actually be used on- 
orbit, enable the mission operations personnel to assist in the development of ground support 
system requirements, mainly in the areas of software. (The ground support system refers to the 
hardware and software used by the I&T team to test the spacecraft. It consists of the necessary 
elements to develop test scripts and command sequences, conduct tests, and to monitor and 
evaluate the performance of the spacecraft). Obviously, for every capability that a spacecraft 
possesses, there should be a way of testing that capability, and evaluating the performance of 
that test. In many cases, special ground support software must be developed to provide the 
capability to control the spacecraft a particular way. 

Because of their viewpoint of how the spacecraft could and would be operated, mission 
operations personnel on a previous mission specified requirements for software tools to be used 
mostly in the areas of test evaluation and performance assessment. These types of tools were 
used in the integration and test effort not only to validate the spacecraft capabGty but also in 
troubleshooting anomalies. Some particular examples are described below: 

Command Execution Verification - A post-launch requirement of verifying that every command 
in a stored sequence executed as expected, drove a software requirement for such a utility. This 
utility, in development for post-launch operations, was used extensively in evaluating system 
level performance tests. This software read a planned command sequence and for each 
command, accessed a look-up table for the appropriate telemetry parameters required for 
functional verification of each command. The software then accessed telemetry parameters from i 
an archive file of raw telemetry and converted that telemetry from the appropriate time frame 
to engineering units for verification of proper command execution. 

Command History Decoder - This tool was developed for mission operations such that command 
replicas downlinked in telemetry were reconstructed into a readable .format. The mission 
operations personnel, recognizing the need for such a tool after launch, proceeded to have 
software developed to perform this task. This software was in turn made available on the GSS 
for the I&T team's use during testing to verify proper command system functionality. 

History Buffer Decommutation - On a previous mission, there were several buffers which 
contained historical information concerning the health and status of the spacecraft. At the I&T 
level however, there was not an easy method of determining the contents of these buffers after 
they were downlinked (the mly method consisted of manually decommutating raw data formatted 
in hex separated by minor frames). These tools, once in place, were used during the I&T 
process not only to verify the functionality of the buffers, but in reconstructing events on the 
spacecraft, particularly in the area of anomaly investigations. Particular buffers for which 
display capabilities were developed are briefly discussed below: 



- on this spacecraft, the command system had the capability of being programmed 
with rules which instructed it to monitor raw telemetry and perform comparison operations to 
determine if the telemetry showed to be in violation of a rule. If it was determined to be ir, 
violation, then the command system would execute a pre-defined command or command 
sequence. Rules were defined to safe-guard the spacecraft. The only method of determining 
the contents of these autonomy rules were to downlink a particular region of the command 
system's processor memory. There was no method of visualizing the contents of the rules 
without decommutating the raw data. Software was developed to read this raw data and convert 
it to a readable table. This tool was essential, in that the only way to determine which rule 
"fired" was to dump this region of memory and compare several counts. This software tool 
performed this comparison. 

0- - this buffer stored a subset of critical housekeeping telemetry parameters on a 
routine basis, to provide a continuous record of performance assessment trending. This buffer 
was downlinked through a particular telemetry format. The operation of this buffer was verified 
by the I&T team by using the manual method of decommutating raw data. This was acceptable 
for testing this capability, but not acceptable for using the data after launch to perform trending 
of these critical parameters. At the request of mission operations, this capability was designed 
into the GSS and was used in the I&T process to test the buffer's capability and used post- 
launch, for performance assessment trending. 

m u d e  Historv - this buffer routinely stored the +zecraft's attitude, such that while the on- 
board recorder was not in use and the spacecraft was outside of a station contact, the attitude 
would be known for that instant. This could be used to assess whether the spacecraft wzs 
maintaining the proper attitude orientation throughout the orbit. A capability was also designed 
into the GSS at the request of mission operations to access this data through a particular 
downlink telemetry format for use in verifying the spacecraft capability during I&T and for post- 
launch performance assessment. 

E~hemeris Load Data Structure - although not particularly a buffer, this data structure cmtained 
the latest ephemeris that was uplinked to the attitude determination and control system. During 
system level testing, the spacecraft was loaded with an ephemeris such that the attitude system 
could be used in a mission simulation. These ephemeris loads were critical to the testing effort 
and therefore were routinely downlinked for verification of proper storage on-board. Again, the 
mission operations team defined the requirements and method of decomrnutation of this 
information such that it could easily be displayed and interpreted on the GSS. 

Other software tools developed in support of the mission operations team were supplied 
to the I&T effort. These included a method to construct autonomy rules from a table which 
defined the input parameters. The format for these rules was complex such that a tool was 
required in order to create the rules with confidence of correctness. Another tool allowed for 
the autonomous comparison of a loaded rule with an image on the ground as opposed to 
inspection, to verify that it had been installed properly. A similar tool was developed to monitor 
the status of the rules. In providing these various tools to the I&T team, testing efticiency was 
increased. 



Mission Operations Contribution to Spacecrafl Design Enhancements 

The involvement of mission operations personnel in the integration and test effort can 
result in an improved spacecraft. With their previous experience and their pre-launch 
involvement in the I&T process, the members of the mission operations team are in a good 
position to recommend modifications to components, where applicable and possible, to enhance 
the performance of the specraft  post-launch. 

On a previous mission, this proved to be particularly beneficial in several areas. Because 
of the mission operations "spacecraft specialists"' involvement in the system level operation of 
the spacecraft, they could anticipate the effect of one subsystem's capability on the entire 
system's performance. In a particular case, it was known that the solar arrays rotated at a 
particularly slow rate. The attitude system was designed to control the position of the arrays 
such that they could independently track the sun within a certain range. It became apparent 
during I&T simulations that solar array position control ceased while the spacecraft was in 
eclipse. This was because the attitude system positioned the arrays based on the measured sun 
direction derived from sun sensor inputs. This would require the arrays to be positioned upon 
exit from eclipse. This could require several minutes because of the rate at which they rotated. 
The mission operations personnel could envision the affect of this on power recoverj and 
requested that the attitude software bc modified such that the arrays could be positioned based 
on calculated sun direction as well as measured. In this way, the arrays would be at an optimal 
angle upon exit from eclipse, thus allowing maximum power recovery time. 

A similar situation was identified during I&T where the arrays were not positioned when 
the spacecraft was maneuvering. For particular scenarios, positioning the arrays could require 
several minutes after the spacecraft position stabilized, but prior to actual data collection. Once 
again, it was requested that a modification be made such that positioning during maneuvers 
would be possible in order to maximize solar array rotation time. 

Conclusion 

The participation of experienced mission operations personnel in spacecraft integration 
and test has proven to be beneficial to spacecraft programs not only in the areas of mission 
operations system and team development, training efficiency, operational concept validation, and 
command sequence validation, but also in the areas of testing efficiency and completeness. The 
experienced mission operations personnel bring the unique point-of-view of having operated a 
spacecraft on-orbit to the testing effort. This results in more effective system level testing. It 
is advantageous for the entire mission operations team to become involved in that their planning, 
control, and assessment teams may assist in the areas of test development, conduct, and 
evaluation. 

If the involvement of the mission operations team in the integration and test area can be 
coordinated at the onset of a program where particular responsibilities and authorities are given 
to the mission operations personnel, the benefits could be even more abundant. However, when 
these responsibilhes are not established early, mission operations personnel may be constrained 



by their commitments to their own system development and validation activities at the time I&T 
officially begins. Planned mission operations personnel participation can also assist the I&T 
team in that their responsibilities and team size may be reduced. An added advantage to the 
early involvement of mission operations is that an operation's perspective can influence the 
capabilities and efficiency of spacecraft pre-launch testability and post-launch operability. If this 
is taken into account at the begincing of a program from both teams' perspective, it will result 
in associated cost savings from the outset. 
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ABSTRACT 

Spacelab (SL)-missions with Payload Operations (PIL OPS) from Europe involve 
numerous space agencies, various ground infrastxucture systems and national user 
organisations. An effective management structure must bring together different 
entities, facilities and people, but at the same time keep interfaces, costs and 
schedule under strict control. 

This paper outline:, the management concept for PIL OPS of a planned European 
SL-mission. The proposal draws on the relevant experience ill Europe, which was 
acquired via the ESAINASA mission SL-1, by the execution of two German SL- 
missions, and by the involvement in, or the support of, several NASA-missions. 

INTRODUCTION 

In the decade subsequent to SL-1, SL-utilization in Europe was performed mainly 
within the framework of the German SL-missions Dl and D-2. Building upon the 
contributions of DLR and German industry to SL-1, the D-missions were 
conceived such that the Mission Management was entrusted to I~LR-management 
directorate in Cologne. The main project tasks to be managed were: 

- integration & test of PIL & PIL-systems; 
- PIL OPS (including PIL-crew training); 
- control of development or interfaces to experiments, facilities or racks; 
- NASA-interfaces (JSC as lead center). 

Systems engineering and development of PIL-system HlW&S/W was performed by 
ERNOIBremen (now DASA), as well as integration and test of the whole PIL 
complement prior to its delivery to KSC. 

Experiment H/W&SlW (and respective user support) were built or provided mostly 
by German entities, but also by other parties. 



PIL OPS was taken care of by DLR-technical directorate (with a ?I,-PIL simulator 
in Cologne, and the PIL OPS Control Center1 [POCC] in Oberpfafknhofen). 

During PIL OPS preparation, main activities took place at DLR-Cologne, 
subsequently moving to DLR-Oberpfaffenhofen, concentrated there during flight. 

Accordingly, the POCC control team was composed of Rhinelanders and Bavarians 
(plus engineers from Northern Germany). For both D-missions, the lead position 
was manned by DLR personnel. 

In addition to the D-missions, ESA andlor national agencies such as DARA were 
involved in other SL-missions via provision of either astronauts or experiments1 
fai:ilities, thereby gaining further relevant experience. 

Especially during IML-2, experimenters in user centers across Europe could con- 
trol their expciments andlor transfer commands via MSFC P ? X ,  using a 
precursor of the network planned by ESA for the Space Station era. 

PLANNED EUROPEAN SL-MISSION 

The contribution of ESA to the Space Station, the so-called Columbus Program, 
contains a Precursor Flights Program Element. The foremost g,al of the Precursor 
Flights Program is "to prepare the European space user community, ESA and the 
participating states for the Space Statio,rlColumbus era". The last programmatic 
document (Feb. 94) of ESA still maintains an SL-mission but, due to financial 
limitations, as a participation in a multilateral flight only. However, the program 
would be better served by an SL-mission led by ESA, as foreseen in earlier 
declarations of the Columbus Program, under the name "El". 

TECHNICAL SET-UP 1 SCHEDULE 

In the last years, several investigations regarding an "El" were carried out for 
ESA [KleidSobick, 1992; Mueller, 19921. The last studies conducted for ESTEC 
could draw on recent NASA-experience with SL-missions of extended duration, 
and show the feasibility of the following configuration, though for some of the 
orbiters only [Joensson et al., 19941 : 

Short tunnel, long SL-module, EDO-kit, 
plus an exposed platform in cargo bay. 

This would allow no! only the accommodation of experiments and users from many 
disciplines other than micro-g, but also the operation of the payloao in a manner 
more oriented towards the increment-type of operations planned for the Space 
Station era. In addition, the involvement of user centers could be further enhanced, 
and the ground infrastructure foreseen for the Space Station/Columbus era tested 
more extensively. 



Since NASA p h s  to phase out SL during 1998, a launch prior to that date has to 
be aimed for. 'Taken together with the timespan of roughly 3.5 years, which is 
deemed necessary for preparing such an SL-flight as envisaged abwe, a launch in 
1998 would only leave an absolute minimum on time before commencement of 
technical implementation. 

OXGANISATIONAL SET-UP 

The discussion of the mission implementation organisation foreseen will deal 
mainly with the pre-flight phase. The in-flight activities will be touched on only 
briefly, since those are too dependent on the actual requirements of the FIL. 

For a rough overview of the pre-flight organisation see Fig.1; the outermost 
columns show only thosc tasks of DASA and USOCs which are considered 
relevant for the following discussion. 
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Figure 1 : Pre-flight Mission Implementation Organisation 
planned for El (adapted from Joensson et al., 1994). 

p s  
PROC. 

TRNG. & SIM. 
SUPPORT t- 
MISSION 
DATA BASE t- I 

I 



One major difference as compared to D-missions IS that mission management will 
be with ESA. The actual composition and location of that team will depend on 
negotiations with the agencies providing experiment H/W&SN to El. 

Since for El every experiment H/W&S/W will be provided by third parties, mis- 
sion management will control only the interfaces of the P/L system to the HIW & 
S/W in question (which may vary from simple experiments up to dedicated racks). 

Integration and operations are foreseen to be contracted out again to DASAI ERN0 
and DLR-technical directorate, but this time DASA and DLR will each have to 
lead a group of European tirms, those consortia being structured and balanced 
according to the internal regulations of ESA. 

Furthermore, the existing operations infrastructure has to be adapted to the existing 
ESA-organisation, which means 

- that the tasks with respect to PILcrew & P/L -Crew t-~ining plus 
medical operations will be under the responsibility of h e  European 
Astronaut Center (EAC) in Cologne, 

- and that the European Space Operations Center (ESOC) in Darmstadt 
will be in charge of the network in Europe. 

Moreover, whereas in D-2 two user centers were involved, for El at least three 
fully-fledged, national User Support Operations Centers (USOCs) in France, 
Germany and Italy will play a mzjor role. 

In addition to their standard services, it is likely the USOCs will be entrusted by 
their agencies with the development/refurbishrnent of experiment HIW&S/W for 
El. This implies a transfer of tasks performed so far by industry to the USOCs. 

From DLK, other tasks will be transferred to those USOCs, e.g. the development1 
adaptation of crew procedures for the above-mentioned experiment HN&S/W. 
Sirnilar!~, the tasks concerning the crew procedures for P/L-system H/W&SN 
(experiment-support and mission-specific equipment) will be shifted from PIL OPS 
to DA SA. 

The remahder of the asks wi!!, again, be the responsibility of DLR-technics! 
directorate. However, whereas already for th; D-missions suwoo~tractors to DLR 
were employed, more of those firms, but from other ESA states, will have to be 
considered. 

Regarding in-flight activities, the POCC control team might include members of 
EAC (crew IIF, medical operations) and of ESOC (network YF), though it is still 
assumed the lead position will be mamed again by DLR perso~el .  



Since many experiment operations will be performed as "telescience", this would 
require the capabilities to check and plan resources, to generate commands, to 
change and control procedures, and to archive data at the USOCs coilcerned. 

Consequently, most experiment operations would be transferred from the DLR 
POCC to the USOCs, necessitating already in that area the use of a centralized PIL 
data base. However, such a common mission data base would, in addition, support 
the integration & test activities of DASA, and the performance of simulations by 
DLR, as well as the overall cooperation with NASA. 

CONSEQUENCES FOR MANAGEMENT OF P/L OPS 

Quite a number of tasks of PIL OPS, which for D-missions were under the sole 
responsibility of DLR-technical directorate, would in the case of an El-missior! be 
transferred from DLR to EAC and ESOC, and other activities be moved from DLR 
to USOCs and DASA. 

Thus, the number of interfaces to be managed by mission manager;lent would 
increase significantly, and some of those will need some special attention. 

EAC will be supported by DLR-technical directorate regsrding PIL crew training 
in the fr.me of a special DLR-ESA agreement, and regarding medical operations 
by a consortium inchding a DLR research institute. As concerns the PIL-crew 
pcedures tasks to be transferred, one of the JJSOCs to be considered will be the 
Micro-G- dvity User Support Center (MUSC) of DLR. 

However, the planned merger of the two DLR space operations departments, the 
Crew Training Center (housing .he SL-P/L simulator) in Cologne and the Germaq 
Space Operations Center (housing the POCC) in Oberpfaffenhofen into a single 
organisation will remove one interface. 

Nevertheless, much of the P/L OPS relevant management which 'in the case of the 
D-missions was performed by P/L 9PS itself, would for an El have to be 
performed from the level above, i.e. from mission management itself (as is 
foreseen for the Space StatiotuColumbus era). 

Though all the parties concerned will use far more electronic tools, data bases and 
networks as ccmpared with D-missions, the configuration control of those across 
DASA, DLR, EAC, ESOC and USOCs will require a significant effort not only by 
the parties just mentioned, but also by mission management. 

i-lowver, o m  does not expect that inter-office communication will allow a 
paperless management of PIL OPS for an El .  Considering the multitude of parties 
involved, many papers will still have to be exchanged and evaluated, but made 
compatible only to the extent necessary, thus avoiding unnecessary efforts just for 
the sake of standardization. 
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Moreover, in the course of mission preparation, face-to-face contact of as many of 
the people likely to be involved in the actual flight (from working meetings to 
simulations) at the earliest possible stage will greatly enhance the probability of a 
successful El implementation. 

CONCLUSION 

The European SL-mission, El, as described above is planned as a precursor to the 
Columbus era. The decentralization of activities foreseen for El will be a baseline 
for the Space Station/Columbus era. Therefore, many more parties will have to be 
involved in the project task PIL OPS as compared to the former D-missions, 
implying that far more interfaces would have to be controlled by mission 
management. 

Due to the nature of tasks distributed among those parties, their interfaces would 
be rather complex, and use of modem tools for infomition dissemination will 
necessitate a considerable effort being put into configuration control. 
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ABSTRACT 

The Network Control Center (NCC) currently uses the NCC Data System (NCCDS) to 
schedule customer spacecraft communication requests for the Space Network (SN). The 
NCCRequest Oriented Scheduling Engine (NCC/ROSE), which implements an operational 
concept called flexible scheduling, is being tested as a potential replacement for the NCCDS 
schedu!er in an effort to increase the efficiency of the NCC scheduling operations. This 
paper describes the high fidelity benchmark tests being conducted on NCCROSE, the 
evaluation techniques used to compare schedules, and the results of the tests. This testing 
will verify the increases in efficiency and productivity that can help the NCC meet the 
anticipated scheduling loads well into the next cer,tury. 

INTRODUCTION 

The SN provides communication and tracking servi~cs to low earth orbiting spacecraft, such 
as the shuttle and Hubble Space Telescope (HST). These services are provided via two 
operational geosynchronous Trackii~g and Data Relay Satellites (TDRSs) and a ground 
terminal in White Sands, New Mexico. The NCC at the Goddard Space Flight Center 
(GSFC) is responsible for the management of SN resources. including the resource allocation 
function. Currently, customers submit relatively inflexible requests for communications and 
tracking support to the NCC (e.g., 20 minutes of S-band tingle access (SSA) suppo;t on the 
east relay satellite between 1200 and 1230) via Schedule Add Requests (SARs). However, 
customers generally have more flexibility t h ~  I they are capable of expressing in the SAR 
messages. When scheduling conflicts occur, the NCC scheduler calls the customer(s), and 
using their true flexibilities, negotiates a resolution. Due to security restrictions, the NCC is 
prohibited from releasing information concerning the composite schedule to the general 
customer population, making conflict resolution even more difficult. 

With projected increases in the network loading by the end of the century, extensive manual 
conflict resolution will not be viable. Therefore an operational concept called flexible 
scheduling is being evaluated (Moe, et al., Sept. 1993). Under this concept, customers are 
capable of expressing their full range of flexibilities in their request messages. Flexibilities 
to be included in the messages are: variable service and event durations, flexible service and 
event start times, open resource selection between equivalent resources, and backup or 
alternative event specification. In addition, flexible requests may express the recurring nature 
of requests (e.g., a 15 to 20 minute SSA support on any relay satellite once every orbit). 
With flexible requests, the scheduling system has mgre latitude in how to schedule a request 



and avoid or resolve conflicts in an automated fashion. An added benefit is that conflicts are 
resolved as they are encountered, and not after other lower priority requests have been 
processed. 

The Request-Oriented Scheduling Engine (ROSE) was designed as a general scheduling 
system capable of performing flexible scheduling (Weinstein, 1993). ROSE uses a 
scheduling language called the Flexible Envelope Request Notation (FERN) as an input 
format (Tong, 1993). Both FERN and ROSE are being adapted for use on the SN scheduling 
problem. ROSE is a candidate for replacing the current scheduling system and FERN is one 
of several candidate formats for replacing the current SAR messages (Meeks, 1994). 

HIGH FIDELITY BENCHMARK 

Part of the technology transfer process involves high fidelity benchmark tests to demonstrate 
the feasibility of using the NCC version of ROSE (NCC/ROSE) and the flexible scheduling 
concept under realistic SN scheduling scenarios (Moe et al, Nov. 1993). The benchmark 
tests are being conducted in two phases. 

The purpose of Phase I tests is to verify that NCCROSE can perform SN schedulinp. 
Specifically, NCCROSE must not schedule any requests in conflict based on SN scheduling 
constraints, and must not unnecessarily decline any request that could be legally scheduled. 
Phase I tests compare a schedule produced by the NCCDS to an NCCIROSE generated 
schedule (neither schedule has undergone manual conflict resolution). A week of real 
requests submitted during a shuttle mission were used as inputs to both schedulers. The 
SARs were translated into FERN for input into NCCROSE. These requests reflect the 
current level of flexibility availctble in the electronic messages. Fig.1 illustrates the 
methodology used for the Phase I tests. Schedule run time, minutes of support scheduled, 
and number of events scheduled are the primary comparison metrics between the two 
schedules. The NCC/ROSE schedule also is converted back into inflexible requests and these 
requests are processed by the NCCDS. If the NCCDS does not reject any of these requests, 
then the NCCROSE schedule is a legal one. 

The purpose of the Phase I1 tests is to evaluate the value added of flexible scheduling. For 
these tests, most of the customers capable of using flexible scheduling were interviewed in 
order to define their flexible requests. Flexible versions of the requests submitted for the test 
week were then generated. In order to support open resource selection and request 
recurrence, orbital data for the test week for these spacecraft were also collected as 
operational scheduling aids. In general, this data specified when the spacecraft could view 
which relay satellite, bl~t also indicated other constraints that may be relevant to the requests. 

The NCC/ROSE schedule generated with flexible requests is then compared to the NCCDs 
schedule after manual conflict resolution (Fig.2). The NCCROSE schedule again is 
converted into requests and submitted to the hZCDS for verification of a conflict free 
schedule. In addition, customers are interviewed to ensure that the conflict resolution options 
implemented by NCCROSE were acceptable. At the t h e  of this writing, Phase I1 testing 
was ongoing. 



NCCIROSE can use two different algorithms to generate a schedule. Comparisons to the 
NCCDS are being made using both algorithms for Phase 1 and Phase 11. 
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Fig. 2 - Phase 11 Methodology 

EVALUATION TECHNIQUE 

The evaluation method organizes the details of the comparisons between the NCCDS and 
NCC/ROSE schedules (Fig. 1 and Fig.2). In addition, it characterizes the schedule differ- 
ences via statistical evaluation metrics. When presented graphically, the metrics provide a 
composite view of schedule structure differences for all the SN customers and identifies 
anomalies for detailed analyyis. Fig.3 shows an overview of the method used to make the 

f 
comparisons. 



Fig. 3 - Schedule Comparison Method 

The comparison method relies on the state transition diagram representation of the schedule 
shown in Fig.4 as a basis for generating the evaluation metrics. Each instance of a scheduled 
service is characterized by an ON transition state with an associated duration. The schedule 
period contains N instances. 

- - - 

Fig. 4 - Representation of a Schedule 

The NCCDS schedule consists of a series of events for all customers like the example HST 
events shown at the top cf Fig.5. Each event contains one or more services. Event de- 
composition results in sets of customer service in:-tances (bottom of Fig.5). 

Fig. 5 - Event Decomposition into Services 



Fig.6 shows the results of decomposing all of the NCCDS events into individual user 
resource schedules. The customer name, TDRS, and the TDRSS communication service 
requested identifies each schedule (e.g., STS, TDRS-E, SSAF). 
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Fig. 6 - Decomposition by User Resource Requests 

Fig.7 shows the criteria used in comparing the instances on the 55 NCCDS and NCCJROSE 
user resource request schedules. Fig.7a through Fig.7~ depict different match criteria while 
Fig.7d shows the no match criterioa Both ov~rlapcases h e  the result 
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Fig. 7 - Service Instance Comparison Criteria 

of exercising the NCCDS start time tolerances that allow an event to start anywhere in a 
specified time interval. Due to the ?pen resource selection option, Phase I1 testing may 
produce overlap instances outside the SAR specified start time tolerance limits. 

Instance counts and instance durations (Fig.4) form the basis of the evaluaticn metrics for 
each user resource request. Bar graphs provide a simultaneous view of all the customer 



metrics. The 55 user resource requests (Fig.6), listed in order of increasing priority, form the 
abscissa of each graph. The percentage of the NCC/ROSE instances matching those on the 
NCCDS schedule forms the ordinate. Vertical lines separate the eight SN customer metric 
groups. The bar graphs presented below in Figs.8 through 12 illustrate Phase I results. Each 
bar graph contains the comparisons between the NCCDS results and NCC/ROSE earliest 
possib!~ and lookahead algorithm results. 

Fig.8 presents the results of the exact match comparisons (Fig.7a) indicating that lower 
priority users are less likely to have exactly matching instances than the high priority users. 
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Fig. 8 - Exact Match Comparison Metrics 

Fig9 presents an assessment of instance start time differences for the overlap case results 
(Fig.7b and Fig.7~). 
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Fig. 9 - Overlap Comparison Metrics 

Fig. 10 shows the percent average start time difference metric for each user resource request. 
The ratio of average start time difference (Figs.7b and 7c) of all instances divided by the total 
of all the NCCDS instance durations (Fig.4) for a given user resource request forms the 
percent average start time difference metric. The average NCCIROSE start time difference is 



either positive, negative, or zero, corresponding to an average late, early, or equal start time 
with respect to the NCCDS schedule, respectively. Fig. 10 shows that the NCCiROSE 
earliest possible algorithm scheduled on average all of the overlap start times earlier than the 
NCCDS. The lookahead algorithm realized both leading and lagging average start time dif- 
ferences. 

Fig. 10 - Average Start Time Difference Metrics 

Fig.1 1 presents a composite of all the matching cases (Figs.7a, 7b, and 7c). This graph 
shows that the lower priority customers are more likely to have instances of a resource 
request dropped than high priority customers for both NCC/ROSE algorithms. 
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Fig. 11 - Exact and Overlapping Match Meuics 

Fig. 12 compares all of the NCCROSE scheduled instances (Figs.7a through 7d) to the 
NCCDS matching instances. COBE resource requests 1 1 and 12 for the lookahead algorithm 
exceed 1008, indicating that NCC/ROSE scheduled more instances than the NCCDS. 



Replacing instance counts with instance durations (Fig.4) yields an analogous set of graphs 
corresponding to Figs. 8,9, 11, and 12. The graphs compare the total time scheduled 

Fig. 12 - Total Instances Schedule Metrics 

between the NCCDS and NCC/ROSE for each user resource request. Since the instance 
durations are not flexible for a given Phase I user resource request, the total service duration 
data is nominally proportional to the total instance data. This resulted in a set of percent time 
scheduled graphs that have virtually identical values in comparison to the instance scheduled 
graphs presented above. Flexible scheduling with variable instance durations will produce 
different results. 

Phase I1 uses flexible requests for six of the eight SN customers. As such, the number of 
exact matches will decrease as the result of increased variability in instance start times and 
the Ltdded variabilities of instance duration, TDRS selection, and service selection. A shift 
from a highly populatel' exact match profile (Fig.8) to that dommated by large partial and 
nonoverlapping instance populations will accompany the transition from Phase I to Phase I1 
testing. 

PHASE I RESULTS 

Table 1 shows a summary of the results of the NCCDS and NCC/ROSE scheduling 
operations for the earliest possible and lookahead algorithms (Kwadrat, 1994). NCC/ROSE 
scheduled t1.e total number of events and total time within 1% of the NCCDS results for both 
algorithms. 

Fig. 13 shows two examples that illustrate the sources of the differences betweer. the 
NCC/ROSE earliest possible and the NCCDS results presented in Table 1. 

Fig. 13a shows that an early EUVE start time selection by NCC/ROSE results in a conflict 
with a COBE instance. EUVE has a start time tolerance, COBE does not. The NCCDS uses 
the EUVE start time tolerance and the COBE instance is scheduled. Fig. 13b snows the 
difference in antenna selection al~orithms. NCCROSE places an HST instance on SSA 
antenna 1. The NCCDS placed the HST instance on SSA antenna 2. The NCCIROSE 



schedule omits the inflexible COBE request due to a conflict with the HST and shuttle 
events, while the NCCDS places it on the schedule. 

Table 1 - Summary of Phase I Comparisons 

I I NCCDS TO NCCIROSE COMPARISONS 

TOTAL NCCDS EVENTS SCHEOULED BY NCCIRO~E nra 
TOTAL NCCIROSE EVENTS SCHEDULED BY NCCDS 100.0 % 

TOTAL NCCDS TIME SCHEUULED BY NZC/ROSE 99.6 % 99.1% 

I I NCCDS RUN TIME (MINUTES) 1 4 5 3  I 4 I1 
NCCIROSE RUN TIME ** (MINUTES) I 53 9.0 I I 

INCLUDES LQADING AND SAVING ALL CONFlGURATION CODE 
PARAMETERS 

**INCLUDES LOADING BUT NOT SAMNO ONLY THOSE CONFIGURATION CODE 
PARAMETER5 REQUIRED FOR SCHEDULING (10%) 

1 1 (A) START TIME SHIFT DIFTZRENCL EXAMPLE - CODE IS THE LOWER PRIORITY USER I 1 

I I TDRS-E SSA ANTENNA 1 ! CODE I !I 

I I TDRS-E SSA ANTENNA 2 STS HST 

TDRF-E SSA ANTENNA I HST - 
TDRF-E SSA ANTENNA 2A 1 < 

STS 

(6)  ANTENNA SELECTION DlFFeRENCE EXAMPLE - COBE IS LOWEST PRIORITY IlSER 4 
Fig. 13 - Earliest Possible Difference Examples 

Heuristic algorithmic differences also accou1;t for differences in the lookahead algorithm 
results shown in Table 1. Fig. 14 shows two examples that demonstrate the impact of heu- 
ristic differences. Fig.14a shows that NCCROSE used a UARS start time tolerance to 
permit the scheduling of ERBS. 

The NCCDS elected not to shift the UARS instance, resulting in a rejection of the ERBS 
instance. Fig.14b shows COBE being scheduled by the NCCDS but rot by NCCBOSE. 
EUVE is the only event with a start time tolerance. NCCROSE chose not to use the EUVE 
start time tolerance in order to schedule COBE. In addition, the NCC/ROSE lookahead uses 
a resource utilization algorithm to select antennas based on current load issessments. The 
NCCDS does not use this algorithm. This likerence produced scheduling results similar tc! 
those shown in Fig. 13b. 



A SUN Syarc 10 Workstation and a UhYSYS mainframe are the host processors for 
NCCROSE and the NCCDS scheduling systems, respectively. The run times given in 

TDIJ-E SA ANTENNA I m~ 
TDIJ-E SA ANTENNA 2 

WCMOSLSClllllDULL 
TDWE SA ANTENNA I 

TDLS-E SA ANTENNA 2 STS 1 - 

TDIJ-EMAPANTENNA A CODE C W I  

TDIJ-E MAP ANTENNA 

Fig. 14 - Lookahead Difference Examples 

Table 1 are batch mode results. Configuration code processing differences between the 
NCCDS and NCC/IiQSE are in part responsible for the run time differences. 

PHASE 11 RESULTS 

Phase 11 testing is in progress. The ERBS and COBE flexible schedule requests are 
operational. Due to a delay in the receipt of scheduling aids, the remaining six customers 
currently use the Phase I requests in the scheduling process. UARS, EUVE, GRO, and HST 
will also have flexible requests by the completion of Phase I1 testing. 

Phase I1 schedules for the NCCDS included manual conflict resolution. There was an 
increase of 22% and 10% for ERBS and COBE instances, respectively, over the Phase I 
NCCDS schedule. Table 2 presents a summary of the preliminary Phase I1 ERBS and COBE 
results since they alone show the added effects of flexible requests on the NCC/ROSE 

s schedule. 

Table 2 - Phase I1 Preliminary Results 

II I 

NCCIROSE TO NCCDS TOTdL TXMESCHELWLED 

COMPARISONS 

NCCnOSE TO NCCDS TOTAL INSTANCES SCHEDULED 

Fig. 15 shows the percent total NCCDS instances scheduled by NCC/ROSE for ERBS and 
COBE resource requests using the earliest possible algorithm. Fig. 15 is the Phase 11 
counterpart of Fig. 12. Fig. 15 contains MA and SSA ERBS resource requests. All of the 

I Phase I ERBS resource requests were SSA. The NCCDS manual conflict resolution 

ERBS 

80% 

COBE 

M I  



activities (Fig.2) and NCC/ROSE flexible service requests are responsible for the Phase I1 
ERBS MA resource request memcs. 

Fig. IS - Total Instances Schedule Memcs 

The number of ERBS and COBE SSA reFource request instances have increased for both the 
NCCDS and NCC/ROSE results in making the transition from Phase I to Phase 11. Fig. 1 5  
shows that for COBE at least NCC/P.OSE appears to automatically choose, via flexible 
TDRS and service selections, more SSA scheduling on the alternate TDRS (the preferred 
alternative) in place of some of the MA selections made during NCCDS manual conflict 
resolution. The results for ERBS are less obvious and need further study. 

Exactly matching instances form less than 1 % cf the Phase I1 ERBS and COBE comparisons. 
The Phase I exact matches (Fig.8) exceed 60% for both customers. This shows that the 
introduction of Phase I1 flexible requests significantly alters the NCC/ROSE schedule 
structure :n comparison to the Phase I results. 

As far as execution time is concerned, over 60 hours 9f NCCDS operator time were spent on 
ma .ual conflict resolution. An NCCJROSE run with flexible requests takes on the order of 5 
minutes. 

SUMMARY 

The Phase I results verify that NCCROSE knows how to schedule SN services. All services 
that could be, were scheduled legally. However, the scheduling algorithms in NCC/ROSE 
are not quite as efficient as the algorithm in the NCCDS. Some improvements would 
probably be required prior to operational use. 

The preliminary Phase 11 results are very promising. It was not expected that NCCIROSE 
could perform conflict resolution as well as an NCCDS operator, but i t  might be able to 
resolve a significant portion of conflicts in an automated fashion. It appears that this is so. It 
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is hoped that these findings hold up after all appropriate customers are switched to the 
flexible requests. 

- 

The process of performing the tests has itself proviicd several valuable lessons. Fist, this 
effort required the cooperation of many different organizations. both government and 
contractor. With proper coordination, this collaboration has gone quite smoothly. 

Still many technical stumbling blocks were encountered. The most cumbersome of which 
was dealing with the multitude of data formats and media for the operational scheduling aids 
for each customer. A single standardized interface is required prior to operational 
implementation of the flexible scheduling conapt. 

An important lesson learned was that it is more difficult than it appears to create a recurring 
flexible request. For flexible scheduling to work in an operational environment, it is critical 
that customer's have the proper tools to create av ! test their recurring flexible requests prior 
to submission to the NCC. 

For flexible scheduling to be truly successful, the SN customer community must also change 
their mode of operations to take advantage of the enhancements. The more customers that 
submit flexible requests, the more benefit will be reaped by the entire SN community. And 
as the loading on the network increases, the more profitable the flexible scheduling strategy 
becomes. 
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In the context of the CNES SPOT4 programme 
CIS1 is particularly responsible for the 
development of the SPOT4 Management Centre, 
part of the SPOT4 ground control system located 
at CNES Toulouse (France) designed to provide 
simultaneous control over two satellite;. 

The main operational activities are timed to 
synchronise with satellite visibilities (ten usable 
passes per day). The automatic capability of this 
system is achieved through agenda services 
(sequence of operations as defined and planned by 
operator). Therefore, the SPOT4 Management 
Centre offers limited, efficient and secure human 
interventions for supervision and decision 
making. 

This paper emphasizes the main system 
characteristics as degree of automation, level of 
dependability and system parameterization. 

1. PRESEhTATION OF THE SPOT4 
SYSTEM 

1.1. Introduction 

Since the 1977 decision made by the CNES 
(French Space Agency) to create the SPOT 
programme, there has been considerable success 
with the launches and operations of the SPOT1 
(February 1986), SPOT2 (January 1990) and 

t SPOT3 (September 1993) satellites. 

/ The SPOT4 programme allows to ensure the 
continuity of this Earth Observation mission until 
the beginning of the next century (SPOT4 is 

1 planned to be launched in 1997). 

t 
6- 

13. SPOT4 technological aims 

The payloads and passengers allow the SPOT4 
mission to cover a wide commercial and 
technological field (cg. remote sensing, 
telecommunications, study of space environment). 

The SPOT4 payloads are composed of : 
-two identical HRVIR which are set up in such a 

way that it is possible both to get a repetitive 
coverage of the globe, and to form stereoscopic 
couples by the acquisition of oblique images, 

-a new instrument, which is called VGT 
(vegetation), which mission comists of : 
. studying and surveying vegetation and 
evaluating renewable resources, mainly in the 
agriculture field, 

. studying and surveying the change in the 
continental biosphere at the g!obal scale. 

This instrument has been designed in order to 
observe most emerged land every day, the 
corresponding data being stored on-board in a 
mass-memory and transmitted back to the ground 
in visibility of the Kiruna and Toulouse stations. 

The SPOT4 passengers are : 
-DORIS (Doppler Orbitography and Radio- 

positioning Intcgrated by Satellite) which main 
purpose is to determine the orbit of the satellite 
with grcat accuracy (DORIS package uses an 
on-board orbit determination function), 

-PASTEL which mission will be to transmit 
HRVIR images by laser optical link via a 
geostationary satellite (ARTEMIS) operated by 
the European Spacc Agency, 



-ESBT which aims at experimenting the S band 
transmission of the housekeeping telemetry via 
the ARTEMIS satellite, 

-PASI'EC which mission is to increase the 
knowledge of the space environment and its 
influence on the behaviour of the satellite in 
orbit. 

13. SPOT4 operational aims 

According to the evolution of the Earth Remote 

Sensing programmes, the realization of the SPOT4 
ground segment must take into account more 
demanding oper~tional requirements : reduced 
exploitation costs, better monitoring of the system 
operations (behaviour of satellite and payloads, 
status of image acquisition), reuse of SPOT4 
developments for future programmes, 
harmonization and standardization of operations 
by the means of technological choices shared 
between different control centres, design of 
multimission software in order to ensure future 
reuse. 
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2. PRESENTATION OF THE SPOT4 
MANAGEMENT CENTRE (CGS) 

The Management Centre is the entity of the 
Operational Control Centre(CMP) in charge of 
SPOT4 satellite programming and monitoring as 
shown in figure 1. 

2.1. Main CGS functions 

To perform the CGS mission, activities are 
divided into two types : 
-critical tasks (eg. satellite commanding and 

monitoring, payload programming). These tasks 
follow a scenario which has been predefined; 
they execute on the Operations computer, 

-preparation tasks (eg. instrument calibration). 
In order not to overload the critical tasks, these 
tasks are carried out on a specific computer 
(Preparation and Evaluation computer). 

2.2. CGS hardware architecture Figure 2 - Hardware Architecture 

2.2.1. Operations computer 
2.23. Back-up computer 

This HP 9000 serie computer supports the routine 
activities and manages the interfaces with the 
external centres (eg. CPR). Availability and 
security of the CGS data are granted by storage on 
mirror disks which can be accessed from both the 
Operations and the Back-up computers as shown 
in figure 2. 

2.2.2. Preparation and Evaluation computer 

An HP 9000-755 computer is devoted to the 
specific tasks of operations engineers such as the 
preparation of non-routine activities on the 
satellite (eg. manual manoeuver in degraded 
modes, spacecraft evaluation). For data retrieval 
or command execution, it gains access to the 
Operations computer via a local network. 

This computer provides redundancy for both the 
Operations computer and the Preparation and 
Evaluation computer. The use of minor disks and 
operating check-points allows a fast restart with 
no loss of data. 

2.2.4. CGS local network 

In order to meet high performance requirements, 
the local network is divided in sub-networks 
carrying data specific to each scgment. For high 
availability purposes, redundant schemes were 
implemented for both computers and sub- 
networks. 

The network failure is avoided through the 
redundancy of the central router and each sub- 
network. 



23. Software architecture 

The GGS is composed of a set of sub-systems as 
shown in figure 3 : 
-satellite monitoring sub-system which is in 

charge of the management of the satellite 
technological database and of the housekeeping 
telemetry off-line monitoring, 

-passenger interface which sends the passenger 
commands to the satellite and plans the use of 
PASTEL and ESBT, 

-flight dynamics sub-system which is in charge 
of SPOT4 orbit and attitude determination and 
control. It computes and prepares the related 
orbit and attitude mmoeuvers, 

-satellite and on-board software management 
sub-system which monitors the SPOT4 
platform configuration, 

a -payload programming and monitoring sub- 
system which programs the HRVIR payload 
according to the commercial requests and the 

technological evaluation needs (eg. instruments 
calibration) and monitors the images acquisition 
loop (on board command execution, ground 
acquisition and image archiving). 

3. MAIN OPERATIONAL FEATURES 

3.1. Introduction 

The flexible design of the CGS answers variable 
needs among the various phases of the satellite 
life : 

- launch and orbit positioning phase, 
- flight acceptance phase, 
- routine phase, 
- anomaly mode. 

A k r  a brief overview of the CGS nominal 
operational environment this section presents the 
specific operational fcatures of these phases and 
discusses the related implementation options. 

t 1  

MANAGEMENT 

Figure 3 - Management Centre Main Interfaces 



3.2. General operational environment 

The SPOT4 CGS is in operation during working 
hours from 6 am to 10 pm. Overnight, it should be 
possible to carry out the operations automatically. 
The main operating environment of the CGS is the 
Agenda, presented at SpaccOps'92 (see ref.1). 

The Agenda fully supports the automatic 
execution of the satellite monitoring and control 
daily plan (no human intervention). 

In fact, a CGS dai!y program. involves the 
execution of 100 tasks, whose averdge duration is 
4 minutes and whose maximum execution time is 
20 minutes. 

33. Flight acceptance phase 

This operations phase requires the execution of 
specific treatments on the flight acceptance 
system configuration (platform and payload 
configurations set up by operations engineers), 

Figure 4 - CGS Daily Activity Plan 

This is particularly the case of non critical tasks , in addition to the routine operations of the CGS. 
run at night, under the autonomous control of the 
Agenda. The importance of this scheduler also To configure the platform consists in defining and 
resides in the fact that it can be stopped at any sending specialized control sequences over the 
moment to enable the operator to take control platform equipments. A devoted MMI supports 
on the sequence of operations. Figure 4 shows the acceptance tests. This MMI uses the platform 
the first level of a typical daily work program at configuration status, stored in the satellite data 
CGS. base. 



These tests arc prepared in the operational 
qualification phase, thanks to the satellite 
simulation means. They are then stored in a 
library for further Ruse in a given operation plan. 
A dedicated MMI allows the modification of 
those predefined controls, according to the results 
of the analysis of the housekeeping telemetry. 

The payload is configured in order to perform the 
technological tests and calibration of the payload 
instruments and equipments. The imaging 
capability acceptance tests programming is based 
on the graphical representation of the test ground 
areas as shown in figure 5. This efficient graphical 
programming offers strong guarantees of safety 
and reliability for critical acceptance tests : all 
operational constraints are integrated in the MMI 
logics (eg. operational set-up, instrument 
performance limits, field of view, forbidden 
sequences). 

This is a large improvement in ergonomy and 
security of tEc payload programming in 
technological : ode, compared to the previous 
SPOT generation. 

3.4. Routinwpemtions phase 

This operations phase is characterized by the 
maximum automation of the satellite control and 
monitoring actions. The routine operations arc 
supported by the Operations computer through the 
Agenda, the Reparation and Evaluation computer 
being reserved for exceptional actions such as 
specific queries on the housekeeping telemetry or 
technological programming for further payload 
investigation. Significant enhancements have 
been implemented for SPOT4 CGS, as described 
in the next sections. 

3.4.1. Satellite orbit manoeuvers computation 

The satellite manoeuvers computing chain is 
entirely automated according to the following 
concepts. 
After tracking data acquisition, the orbit is 
restituted and predicted ; tncse results are 
analyzed to check that the predicted values are 
within the range of acceptable values for the orbit 
parameters. 
If the predicted orbit falls out of the normal range, 
the satellite manoeuvers are computed according 
to the rendez-vous concept which smoothes the 
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parameters evolutions and ensures their return to a 
normal range. 
This new computer based strategy minic~izes the 
number of successive orbit correction 
mmoeuvers. 

Figure 6 - Control of Image Acquisition Loop 

3.4.2. Control of image acquisition loop 

The image acquisition loop performs the 
automated monitoring of HRVIR programming, 
from image acquisition requests at CPR to image 
archiving withiri the Image Ground System. 

The main goals of this controlled loop are to 
detect and report the losses of images and 
therefore it interfaces most of the elements of the 
ground segment as shown in figure 6 : 
-the CPR which manages the user's requests, 
-the CGS sub-system which elaborates the 

payload commands, 
-the SPOT and PASTEL image reception stations 

(SRIS, SRIP), 
-the SPOT image archiving center (CAP), 
-the ARTEMIS satellite control center (MCS). 

The correlation of the planned and achieved 
activities gives the operator the image loop status. 
This sub-system generates quantitative measures 
on the reliability of the ground segment and helps 
in the necessary reprogramming to satisfy the 
commercial operator's needs. 

3.43. Parameterization based on satellite 
configuration 

Many CGS operational tasks are parameterized by 
thz sateilite reference configuraiion which is 
stored in the satellite database under rtsponsibility 
of the satellite manager. At CGS, a subsystem in 
charge of satellite configuration mintaim an 
evolutionary version of this information according 
to operational needs (eg. update of the standard 
monitoring parameters threshold,.). 
After validation, these evolutions are centralized 
by the satellite manager and placed under cmtrol 
for future use by operational tasks, 

This mechanism ensures the system operatbn 
security (fully controlled and formalized satellite 
configuration). 

3.5. Anomaly mode 

As part of CGS anomaly reco ery procedures, 
various mechanisms support efficiently the I .  

necessary operational analysis in order to resume g f - 

the execution of the system. The analysis is 4 ,+ 

conducted by satellite and payload engineers. 
A significant feature is the computerbased 
behaviour diagnosis of the flight dynamics sub- 

1'. 
system. I 

1 .  
When anomalies occur during the satellite orbit 
determination, like the divergence of successive i 
orbital restitutions, a dedicated MMI displays : 
- the probable failure causes, 

I 4 I 

- a check-up list for every cause, 5 .  
- the actions related to a specified check-up step. i .' 

1 ; 
The MMI also gives access to graphical I 

! 4 
representations of orbit data and flight dynamics 
parameters. 

Therefore, after detziled analysis, the engineer 
implements the proposed manual actions for 
recovering the nominal context of operations. 



4. SYNTHESIS 
The periodic upgrades of the Earth Observation 

Following the technological success of the first Systems arc motivatcd by the aim to offer the 
SPOT satellite generation in the mid 80'5, the users perennial services at competitive prices. 
SPOT system has gained important commercial 
grounds, meeting the requirements of a large Due to its new characteristics (eg. levels of 
number of users throughout the world. standardization and automation), the CGS is one 

of the basic components of the future ground 
The need for images has grown considerably, and control systcm of CNES remote sensing satellites. 
the economic stakes consequently evolve. 
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Figure 7 - Evolution of SPOT Main Operational Features 

As specified in the introduction, the SPOT4 
generation has to offer great improvements both, 
at technological and operational levels. 

To achieve these ambitious goals, the SPOT4 . CGS implementation relied on an industrial 
organization which benefitted from the experience 
gained on the SPOT 11213 generation in the fields 
of advanced system engineering, development 

-5 
methodology, technology and quality assurance 
and control. 

The SPOT4 CGS project gave way to the 
advanced rationalization of the definition and 
realization of the Management Centre 
components. These industrial products will ease 
further reuse and evolutions as sketched in 
figure 7. 
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The Earth Radiation Budget Satellite (ERBS), Compton Gamma Ray Observatory (CGRO), Upper 
Atmosphere Research Satellite (UARS), and Fxtreme Ultriiviolet Explorer (F,UI%) spacecraft are operated 
:";om NASA's Goddard Space Flight Center (GSFC) in Greenbelt, Maryland. On-board power 
subsystems for each satellite employ NASA Standard 50 Ampere-hour (Ah) nickel-cadmium batteries in a 
parallel configuration. To date. these batteries have exhibited degradation over periods from several 
months (anomalous behavior. UARS and CGRO (MPS-I); to little if any, EUVE) to several years (old 
age. normal behaviol.. ERBS). 

Since the onset of degraded performance, c ach mission's Flight Operations Team (FOT), under the 
direction of their cognizant GSFC Project Personnel and Space Power Application Branch's Engineers has 
closely monitored the battery pwfomance and implemented several charge control schemes in an effort to 
extend battery life. Various scftware and hardware solutions have been developed to minimize battery 
overcharge. Each of the four sections of this paper covers a brief overview of each mission's operational 
battery management and its associated spacecraft battery perfoqance. Also included are new operational 
procedures developed on-orbit that may be af special interest to future mission definition and development. 

INTRODUCTION 

The Earth E diation Budget Satellite (ERBS), Compton Gamma Ray Observatory (CGRO), Upner 
Atmosphere Research Satellite (UARS). and Extreme Ultraviolet. Explorer (EUVE) spacecraft are opened 
from NASA's Goddard Space Flight Center in Greenbelt, hhryland. Each satellite, except ERBS, 
employs the Multimission Modular Spacecraft (MMS) bus, which includes the Modular Attitude Control 
Subsystem (MACS), the Propulsion Module (PM), the Command and Data Handling Subsystem 
((C&DH) - which incorporates the On-Board Computer (OBC), the Earth Sensor Assembly Module, and 
the Signal Conditioning and Control Unit (SC&CU)), and the Modular Power Subsystem (MPS). The 
ERBS spacecraft uses several, but not all, of the MhlS bus features. 

'LORAL Aerosys - EUVE Flight Operations 
' ~a r t l n  Marietta Services Inc. - UAR2 Flight Operations 
"AlliedSignal Technical Services Corp. - CGRO Flight Operattons 
4~ l l i cd~ igna l  Technical Sxvices Corp. - ERBS Flight Operations 
'lackson & Tull Chaltered Engineers - Space Power Applicat.ons Branch 1 Support Contract 



The Power Subsystem, in general, comprises all power control, power distribution and all other related 
hardware. It contains the McDonnell Douglas Electronics Systems Company (MDESC)-supplied MPS, 
the Solar Array (SA) equipment and three NASA Standard 50 Ah Nickel-Cadmium batteries. Figure 1 
presents the power subsystem topology. Table 1 lists the major Power Subsystem components and their 
functions. . 

Figure 1. Power Subsystem Block Diagram 

TABLE 1. Power Subsystem Components and their Functions 

SPRU 1 Controls bus voltage and battery charging. 
9 

BPA 1 Frovides redundant fusing for internal MPS 

The MPS receives commands from the OBC which control its on-orbit battery charge modes. These 
modes and their operations are summarized in Table 2. 

Batteries 

Solar Array 

There are two to three NASA Standard 50 Ampere-hour (Ah) Nickel-Cadmium (NiCd) Spacecraft 
Batteries in each MPS. The NASA Standard 59 Ah NiCd batteries were manufactured and tested by 
McDonnell Douglas Corporation of St. Louis, using 22 serial-connected 50 Ah NiCd battery cells from 
Gates Aerospace Batteries (formerly General Electric Battery Business Division). 

- 
loads. 
Provide power during spacecraft eclipse periods 
aid supplement SA during peak loading. 
Provides power for instrument loads and battery 
charging during spacecraft sunlit periods. 



Table 2. MPS Charge Modes and their Operations 

Peak Power Tracking (PPT) 

Voltage Limited (Voltagflemperature 
Mode, VT) 

Current Limited (Constant Current 
Mode, CCM) 

While batteries are charging to the s ~ e c i f k d  
Y Y 

voltage limit, the SPRU draws maximui power 
from the SA so that the batteries charge on ail - 
current not q u i r e d  by the load bus. 
When batterv voltages reaches the limit 
determined b i  one of ;?ight user-selectable VT 
levels, battery charge current is tapered to - 
maintain that voltage. 
When selected by external command, battery 
charge current is controlled to one of three levels 
(0.75, 1.5 or 3.0 amps); the VT limit remains 
active as a backup. 
When an OBC fault is detected. the SPRU is 
commanded to PPT and a VT level 
dependent on which VT was in effect at the time 
of the fault. CCM is inhibited. This mode 
=mains in effect until reset by external command. 

On all of the spacecraft. for each battery, there is hardwired circuitry that compares the sum of the first 11 
series-connected cells to the sum of the remaining 11 series-connected cells. The result of this comparison 
is designate6 as the half-battery differential voltage. The first indication of possible problems with these 
batteries was a differential voltage exceeding 100 millivolts on charge, followed shortly thereafter by non- 
zero values on discharge. This initial divergence often arose after periods of increased overcharge andlor 
reduced discharge. It was then usually followed by a divergence in battery load-sharing (on charge and 
discharge), recharge (CAI) ratios, battery taper currents and battery temperatures. 

Since the onset of degraded performance, each mission's Flight Operations Team (FOT), under the . . 

direction of their cognizant GSFC Project Personnel and Space Power Application Branch's Engineers has . . * / 
closely monitored the battery perfo~mance and implemented several charge control schemes in an effort to 
extend battery life. Various software and hardware solutions have been developed to minimix battery 
overcharge. Each of the four sec:ions of this paper covers a brief overview of each mission's operational i\ 

battery management and its associated spacecraft battery performance. 

I 

EARTH RADIATION BUDGET SATELLITE 

Mission Summary 

The Earth Radiation Budget Satellite (ERBS) was deployed into a 57-degree inclination LEO orbit from the 
Space Shuttle Challenger in October 5,  1984. The geometry of the orbit causes the angle between the orbit 
plane and the ecliptic plane (Beta angle) to change from 10 degrees to 170 degrees. At Beta angles equal to 
!30 det;ias, the spacecraft executes a 180-degree yaw turn to keep its fixed SAs facing the sun. 

Besides the two 50 Ah NiCd batteries and the SPRU. the Electrical Power Subsystem includes two 
redundant Ampere-hour Metering Units (AHMU). Batteries are charged via PPT until the VT limit is 



reached, then the charge current tapers. When the AHMU's register 100% SOC, the SPRU fixes the 
charge cumnt at 2 amps (approximately 1 amp per battery). Two other levels of CCM are available in the 
SPRU, a 7 amp level and a -5 amp level. At eclipse, the SPRU resets for the next orbit, VT 6 was 
initially selected for all Bt;ta angles, and battery C/D ratio was used as the charge control parameter for 
switching from VT control to CCM. 

Battery Management 

For the first five years in orbit, battery performanci: was nominal. C/D ratios during this time were 
between 1..17 and 1.25. In September, 1989, half-battery differential voltages began to rise from the 
nominal value of 40 millivolts. By July, 1990, battery 1's half-battery differential voltage had risen to 220 
millivolts, and battery 2's half-battery differential voltage had risen to 460 millivolts. The half-battery 
differential voltages reached a peak when the high power TDRSS (Tracking and Data Relay Satellite 
System) transponder was on during eclipse. The FOT reduced the duration of TERSS events, and 
eventually turned off the TDRSS transponder during eclipses. The reduced power load decreased the half- 
battery differential voitages. Also at this time, it was discovered that battery 1 was carrying more of the 
spacecraft l o ~ d .  The current differe~dal was -96 amps on discharge, and .72 amps on charge. 
Meanwhile, the CCM's 2 amp level had increased (apparently from component drift) from 1.00 amp to 
1.50 amDs for batwy 1. and from 0.99 amp to 1.10 amps for battery 2. 

The poor load-sharing and the increase in CCM current began to overcharge battery 1. The lowering VT 
level to 5 in January i992 worsened the load-sharing. The VT level was further reduced to 4 in July 1992; 
but battery 2 was not fully charged at this VT level. 

The first cell failure in battery 1 occurred in August 1992. The VT level was immediately lowered to 3, 
but the load-sharing continued to worsen. The U D  ratio for battery 1 was above 1.2, while the C/D ratio 
for battery 2 was less than 1. It became evident that the two batteries could not be charged together using 
straight V/T control. To reduce the overcharge on battery 1 (without undercharging battery 2). battery 1 
was removed from the charge bus early in each charge period, then reconnected. This brought the C/D 
ratios to within 0.535 of each other. The VT level was raised one level after battery 1 was taken off-line 
so that the two batteries would be within 2 volts of each other at the time of reconnection. This required 
numerou:: commands from spacecraft memory, and became difficult when the frequency of memory bit 
upsets (a separate problem) increased. 

The next approach was to disconnect battery 2 during eclipse and reconnect the battery at sunrise. This 
provided a 0.7 volt diode voltage differential in fiivor of battery 2 during eclipse. Battery C/D ratios were 
brought to within 0.307 of each other. This method was used until September 1992, when a second cell 
failed in battery 1. Battery 1 was immediately commanded off-charge. Battery 2 carried the entire 
spacecraft power load, with the charge control method reconfigured for a single battery. In attempts to 
stabilize battery 2, the SPRU was gradually raised to VT 5 to give battery 2 a C/D ratio of 1.10. The 
performance parameters of battery 2 returned to pre-1989 values. A charge scheme based on switching 
VT levels according to Beta ang l~s  was soon implemented. Spacecraft loads, namely heaters, were used 
to control the battery C/D ratio. 

Eventually, however, one cell in battery 2 failed in June 1993. The previous charge control method was 
continued at lower VT levels. A second cell failed in July 1993. The SPRU was set to its lowest VT level 
and commanded into the 2 amp CCM (actual measured value: 2.7 amps) to achieve the desired CJD ratio of 
1.10. The time to switch from VT control to CCM was manually calculated on the ground, snd the 



commands uplinked into spacecraft memory. In spite of continued high currents from PPT, this new 
method appeared to produce nominal battery performance. 

During h i s  time, it was found that the 7 amp CCM level had drifted to a value of 11.4 amps. The 11.4 
amp level was preferred as the means to charge battery 2 without the high PPT charge currents. 

Beginning in August 1993, the FOT began manually r gulating battery charging by placing the battery in 
CCM and switching among the three CCM levels available within the SPRU. Battery management is 
accomplished entirely from spacecraft memory, and is based on ground calculations. All spacecraft charge 
controls and safeguards are disabled. Battery 2 is charged at the beginning and end of the sunlight period 
at the 2.7 amp level. During the middle of sunlight, the battery is charged at the 11.4 amp level. The 
duration at the 1 1.4 amp level is set to produce a C/D ratio of 1.02. Four commands per orbit are required 
to charge the battery in this way. The command times are manually calculated using predicted sunrise and 
sunset events and battery load. Since the battery load changes each orbit depending on Beta angle, 
spacecraft loads, and SA output, the duration at t k  11.4 amp level can be adjusted every orbit (1.5 
hours). 

During full- sun periods, the -5 imp level is used to 'exercise* the battery. The negative current forces 
discharge on the battery, artificially increasing the power load. Reducing overcharge is seen as the best 
method to prevent another cell failure. 

Operation of one battery containing two shorted cells continues in full support of the remaining scientific 
instrumsnts. Battery temperature is between 2 and 5 degrees C. voltage is maintained between 24.00 and 
29.66 volts, and the CID ratio is kept between 1 and 1.02. The CCM charge control method, although 
labor intensive and totally reliant on down-linked data, is able to effectively control battery C/D ratio. The 
only difficulty in maintaining batte~y C/D ratio stems from the constantly changing power load (based on 
Beta angle and instrument status). and the time lag between real-time and off-line analysis of data. This 
method of charge control is expected to continue even in the event of a another cell failure in battery 2. 

COMPTON GAMMA RAY OBSERVATORY 

Mission Summary 

The Compton Gamma Ray Observatory (CGRO) was launched aboard the Space Shuttlc Atlantis on April 
5, 1991 and was released into a circular orbit of 450 kilometers. The Observatory orbits the Earth with an 
inclination of 28 degtees and a nodal precession rate of about 3 degrees per day. The length of spacecraft 
daylight varies from 57 to 64 minutes per 93 minute orbit. CGRO is the heaviest civilian payload ever 
launched by a shuttle. weighing 35.000 pounds. 

CGRO's Electrical Power Distribution Subsystem (EPDS) consists of two, rotatable (single-axis) SAs and 
two MPS' The MPS-1 and MPS-2 launch configuration was VT 5 with a load imbalance of less than 100 
watts. Post-launch performanc2 for both MPS- 1 and MPS-2 was nominal. 

To date, MPS-2 batteries have shown excellent well matched performance. Battery temperature, load- 
sharing, half-battery differential voltage. and CID ratios are well within their expected operational ranges. 
Battery DOD has been JO - 17%. Both VT 5 and VT 6 charging schemes have been used. For DOD'S in 
the 10 - 14% range, VT 5 is utilized. DOD'S in the 14 - 17% range require VT 6. 



In the April - June 1992 time period, MPS- 1 batteries 1 and 2 showed significant signs of divergence in 
half-battery differential voltage, temperature, net overcharge and load-sharing. Higher than nominal 
overcharge rates became the leading suspect for excessive battery degradation conditions. During this 
period, plans were developed to reduce consumption upon MPS-1 by switching mission critical 
components to MPS-2. By July of 1992, MPS-1 battery 2 was progressively degrading; half-battery 
differential voltage reached saturation (greater than 700 millivolts) on several occasions. Finally, battery 
2's temperature soared to over 30 degrees Centigrade near the end of charge of one orbit, and the battery 
was commanded "off-charge" on July 16, 1992. MPS-1 was then operated with the two remaining on- 
line batteries. Attempts to reduce net overcharge by commanding MPS-1 to lower VT levels were 
ineffective. Consequently, a new plan was implemented to reduce battery net overcharge . 

MPS-I Battery Management 

The use of CCM (the lowest SPRU-commandable value of 0.75 amps) and VT 3 was chosen to minimize 
overcharge. This battery management technique involved commanding the SPRU, through the OBC's 
Stored Command Processor (SCP). to CCM at the beginning of spacecraft sunrise. While in CCM, the 
two remaining on-line batteries trickle charge at the 0.75 amp rate until SA temperatures approach a 
maximum. which occurs approximately fifteen minutes after spacecraft sunrise. After this user-defined 
time interval, the SCP commands the SPRU to VT 3. 

While in VT 3, MPS- 1 enters PPT mode, drawing maximum power from the SA and providing power to 
recharge the batteries. The batteries taper charge until a user-defined instantaneous net overcharge 
threshold is achieved. Upon reaching this threshold, the SPRU is again commanded to CCM (0.75A) via a 
Relative Time Sequence (RTS) activation dnd remains in CCM until the end of spacecraft daylight. Net 
overcharge is calculated by the OBC's PMON Processor using battery 1's current. Accumulated battery 
charge and discharge values are subtracted to calculate the net overcharge for each battery. Net overcharge 
data are then reported to the OBC's TMON Processor which manages battery charge modes, based on a 
user-defined instantaneous net overcharge threshold (psesently 0.4 Ah). Once that threshold is exceeded, 
TMON takes action by activating an RTS that commands MPS-1 to CCM. This battery management 
charging scheme has been in use since February of 1993 and has been highly effective in minimizing 
further battery degradation due to overcharge. 

UPPER ATMOSPHERERESEARCH SATELLITE 

Mission Summary 

The Upper Atmosphere Reseascb Satellite (UARS), designed, built, integrated, tested and operat. by 
NASA and Martin Marietta, is a Low-Earth orbit (LEO), Earth-observing spacecraft which was laun .bed 
via the Space Shuttle Discovery on September 12, 1991 and deployed three days later. The mission orbit 
is a 96-minute, circular orbit inclined 57 degrees to the Equator with a 585 Km height. This allows 
stratospheric sensors to observe up to 80 degrees in latitude (North and South) and provides near total 
global coverage. The full range of local times at all geographic locations is viewed every 36 days. The 
spacecraft batteries were specified to operate in low-Earth orbit up to 20% Depth of Discharge (DOD), 
between 21 and 35 volts for a nominal 36 month mission. Thermal v;liwm testing revealed nominal 
battery performance prior to launch. The spacecraft power system wr - designed for a maximum 1600 



Watts (orbital average). 786 Watts of which was reserved for the instrument load. The spacecraft 
maximum load has been approximately 1350 Watts with instrument loads of approximately 450 Watts. 

Nominal battery perfo~mance was observed over the first four months of spacecraft operation. The first 
evidence of anomalous battery performance was observed in January 1992, after the first maximum beta 
angle (low DOD or "Full Sun" period). Since then. the FOT) has monitored and managed battery 
performance by adjusting solar array offset angle, conducted periodic deep discharges, and controlled 
battery recharge ratios. 

Battery Management 

Due to the cyclical variation of the orbit Beta angle (Beta angle is defined as the angle between the orbital 
plane and the Earth-to-Sun line), caused by the 57 degree orbital inclination and orbital geometry, the SA 
power collection , the spacecraft loading, and the battery charge and discharge profiles are not constant. 
The Beta angle variation changes SA night periods (in addition to the normal seasonal changes) from a 
maxitwm eclipse of 36 minutes at zero degree Beta, to a minimum of zero minutes at Beta angles greater 
than 66 degrees. This has prompted the FOT to develop more aggressive Power Monitor (PMON) 
software to actively control battery performance. The use of Constant Current Mode (CCM) was 
employed as a means to minimize overcharging of battery 1 while ensuring battery 2 and 3 reach 100 
percent State-of-Charge (SOC). When battery 1 reaches a preset charge to discharge (CID) ratio in the 
PMON software, PMON contlgures to CCM and charges the batteries at 0.75 amps until spacecraft night. 
By adjusting solar army offset to maintain a constant peak charge current and employing CCM, the FOT 
has effectively limited overcharging of the battery and improved overall battery perfo~mance. Day to day 
battery operations require monitoring of the battery voltages (including half-battery differential), current 
sharing, SOC and the spacecraft Beta angle. 

In addition tc the aforementioned software enhancements, the FOT has also implemented a new charge 
control strategy to address constantly changing Beta angle. When the battery DOD is between 18 to 20 
percent (low Beta angle) and the end-of-night (EON) Load Bus Voltage (LBV) approaches 24.8 volts, the 
MPS is operated at VT 5 with CCM to obtain C/D ratios between 1.04 to 1.05 on battery 1. When the 
battery DOD is between 15 to 18 percent and the EON LBV approaches 24.8 volts, the MPS is operated at 
VT 4 with CCM to obtain C/D ratios between 1.04 to 1.05 on battery 1. When the battery DOD is less 
than 10 percent (high Beta angle) and the temperature delta between battery 1 and 2 approaches 5 deg. C, 
the MPS is operated at VT 3 with CCM to obtain a C/D ratios between 1.04 to 1.05 on battery 1. 
Operating the CCM switch to maintain battery 1's C/D ratios between 1.04 and 1.05 has aided in 
improving charge acceptance and load sharing between all batteries. 

Both battery load-sharing and battery temperatures are good indicators of batte~y performance which may 
identify the most efficient battery and the weakest battery. For example, battery 1 has had the greatest 
half-battery differential voltages and the highest temperatures. It frequently accepts the most charge 
current while providing the least discharge current, and hence is identified as the weakest performer. 

In addition, the weakest performer has been the battery receiving the greatest overcharge. The battery 
charge method in place for the early part of the mission -- charging at VT 6 to a system C/D ratio of 1.00, 
then switching to VT 5 (resulting in total CAI ratios of 1.1 - 1.25) may have overcharged the batteries. 



Aggressive management of overcharge has been the most effective method of stabilizing and improving 
battery performance. Battery temperatures, delta temperatures, and load-sharing during charge and 
discharge have all Wended back to more nominal behavior. 

Battery exercise also helps to limit overcharge during low load (high beta angle/minimum spacecraft night) 
periods. Adjusting the SA offset to achieve a power negative condition, allowing the batteries to "spiral 
down" in SOC for several orbits, exercises the batteries during those low load periods. The result is a 
DOD of 12-18% at least once per day over a week when the DOD's would normally be much smaller or 
zero. 

Deep discharges have been performed during the bi-annual Full-Sun periods in an attempt to improve 
battery performance. UARS utilizes these very low load (0-68 DOD) intervals to condition the batteries 
through low rate, deep discharges (up to 40% DOD) followed by low-rate recharge. This activity is also 
aimed toward maintaining andlor boosting EON LBV. 

EXPLORER PLATFORM/EXTREME ULTRAVIOLET EXPLORER 

Mission Summary 

The Explorer PlatfondExtrerne Ultraviolet Explorer (EPIEUVE) spacecraft is a LED sateilite launched by 
the United States Air Force on a McDonnell Douglas Delta rocket on June 7.1992. The spacecraft orbits 
at an altitude of 5 17 kilometers with an inclination of 28 degrees. The spacecraft length of day varies from 
58 to 68 minutes due to the spacecraft's orbital psecession of -6.7 degreeslday with respect to the Earth. 
The Explorer Platform was designed to accommodate a variety of remote sensing, LEO missions requiring 
solar, stellar or earth pointing over its mission life of 10 years. The payload instruments and equipment 
can be exchanged during shuttle-based servicing missions. The current EP primary mission payload, 
EUVE. operates continuously, providing a consistent and stable loading profile on the spacecraft power 
subsystem. 

EPIEUVE's power is provided by a modified MTS that is rendered unique by its inclusion of a heat pipe 
along the battery baseplate. Solar power is provided by 2 SA Wings, which are rotated by 2 mission- 
unique solar array drives (SAD). These drives are primarily commanded by flight sdftware, with manual 
commanding available as required. 

As a result of battery anomalies observed on the CGRO and UARS spacecraft in 1991 and 1992, the EP 
FOT began to implement new modes of operation to enhance the cycle life of the batteries. 

Battery Management 

The EPIEUVE spacecraft uses a combination of several battery controls to maintain a consistent battery 
performance. These controls include thermal regulation of the batteries, CCM at .orbital sunrise and at 
battery full- charge, and SA offsets. 

Battery temperature regulation was implemented to maintain a specific battery temperature operating range 
by TMON Processor Control. This can be performed efficiently on the EP spacecraft because the heat 
pipe maintains a stable thermal environment between all three batteries. TMON samples the battery 



baseplate temperature and commands the battery heater thermostat bypass on and off to maintain the 
baseplate temperature between 5°C and 8°C. This method of operation was introduced five months after 
launch. In a trial period just prior to this, the baseplate was maintained at 2°C minimum. At launch, the 
batteries had been thermosta~ically maintained between -2°C and 0°C. 

CCM for the cold m a y  case was implemented to reduce the high culrent from the SA to the batteries when 
the arrays are cold (at the beginning of each orbital day). The current operational goals limit the inrush 
current to less than 20 amps per battery. This is implemented by an Orbit Time Processor (OTP) 
Command flag which trips approximately 2 minutes prior to the beginning of each orbital day. It 
commands the 3.0 Amp CCM for a user-defined duration, then resets the SPRU to VT control. The 
original operational implementation, for 10 minutes following orbital sunrise, was introduced on February 
3, 1993. There were subsequent experimental implementations of 15, 20, 25 and 30 minutes following 
orbital sunrise. The present operational mode, for 10 minutes following orbital sunrise, was re- 
implemented on Mwch 12, 1993. 

CCM for the hot array case (at full charge) was implemented to maintain C/D ratios between 1.02 and 1.07 
to minimize battery overcharge. When the batteries reach full charge, the SPRU commands 0.75 Amp 
constant current mode to maintain a trickle charge on the batteries. The CID ratio goal is based on the 
assumption that when the battery reaches 100% SSOC at a specified 0.98 PMON battery charge efficiency, 
the CID ratio is approximately 1.02. TMON commands CCM when the state of charge on any battery 
reaches 100% for 2 consecutive counts of the TMON processor (=32 seconds). The original operational 
implementation, based on just batte~y 3 reaching 100% SOC, was introduced on March 15, 1993. The 
present operational mode, based on any battery reaching 100% state of charge, was implemented on 
January 3, 1994. 

r: 

$ VT changes have been performed twice thus far in the EPIEUVE mission. Both changes were made in an 
effort to minimize overcharging of the batteries. VT 5 was lowered to VT 4 on launch day when the UD 
ratio was approximately 1.3, and further lowered to VT 3 on May 5.  1993, when the CID ratio was 
approximately 1.1. 

The SAs are maintained at a 40 degree effective offset to the sun. This offset was introduced to provide a 
hermally stable envirorment for the SA based on the specular reflection problem ide,.:ified during the 
thermal envelop testing conducted in August of 1993. Prior to this, the solar array drives remained 
powered off and fixed at 90 degrees with respect to the -Xacs axis on the spacecraft. Following the in- 
orbit-checkout of the SADs in July of 1993, the SAs were maintained manually at a 40 degree offset until a 
flight software patch could be developed to maintain the user-defined offset angle. The current flight 
software management of the offset angle was begun on November 29, 1993. 

The EPIEUVE spacecraft management combines these techniques into a generic spacecraft orbit. The 
batteries remain in VT 3 control with the battery temperature regulation. The 3.0 Amp CCM occurs for 10 
minutes at orbital sunrise, followed by VT control to full charge, then 0.75 Amp CCM until orbital night. 
This generic power management orbit successfully limits battery overcharge, thus extending the life of the 
EPIEUVE mission. 



CONCLUSIONS 

Degraded performance has been observed on several NASA missions employing 50 Ah NiCd spacecraft 
batteries. Each mission's Flight Operations Team (FOT), along with their respective GSFC Project 
Personnel and engineers from GSFC's Space Power Application Branch, has closely monitored the 
battery performance and implemented several charge control schemes in an effort to extend battery life. 
Various software and hardware solutions have beer. developed to minimize battery overcharze, and 
implemented with success. New operational procedures continue to be developed orr-orbit. These new 
procedures may have application in the management of other spacecraft batteries, and may also serve as 
useful design considerations for future spacecraft power systems. 

CCM 
0 
DOD 
EON 
FOT 
LBV 
LEO 
MPS 
OBC 

Constant Cumnt Mode 
ChargeDischxge 
Depth-of-Discharge 
End-of-Night 
Flight Operations Team 
Load Bus Voltage 
LowEarth Orbit 
Modular Power System 
On-board computer 

GLOSSARY 

PMON 
PPT 
RTS 
SA 
SAD 
SOC 
SCP 
SPRU 
W O N  
VT 

Power Monitor 
Peak Power Tracking 
Relative Time Sequence 
Solar Array 
Solar Array Drive 
S tate-of-charge 
Stored Command Processor 
Standard Power Regulator Unit 
Telemetry Monitor 
Voltage-temperatu~e 



MISSION OPERATIONS MANAGEMENT 

ABSTRACT 

David A. Rocco 
Loral AeroSys 

7375 Executive Place 
Seabrook, MD. 20706 

Redefining the approach and philosophy that 
operations management uses to define, 
develop, and implement space missions will 
be a central element in achieving high 
efficiency mission operations for the future. 
The goal of a cost effective space operations 
program cannot be realized if the attitudes 
and methodologies we currently employ to 
plan, develop, and manage space missions do 
not change. A management philosophy that 
is in synch with the environment in terms of 
budget, technology, and science objectives 
must be developed. Changing our basic 
perception of mission operations will require 
a shift in the way we view the mission. This 
requires a transition from current practices of 
v~ewing the mission as a unique end product, 
to a "mission development concept" h i l t  on 
the visualization of the end-to-end mission. 
To achieve this change we must define 
realistic mission success criteria and develop 
pragmatic approaches to achieve our goals. 
Custom mission development for al l  but the 
largest and most unique programs is not 
practical in the current budget environment, 
and we simply do not have the resources to 
implement all of our planned science 
programs. We need to shift our management 
focus to allow us the cpportunity make use 
of methodologies and approaches which are 
based on common building blocks that can 
be utilized in the space, ground, and mission 
unique segments of all missions. 

INTRODUCTION 

Over the last several decades the space 
program has moved from an unbroken series 
of spectacular successes to a disquieting 
number of stunning failures. These failure;; 
have affected all  participants in the space 
community: DoD, NASA, NOAA, and the 
commercial sector. On the surface there 
appears to be no common thread: booster 
failures; kick motor failures; unsuccessful 
shroud separations; component level failures; 
or operator error at the command console. 

We seem to be back on the road to success. 
The Hubble Servicing Mission and GOES 8 
launch have broken the streak of recent 
failures, but have we really solved the 
underlying problems that have been causing 
our recent failures? 

The space community, like government and 
industry in general, has become a victim to a 
system of management that has become 
mired in bureaucracy and inefficiency. 

TOTAL MISSION MANAGEMENT 

The first, and possibly most importar,:, step 
in redefining mission management, is the 
development of an integrated management 
approach. In our current arganizational 
environment there a e simply too many levels 
of management, too many discrete 
organizations, and a diluted system of 
responsibility, authority, and accountability. 



This type of organizational structure fosters 
inefficiency, duplication of effort, convoluted 
lines of communications, and in the fial 
stages of a mission, cost and schedule 
overruns or total mission failures. 

Placing a satellite into orbit and conducting 
mission ,)perations is an immensely complex 
task in its own right. Adding in additional 
levels of confusion and complexity that are a 
function of over management just makes a 
difficult task harder to accomplish and adds 
unnecessary risk to the program. 

A typical DoD or NASA mission possesses 
three major management tiers: 

1. Program Management 
2. Project Management 
3. Mission Management 

Below these major tiers are the subsystem 
level management groups that oversee the 
design and implementation of mission 
components and functionality. This multi- 
tiered approach lends itself to inefficiency, 
redundancy, and duplication of effort. Each 
lower tier of management is larger than its 
preceding tier and adds to the bureaucracy, 
extends lines of communication, and dilutes 
authority. 

The only way to eliminate this problem is to 
redefrne the management organization. 
While the three levels must continue to exist, 
the numbers of flrsonnel and the functions 
performed must change radically. 

Program Management 

Program Management must continue to exist 
at the agency level. The Program Level is 
responsible for overall budget, schedule, and 
interagency coordination, but these must be 
the only functions that Program Level 

management performs. Micro managing the 
spacecraft, ground segment, or science 
compliment should not be the concern of this 
level of management. 

Project Management 

Project Management should continue to exist 
at the implementing center, but the focus of 
Project Management should change 
drastically. Project Management should shift 
its level of activity from overseeing the 
overseer of implementation to serving as the 
spearhead for planning mission operations. 
This plmning should be performed with a 
core team of representatives from the space, 
ground, and science communities from the 
very beginning of the mission planning 
process. 

With the major mission segments 
participating in an integrated initial mission 
planning process directed by the .'..-?ject 
Manager, problems that are nomally 
identified late in the implementation phase 
can be rectified or even avoided early in the 
missbn development process. 

Mission design should be the operational 
focus of Project Management, with cost and 
schedule management as a secondary 
responsibility. An organization tasked with 
:!-is responsibility would significantly shrink 
the personnel requirements of the Project 
Level The mission design itself should be 
driven by what is most practical in terms of 
meeting the science mission objectives and 
allow the scientific and ground system 
considerations to drive the design of 
spacecraft subsystems as opposed to our 
current method of building the mission 
around the platform. Figure 1 depicts the 
proposed organization structuie. 





Most missions that actually achieve orbit and 
successfully complete the early orbit 
checkout phase tend to outlive their effective 
design lives by several hundred percent. TV- 
stretching of the on-orbit operations phase of 
the system lifecycle tends to make 
Operations & Maintenance (O&M) one of 
the most expensive elements of the mission. 
For example, on the Mubble Space 
Telescope, the cost to place the spacecraft 
into ohit with its supporting ground system 
was approximately $ 2.1 billion. 'The O&M 
budget estimated in 1990 was $ 200 million 
per year. With a fifteen year on orbit li?, the 
cost of O&M will exceed the cost to launch 
by 50%. 

Other missions which have exceeded their 
planned lifetime such as NIMBUS-7, ICE, 
IUE, ERBS, IMP, Solar Max, and Landsat 4 
& 5 have exceeded this O&M cost factor by 
several hundred percent as depicted in 
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By allowing the science and ground system 
elements to drive the design of the 
spacecraft, and by updating the tecturology 
that is used to control the ~qacecraft and 
process the mission data, significant 
reductions in O&M costs can be realized. 
The fact that these savings can be real and 
significant over time are borne out by the 
high lel~el of interest iii low cost mission 
operations concepts such as JPL's 
LOCOMO and GSFC's Renaissance 
P~&ramS. 

This macro level of mission design and 
sustaining support is where the Project Level 
should concentrate its efforts. 

Mission Management 

Mission Management which currently lives 
as a s d  component of the Project Level, 
and the major component of the on-orbit 
level of management should shift its focus 
from a mostly on-orbit organization to the 
managelalent of the mission implementation 
as well as conducting day-to-day mission 
operat; ons. 

By placing responsibility and authority for 
the implementation into the hands of the 
organization which must live with the results 
of the final system, two key outcomes will 
materialize: 

1. A system development r~onitored and 
managed by the actual users will result in 
a syztem that is designed with operations 
:n T,iI?d. 

2. The operations managers become a true 
stakeholder in the total mission system 
and an organization that can blame no 
one but themselves for a poor or overly 
complicated system. 



METHODOLOGY 

With an organizational structure in place 
which has the authority and accountability to 
make major design decisions, the primary 
methods required to create a successful 
design are: 

1. A system approach to the mission. 
2. An understanding of what technology is 

available that can support a low cost 
mission design. 

3. A clear vision (operations concept) of 
how the mission will be conducted. 

Systems Approach 

Under a systems approach, the mission is 
viewed as a total system that consists of five 
major components: 

1. A science objective. 
2. A management approach. 
3. A spacecraft and instrument suite. 
4. A gound support system. 
5. A mission operations plan. 

These components exist as individual threads 
which are il,!eltwined ti, form a common 
cord of mission design. As a system, any 
changes to any given thread will have some 
impact on the overall mission design. As a 
system these threads must function in 
concert to achieve the end goal of a space 
mission that meets its scientific objectives for 
a reasonable cost. 

Technology 

When a clear vision of what the. mission is 
intended to look like is developed, the 
integrated design team must evaluate the 
available technology and determine what 
components or approaches will best me:t the 

requirements for the total mission. From a 
technology standpoint the following 
questions must be answered: 

I. How can technology be used to lower 
mission risk while reducing overall costs? 

2. W h e ~  will technology take us in terms 
of spacecraft, ground systems, and -- 
support iniastructure? 

3. How can operations concept developers 
use evolving technology to lower 0&M 
costs? 

4. How can we plan and design for 
tomorrow's missions when the state-of- 
the-art is advancing so rapidly? 

The intelligent use of technology has to be an 
integral element of operations management's 
philosophy. We are beginning to see this 
happen as concepts from Total Quality 
Management (TQM) move from a buzz 
word phase into actual implementation. 
Integrated product teams are becoming more 
common, and in some agencies are officially 
tasked to develop designs driven by a low 
risk and low cost operations model. 

Technology is also important in terms 01 

consolidating operations to achieve budget 
goals. The USAF and NOAA are currently 
heavily involved in planning for a converged 
polar meteorological program where a single 
spacecraft type and single ground control 
element operate a mission to serve both civil 
and military users. 

Spacecraft Trends 

The spacecraft itself can become a major 
mans of reducing both cost and risk to the 
total rnigsion design. New generation On- 
Board Computers (OBCs) are capable of 
providing 256K of memory, coupled with 
micro-processor controlled instrument and 
spacecraft subsystems, a capability exists to 



build very high levels of autonomy intc, the 
spacecraft itself. The addiiion of products 
into the spacecraft such as Global 
Positioning Satellite (GPS) receivers can 
provide a spacecraft capable of generating its 
own on-board ephemeris, performing fine 
attitude determination (2 receiver14 antenna 
configuration), and configuring itself for 
ground contacts. All of this can be done 
now, with greater accuracy than is cmntly 
provided by ground or TDRSS based 
tracking. It can also be done at a fraction of 
the staffing levels we currently need to 
perform these services on the ground. 

The questions that need ta be asked at the 
design phase are: 

1. Is this capability required for this 
mission? 

2. Wi this capability save me ntoney and 
reduce risk over the total lifecycle of the 
mission.? 

If the answers to either of these questions are 
yes theu a costlbenefits analysis must be 
conducted to determine: 

1. If these capabilities are needed to ensurc 
mission success and xrlucing risk. 

2. How much money can be saved during 
on-orbit operations by spending a more 
on the spacecraft. 

This may make life more complicated for the 
spacecraft designer, but the spacecraft 
designer is only one player in the mission 
systems. 

G round Systems 

Ground system design and capabilities have 
matured at the greatest rate because the 
ground system is not constrained by the 
environmental requirements the spacecraft 

must withstand. Ground system technology 
is also directly tied to conprter hardware, 
software, and networking technology, and 
we have the .ability to access the grourld 
system on a daily basis, Although the 
potential capability in this area has improved 
significantly, the implementation of this 
technology has lagged. 

The centralized ground system support 
architecture was designed and implemented 
in the 70's using a mainframe based 
approach. This approach made sense 
because an eco:mmy of scale could be 
achieved when many missions shared a 
common service. However, advances in 
ground system technology have made the 
cost savings of the 70's a cost sink in the 
90's. 

Existing Commercial-Off-The-Shelf (COTS) 
hardware and software have the ability to 
reduce or eliminate our reliance on large 
institutional support elements which have 
extensive O&hl requirements. Advances in 
ground system telemetry frontend 
processors have reduced the workload now 
performed by Pacor to the level of a few 
programmable cards which perform all tasks 
from bit synch through Reed Solomon 
correction. A two GPS configuration on the 
spacecraft itself can reduce support 
requirements from the Flight Dynamics 
Facility O F )  fiom daily staffing to launch 
and accent support only. 

In the final analysis the ground system can be 
reduced to four major components: 

1. A tracking facility. 
2. A communications segment. 
3. A control center. 
4. A science operations center. 



This approach provides a control center 
capable of directly providing Level 0 data 
and telemetry directly to a science operations 
center. The key infrastructure support 
element in this scenario is a ~eliable 
communications infrastructure. 

Science Operations Centers (SOC) 

The availability of inexpensive multi- 
processor workstation technology has an 
unlimited capability to reduce the costs 
associated with science data processing and 
product generation in terms of both the 
computer resources required to perform the 
tasks, and the science operations staffing 
levels needed to control and monitor the 
product generation process. 

With science data and supporting telemetry 
being provided directly to the SOC by the 
flight control center, a multiprocessor 
product generation environment can allow 
science product operations to be reduced to 
a single shift activity, and at the same time 
minimize the physical facilities and personnel 
requirements in the SOC. 

Operations Concepts 

'The find element in redefining operations 
management is the development of mission 
operations concepts that will allow 
automation and smart technology to provide 
the majority of the "cradle-to-grave" 
monitoring and support tasks for on-orbit 
missions. How this task is handled can have 
a considerable impact in reducing O&M 
costs. These tasks are now performed by 
implementing round the clock stslff~ng. To 
cover a nominal mission day, a staffing factor 
of 4.0 persons per position is required to 
provide the minimum level of staffing needed 
to provide real-time spacecraft services. In 
the typical control center this factor is 

applied to the Shift Supervisor, Command 
Controller, Ground Controller, and Payload 
Evaluator. 

Using approaches such as compressed 
health and safety telemetry schernas, on- 
board ground contact configuration 
capability, and exception reporting, can 
significantly contiibute to reduced (50-66%) 
ccntrol center staffing requirements. 

same types of multiprocessor technology 
recommended for use in the SOC combined 
with COTS statistical analysis software can 
be employed in the area of spacecraft 
subsystem analysis. Traditionally this 
function is performed using custom 
developed software, and resides on either a 
dedicated machine, or is resident within the 
command and telemetry processing system. 

This newer technology approach provides 
scalabihty and p b i l i t y  that does not 
currently exist in off-line ground systems 
tasks, and reduces the operational load on 
the real-time system. These off-line tasks; 
such as mission planning and scheduling, 
subsystem level telemetry analysis, and long 
term performance trending lend themselves 
to this type of solution because the are 
n o d y  Monday through Friday day shift 
tasks which do not requi - sustained levels of 
timecritical performanc; 

This scalable approar;h also allows the 
addition of increased capability to be 
achieved by using board level components 
and cross compiling existing software as 
opposed to adding new workstations or 
personnel into the control center to meet 
new quiremen&. In its most advanced 
phase, this architecture can conceivably 
provide multiple satellite support from a 
single operations center. 



CONCLUSION 

We must begin to embrace the mission as a 
comprehensive system, not as a series of 
discreet components which rre pulled 
together to and literally beaten into a 
configuration to perfom a unified task. 

With proper levels of planning and the 
support of high level agency management, a 
macro-level mission approach can be 
developed that will allow resources to be re- 
directed into new missions. As a result of 
organidonal downsizing on a mission level 
project, we can minimize some of the 
confusion and develop clear lines of 
communication, authority, and responsibility. 

In the final analysis people will always be the 
most expensive component of any mission. 
Any personnel resources that can be 
eliminated from a mission provide two 
benefits: 

1. A real cost reduction for the current 
mission. 

2. A resource which can be applied to a 
new mission which up to now have not 
been able to secure the resources 
required to move from the concept into 
the implementation phase. 
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ABSTRACT 

GRTS Operations Monitor/Control System 

Richard A. Rohrer 

Allied Signal Technical Services Corporation 
One Bendix Road 

Columbia, MD 21045 

An Operations Monitor/Control System (OMCS) was developed to support remote 
ground station equipment. The ground station controls a Tracking Data Relay Satellite 
(TDRS) relocated to provide coverage in the tracking system's zone of exclusion. The 
relocated satellite significantly improved data recovery for the Gamma Ray Observatory 
mission. The OMCS implementation, performed in less than 11 months, was mission 
critical to TDRS drift operations. Extensive use of Commercial Off The Shelf (COTS) 
hardware and software products contributed to implementation success. The OMCS has 
been operational for over 9 months with no significant problems. This paper will share 
our experiences in OMCS development and integration. 

INTRODUCTION 

An increase in tape recorder error rates onboard the Gamma Ray Observatory (GRO) 
spacecraft necessitated alternative approaches to data gathering for the GRO mission. 
The project resorted to collecting science data using full period, in view, Tracking and 
Data Relay Satellite (TDRS) return link services. The TDRS system could not track the 
GRO spacecraft in the zone of exclusion. In addition, view periods are frequently 
restricted by spacecraft body blockages. Using the two available spacecraft, TDRS West 
and TDRS East, the project could retrieve only 50% of its science data. 

To increase GRO viewing opportunities, NASA decided to implement a Southern 
Hemisphere TDRS ground station and move a TDRS over the Indian Ocean. The GRO 
Remote Terminal Subsystem (GRTS) Operations Monitor/Control System (OMCS) was 
developed in response to the requirement to provide means to remotely control and 
monitor the Southern Hemisphere ground station located at the Canberra Deep Space 
Communications Complex (CDSCC) at Tidbinbilla in the Australian Capital Territory. 

The driving requirements for the OMCS were: 

Equipment monitor and control - The main function of the OMCS is to monitor the 
remote ground station equipment and provide status updates within 5 seconds. it was 
also required to control all critical functions for the ground station equipment for 
configuration and fault detection/failure. 

Provide operator workstations at geographically diverse locations - The main TDRS 
system control center is located in White Sands, New Mexico. It was decided that the 
TDRS satellite controllers would operate the station in Australia remotely from the 
United States with CDSCC personnel providing on site operations support for the first 
year. The White Sands locations was designated the Extended TDRS Ground 
Terminal (ETGT) and the CDSCC location was designated the Remote Ground Relay 
Terminal (RGRT). 



Minimize operator workloads - The OMCS should provide a simple graphical user 
interface to reduce the amount of operator keyboard type-ins. It should also provide 
preloaded configurations to allow one button operation to reduce operator workload 
since the operator would also be the TDRS satellite controller with other operational 
responsibilities. 

State vector to the antenna subsystems - The OMCS was required to provide a 
method of entry, verification, and transmission of the TDRS and GRO state vectors to 
antenna control computers at RGRT since there was no other method of obtaining the 
vectors. 

I'he factors that would act as constraints were: 

Multiple interfaces - Most !if the equipment purchased for the ground station had 
never been integrated by ATSC before. About 20 new interfaces had to be 
documented, developed and tested. 

Real time integration - Due to the intense development schedule, equipment was to 
be shipped directly to Australia and integrated at the site. 

In summary the OMCS had to be implemented in iess that 7 months from project start 
using equipment to be dropped shipped to its final destination. Quite a challenge. 

DEVELOPMENT APPROACH 

Meeting the very aggressive schedule required a new approach to developing the system. 
The decision was made to use COTS products to the maximum extent possible. Several 
COTS approaches were investigated, but Allied Signal Technical Services Company 
(ATSC) had implemented a monitor and control system for another customer using an 
industrial control system. A trade study of current industrial control systems was 
currently being performed for another project and the results were used to aid in the 
selection. The advantages of most industrial control systems is a well defined man- 
machine interface (MMI) and configuration simplicity, i.e. it does not require 
programming, but uses a database to support the equipment interfaces. The real 
advantage of an industrial control system was that it allowed rapid development which 
was key to the success of the OMCS implementation. 

The product chosen was the TIS4000 system developed by Tate Integrated Systems 
located in Owings Mills, MD. The TIS4000 is a distributed data acquisition and control 
system. The TIS4000 system is database driven and has been designed with a flexible 
architecture and a modular, distributed construction. This allows it to be configured for a 
wide range of applications. The basic architecture is based on a "client-server" structure 
with Motorola 68000 series microcomputers performing the real-time control and 
processing operations and RISC workstations providing the MMI functions. All of these 
components are connected via high-speed LANs using TCPIIP networking. The 
advanced workstation MMI uses the UNIX operating system and the X-Windows 
environment. The MMI provides a full graphical operating environment for operators, as 
well as a programming and applications development environment for engineers. 

The TIS4000 is database driven, i.e. parameters to be monitored or controlled are entered 
into a database. The database is downloaded into real-time computers, which perform all 
parameter gathering, :imit checking, and alarm notification. The operator displays are 



created on the workstations using a graphics editor and then connected to the real-time 
parameters. This allows parallel development of the database and displays, reducing 
development time. Each equipment interface can be verified as it is completed and 
changes easily made. Many of the commercial systems evaluated were based on this type 
of architecture. 

OMCS HARDWARE 

Figure I provides an overview of the system architecture. At the CDSCC, two 
workstations were placed at Deep Space Station 46 (DSS46), where the equipment is 
located and one at Signal Processing Center 40 (SPC40), the main operations area. Two 
workstations were placed at ETGT, one in the TIC and one in the TOC. An additimal 
workstation was located in the GSFC Network Control Center (NCC) for state vector 
entry, user services, and administrative functions. Two real-time computers referred to as 
Input Output Controllers (IOCs) were located in DSS46 and interfaced to the ground 
statior. equipment. The operational entities were connected locally by an Ethernet local 
area network and standard 9.6 kbps lines were used to interconnect the geographically 
diverse locations. Each workstation can see all of the data provided by the IOCs. 

The workstations are standard SUN Sparc IPX workstations with 32MB of memory, an 
internal 425MB disk and 19" color monitor. During implementation an additional 
425MB external hard disk was added. Hewlett Packard LzserJet IV printers were 
provided. Standard Motorola VME computer components including a 68030 CPU with 
16MB of memory and four communications interface cards configured to meet the 
requirement of 16 serial lines on each. S band Telemetry, Tracking and Control (TTC) 
functions were allocated to one of the real-time computers. Ku band user services were 
allocated to the other real-time computers. This arrangement provided some fault 
tolerance. An Ethernet was installed in Australia and standard bridgelrouters are used to 
extend the LAN to White Sands, NM and Washington, DC. 

Figure 2 shows the interfaces to the various RGRT equipment. 

OMCS SOB'TWARE 

Figure 3 illustrates the OMCS software architecture. The COTS products are I .I, the 
real-time database processor; 1.2 and 1.3, TCP communications stacks; 1.4, the display 
manager; 1.5, the display editor; 1.9 and 1.10, device drivers; and 1 .12, dBase IV used for 
building the real-time database and generating reports. The ATSC devel~ped items are 
1.6, the state vector entry and transfer; 1.7 and 1.8, configuration macrcs; 1.13 and 1.15; 
configuration processes; and 1.14; the checkpoint process. 

The TIS4000 vendor developed, under subcontract, the serial driver required to interface 
the ground station equipment. Due to the schedule this appeared to be the most 
expeditious method of completing a critical portion of the work. 

ATSC engineers working with NASA engineers developed the databases and graphics 
based on interface information provided by the vendors. Personnel from White Sands 
provided operations input to the process. Some pieces of equipment were staged at the 
ATSC facility before shipment to Australia. When the OMCS was shipped in June 1993 
confidence was high that successful on site integration would be possible. Two ATSC 
engineers spend three months on site in Australia completing integration. Additional 
testing was carried out remotely using the workstation in the NCC, reducing travel 
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requirements. Currently, software upgrades are performed remotely from the NCC 
workstation. 

OMCS CAPABILITIES 

The OMCS presents operators with a window into the station. The system works by a 
point and click method, with operator keyboard entries reduced to the absolute minimum. 
Normal operations can be performed from a single station overview screen, but the 
operator has the ability to move to lower levels of detail on any specific piece of 
equipment if the need arises. Most detailed equipment screens mimic the actual front 
panel of the equipment, so there is no need for operator retraining on the equipment. If a 
user can operate the equipment from the front panel, he can operate tile equipment frcm 
the OMCS. 

7'he dMCS is rot a fully automated system, nor is it schedule driven. It requires an 
operator to initiate and approve activities. A decision was made early in the development 
program not to attempt full automation until more operational experience was scquired. 
Therefore, the operator is required to acknowledge alarms and take corrective measures, 
configure for TTC by selecting active and backup strings, start and stop the uplink darrier, 
start and stop ranging, and switch in redundant equipment if necessary. The operator also 
must configure user services and perform Multiple Access (MA) system calibrations. 
These operator interactions are not burdensome for such a small TDRS ground station . 
Automatic configuration sequences referred to as "macros" were developed to reduce 
operator workload. All normal configurations are performed by the use of "macros". 
These are predefined routines that set the station up in a predetermined configuration. 
The use of the macros allows one-button operation. Typically a macro does nothing more 
than duplicate all steps an operator would perform if configuring the system manurlly. It 
checks the appropriate equipment status and initiates control actions in the correct 
sequence. The macro infarms the operator if a piece of equipment is not available, 
incarrectly configured, or faulted. The operator can then take the appropriate action. 

Since the majar configuration functions have been "automated" in the form of macros, 
this provides the first steps towards higher levels of automation if desired.   do thing in the 
current implementation of the OMCS precludes expanding to full automation or even 
adding an expert system helper. 

CONCLUSIONS 

The implementation of the OMCS was a success, but not a trivial undertaking. Many 
problems had to be conquered. Some caused by ground station equipment, some caused 
by the COTS software chosen, and some by the implementers understanding of the 
problems. 

This effort represents the secori; In which a COTS indllstrial cmtrol package was used. 
The OMCS system implementation was much easier and successful because ATSC has 
refined tht requirements for a COTS system from the previous project. The next project 
will be easier acd less costly to implement because of the experience gained on GRTS. 
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ABSTRACT 

International Space Station Ahha (ISSA) will accommodate 
a variety cf user payloads investigating diverse scientific and 
technology disciplines on behalf of five international 
gartners; Canada, Europe, Japan, Russia, and the United 
States. A co,,ibination of crew, automated systems. and 
ground qerations teams will control payload operations that 
require complementary on-board and grourrd systems. 

This paper presena the CI* rent planning for b e  ISSA U.S. 
user payload operatior. concept and the functional 
architecture supporting tlrz zoncept. It describes various 
NASA payload operations facilities. their hterface;, user 
facility flight support, h e  1ayl:ld planning system, the on- 
board and ground dam management system, and payload 
operations ciew and ground personnel training. 

This paper summarizes h e  payload operations infrasmcture 
and architecture develod at the Marshall Space Flight 
Center (MSFC) to prepare and conduct ISSA orl orbit 
payload cperatims f r ~ m  the Payload Operations Integration 
Center (POIC), and from various user operations 'xations. 
The authors pay particular attention to user data 
management, which includes i n ~ r f x e s  with both the on- 
board data managemept system a12 tie ground dam system. 
Discussion covers the functional disciplines that define and 
support PQIC payload operations: Planning. Operations 
Control, Data Management. and Training. The paper 
describes potential interfacps between users and h e  POIC 
disciplines, from the U.S. user perspective. 

F i s  wolk was performed, in part, under contract to NASA.) 

1.0 USER PAYLOAD OPERATIONS 

Figure 1- 1 depicts the 01 <:all 
u s x  paylozd opera ti,,,^^ 
environment qnd it? re12 .an- 
ship to the integraticn 
functions for iSSA [I ] .  
Typically, users be :ome 
herested and involved in 
mazy activities intersprsec! 
with the activities listed below 
as "payload operations." To 
the user. thesc other activities 
may have far more vsuue than 
the listed "payload operations" 
activities. However, the 
authors associate these other 
activities with results of 
successful payload opera- 
ions. For the purooses of this 
paper, the tern payload 
. ,perations refers to activities 
requimi to: 

i $er Coordination 

(Payloads) 

:Core Systems1 
Payloads) 

Payload 
Coordina'im 
& Cont iol 

3gure 1 - 1. Overall Oytrations Concept 
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Planlmaintain equipment to perform its intended function 
Observe safety and equipment perfonnance 
Monitor station resources required and/or ~onsurned 
Analyze actual "onabit" performance versus objectives 
Adjust or alter equipment performance 
Manage data generatian and collecuon 
Collect and preserve results 
Repare equipmenthamples for return to the ground 

1.1 FACILITIES AND INTERFACES 

The following sections describe locations and some 
of t'le management interfaces involved in user 
payload operations. Users in all locations operate 
their payloads through the ISSA Payload 
Operations Integration Center (POIC). (Section 2) 

I .  I .  I User Operations Facilities 

The NASA Office of Life and Microgravity Science 
and Applications, and the Office of Advanccd 
Concepts and Technology, are considering devel- 
opment of facilities from which users may conduct 
payload and science operations.  initial!^, NASA 
will develop these User Operations Facilities 
(UOF:) to suppon and operate major on-board 
payload facilities that support more than one user. 
NASA will develop UOFs at Lewis Research 
Center, Cleveland, Ohio, for the fluids and 
cornbustion facility; Johnson Space Center (JSC), 
Hruston, Texas for life science and biotechnology 
facilities; MSFC, Huntsville, Alabama for micro- 
g 1v;ty science facilities; Ames Research Center, 
MolFfett Field, California, for non-human life 
sciences iind the centrifuge facility [2]; and at 
Lungley Research Center, Hampton, Virginia, for 
commercial ad technology facilities. Figure 1-2 
depicts the diftributed user facilities infrastructure. 

Figure 1-2. Distributed Us: Operations 

1 . 1 . 2  United States Operations Center 

The ISSA Program covers development of the 
United States Operations Center (USOC), 
collocated with the POIC in Huntsville, AL. This 
facility will provide floor space and operations 
consoles from which user teams niay conduct 
payload operations. The ISSA Program took 
advantage of POIC development requirements in 
choosing both the location of the USOC and its 
processing and communicatims equipment. 

To support the POIC, the ISSA Program 
developed capabilities to monitor payload health 
and status displays, process messages, command 
payloads, and conduct limited payload systems 
analyses. The program will make these capabilities 
available to USOC users and to UOF users who 
install compatible equipment, at no additional cost 
to the program. UOF developers have shown 
extreme interest in obtaining these capabilities. 

At present, the only personnel the USOC may 
provide for user flight support will provide support 
for user data flow and data products, and for 
engineering support for the EXPRESS racks and 
pallets. EXPRESS stands for m t e  m e s s i n g  
of xpefments  to Space Station. For payload 
operations, users will interface with the POIC 
either directly, or through urer-provided operations 
integration teams within the USOC or IGF. 

I .  1 .  3 Remote User F~cir'iti~s 

Users may locate anywhe,:e, from commercial 
facilities and university :aboratories to NASA 
payload development centers. Some Space Station 
users desire to contwl ldboratory experiments on- 
orbit from thc user's home fxility. If a user plans 
to conmi or execute real-time or "neu real-time" 
activities defined in Section 1.0 as "payload 
operations" activities, from his home facility, the 
user should plan a constant interface with .WIG, 
either directly or through a UOF. Ttre POIC will 
require this interface to address safety cotlcenls and 
assure that the payload's operation does llot 
interfere with other payloads. No real technical 
obstacles exist to implementing operations from 
user home facilities, but users may incur some 
implementation costs. 

Figure. 1-3 [3] shows three remote payload 
operations scenarios, involvinz payloads of 
varying complexity md an expximenter operating 
from a remote home site . 
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1.2 PAYLOAD PLANNING COlJCEPT 

The Payload Planning System (PPS) supports 
distributed planning concept [S]. Users may 
define their requirements to varying levels of detail, 
and according to the kind of planning center 
support available. The distributed planning concept 
recognizes both individual user planning md user- 
developed user planning centers. The concept 
includes centralized payload planning, probably 
with~n the POIC. Figure 1-5 depicts the planning 
concepts [6], and the following describes user in- 
volvement in distributed payload planning. 

igure 1-3. Paylodd Remote OpenL; 
For centralizedolannina, users submit verv &taded 

payload operations planning. 

Tcltmcq 
- Payload Heallh & Status 
- Ancillary 
- UGSE S \ ; b  NASA 
Payload Data Communications 
Commanding Gateway 
PIMS Intaface I 

( lar User Funding Rtq'd 

Commandmg Fops  ~ u d i o  Locps 
2-way Space-to-Ground Audio . Commanding 
Payload Planning Team 
Payload ODs Data File Libraw 

\ J 
Figure 1-4. Potential User Interfaces 

For user windows, the 
POIC distributes envelopes 
of time periods and station 
resources available to indi- 
vidual users. 3ser require- 
ments for flexibility in 
scheduling form the basis 
for these windows. The user 
window may accomniodate 
a single payload activity, or 
a choice of activities. Users 
schedule operations within 
the window and prepare 
their detailed schedules 

Far planning center envel- 
opes, the POIC distcbutes 
envelopes to user-developed 
user planning centers based 
upon planning center 
defined gross scheduling 
requbements. User ulan- 
niig ? m e n  may xhidule 
payload operations activities 

UOF-provided support should include: for th? users served. User Planning Centers may 
Plarrnilg information, p-ures, change request interface integra~? the requirements of the users served, and 
Payt& data interface ;:educe ,I plan by which these users will operate. 
Complimce with NASA Automated Information Security The POI(. will make Payload Planning System 
Payload Operations Personnel to interface with the POIC software available to user planning centers at no 
Training on UOF systems and capabilities as required additional cost to th; program. TO ensure crew - Suppon for integrated training and sirn*dations safety and non-interference with other payloads, 

the POIC will review and approve user plannink 
center envelope plans. 
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Figure 1-5. Planning Concepts 

The POIC will integrate all user payload planning, 
regardless of where it was done, into a single 
integrated payload operations plan and provide this 
plan to the station systems planning center. The 
system planning center will incorporate tke payload. 
plan into an overall station operations plan. System 
and payload planners will resolve discrepancies and 
provide users with access to an agreed upon plan. 
Users will review and request changes to this plan 
through the Payload Information Management 
System (PIMS) interface. 

-._ 1.3 ON-BOARD DATA SYS'EM CONCEPT 

Designers refer to the ISSA data management 
'. . system as the Command and Data Handling 
. . System. This system provides hardware and soft- 

ware computational resource.< to, (1) support ISS A 
core systems c7mmand and control; (2) support the 
payload users; and (3) provide services for flight 
crew and ground operations [7]. 

.- . The Command and Control computers, 
implemented with Multiplexer / Demultiplexers 
(MDM) as the primary hardware device, constitute 
the highest tier of the architecture. They provide the 
point of control for subtier systems, payloads, and 
International modules. MDMs gather sensor and 
effector data through standardized analog and 

digital i n s m n t a t i o n  inter- 
faces and provide command 
and control of subtier 
elements through Mil-Std- 
1553B and RS-422 serial 
data buses. The Command 
and Conml computer con- 
m l s  the Communication and 
Tracking subtier element 
equipment. This equipment 
provides the on-board audio 
and video, uplink and 
downlink, extra-vehicular, 
and arbiter communication 
171. 

Uplink and downlink com- 
munications use the Track- 
ing and Data Relay Satellite 
System (TDRSS). The com- 
munications design imple- 
ments uplink audio com- 
munication, and core sys- 
t5ms downlink, with .a  
single fault-tolerant S-bana 
communication system limit- 

ed to 72 kbps for the uplink and 192 kbps for the 
downlink. The S-band system provides all 
command uplink and file transfer and all operations 
safety data downlink. The current design also 
provides a zero-favl!t- tolerant Ku-band 
communication system. limited to 50 Mbps to 
downlink payioad telemetry. The Ku-band system I 

downlinks all payload data and on-board video i 

generated by the internal video systems. A 
communications outage recorder will capture data 
during communication outages with the ground. 
The POIC can schedule this data for playback or 
dowillink at a future time. All communication to 
and from the ISSA will meet the Consultative 
Committee on Space Data Systems (CCSDS) 
telemetry standard. 

The payload subtier element interfaces to the 
Communications a ~ d  Tracking subtier element for 
use of uplink, downlink, and video services. The 
Payload MDM serves as the "command and 
control" computer for the Payload data architecture 
and point to point/bus communication media for 
payload data transfer. The payload subticr 
provides command/control media, high rate data 
communications media (el00 Mbps), medium rate 
data medic ( c  10 Mbps) and multiple rack-to-rack 
qommunications media (S 10 Mbrls). 
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Figure 1-6. &-Board Data Architecture 

Figure 1-6 depicts the on-board data architecture. 
The payload hlDMs (one primary and one cold 
backup) provide overall U.S. payload complement 
command/control and monitwing functions. They 
provide the interface with the Command and Con- 
trol computers f o ~  resource allocation, passing of 
payload safety parameters and receipt of ground 
commands. The design configures payload MDMs 
as remote terminals on the Command and Control 
MDM 1553B bus. They serve as the bus control- 
lers on each of the fmr  (4) 1553B payload local 
buses. The payload MDMs havp, high rate data link 
interfaces to th.,: automated payload switch which 
provides a path for downlink of health and status, 
ancillaq;, and low rate telemetry data to the Ku- 
band downlink. 

Payload local buses, implemented with Mil-Std- 
1553B buses, provide command and control, data 
distribution, and limited low rate telemetry interface 
f o ~  U.S. payloads. These buses cover internal 
payload racks (one intedace each for 13 locations) 
throughout the U.S. Laboratory and the external 
payloid locations (one interface at each of 4 
locations). The payload local buses provide the 
U.S. laboratory with portable computer ports, the 
primary crew interface to the payload network for 
payload rilanagempzt. The payload local b u s ~ s  
recognize all payload locations and support devices 
as remote terminals 

An 802.3 payload ethernet 
routes medium rate payload 
telemetry data. Each 
payioad rack has an ethernet 
interface controlled by a 
gatewayhub. The gateway1 
hub controls polling of the 
network and medium rate 
telemetry routing to the Ku- 
band downlink through the 
automated payload switch. 

A separate ethernet (802.3) 
with its own gatewayhub, 
available at each rack, 
provides payload rack-to- 
rack communication, and 
payload portable computer 
data transfer where resource 
efficiency precludes using 
payload local buses. This 
ethemet can also be used for 
downlink, if required. 

The automated payload switch / high rate data 
link system routes U.S. high rate payload data on 
board. Each payload rack and each attached 
location has two fiber optic serial digital interfaces 
(high rate links) with an automated payload switch. 
The automated payload switch provides optical 
switching of inputs to the High Rate Frame 
Multiplexer for downlink and can also switch 
inputs to other rack locations to accomp5sh rack-te 
rack communication using the high rate data links. 

Payloads use the ISSA internal video system to 
transmit pulse frequency modulated National 
Television Standards Committee standard video 
between payload racks, or to the Ku-band system 
for downlink. 

As described above, the on-board data system 
provides a variety of interfaces to meet the diversity 
of requirements expected from payload users. 
Users will select the interface with the on-board 
data system that meets the user's overall data 
requirements. Table 1- 1 summarizes the interfaces. 



MSFC receivt s the broadcast from the TDRSS 
Ground Terminal. PDSS ignores the video data in 
the Ku-band data stream and strips out the payload 
data to a Virtual Channel Data Unit format, a 
CCSDS packet f-t, or a Bitstream Protocol data 
unit format, depending on individual user 
requirements. PDSS distributes this payload data 
including health and status of the payloads, 
required ancillary data, and science and technology 
data to payload users as defined by previous 
agreements between the payload user and the ISSA 
program. The ISSA Program provides distribution 
to the United States Operations Center. The 
payload user having the specific distribution 
requirement will provide distribution from MSFC 

Table 1 - 1. P/L Data Requirernents/Interfaces 

1.4 GROUND DATA SYSTEM CONCEPT. 

Requirements/ 
Interface 

Command and 
Conho! 

Laptop Support 

Figure 1-7 shows the ground portion of the ISSA 
data system (81. Telemetry in CCSDS format 
passes through the Tracking and Data Relay 
Satellite System (TDRSS). The TDRSS Ground 
Termu~al simultaneously %broadcasts received data 
to the Johnson Space Center (JSC) and lo the 
Marshall Space Flight Center (MSFC), using a 
domestic satellite. JSC captures S-band data for 
systems operations, and smps video data from Ku- 
band to rebroadcast using existing NASA video 
networks. MSFC provides the primary distribution 
point for all payload data. 

The Payload Data Savices System (PDSS) [9] at 

Mil-Std- 
1553B 

X 

X 

to the UOFs or any other 
remote site. Users can 
implement this requirement 
using existing NASA net- 
works or may rent commer- 
cial networks. PDSS also 
receives S-band data and 
provides it along with pre- 
defined Ku-band data (e.g. 
payload health and status 
data) and required ancillary 
data to support the POJC. 

The program will provide a 
common user intexace to 
payload users located at a 
User Operations Facility or 
at a remote site, provided 
the facility has elected to 
fund and equip the required 
communication capability 
and has POIC-compatible 
wcrkstations. This interface 

Telemetry 
Ethernet 

will provide payload users 
access to command shells, program databases, 
planning and procedures data input and output. 

The POIC will distribute audio to payload users 
located at the USOC or at an appropriately 
equipped UOF or remote site Audio will include 
required space-to-ground loops and ground-to- 
ground payload operations loops from the POIC. 
The facility hosts for the UOF or remote site will 
dztermine required internal facility audio loops. 

Johnson Space Center will distribute downlinked 
video, using existing NASA networks, to the 
NASA Field Centers. IJsers not already equipped 
to receive thk video need to identify their video 
requirements and negotiate for required support. 

x 



Because of advances in network technologies, the 
user has many affordable choices for interfaces to 
receive data from payloads on-board ISSA. Users 
will select the ground data system interface that 
meets the user's overall data requirements. 

1.4.1 Payload User Database [4]  

Payload users will provide information in response 
to Payload Analytical Integration activities during 
pre-increment definition. Payload user inputs 
gathered during this process will become part of a 
database which will provide a single controlled 
source from which the iqtegration and operations 
elements may draw information. 

During pre-increment activities, the POIC integra- 
tion team will use the payload database to identify 
payload user command and telemetry requirements. 
Integrators will incorporate this information into a 
command and telemetry data base, accessible for 
execution through the POIC. 

1 .4 .2  Telemetry 

The ISSA Program manages and controls the on- 
board and ground data systems to support payload 
operations. This includes control of the on-board 
Command and Data Handling System, Cornrnuni- 
cations and Tracking System operations, distri- 
bution, and ground data services supporting 
payload telemetry. 

User responsibilities include submitcng appropriate 
telemetry requirements during pre-increment inte- 
gration planning for telemetry operations planning 
and performance. 

1 . 4 . 3  Data Reduction and Analysis [4] 

Payload user responsibilities include data reduc- 
tion and analysis. PDSS processing includes only 
that processing necessary to &liver data to payload 
user facilities~locations in the form that the payload 
user input the data to the on-board data 
management system. PDSS time orders the data 
and removes redundant information. The POIC 
processes payload operations data such as health 
and status of payloads, ancillary, and limited 
station systems monitoring data. If payload users 
require payload data reduction and analysis for 
crhical, time-sensitive operational decisions, they 
should use the most reliable and expeditious 
systems available. An "operations rule" to provi& 
the POIC with default decisions if data does not 
become available in a timely manner, should 
accompany each decision for which the user needs 
to reduce or analyze data. 

1 .4 .4  Data Archiving [4] 

Payload user responsibilities include data archiv- 
ing. PDSS does not intei.3 their temporary "short 
term storage" to serve as an archive. The POIC 
does not plan to arch;.-ie any of the payload 
operations data processed for the POIC. If payload 
users want to archive payload her1*, status, and 
safety data generated for the conduct of operations, 
users must record that data as part of a user data 
stream. Johnson Space Center will archive selected 
audio and video data generated to support payload 
operations, but the user should consider making 
~quired audio and video part of the user's archive. 

2.0 PAYLOAD OPERATIONS INTEGRATION FUNCTIONAL DISCIPLINES 

Space Station payload operations integration 
involves two major levels of responsibility. The 
first deals with payload independent functions 
primarily concerned with overall station 
management a ~ d  mission success (e.g. station 
systems and crew safety). The S..ace Station 
Control Center at JSC controls this function. 

The second integration levcl addresses payload 
dependent operations intr. :ration and payload 
operations success. The POIC executes this role 
and manages the payload complement in both 
planning and real-time command and control thsks. 
This function insi~res that the overall payload 
integrated plan operates within the, constraints af 

available station resources and systems limitations. 
The POIC functional discipline teams listed below 
[lo] work with user operations/facilities teams as 
described in the following sections: 

Payload Plannj ng 
Operations Control 
Data Management Process 
Training 

2.1 PAYLOAD PLANNING 

Payload planning consists of oper-tions require- 
ments definition, tactical planning, pre-increment 
planning, and execution planniog. Planners require 



payload user interfaces during all planning phases. 

Payload users provide parameters that define the 
payload operations requirements to support 
strategic and tactical payload utilization planning. 
These parameters provide a source of operations 
requirements for execution level payload planning. 
Payload users interface with the payload planners 
to ensure adequate interpretation of payload 
planning requirements. 

The POI2 --.rill coordinate wit.. :he users for 
planning requirements. Based on user payload 
planning inputs, program guidelines, payload 
resource allocations, and resource availabilities 
from the Space Station Control Center, POIC 
payload planners develop an integrated payload 
plan. Users assess whether the operations plan 
satisfies their functional objectives, permits 
payload-to-payload output data correlation, and 
provides expected resource utilization. Users also 
assess whether their ground systems, facilities, and 
communications networks can support the 
proposed payload operations. 

Foliowing pre-increment planninq users participate 
in execution level payload planning. This encom- 
passes development of payload plans and products 
required to support and execute system and payload 
activities on-board and on the ground during a 
given period of the increment. In coorciination with 
the Increment Payload Operations Planning Group, 
which will consist of all the users for a particular 
execution payload complement, users may submit 
planning or operations change requests which the 
POIC will use in developing execution planning 
prcducts. User responsibilities include developing 
and updating procedures and on-board stored 
commands used as planning products to implement 
updated plans. 

2.2 OPERATIONS CONTROL 

The operations control team executes the payload 
plan. When a station or payload contingency 
changes the plan, the operations control team 
assesses and alters the plan to continue safe 
operations until they can re-establish nominal 
operations. Operations control and support 
activities include inoritoring payload health, safety, 
security. payload commanding, Jata flow, crew 
communications, payload procedures maintenance 
and coordination, and contingency and anomalv 
resolution supporr . 

When anomalies interrupt planned operations, the 
POIC will coordinate options with the user opera- 
tions facilities. Operations controllers will consult 
wit. the users and payload planners when real-time 
replanning involves short-term redismbution of 
space station resources. 

All user operations facilities and the POIC monitor 
payload execution, and support the flight crew. 
Users update their respective payload commands 
and procedures as required. The POIC requires a 
user interface for contingency support as a result of 
either a payload, station system, or ground system 
anomaly. The POIC may need users to provide 
payload input to resolution and replan. The POIC 
will coordinate payload user reql~irements to com- 
municate with the on-board crew. 

2.3 DATA MANAGEMENT PROCESS 

The data management function responsibilities 
include coordination, integration, and control of the 
ISSA payload data systems as part of operations 
integration. The station data systems include the 
Command and Data Handling, and Communi- 
cations and Tracking operations in support of 
payload data and video flow, and telemetry 
management including distribution and ground 
systems and services. Ground system require- 
ments, video development, and data integration 
management teams perform chis function. Payload 
data management planning personnel schedule and I 

assess end-to-end data systems capabilities to / 
support payload planners and operations control 
teams. This activity provides inputs to the planning 
process as it relates to end-to-end data systems, and 
schedules on-board Command and Data Handling, 
and Communications md ?racking utilization. 

The POIC may requir,: a single point of contact at 
each UOF to interface with the POIC Data 
Management Team for flight support data manage- 
ment functions. This point of contact will represent 
the UOF during "pre-pass briefings" (the periodic 
operations status briefings given by the Data 
Management Team to cover data activities), and 
during contingency and trouble-shooting activities I 

within the data distribution system. 

2 .4  TRAINING 

ISSA training philosophy builds flight and ground 
crew unity by joint training and simulations on 
pay:oad related activities. For payload-speci fic 
crew training, particularly on scientific or techno- 



logical principles, Payload Development Centers 
or other specific user sites will do the training. The 
training concept promotes initial familiarization 
training and later detailed payload- specific training 
on the routine operation of each individual payload 
at user facilities. under user supervision. 

User payload training responsibilities include flight 
crew and ground support personnel introductory 
and familiarization training. Investigators will 
provide crew operations training on individual 
experiments. The program will provide multiple 
experiment integrated training at the Payload Train- 
ing Complex fdr integrated payload operations and 
skill maintenance training. The Payload Training 
Complex is part of the Space Station Verification 
and Training Facility which will provide a "whole 
station" environmellt to exercise station-wide 
systems/payload and groundlair operations in a 
series of simulations involving crew, users and 
ground controllers. Additional training of ground 

3.0 SUMMARY 

controllers constitutes an integral part of payload 
operations product development. Users participate 
throughout to ensure training meets user objectives. 

The ISSA Program will insure adequate crew 
training to meet objectives set jointly with the 
users. Early discussions between users and 
payload integrators will define the level of fidelity 
of user-provided payload simulators and user 
involvement ill individual crew training. Users 
should consider simulator and training require- 
me~its for both payload-specific training and 
integrated payload training. 

User responsibilities include defining payload 
simulator requirements and providing simulators. 
User responsibilities may include providing 
instructors during individual payload training. 
Users will participate in simulations among 
operations and training elements. 

The operations approach developed by the ISSA 
program and its payload users consists of oper- 
ations infrastructure and corresponding end-to-end 
data systems that will allow an effective means to 
produce quality science and technology results. 
Based on proven experience from Spacelab and 
other shuttle payload missions, this approach 
allows evolution to highly di.ctributed operatiom 
for a variety of remote users in a variety of 
operations locations. 

With the evolving changes in station flight system 
designs over the past few years, this concept has 

remained fundamentally constant. The lrrent 
approach has the necessary foundation and 
flexibility to meet the expanding user operational 
needs into the next century. The system must adapt 
to changes in user requirements including experi- 
ment complexity, planning priorities, and physical 
operational location. 

Implementing the most user-friendly concept 
possible, within the constraints of decreasing 
budgets, constitutes one of the future's biggest 
challenges for NASA and its international partners. 
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Abstract 

Historically, new JPL flight projects have 
developed a Mission Operations System 
(MOS) as unique as their spacecraft, and have 
utilized a missicin-dedicated staff to monitor 
and control the spacecraft through the MOS. 
NASA budgetary pressures to reduce mission 
operations costs have lead to the development 
and reliance on multinission ground system 
capabilities. The use of these multimission 
capabilities has not eliminated an ongoing 
requirement for a nucleus of personnel 
familiar with a given spacecraft and its 
mission to perform mission-dedicated 
operations. 

The high cost of skilled personnel required to 
support Projects with diverse mission 
objectives has the potential for significant 
reduction through shared mission operations 
among mission-compatible projects. Shared 
mission operations are feasible if: 

i. the missions do not conflict with one 
another in terms of peak activity periods, 

ii. a unique MOS is not required, and ... 
111. there is sufficient similarity in the 

mission profiles so that greatly different 
skills would not be required to support 
each mission. 

This paper will further develop this shared 
mission operations concept. We will illustrate 
how a Discovery-class mission would enter a 
"partner" relationship with the Voyager 

Project, and can minimize MOS development 
and operations costs by early and carehl 
consideration of mission operations 
requirements. 

Objective and Overview 

The objective of this article is to describe a 
shared nlission operations concept that 
provides for concurrent mission operations of 
two deep space Projects both utilizing a single 
MOS originally developed by the Voyager 
Project, but modified to accommodate shared 
support of a Discovery Project. 

The Voyager Project is an existing JPL- 
operated interplanetary mission. Basically, 
the Voyager Project proposes to modify the 
Voyager MOS to enable shared operations 
support of a Discovery Project. The 
Discovery Project will benefit from savings 
achieved by avoiding development and 
operation of its own unique MOS. The 
Discovery Project will be responsible for 
costs associated with adapting the Voyager 
MOS for Discovery Project use, and for 
adding capabilities not part of the Voyager 
MOS baseline. For example, the Voyager 
Project is now operating in an extended cruise 
posture, has a well understood trajectory, and 
a M y  developed and stabii; set of mission 
plans, thus Navigation and Missi~n Planning 
fbnctions are not actively supported by the 
Voyager Project, are not part of the Voyager 
MOS baseline, and must be added for 
Discovery Project support. 



Management Structure 
Team Organization 

and Flight 

A Memoiandum of Understanding (MOU) 
signed by both Project Managers will provide 
the basic ground rules governing shared flight 
operations, funding issues, resource 
utilization, priorities, conflict resolution, etc. 

Development of the shared MOS will be 
undertaken by the Voyager Mission Director 
and the Voyager Flight Teams. The Voyager 
Mission Director will lead the effort to 
develop the shared MOS, and in this role, 
report to the manager of the Discovery 
Project. Figure 1 depicts the Discovery 

organizational structure shown in Figure 2 is 
organized into three process-oriented teams - 
the Uplink Team, the Downlink Team, and 
the Navigation Team. 

Uplink Team Description 

The Uplink Team performs all functions 
required to generate spacecraft event 
sequences and send commands to the 

,craft. Two basic processes- the 
sequence generation process and the real time 
command process, provide the mechanism for 
accomplishing these functions. 

The uplink process begins with the collection 
of spacecraft activity requests (science and 

I DISCOVERY 
Project Manager I 

(Voyager Mlrrlon 
Dlrectorl 

Figure 1 

Project development organization, and 
illustrates the relationship of the Voyager 
Project Mission Director to other elements of 
the Discovery Project development 
organization. 

Figure 2 dlustrates the relationship of the 
Voyager Mission Director to the Managers of 
both the Voyager and Discovery Projects, and 
expands the organizational structure beneath 
the Mission Director to reflect the supporting 
flight teams and staff, and to indica!e where 
staff additions would be required for support 
of a Discovery mision. The MOS 

engineering), %hid . . .mbimd into a 
conflict free st quenb , : &I (7 '.neline of 
sequence evenis). L .  .eqiierce 
design, a time ordered Ikii ! . t ,  p ~ceciafl 
events is generiited and a , : wiulation 
and validation performed. . ,. e~i: co~::?la~id 
file is then generated which is conditioned, 
validated for correctness and :hen segmented 
into separate ground command files for 
radiation to the spacecraft. 

There are three types of sequences the Uplink 
Team bdds  andlor updates: mini, overlay 
and baseline. The mini sequence is composed 
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of one or more stored commands which are 
required to respond to an unplanned event or 
anomaly. The overlay sequence consists of 
non-repeating or special science and 
engineering observations. The Uplink Team's 
primary sequencing function is building these 
overlay loads. The baseiine sequence is a 
looping sequence aboard the spacecraft 
consisting of repeating science and 
engineering activities. The baseline sequence 
operates autonomously. Modifications can bc 
made to the baseline sequence at pre- 
determined restart points. 

Technical* 
StJff 
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The Uplink Team ir  also responsible for aii 
real-time command operations. Real-time 
commanding is used to load spacecraft event 
sequences and modifL the on-board spacecraft 

configuration andlor the executing sequence. 
These operations consist of generating the 
real- time'command request, coor'linating and 
reviewing the request, negotiating the Deep 
Space Network @SN) coverage for 
uplinWdownlink, generatin2 the command 
file, transferring it to the DSN, and 
monitoring the uplink/dowdink. 

The Discovery Project sequence development 
process will be similar to Voyager Project's 
where possible so as to use established 
procedures and interfaces. 

Downlink Team Dwription 

The Downlink Process beginr at the 
spwcraft where state, status, and instrument 
observation samples are integrated into a 



formatted data stream for transmission to 
grwnd-bawl rcc~iving stations. The 
Downlink Process ends with delivery ~f 
committed data products to science 

.vestigators. 

The Downlink Team is responsible for the 
capture, conditicning, and delivery of science 
and ancillary dz!a committed by the project to 
txperimenters, as well as, all data required for 
monitoring the status of both the Voyager and 
Discovery Project spacecraft. 

The Downlink Team also provides analysis of 
sp~zecraft and science instrument 
performance and health. This team evaluates 
spacecraft and instrument siatus against 
expected performance anc, ,nitiates recovery 
actions for all spacecraft faikces. The 
Down!ink Team will providc inputs for the 
uplink process as necessary to generate 
engineering calibration and performance data 
needed to evaluate spaceci-ft performance 
and health, and will provici~ any necessary 
spacecraft state and status data to predict 
spacecraft behavior. 

In support of the Discovery Project, the 
Downlink Team will support concurrent 
development of spacecraft and Giound Data 
System (ClX) capabilities during the period 
preceding launch. This will incisde: suppor: 
to test and demonstrate spacecraft and 
grourd system compatibility; developme,~t of 
capabilities needed to display and evaluate 
spacecraft and instrument kerformance and 
health; support for development of fault 
protection :Igorithms and other 
programmable spacecraft capabilities; 
definition of spacecraft alann limits and 
recovery procedures; and other activities 
necessary to assure knowledge of the state 
and status of both the Voyager and Discovery 
spacecraft an2 instruments. 

Navigation Team Description 

The Discovery Navigation Team estimates, 
predhs, and controls the spacecraft 
trajectory and updates the planeta, and 
satellite ephemerides. Navigation personnel 
for systems engineering, orbit determination, 
m w  uver analysis, optical navigation support, 
trajec'ory analysis, and software maintenance 
w4i  comprise the Discovery Navigation 
Team. Radiometric orbit determination 
analysis and related operations support will be 
p.ovided by the Multirnissiun Navigath 
Team under hnding by the 
Telecommunications and Mission Operations 
Directorate (TMO). Discovery Project 
fUn3ing will provide for trajectory analysis, 
maneuver design pnd analysis, and optical 
navigation support functicns. 

Mission Scenario 

As mentioned earlier, the Voybger Project is 
operating in an extended cruise phase. 
Operations are routine and consist of daily 
spacecraft ,ontacts fi jr science and 
engiceering data collection and spacecraft 
perfornimce monitoring. Sequence 
operations are based on use of a baseline 
sequence composed qf repeatirrg spacecraft 
activities. Non-repeating or time-varying 
activities are controlled by periodic 
transmission and execlltion of overlay 
sequences. 

Discovery project mission operations wil: 
consist of multiple mission phases beginning 
before launch with System TestPre-launch 
Operations. Typical mission operations 
phases, operatioc activitieli, and mission phaie 
,duration are: 

System TestRre-launch Operations 

Support of system test anc! pre-launch 
operations consists of 



i. Generating all commands to be executed 
by the Discovery Project spacecraft 
during system test and pre-launch 
operations using the Sequence System. 

ii. Monitoring subsystem and instrument 
telemetry data in real time for test 
support and evaluation purposes using 
the operational GDS and Mission 
Support Area (MSA). 

This support will require that the GDS, 
including Sequence System development, be 
complete prior to the start of system test and 
that the combined J'oyager 1 Discovery flight 
team ar: staff& t near launch-operations 
level prior to the beginning of system test 
supp ; .  This includes having the remote 
science locations connected to provide test 
data :o the science teams for instrument 
checkout. 

Flight team activities during this phase will 
also include personnel test and training for 
launch and near earth operations. 

Launch And Near Earth Phase 

DSN support for the first three weeks is 
assumed to be continuous 24 hour per day 
coverage using 34 meter stations. The 
second three weeks will require 1-2 passes 
per day using 34 meter stations resulting in 8 
to 16 hours per day coverage. 

Spacecraft telemetry data are monitored 
during launci., parking orbit, interplanetary 
injection, and spacecraft separation. 
Following separation and initial spacecraft 
acquisition by the DSN, spacecraft telemetry 
data are monitored for subsystem and science 
instrument checkout purposes, radiometric 
navigation data are acquired, and the post- 
injection trajectory estimated. A Trajectory 
Correction Maneuver (TCM) is designed and 
executed correctmg any launch injection 
errors. Additional radiometric navigation 

data are collected and processed to confirm a 
successfirl trajectory correction, or to design 
an additional cleanup TCM if necessary. 

Following a complete spactcrafl checkout 
and resolution of any subsystem or science 
instrument abnormalities, the spacecraft is 
configured for cruise operations. The cruise 
configuration should be established around 
L+3 weeks with the next three weeks devoted 
to characterizing spacecraft performance in 
the cruise configuration. At nominally L+6 
weeks, cruise begins with reduced DSN 
tracking support consisting of either one 8 
hour pass per week or two 4 hour passes per 
week usifig 34 meter stations. 

Cruise - Spacecraft Health Monitoring 
And Maintenance 

The spacecraft health monitoring and 
maintenance phase includes the time period 
from L+6 weeks to encounterlorbit injection- 
6 months. DSN support during this phase is 
nominally one 8 hour or two 4 hour passes, 
(34 meter stations), per week for spacecraft 
health monitoring. Navigation requirements 
may result in additional tracking passes being 
required. 

Spacecraft control will be via a long-term 
baseline type of sequence that is augmented 
with periodic overlay sequences. The 
baseline sequence contains antenna pointing 
information for maintaining communications 
with the ground and any spacecraft events 
that are repetitive and can be planned in 
advance. Overlay sequences consisting of 
no&epetitive activities will be generated and 
transmitted to either Voyager or Discovery 
spacecrafi on a schedule consistent with 
mission requirements and Uplink Team 
staffing; nominally this will be no more 
frequent thair once every three months for any 
Voyager or Discovey spacecraft. Anomaly 
responses or special events will be handled by 



mini-sequences generated as required. This 
baseline/overlay sequencing strategy will be 
maintained throughout the cruise phase until 
6-months before the start of the Discovery 
Project encounterlorbit operations. 

Flight team staffing during the cruise time 
period is minimized by maximum utilization of 
shared flieht team personnel. With the 
exception of periodic detailed spacecraft 
checkout, the entire Discovery Project effort 
during cruise is spacecraft health monitoring 
and maintenance, and navigation. While the 
combined flight team staff needs to maintain a 
knowledge base in each spacecraft subsystem 
area for normal cruise operations, the ability 
to respond quickly to spacecraft anomalies 
will be limited by this minimum staffing 
approach. In the event of a significant 
spacecraft anomaly, a link will be established 
to the spacecraft contractor's facility for 
support of the contractor's spacecraft team. 
The spacecraft team will provide diagnostic 
support and will be responsible for 
recommending recovery actions. 

EncounterIOrbit Insertion Preparation 

The test and training phase for the Discovery 
mission includes the time period from 
encounterlorbit insertion-6 months to 
encounterlorbit insertion-4 months. DSN 
support will increase as final preparations for 
the start of the encounterlorbit insertion 
sequences are itnplemented and increased 
navigation support is necessary for starting 
the ephemeris updates of any early encounter 
sequences. 

During this final portion of spacecraft cruise, 
preparations for the start of the Discovery 
Project encountedcrbit operations are 
completed: 

The acquisition and processing of 
navigation data is increased for sequence 
updates and approach TCMs. 
Final checkout and configuration of the 
spacecraft for the start of 
encounter/orbital operations is 
accomplished. 
Training exercises are conducted to verifL 
and refine flight team operational 
readiness. 
Sequences are updated and loaded 
onboard the spacecraft. 

Encounter (& Gravity Assist 
Flyby)lOrbital Operations 

Flight team activities during this period are 
directed at: 

Acquiring the planned science data. 
Maintaining spacecrafl health. 
Achieving the trajectory knowledge and 
control to provide the viewing conditions 
necessary to successfblly accomplish the 
planned science observations (includes 
necessary TCMs). 
Updating the sequences based on the 
latest trajectory information. 
Capturing, processing, and delivering 
science data tLat are downlinked during 
the encounter operations. 

In the special case of a gravity assist flyby 
without any science data acquisition, the 
operations emphasis is on the acquisition and 
processing of navigation data and the 
execution of approach TCMs. Following the 
flyby, there will be additional navigation data 
acquisition and processing for a post- 
encounter TCM to correct trajectory errors 
resulting from the flyby. 



Mission Operations System 
Description 

The MOS is defined to be the collection of 
systems (hardware and software), personnel, 
facilities, and procedures required to remotely 
monitor and control a spacecraft and deliver 
data products to users. The MOS may extend 
to a remote scientific investigator's site to 
support science instrument control and 
scientific data delivery. However, the MOS 
does not include data processing elements, 
personnel, or procedures utilized by scientific 
investigators for scientific data analysis. 

The baseline Voyager MOS is composed of a 
GDS, two flight operations teams, and a 
collection of filly demonstrated operating 
procedures. Voyager management actively 
pursues a continuous improvement process to 
assure that the operational MOS is based 
upon the latest available technology, and 
incorporates new tools and processes as they 
become available. This continuous 
improvement process has kept the Voyager 
Project at the cutting-edge of mission 
operations engineering, and has resulted in the 
Project pioneering the operational use of new 
multimission capabilities, often becoming the 
prototype user for new capabilities developed 
for hture fli~ht projects. 

The systems that comprise the Voyager 
Project GDS are Telemetry, Command, 
Sequence, Spacecraft Analysis, Data Records, 
Tracking, Monitor and Control, and 
Simulation. The TMO Directorate provides 
multimission subsystems that constitute 
significant portions of the GDS. 

Development of the Discovery MOS will 
require modification of the Voyager GDS to 
add the capability to process Discovery 
spacecraft command and telemetry data. This 
will be done in a manner that minimizes the 

addition of new hardware, and exploits 
existing software capability. 

GDS Design and Development 

The design of the Discovery Project GDS will 
be approached fiom the perspective that a 
minimum cost design will maximize use of 
existing capabilities. This implies that 
requirements will be imposed on the 
Discovery Project spacecraft data system 
design to avoid unnecessary incorporation of 
new data format definitions, spacecraft clock 
design, decommutation schemes, etc. that 
would cause significant rework of current 
ground system capabilities. A design team of 
ground system developers and Discovery 
contractor spacecraft engineers will be tasked 
with identifjling and developing a set of 
minimum impact requirements and detailed 
design specifications that will likely require 
some compromise on bath sides of this 
interface. A process for concurrent 
spacecraft data system-GDS design will 
maximize communications and shorten the 
development life cycle. 

The Discovery GDS will include: 

a telemetry fiont-end processing 
capability providing: recovery fiom lost, 
noisy and disorganized data; detection and 
removal of data handling and transmission 
artifacts; removal of redundant data; 
distribution of data for display, analysis, 
and storage. 
a sequence development, validation, and 
command generation and transmission 
capability. 
a science data processing capability 
including: full-capability science data 
processing providing for data 
manipulation, editing, enhancement, 
archival storage, remote access and 
retrieval, Experiment Data Record 
production, and Planetary Data System 



hand-offi, or as preferred by the 
experimenter, quick access to science data 
processed only to eliminate recoverable 
gaps and add any required ancillary data. 
a spacecraft navigation capability 
providing: pre-launch tracking 
requirements analysis; conventional 
radiometric navigation; maneuver design 
and analysis; when required, optical 
navigation. 

Recommendations for Low Cost 
Mission Operations 
MOS Development 

i. Minimize life cycle costs by maximizing 
re-use of existing capabilities. This is 
feasible if the sharing Projects do not 
have missions that conflict with one 
another in terms of peak activity periods; 
a unique MOS is not required; and 
greatly different skills are not required to 
operate each mission. 

ii. Design the spacecraft data system to 
meet existing ground system interfaces, 
and avoid requiring unusual data 
formats, data modes, derived 
parameters, etc. 

iii. Foster a concurrent MOS-spacecraft 
engineering process. IJtilize a 
simulation capability to develop and 
demonstrate ground systemlspacecraft 
interfaces and compatibility as the 
spacecraft evolves. Extend the GDS to 
the investigators home institution, and to 
spacecraft developer facilities. These 
same ~round system nodes will later 
serve to support delivery of science data, 
support inputs to the uplink process, and 
support spacecraft subsystems analysts 
in event of a spacecraft anomaly. 

iv. Build ample margin into the spacecraft 
subsystems. This includes adequate 
onboard storage to avoid frequent and 
mandatory data playback, adequate 

power margin such that science 
instrument power shaing will not be 
required, adequate telecommunications 
link margin to avoid reliance on scarce 
large aperture ground antennas, etc. 
There will be trade-off decisions that 
affect spacecraft margins, and it must be 
kept in mind that the smaller these 
margins become, the more complex and 
costly operations will become. 

Flight Operations 

i. Develop a sequencing strategy that is 
compatible with your partners. Voyager 
Project will utilize a repeating baseline 
sequence with periodic overlay 
sequences. Do not plan a strategy that 
either requires a separate sequencing 
capability, or drives operations costs by 
adding complexity to the sequence 
process. .. 

11. Utilize extensive cross training of 
personnel to provide increased 
availability of operations support 
personnel to both missions with a 

... minimum of additional staffing. 
111. Minimize cruise activities, such as cruise 

science. Use onboard autonomy to 
reduce tracking coverage required for 
spacecraft performance and hea!th 
monitoring. 

Conclusion 

Flight projects that do not have ovemding 
requirements for unique MOS capabilities or 
for standalone operations can reduce 
operating costs by reusing rather than 
inventing, and by partnering with compatible 
projects to share MOS expenses. Voyager 
Project is actively pursuing this concept with 
a Discovery-class partner, and is planning to 
demonstrate the practicality and cost benefit 
of our shared operations concept. 
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The Mars Pathfinder Project plans a December 
1996 launch of a single spacecraft. After 
jettisoning a cruise stage, an entry body 
containing a lander and microrover will directly 
enter the Mars atmosphere and parachute to a 
hard landing near the sub-solar latitude of 15 
degrees North in July 1997. Primary surface 
operations last for 30 days. 

Cost estimates for Pathfinder ground systems 
development and operations are not only lower 
in absolute dollars, but also are a lower 
percentage of total project costs than in past 
planetary missions. Operations teams will be 
smaller and fewer than typical flight projects. 

Operations scenarios have been developed early 
in the project and are being used to guide 
operations implementation and flight system 
design. Recovery of key engineering data from 
entry, descent, and landing is a top mission 
priority. These data will be recorded for 
playback after landing. Real-time tracking of a 
modified carrier signal through this phase can 
provide important insight into the spacecraft 
performance during entry, descent, and landing 
in the event recorded data is never recovered. 

Surface scenarios are dominated by microrover 
activity and lander imaging during 7 hours of 
the Mars day from 0700 to 1400 local sdar 
time. Efficient uplink and downlink prgcesses 
have been designed to command the lander and 
microrover each Mars day. 

The work described in this paper was carried out by 
JPL, California Institute of Technology, under a 
contract with the National Aeronautice and Space 
Administration. 

Mission Overview 

Mars Pathfinder will be launched on a Delta 
7925 during a 30-day period beginning 
December 6, 1996. The flight system consists 
of a cruise stage and an entry stage (Fig. 1). 
The cruise stage is jettisoned just prior to entry 
into the atmosphere directly from the approach 
trajectory. Inside the entry body are the lander 
and parachute, retro-rocket, and air bag 
deceleration systems. The lander is a 
tetrahedron (Fig. 2). with a base plate and 3 
petals covered with solar cells. A microrover 
rests on one petal. The mission uses a short 
Type I transfer trajectory and is targeted for a 
constant landing date on July 4, 1997 at 19.5" 
N, 32.8" W in the ArestTiu Valles outflow 
channel into Chryse Planitia. Primary surface 
operations, lasting 30 days, consist of rover 
technology experiments, and imaging, alpha- 
proton-X-ray spectrometry and meteorology 
science. A lower activity extended mission may 
last for up to a year. 

Costs 

As a Discovery mission, Mars Pathfinder costs 
are capped at $150M in FY92$ for 
development. This translates to $17 1 M in real 
year dollars. In addition, the technology 
program contributes $25M for rover 
development and operations. The Mission 
Operations and Data Analysis budget from 
launch+30 days to End of Project is $14M. 
Tables 1-2 show cost data for the major 
systems and details of the Ground Data and 
Mission Operations System budgets. At a total 
of $10.9M and 6% the ground system 
development budget is smaller in both absolute 
dollars and as a percentage of total project costs 
than previous missions. 
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Organization 

The operations organization for Mars 
Pathfinder is smaller and has fewer teams than 
typical JPL flight projects. The organization, 
as illustrated in Fig. 3, consists of a Project 
Office, a Mission Director, and 5 operations 
teams: Experiment Team, Engineering Team, 
MOSO Support Team, GDS Maintenance, and 
DSN Operations Team. These teams report to 
the Mission Director, who in turn reports to the 
Project Manager, who heads the non- 
operations Project Office. The staffing 
numbers shown in Fig. 3 denote the maximum 
level planned for operations. This organization 
is in place in October 1995 at the beginning of 
ATLO (assembly, test, and launch operations). 

Ths Experiment Team provides operations 
support for rover operation and science and 
technology experiments during surface 
operations phases. This team inclildes science 
investigators and rover technology 
experimenters when they are performing 
operations tasks. 

The Engineering Team conducts mission 
planning, sequence generation, flight system 
performance analysis, navigation,and real-time 
flight control and commanding tasks that insure 
safe operations and achievement of mission 
objectives. This team also supports ATLO 
with planning and development of test 
sequences for test and training. 

Support is provided by MOSO (Multimission 
Operations Systems Office) for data system 
operations, data administration, and image 
processing. In addition, MOSO maintains the 
baseline GDS capabilities at no cost to the 
Project. 

The Project adaptations to the baseline GDS are 
maintained by Project GDS personnel. 

The DSN (Deep Space Network) Operations 
Team provides the interface between the Project 
and the DSN for obtaining network coverage 
for commanding and telemetry receipt at no 
cost to the Project. 

Rl)rtsw* 5 
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Figure 3. Mars Pathfinder Operations Organization 



Enabling Characteristics 

Low operations costs are enabled by system 
characteristics established from an end-to-end 
perspective and concurrent engineering of the 
flight and ground systems: a. Acceptance of 
more risk as a Class C mission enables 
the use of more autonomous capabilities 
onboard and thus enhances flight system 
operability. For ground operations, multiple 
levels are not needed for review and approval. 
b. No cruise science and limited 
surface instruments. c. Large GDS 
inheritance enables the project to build a 
GDS at minimum cost. d. Better flight 
system operability. The flight system is 
designed with emphasis on operability. Sample 
design decisions based on the operability view 
are: (1) A simple spin-stabilized flight system 
(2) Large flight computer margins - The 
provision of large computer resources (i.e. a 
32-bit RISC processor with processing power 
up to 20 MIPS, sequence memory size at 
4Mbytes, data storage capacity at 128Mbytes, 
and system backplane bandwidth 2 
10MbytesIs) negates the need for allocating the 
above resources during mission operations. (3) 
No external storage devices (such as a digital 
tape or solid state recorder) - only RAM and 
EEPROM are used for storing flight software 
a,ld data - offering better flexibility and 
simplicity for uplink operations. (4) On-board 
sequence memory management simplifies the 
uplink process. (5) On-board autonomous 
capabilities - includes closed-loop monitoring 
and control of the thermal and power condition, 
lander high gain antenna Earth pointing, flight 
system mode control, a demand-driven rover- 
lander interface scheme, and autonomous rover 
traverses. (6) Asynchronous data-driven 
telemetry handling scheme which makes the 
telemetry data collection, data recording, data 
retrieval, and data downlink processes totally 
decoupled from each other. The MOS no 
longer has to design, test, and schedule the 
telemetry modes as in other planetary missions. 
(7) Priority downlink of telemetry data so that 
high priority operations data can be downlinked 
ahead of lower priority data. e. No complex 
navigation data types -only Doppler and 
ranging data are used for orbit determination. 
Thus not only the process of flight path 
estlmation but other activities, such as sequence 
development, are greatly simplified. 

Cruise Scenario 

The cruise mission phase begins at separation 
of the flight system from the launch vehicle 
upper stage and ends with the turn to entry 
attitude at Mars arrival -1 day. The initial cruise 
sequence continues from the launch load, and 
includes spin down, attitude stabilization, 
telemetry acquisition and the first of two 
complete flight system health and status checks 
(Fig. 4). For launch on the opening day of the 
30-day launch period, 8 cruise sequence loads 
are planned with the first 7 about 4 weeks and 
the 8th about 1 week in duration. The 8th load 
contains the second and last health and status 
check. No other experiment activity is planned 
for cruise. 

Four trajectory correction maneuvers (TCMsj 
are scheduled. Navigation is based on two-way 
Doppler and range data. TCM-I removes 
launch injection errors and most of the aiming 
point bias necessary for Planetary Protection. 
TCM-2 corrects execution errors of TCM-I. 
The 3rd TCM targets the flight system for Mars 
atmospheric entry and TCM-4 corrects 
execution errors of TCM-3. Delivery accuracy 
on the surface is about 200 km downtrack and 
100 km crosstrack (3 sigma). 

The sequence load strategy for launch delays is 
to maintain the first three cruise sequences as 
designed with TCM-1 at L+30 and TCM-2 at 
L+60 near the beginning of loads COO02 and 
0 0 3 .  Cruise load COO04 will be shortened 
with each launch delay and will be deleted if the 
delay approaches 4 weeks. 

The uplink process allocates three weeks for 
cruise sequences (4 working days for planning, 
8 days for generation, 1 day for final updates, 
and 1 day for commanding). The allocation of 
three weeks to generate a four week sequence 
provides the margin to enable the mission 
operations teams to perform the following 
additional tasks while minimizing the 
requirement for wended work hours: ( I )  
characterize and respond to flight system 
anomalies, (2) participate in test and training 
exercises and certification of team members for 
surface operations, and (3) design, generate 
and update entry, descent and landing, and 
nominal surface operation sequences. 



EDL Scenario 

Figure 4. Mars Pathfinder Cruise Timeline 

The entry, descent, and landing (EDL) phase of 
the Pathfinder mission begins one day prior to 
Mars arrival and ends with the touchdown of 
the lander on the Mars surface. An EDL 
sequence, a sol 1 and sol 2 sequence, and a 
contingency sequence (covering the entire 
surface operbtions phase in the event landing 
damage prevents normal operations) are 
uplinked prior to jettison of the cruise stage. 
The EDL operations! scenario is characterized 
by the following: 

a. Continuous DSN coverage is provided 
through a 70-M DSN station. 

b. Continuous real-time engineering 
telemetry monitoring of the flight system 
state up to parachute deploy. 

c. Continuous carrier tracking to obtain 
flight system state information concerning key 
EDL events. Real-time tracking and recording 
of carrier signals are performed at the DSN 
station. Real-time display of frequency 
spectrum through a Spectrum Q n a l  Indicator 
(SSI) gives some visibility into EDL status. 
Telemetry acquisition will not be possible after 

parachute deploy due to large varying angles 
between the flight system low gain antenna 
boresight and Earth. MOS will obtain 
knowledge of critical events using the 
following two mechanisms: (1) Determine the 
deviation from the nominal entry profile by 
measuring the line-of-sight velocity using a 
recovered Doppler frequency profile. (2) 
Analyze the transition of amplitude modulated 
carrier signals to determine the modulation 
index changes. These changes are commanded 
by the flight system to obtain a carrier 
suppression of 0 or 6 dB (and perhaps other 
levels) upon ; . ~ e  occurrence of key events in 
the EDL sequence. They provide critical state 
information to the MOS. Figure 5 depicts a 
potential strategy for obtaining telemetry and 
EDL state information. 

d. Autonomous execution of on-board 
EDL activities by the flight system. These 
autonomous actions, e.g. cruise stage 
separation, chute deploy, heatshield release, 
lander release, RAD firing, are controlled by 
the flight software based on pyro event timing 
parameters in the EDL sequence. This means 
that no real-time ground control of the flight 
system is possible after cruise stage separation. 
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Surface Scenario that these values will not be exceeded. They 
are bad enough to significantly limit activity 
schedules. Contingency scenarios will be ready 
if conditions are better or worse. 

Most JPL spacecraft operate in the relatively 
well-understood environment of deep space. 
Pathfinder, however, must land and operate on 
a largely unknown planetary surface. The tilt of 
the lander with respect to the Sun, Earth and 
local horizontal all affect battery charging, 
communications and rover maneuvering 
operations. The amount of atmospheric dust 
affects solar panel response and amount of 
battery heating required. Nearby rocks or 
features might block the Sun or rover exit 
paths. Lander orientation in azimuth with 
respect to the Sun changes the time of day 
when various amounts of power states are 
reached and when pictures can be taken. These 
are all factors which can be statistically 
surmised but not known in advance. They 
make prediction of activity sequences and 
mission data return time tables more 
problematic than for most other types of 
missions -- even if the lander vfere to work 
perfectly. 

We hope to accomplish the basic mission 
quickly, since thermal cycling could end the 
mission early. As shown in Table 5, much of 
the imaging is done on sol 1 and stored. This is 
because the data a,quisi;ion scheme includes 
imaging as much as possible early and storing 
the compressed data in memory, in case 
anything goes wrong with the camera later. The 
plan is to complete the basic rover mission in a 
week. 

To account for a range of environments, as 
well as for possible hardware problems, the 
project has adopted a policy of maintaining 
some number of both "nominal" and 
"contingency" scenarios. These scenarios are to 
be negotiated before landing to reduce decision 
times. 

Table 3 shows a ralge of activity schedules and 
milestones for three different example 
conditions: optimistic, reduced, and loss of 
High Gain Antenna (HGA). These scenarios 
are generated in a system of spreadsheets 

Nominal lander performance and surface 
scenarios are based on an optical depth, tau, of 
1.0 and an adverse lander tilt of 15'. Rough 
estimates indicate a probability of about 82% 



which include formulas for battery charging 
and discharging, data compression, and 
engineering data acquisition, and tables for 
DSN coverage, solar array input, activity 
schedules, rover and lander powe,r modes, and 
data rates. As shown, each sccnario can be 
reported against a schedule for achievement of 
formal mission success milestor.ies. 

Data acquisition and data return projections for 
an "optimisiic" nominal mission are shown in 
Tables 4 and 5. Among !he optimistic 
assumptions is the amount that can be achieved 
on sol 1, as shown in Table 3. 

The EDL and sol 1 sequences (as loaded before 
entry) run until telemetry can be received and 
the lander can be commanded from Earth, at 
which point sol 1 activity can be modified if 
necessary. Rover deployment is enabled from 
the ground based on downlinked images. The 
operations plan for each sol thereafter is to 
command the lander and rover in the Mars 

morning just after receipt of important 
overnight telemetry to confirm acceptable 
status. Depending on the amount of solar 
power available and lander energy balance, up 
to 5 hours of aS ' ;anal telemetry is obtained 
during the rest 01 ~lle sol for rover and lander 
status and science data. The nominal 
communications period is from 0700 to 1400 
LST. During the other 17 hours each sol, 5 
hours are allocated for telemetry analysis, and 
15 hours for replanning and a highly automated 
generation of the sequence for the next sol, 
leaving a 2 hour margin. This process repeats 
each sol for the rest of the 30 sol prime 
mission. 

Operations after the 30 sol prime mission 
continue similarly, except that the da-J rates 
will go down by 75% when the project 
switches to 34-meter DSN stations. The data 
rate continues to drop to a low of 150 bitsls in 
June 1998, as the Earth-Mars distance 
increases. 

Table 3. Mission Activity Milestones for Optimistic, Reduced, and LGA Missions 

'OPTIMISTIC' NOMINAL MISSION 1 'SLOWED D O W  NOMINAL MIWK)PI MISSION ON LOW W N  ANTEWU 

I I I l Sol when1 I I I I f 

* Sol numbers indicated are for data acquisition. 
Downlink of much of the panorama data occurs on later sols. 



Table 4. Optimistic Surface Mission Data Acquisition Timetable (Mbits) 

~ G A T E G O R Y  1 LANDED MISSION WEEK 1 Data 1 

I I I 

0.21 0.11 0.11 0.1 0.E 
Soil 0.11 0.11 10.0 0.2 

L I D : -  - 

Mission Support lmaging 
Science lmaging 
Technology Imaging 

I I I 
1 1 2 1 3 1 4 

Table 5. Optiristic Mission Data Return Timetable (Mbits) 

Totals 

-. - - 
Technology Experiments 
Rover Engineering 

Meteorology 
'weekly Data Acauisition Totals 

Experiment Data 

Time Frame 

3.6 
0.9 
0.7 

392.6 

I 
7.4 
5.7 
2.8 

548.5 

1.8 

2.0 
0.7 

24.5 

0.9 
1.6 
0.7 

110.3 

1.0 
1.2 
0.7 
21.1 
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ABSTRACT 

This paper presents some new approaches 
which are required for a better adequacy of 
Mission Planning Systems. In particular, the 
performance, flexibility and genericity issues 
are discussed based on experience acquired 
through various Missioa Planning systems 
developed by Matra Marconi Space. 

Key Words: Mission Planning, Knowledge 
Based Systems, Flexibility & Performance. 

INTRODUCTION 

The increasing complexity of modem spa- 
cecraft~, dnd the stringent requirement for 
maximizing their mission return, call for a 
new generation of Mission Planning Systems. 
Indeed, this complexity has several impacts on, 
the : 
- adequation of the specific planning & sche- 
duling methods; 
- performance problems; 
- compliance with the eventual evolutions of 
the mission itself. 

This paper presents the main lessons learned 
by Matra Marconi Space from several projects 
on Mission Planning, showing the benefits of 
advanced software techniques. They are 
illustrated by systems developed by Matra 
Marconi Space. 

PROBLEM DEFINITION 

The term "Mission Planning" is used to refer 
to the process of planning and scheduling all 

activities and operations of the space, segment 
(spacecraft platform and payload, e.g. power 
sub-system for the platform, optical 
instruments and tape recorder for thc payload) 
and the ground segment (ground station 
activities, payload data processing and product 
dissemination) associated to a given mission. 

The main inputs to the Mission Planning 
System are a set of requests of the following 
types : 
- Spacecraft platform operation; 
- End User request (e.g. observation requests 
for an Earth observation satellite); 
- Other types of ground segment activities 
(data processing, dissemination, etc). 

The main outputs of the Mission Planning 
System are the Service Utilization Plan for 
satellite End Users, the Final Operations Phn  
uplinked to the space segmetr*. Additional 
outputs include ground segm, .s activities 
plans. From an operational point af view, the 
whole process is decomposed in the two 
following phases : 

Generation of the Operations plans : This 
phase is performed off-line and deals with the 
acquisition of User Requests and the detailed 
planning and scheduling of all space 1 ground 
operations. It ir,cludes : 
- The generation of the Preferred Exploitation 
Plan (PEP), 
- The integration of this first plan with the 
activities required by the Operations team for 
house keeping manoeuvres, and the 
production of the final "executable" plan. 

Execution of the Operations plans : Once the 
whole planning and scheduling process has 



been completed, a schedule is available for 
execution and transmitted to the execution 
environment. During execution, monitoring is 
performed to control the evolution of the 
mission and detect eventual anomalies. If any 
disturbance on the currerlt schedule occurs 
during its execution, rescheduling may be 
required and perfomid locally by the mission 
control center. If the rescheduling fails, a 
replanning session is entered on the Mission 
Planning System. Examples of anomalies 
include resource shortage (e.g. electrical 
power drop, unavailable ground station), 
activity execution failure (constraint violation, 
unexpected result), and changes in the satellite 
status due to some contingency (automatic or 
manual plan interruption, unexpected state 
transition). 

ADVANCED TECHNIQUES 

Based on experience learnt from past deve- 
lopments and current studies, both on ope- 
rational Mission Planning systems and on 
advanced prototypes, three main areas which 
can be improved using advanced techniques 
(e.g. Artificial Intelligence) can be identified : 

The Mission Planning problem is generally 
characterized by an intrinsically high com- 
binatorial complexity, reflecting the com- 
plexity of the spacecraft itself and the nu- 
merous utilization constraints related to the 
resource usage, the inter-instruments 
constraints and the mission operational 
constraints. Taking the example of the Earth 
Observation missions, the planning process 
(typically performed on a daily basis) has to 
select an "optimal" set of candidate 
observation requests to be executed in the next 
day, among a set of pending requests which 
may be of the order of thousands. The 

weration of all the possible scenarii cannot 
oe performed irr a reasonable time. It is thus 
necessary to find powerful algorithmic tech- 
ni,::~es to deal appropriately with that com- 
plexity, in order to optimize as much as 
possible the utilization of the satellite, while 
taking into account the constraints on the 
available computing time. 

Mama Marconi Space has conducted an in- 
ternal study on this problem in order to 
evaluate the applicability of advanced al- 
gorithmic techniques on the planning & 
scheduling of an Earth Observatior~ spacecraft. 
Generally, this type of spacecraft raises a 
complex planning h scheduling problem due 
to the high number of potential requests that 
can be submitted and also the hard operational 
constraints having strong impacts on the 
feasibility of the resulting plan. Thus, the 
objective of the study was to optimize as much 
as possible the use of the satellite resources 
with an acceptable response time taking into 
account the following points : 
- On one hand, the combinatorial problem due 
to the high number of requests to be scheduled 
makes the determination of a good sdution 
difficult in a reasonable time (large space of 
potential solutions to be explored); 
- On the other hand, the complexity of the 
spacecraft due to the management of tape 
recorders, the strategy used for ground station 
dump operations and the constraints imposed 
by the capabiiities of the instrument% (e.g. 
transitions between image acquisitions) makes 
the determination of one feasible plan a time 
consuming step. 

The activity performed in 1993-94 lead to the 
definition and implementation of a planning 
algorithm applied to the SPOT4 mission 
planning problem using an iterative and "e 
time'' optimisation strategy [I] .  This approach 
is characterized by two phases : 

- Phase 1 : Determination of a first plan 
(without optimization) based on a simple 
heuristic strategy. This phase is considered as 
an initialization phase being responsible for 
the determination of a first potential solution. 

- Phase 2 (The anytime phase) : The al- 
gorithm starts a loop which explores the initial 
plan elaborated in Phase 1 and then optimizes 
this plan. This operation is done by iteratively 
removing some requesrs and inserting new 
requests according to heuristics driving the 
plan evolution toward a better plan quality. In 
order to avoid looping in the remove / insert 
process, all generated plans (up to several 
thousands) are stored and each new plan is 
checked against the history of the already 
generated plans. At any time, the "current 
plan" is defined as the kest solution at hand, 



with respect to the plan quality criteria as 
specified operationally. - gvolution of the ground segment : 

Modifications of ground segment may 
impact on the planning problem by adding 
or modifying constraints related to the 
ground segment capabilities. For instance, 
the post-processing of received data may 
be improved by new computer 
characteristics enabling the possible pro- 
cessing of more requests. 

This algorithm was integrated into a mission 
simulatol, for analysis on real problems. 
Testing has been performed using operational 
scenarif and the analyses conducted during the 
testing phase have allowed to demonstrate the 
following advantages of the approach : 

It mc:k :s the problem globally, optimizing 
the so! ttion with respect to the whole set of 
.on.it:-sints, . . instead of handling separately 

,the '.ifferent constraints (this latter 
appr,l,ach based on filtering mechanisms, 
bj. n,uure, always leads to sub-optimal 
wlutirms); 

- g g  : The 
feedback of the mission is generally a 
source of experience that can be used to 
improve the spacecraft utilization and to 
better fulfill the objectives of the mission. 
This imply a lot of modifications on the 
planning & scheduling strategy to be used. 
This is particularly true at the early 
beginning of the exploitation. 

A first plan can be made available at the 
end. of the first phase, in a very short time; 

Thc i itial plan is improved regularly and 
soh k t ;  Ins anz available at any time (Several 
plans 3f approximately the same "quality" 
art: ,av i~ilable); 

In conventional Mission Planning System, 
information is more or less hard-coded, 
making changes and corrections difficult. For 
instance, the evolutions of conceptual 
information concerning strategies for re- 
solving conflicts cannot be modified by the 
operator and requires software modification. 
In order to solve this problem, K n o w l e w  
Based 3vstems W3S) have a more declarative 
approach which brings a Sigh degree of 
flexibility in the system. 

The flexibility of the iterative approach 
allow:. late insertion into the plan of new 
requesis, which is an important advantage 
from an operational point of view. 

This appmach thus proved to be quite suc- 
ctssf~l; funhenore, it is general enough to be 
nusable for other planning and scheduling 
prob! m s .  Further developments in this area 
now concern the application of these 
techn p ~ ~ s  to a new observation satellite. 

The following systems can be mentioned to 
illustrate this approach : 

- PlanErs, dedicated to Mission Planning; 

- Optimum, a more generic project planning 
& scheduling system. 

The lifetime of spacecrafts and the duration 
and coinplexity of the projects call for highly 
flexible ~ ~ n d  evolutive planning systems, 
enabling uiiers to adapt the planning system to 
the evolutions of the plsnring problem. 
1 ideed, the following cr ces can be envisaged : 

PlanErs : 

PlanErs [2], [3] is a mission planning system 
developed by MMS (France), CRI (Denmark) 
and AIAI (University of Edimburgh) for the 
European Earth Resource Observation satellite 
ERS-1. It has been developed during an ESA 
R & D project from 1987 to 1990. Its first 
objective was the mode1Iing of the planning & 
scheduling process in order to optimize 
planning strategies (usage of recorder, record / 
dump strategy and selection of the ground 
station dedicated to the dump operation, 
priority mechanism between requests in order 
to cope resource shortage, etc). It is 
implemented in Common Lisp on top of the 

- ~:volut i~n of tt A 2oacecraft (e.g. degra- 
ciaticu of the alable power, degradation 
of the recoder capacity, equipments out of 
order, .. 1 : The defini:ion of the spacecraft 
model rerlecting the capabilities of its main 
com2onents must be modifiable all along 
t i  mission since it influences the planning 
eonsaainrs related to the space segment. 



KEE [4] development shell which provides an 
object-oriented programming environment and 
graphic functions. 
One of the main features of the system is the 
use of a high level, user accessible formalisms 
for representing the different areas of the 
planning knowledge. 

The object oriented model of the satellite, the 
rules used for expressing planning constraints 
and strategies, and the associated syntactic 
editors, provide the users with an easy-to-use 
environment enabling them to modify the 
internal planning knowledge, for instance on 
the following aspects : 

operational constraints related to instrument 
usage (e.g. maximum usage per eclipse) : 
these rules have been frequently modified 
during the system experimentation in order 
to optimize instrument usage as well as 
power consumption; 

transition modes for instiument . An 
example is the following rule. 

From Mode Measurement-1 to Mode 
Mearwement 2 
- Goto Mode Standby 1 during 10 seconds 
- Goto Mode Standby2 during 20 secondr 
- Goto Next-Mode 

niles defining tie IDHT (recorder) stra- 
tegy. These rules have been one of the 
main problems raised by the ERS-1 
application. The challenge was to define a 
concept enabling to change interactively 
strategies concerning the transition between 
IDHT modes in order to optimize the re- 
corder capacity as well as ensuring a good 
coverage of global zones, taking into 
account priordes. Due to the numerous 
events to be taken into account in  the 
definition of these transitions (orbits, 
eclipses, ground stations, precise timing 
between events, transition duration), a 
specific rule formalism had to be designed. 
Using the syntactic editor, end-users have 
been allowed to modify the IDHT 
behaviour, modifying the chain of 
transitions according to the context. A 
specific effort has been made during the 
experimentation phase in order to increase 
the readability of this formalism, and in 

particular to define a clear set of parameters 
to be taken into account during IDHT 
planning. 

power conflicts resolution rules : these 
rules are used when conflicts are detected 
on power usage. Here too, the difficulty 
was to define a set of parameters (e.g. 
Depth Of Discharge over the orbit N) and 
generic actions (reject a request, reduce a 
request, ...) to be taken into account during 
power verification and conflict resolution. 

other parameters : finally, the system 
includes a set of parameters characteristic 
of the planning constraints, such as the 
transition duration, the power consumption 
per instrument modes, the precise tape 
position table for the recorder, the available 
power from solar arrays, ... All these 
parameters are user editable. 

The flexibility offered by the system was 
originally limited to the transition rules but 
was extended during experimentation to cover 
operational constraints as the users identified 
the numerous possibilities offered by this 
feature. The possibility for the user to modify 
on-line various constraints and conflict 
resolution strategies, and see immediately the 
effects on the plan generated by the system, 
was a preponderant argument to the planErs 
usage. 
Figure 1 describes the Man Machine Interface 
of PlanErs. 

Thanks to this approach, the PlanErs system 
has been used in 199 1 - 1992 by the European 
Space Agency (ESA) as a Mission Analysis 
tool for interactively simulating the impact of 
various strategies and constraints on the 
mission output of the satellite. PlanErs also 
allowed to demonstrate a high benefit of 
Knowledge Based System techniques ;o deal 
with the problem domain evolutivity thanks to 
the very modular and declarative 
representation of the different types of 
knowledge involved in the scheduling 
problem. 
PIanErs is going to be reused for the ERS-I 
and ERS-2 mission analysis at ESA / ESRIN. 



GMPF : 
Optimum : 

Optimum [ 5 ]  is a generic purpose planning 
and scheduling system that has been designed 
to handle complex problems in which plan 
quality, resource optimization and plan 
progress monitoring are key issues. 
Interactivity of the system enables the user to 
assess diffe~nt planning scenarii and to take a 
decision in real-time. It was originally an 
R&D project for ESAfESTEC developed in 
1991- 1992. Consolidated by Matra Marconi 
Space in 1993, it is now used for planning 
integration activities of the Ariane 4 Vehicle 
Equipment Bays. It is implemented in 
Common Lisp + the CLOS object system. 

The comparative advantage of OPTIMUM, 
with respect to classical project planning 
systems, is its ability to capture information 
which describes the underlying logic of the 
plan, instead of using pre-defined sequences 
of activities. This allows the system to : 

- verify the logic of the plan built or updated 
by the user, 

- provide a rich formalism to describe the 
constraints of the domain; 

- schedule activities and resolve resource 
conflicts. 

Figure 2 describes the Man Machine Interface 
of OPTIMUM. 

The need to reduce mission-specific software 
development costs requires to develop Generic 
Mission Planning functions, from which a 
mission-specific Mission Planning system can 
be derived at low cost. In this case, the use of 
an pbiect oriented re~resentation for both the 
spacecraft model and the definition of the 
planning and scheduling methods participate 
to the genericity of the planning system by 
offering a more natural and reusable 
decomposition of the planning & scheduling 
world and of the methods governing the 
planning process. 

This issue is addressed in the Generic Mission 
Planning Facilities (GMPF) project (31 which 
is currently performed by Cray Systems (UK) 
and Matra Marconi Space (France) for the 
European Space Agency (ESAIESOC). The 
objective of this study is to analyze the 
commonalities between the large variety of 
Mission Planning Systems dedicated to 
specific missions and, by identifying the plan 
elements and the planning and scheduling 
process required by several types of mission. 
to define a common planning & scheduling 
kernel which can be easily customized to 
specific missions. The GMPF project should 
contribute to the definition of the new 
generation of Spacecraft Control Center 
(SCOS 11) which is conducted by ESA / 
ESOC. 

The envisaged types of missions are : 
- Observatory Missions: The spacecraft has 

one main instrument. End Users are 
allocated observing time windows during 
which they have dedicated usage of the 
instrument. 

urvev Missions: The spacecraft has a 
single or a small number of payloads. The 
spacecraft and payload are normally 
operated by a centralised agency on behalf 
of a number of End Users who request 
specific observations that are planned 
according a high level mission definition. 

- Multi-Instrument Missi-: The spacecraft 
has a number of independent experiments, 
each provided by a separate Principal 
Investigator (PI). The platform is operated 
by a centralised agency but PIS are 
responsible for operation of their 
experiments, submitting requests to the 
control centre. 

- Telecommunication Missions: The spa- 
cecraft has a number of transponders to 
provide communications between ground 
stations (fixed service) or between another 
spacecraft and ground (data relay service). 
The spacecraft and its payload are operated 
by a centralised agency on behalf of the 
End Users. Transponders communication 
channels are allocated to Users. 



The result of the GMPF study will be the Mission Planning systems : perfor qance, 
definition and prototyping of : flexibility and genericity. Addressing these 

issues in future Mission Planning Systems is a 
an l i b r v  defining the planning major effort necessitated by the growing 
& rheduling and methods. 'Ihese complexity of space systems in order to objects can be later reused or customized combine and without 
(by subclassing) for a specific application. impacting on the global cost. Since this last 
a set of tools used to customize the library aspect is becoming-more and more crucial, the 
for a given application. These tools include genericity issue is one of a major concern of 

space companies and agencies. 

- a User Interface Builder based upon an 
existing commercial tool and comple- 
mented by dedicated widgets specific to 
Mission Planning functions. It is used to 
define the User Interface dedicated to the 
Mission Planner. 

- a Librarv Browser used to navigate in the 
classes hierarchy and dedicated to the 
software developer to pick up software 
components to be used in a specific 
application. 

- a Mission S~ecific Information Editor 
used to defines all the parameters which 
are normally fixed for the whole mission 
but can evolve due to modification of the 
space / ground segment. 

- a Rule I Constraint Editor used to provide 
the Mission Planner with the capability to 
define and edit rules and constraints using 
templates (e.g. syntax driven editor). 
This tool is used during the mission 
lifetime. 

At the current stage, the definition of the users 
requirements for the GMPF library / toolset 
has been performed leading to a first 
specification of the main object classes (and 
attached informations) to represent data 
(plans, schedules, activities, etc) and 
knowledge (constraints, planning strategies) 
relevant to the planning proms. 

This project will be completed at the end of 
1995, and will lead to the implementation of a 
prototype of the GMPF and of a mission 
specific demonstrator. 

CONCLUSIONS 

In this paper, we have presented three main 
areas where advanced software techniques can 
contribute to solve the requirements raised by 
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Figure 2 : Optimum Gantt representation. Activities are represented in the top window and re- 
sources consumption profiles are shown in the bottom window. 
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ABSTRACT 

During SpaceOps 92 the idea of 
generic mission planning concepts for 
space astronomy missions, that could 
be applied to future missions in order 
to simplify software development, 
was introduced. It was proposed that 
mission planning systems could be 
decomposed into functional elements 
that could be standardized and then 
organized into optimal functional 
flows for each individual mission. In 
addition, it was further suggested that 
these flows themselves could be 
reduced to a small set of possibilities 
by describing them in terms of generic 
mission type, such as manned, 
unmanned, high orbit, low orbit, etc. 
The Advanced X-ray Astrophysics 
Facility (AXAF), planned for launch 
in the latter part of '98, represents the 
first application of this idea on an 
unmanned mission. This paper 
examines the AXAF Mission Planning 
and Scheduling concept in light of the 
generic system theory. Each 
functional element is evaluated 
according to AXAF characteristics and 
requirements and then compared to its 
generic counterpart. Functional flow 
considerations are then derived from 
the overall AXAF mission planning 
concept to determine the viability and 
sensitivity of the generic flow to actual 
requirements. The results of this 
analysis are then used to update the 
gen.:ric system concept and to define 
the level of commonality and core 
system components that are practical 
to achieve across multiple missions. 

INTRODUCTION 

The recent emphasis on smaller, 
cheaper and faster satell i te 
development has led to  a 
corresponding reduction in ground 
support system funding. This trend 
manifests itself not only ill control 
center hardware architecture, but in 
software system design as well. 
Several control centers already exist 
that support multiple missions and it is 
expected that this will in the future be 
the norm. A natural extension of this 
philosophy is a concomitant thrust by 
ground system designers to devise 
generic on-linl: support softvifre and, 
to a lesser extent, the off-line software 
used for spxecraft operations and 
control. The latter, especially, has 
been more difficult to bring about 
because of unique science instrument 
and satellite characteristics and (unlike 
common control center development) 
different designers are involved in 
each project. In the case of AXAF, 
great emphasis has been placed on 
generic on-line s0ftwal.e and extensive 
reuse of existing o;f-line software 
elements. Simple reuse of appropriate 
routines, however, is not enough to 
produce a software system that will be 
useful for more than one mission; it 
also requires careful consideration of 
flexible design features, functional 
modularity and functional flow. The 
benefits of a generic system are 
reduced costs, easier maintenance and 
updates, reduced user training, and 
analytical tool spin-offs. 



THEORETICAL 
COMPONENTS 

During SpaceOps 92 the idea of a 
generic mission planning and 
scheduling system for space 
astronomy missions was introduced. 
The theoretical basis for this idea was 
determined by examination of past and 
existing systems spanning over 20 
years. By comparing similar 

functional elements in each of these 
systems, the authors were able to 
define a set of functions common to 
every system, although the specific 
implementation and packaging of 
these functions varied widely with the 
passage of time and the peculiarities of 
e?ch project. The eight resulting 
theoretical components of the generic 
sq stem are listed in Table 1 along with 
a brief definition of each. 

Table I .  Generic Mission Planning Functions 
MISSION PLANNING FUNCTIONS 

Observation & Engineering Request Processing 
Receive, check and edit observation and engineering requests 
Orbital Mec5anics 
Generate all ephemeris, environmental and geometric data 
Guide Star Selection 
Select guidelaspect stars for each observation 
Scheduling 
Schedule science and spacecraft activities 
Editing 
Modify and revalidate existing schedule 
Communications Planning 
Determine communications opportunities 
Spacecraft Management 
Generate detailed, chronological list of spacecraft activities to implement schedule 
Flight Operations Team Support 
Display and tabulate mission planning data requirec! for flight operations support 

AXAF CONCEPT 
COMPONENTS 

Since SpaceOps 92, two new 
missions have begun development o i  
their respective mission planning and 
scheduling systems along, the lines of 
the generic model. Astro-2, a manned 
Spacelab flight, will reuse much of the 
Astro-1 software with improvements 
in the schedule editing, guide star 
selection and fllght operations support 
areas. The other mission, AXAF. 
belongs to the unmanned world and is 
one of the four satellites in the Great 
Observatories program. It too will 
reuse much software from previous 
missions and its off-line software 
design will emphasize modularity and 
independence of functional elements. 

Aliliough the AXAF Mission Plannhg 
and Scheduling system design is in 
the early prototype stage, a 
recognizable structural outline of 
process flow, and the features 
included in each functional module are 
emerging. The elements composing 
this concept and their interaction are 
depicted in Figure 1 .  Notice that 
some of the functional titles in the 
flow diagram are different than those 
li:.ted in the generic concept, and that 
the "packaging" is not always the 
same. Thcse variances, however, are 
not detrimentai ic) the generic theory. 
Specific titles for each function will 
vary fram project to project. What 
really matters is tha! each function 
remain essentially the sane regardless 
of what it's called. As #as mentioned 





in the original paper, it is likewise 
acctptable to package functions 
toget lw as ixeded by specific 
missims. so long as each function 
~ i ; i n t a ins  its modularity and 
standalone capability. The reverse 
process of splitting subfunctions into 
separate packages, as is the case in the 
AXAF solution, is also permissible 
with the same stipulation. 

In the AXAF generic soI~;:ion, the 
process described above was used 
liberally. The scheduling, editing and 
:ommunications planning functions, 
for example, have been packaged 
together for convenience due to their 
close relationships. This allows the 
user to interact - 4 h  these functions as 
needed wi'hcut having to create 
intermediate products and migrating 
between applications windows. The 
spacecnft management function for 
AXAF is called the Detailed 
Operations Timeline (DOT), but 
ot'lerwise exactly matches the 
theoretical generic element. The name 
itself derives from the fact that the 
DOT contains  a complete  
chlonological list of all activities at the 
mnemonic level and is the f ind 
mission planning product that feeds 
direc[ly into the Command 
M;laivemerlt System (CMS). 

One of the most difficult to define 
elements of the generic system is what 
was called (for lack of a more 
definitive name) "Flight Operations 
Team Suyport." In terms of 
functiondity, this element differs from 
the other elements in that it doesn't 
have its own unique computational 
niche; i.e., it is not part of the 
essential data flow required to operate 
the spacecraft. It consists instead or 
information produced in the o the~ 
elements, but organized and presenteb 
in formats suitable for Flight 
Oper .tions Team support. The 
AXAF concep! has clarified this 
function considerably by creating a 
support module called the Interface 
and Support Software (ISS),  

formulated by combining selected 
subfunctions of the Orbital Mechanics 
element with spacecraft environmental 
and orientation displays. In 
conjunction with appropriate 
scheduler displays, Flight Operations 
team personnel will be provided with 
all the mission planning information 
needed to conduct flight operations. 

The advantages of this approach are 
that duplication of planning tasks and 
products can be minimized, and that 
ISS data snd displays, which are also 
needed by other off-line software 
systems (attitude determination and 
spacecraft analysis), can be more 
easily shared. As a generic element, 
this solution works well because the 
selected orb i ta l  mechanics  
subfunctions and environmental 
displays, such as ephemerides and 
ground tracks are indepen+:nt of 
schedule and spcecraft compkxities. 

A listing of the subfunctions included 
in each element of the AXAF concept 
is presented in Table 2. 

'Table 2. List of Mission Planning 

ccept scheduling requests 
Accept and validate observation 

I Generate engineering requestsp 1 
Provide edit and override capability I 

l Generate mission schedulep 1 
Provide optimal observation ordering 
Provide tinleline editing tools 

Y 

Validate schedule 

I Perform guide star selection 1 

- 

Chech object occultations 
Determine sp;lcecraft roll constraint 
Check thermal constraints 

( Check radiation zone constraints I 



Table 2. List of Mission planning 
Functions/Subfunctions (Continued) 

1 Check orbit dav/ni~ht constraints 1 

Determine supporting resource 
requirements 
Calculate data storage requirements 
Determine Dower reauirements 
Calculate spacecraft maneuvers 
Calculate solar array position 
Determine LGA visibilitv 
Determine OBC memory availability 
Determine uplink and tracking contact 
needs i 

Generate DOT 
Translate observation schedule to DOT 
Provide edit and override cavabilitv 

- 

Provide support for OBC updates 

1 Generate reports and engineering I 
displays 

Display spacecraft activity timeline 
Provide processing and error log 

I displays and reports I 
AXAF FUNCTIONAL. FLOW 
CONSIDERATIONS 

Modulari ty/S tandaloi~e Capability 

Because of its similarity to the HEAO- 
2 and Hubble missions and the unique 
mission phnning featurzs deveioped 
for them, the AXAF mission planning 
requirements were written with a 
strong emphasis on functional 
modularity and standalone operation. 
It is therefore not surprising that the 
resdting design approach also gives 
great importance ts ~ L e s e  
considerations. Standalone operation 
and modulclrity greatly facilitate the 
reconfiguration 9f sof!ware data flows 
in response to flight contingencies, 
and minimizes maintenance costs. 

Flow Sequence 

The independence of mission planning 
and scheduling functional elements 

and ihe flexibility required of the 
sc'leduler module dictate the 
fundamental flow sequence of the 
AXAF Mission Planning and 
Scheduling concept.  This  
fundamental principle is that all 
constraint calculations related to 
spacecraft ephemerides are completed 
before the scheduling process begins. 
The sepu.-ation of orbital mechanics 
and scheduling functions in this 
manner allows independent 
development of each discipline and 
prevents coding entanglement that 
makes software maintenance difficult. 
The body of support data generated 
also facilitates troubleshooting 
analyses in contingency situations and 
reordering of functions as mission 
conditions change. 

Another fund, mental principle of the 
AXAF design concept is the dean 
division of the schedule generation 
function from the spacecraft 
management function. The former is 
concerned with determining what the 
schedule of activities will be, while 
the latter comprises all the spacecraft 
support (such as appendage 
movement) required to implement the 
schedule. Breaking the mission 
planning process at this point allows 
review of the spacecraft schedule by 
science and flight operations 
personnel before proceeding with the 
generation of detailed spacecraft 
functions and commands. Since 
communications networks require 
support requests 3-4 weeks prior to 
execution, mission schedules must be 
completed long before command 
generation is necessary. Thus the 
production of mission schedules as 
separate entities from the Detailed 
Operations Timeline simplifies 
schedule review and editing and 
reduces conho! ctlltei workload. 

CONCEPT REFINEMENT 

Based on the AXAF protot;.pe 
concept, the generic mission plaming 
and scheduling concept needs little 



refinement. As mentioned earlier, the 
only element in the original concept 
that needed more definition was Flight 
Operations Team Supgort. This 
problem appears to be satis:' ctorily 
resolved in the AXA.F solution. By 
putting together subelements of the 
orbital mechanics function that are 
independent of schedule with 
environmental and spacecraft 
geometric displays, a much more 
definitive element is formed. In the 
authors' opinion this refinement 
improves the focus of this function. 

sys t in  for all missions include (1) 
orbital mechanics, (2) observation and 
engineering request processing, (3) 
communications planning and (4) 
flight operations support. Once this 
core system has been standardized, 
the other functions can be 
incorporated one subfunction at a 
time. Eventually, this emphasis on 
generic systems will pay many 
dividends in the future by reducing 
so f tware  deve lopmen t  and  
maintenance costs, simplifying user 
training and possibly even influencing 
spacecrdi design. 

In terms of process flow, further 
concept refinements can be realized by 
associating the communications 
planning function with the scheduling 
element instead of spacecraft 
management. This accounts for the 
scheduling of contacts based on 
engineering request selection criteria 
and facilitates schedule editing. 
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Abstract 

A satellite posi:ior;ing is managed according to 
a MISSION Z . 4  N (M P) witch provides, on a 
minure a c ~ u r ~ c j  bcrsis, u chronological list of 
events und u~.swiurd  ucrions ro be performed. 
This tool, culled MM2, is designed under 
WINDOWS environment. 
EXCEL is urcd ro provide rhe MP itseg 
A VISUAL BASIC process then trunslare it into 

i a graphic symbolic representation culled 
Flight Plan (FP). 
During operations, MM2 is also used to log 
the actual event dares andlor dared OPS 
MANAGER live cornmenrs. 

Key words: 
Operations Management. 

Introduction 

The MP is redacted and mainly used by the 
OPERATIONS MANAGER (OPS) to conduct 
operations. 
To be safe it must be qualified during the 
simulation phase 
To b:: useful it must be up  to date. 
This implies an important OPS workload when 
updating is handily managed. 
Definition of a tool aiming to reduce human 
participation to only design tasks was then 
started. 
It resulted in the following main specifications. 

t c d  must: 
Be PC based, 
be run under WINDOWS environment, 
only use "on-shelf' m,r.m.re, 
accept input data in "character type" files, 
allow easy adaptation to vario~rs 
spacecraft's and tracking networks 
constraints, 
allow a quick delivery, within basically 5 at 
least 10 minute, oFa tuned issue, 
provide partial or complete plan without 
operator intewention when production 
process is started, 
allow, during operations, actual evt.;t dates 
andlor OPS live comments recording. 

An updating strategy was also chosen. 

General conventions 

On a time point of view, in MP, all events are 
related to a main time reference witch is booster 
lift-off. 
MP is split down into a collection of time slices, 
roughly corresponding to the spacecraft 
physical orbit, called "orbit" and named by a 
mnemonic. 
An orbit has its own time reference, itself 
related to the main. 
Each orbit event refers to this orbit reference 
trough a main Count-Down (CID). If necessary, 
secondary C/D can be set-up. 
All times are in UTC. 



Events are either information to give or action 
to do. 
An event can be either 

"simple", when it  needs only or;e hfP line to 
be completely described, or 
"conqdex' ~vhen it  is an organized lists of 
sub-events. Flight Control Procedures 
(FCP) and ranging session (LOC) are 
complex events. In a complex event, each 
sub-event has its own duration and is time 
related to previous and following sub- 
events. It is assumed to begin at time 0.0.0. 

Entities involved are clearly named 

Application description 

Mh12 work is organi~ed as follow : 
Tailoring of input daia (TXT files), 

for one orbit. Merging, processing, sorting, 
formatting and print of results. When many 
orbits processing is requested the process is 
repeated. 
VISUAL BASIC processing to draw FP, 
Use in operations. All along, actual time 
and OPS live comments are logged. When 
orbit is completed an "as run" issue is 
produced. 

Tailoring and creating fnput data 

As show in figure No 1 here after, some input 
data files are available from external entities. 
They are supposed to be in a text format 
allowing direct Excel input. If not, a text pre- 
processing is necessary and can be done with a 
text editor, Winword for example 

~. 

Figure h!" : General process organization 

When under Excel, some complementary 
treatments are applied (tailoring) They mainly 
consist in: 

ShiAing the right data to the right column, 
deleting not relevant lines, 
naming all significant data area to allow 
easy access later on 

Due to the fact that these data are supplied in 
various formats, three Excel specialized routines 
have been developed to make them comply with 
Excel main process input specifications. 

One for data corning from Flight Dynamics 
Center (tracking stations and sensors 
visibility's, eclipse periods, apogee date, 
etc.) witch deliver a file called SDM, 
one for data coming from Operational Orbit 
Center (interference predictions) witch 
deliver a file called IPR, 
one for data coming from Satellite Team 
(flight control procedures) witch deliver a 
file called FCP 

-m 'I' . .+.  u . . . r r y r  W:,. 4." ' 
I T ?  
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Some other necessary files are internally setup 
under Excel. T k v  are : 

PLAT, in witch are stored general time 
references and orbits data base (ODB). 
COM in witch are stored pre-defined 
comments (witch are complex events), a 
model of orbit and page banner and the 
general GO/NOGO sheets. 
SCN in witch are stored the orbit scenari 
A scenario describes work to do during a 
given orbit. 

This last file is made out of dated lines witch 
can be: 

Free comments, 
reference to pre-defined comments (stored 
in the COhl file), 
reference to FCP (stored in FCP file). 

MAIN processing 

Excel main program is working as follow : 

First, read from PLAT file general time 
references and name of orbit to process. 

Then by mean of the orbit name: 
Get from ODB: 

The orbit reference name, 
the orbit reference time, 
the orbit "main operation to perform", 
the first page number of orbit in MP. 

get from SDM and IPR files, data area 
related to orbit, 
process SCN one line at a time to: 

Directly copy free comments to MP, 
get and insert, from COM and/or FCP 

!I TK FN 52213 102 CNS TURKSAT 16 ISSUE 1. Rev 0 May 1994 

Action I Step description 6 comments 

OPS Announce end o f  SlJ0 procedure I 

FDC 

5130-3 - Reconftgurat~on regder 

D~splay -SSH monltonnp' (G6) on vldeo page 4 

Duration 00 30 
OPS Announce beglnnmg of 

S140 -SOLAR ARRAY PARTIAL DEPLOYMENT 
OPS TM pages S l4SAPDP EPS 1 

S.140-1 - ln~t~a l  wnftgurat~on 

FDC Send to SCC -Sun reference coefflcrenls for EAW (Fl) I 

I S140-2 - Solar array pafllal deployment 

1 S140-3 - Tr~ckle charge 

FDC 

FDC 

OPS Announce end of Sf40 procedure 

O~splay 'Sun reference coeff~c~ents for €AM' (M2) on vdeo page 2 

Prov~de SSR wtn -Sun d~red~on pfcdld~on' (U) by Fax 

Spacecraft Acquisition and Configuration 

OPS 
SAT 
OPS 
NOC 

- 
Su. 
cm - 

LOC sequenca with Peflh 
Set the ranglng 'ON' onboard the spacecraft 
Request NOC lo start a 5 mn full LOC sequence 11 Perth 
Repofl beglnnlng of LOC sequence at PerIh 

- _~ _ . _ _ - 1 
Figure No 2 . Mission Plan page example 



to MP, pre-defined comment or FCP. 
In this last case, COM or FCP cvecution 
time is updated according to SCN specified 
t i m ~  
sort MP on a chronological basis, 
Update time taking into account last known 
date and time, 
set main C/D, 
save MP in appropriate format for later 
Visual Basic processing, 
Format to give it, its definitive look as 
shown in figure No 2. 

VISUAL BASIC processing 

At the end of the Main processing of an orbit, a 
specific file is created by Excel, and stored in a 
".CSVW format. This file contains all the 
information needed to generate the FP. 
The: application developed under Visual Basic 
then allows to position and draw the elements 
of the MP on a time pattern as shown in figure 
NO 3. 
One is able to get like this a quick (2 minutes 
for one orbit) and accurate graphical 
representation of the MP 

FLIGHT PLAN TRANSFER ORBIT NO-GTO-1 
TURKSAT 16 

REFERLWCE TYC 
lK Lun2'1e1ns I CNES I IPACECRIFT ACQUUMN AND CONFIGURITKIN U I U  1.0 d m d  m y  U 

L Y T 4 F F  nll t 

UNWERSU TIME 
.. . . - . . . . 

REIEREMCE TIME +I- ... 
. - - - - . . - . 

PERTH 

ANKARA 

I I 

Figure No 3 : Flight Plan page example 

Real time processing Read PC clock and store sample in the right 
format at MP appropriate place, 

During operations a separated Excel program Insert dated lines logging live comments. 
provides the following opportunit@ by simple These comments can be either input from 
click on the appropriate icon: the PC keyboard or pre-defined. 



when nr ;led, finish the logging process 
and supply the "as run" issue. 

Hardware environment 

A 386 PC based configuration with a 5 Mbytes 
R W ,  a 120 Mbytes mass memory and a laser 
printer is able to produce MP and to run it 
during operations. 
However, at CNES TOULOUSE control 
center, due to presence of a concurrent 
Windows telemetry processing application on 
OPS workstation, we use a 386 based PC 

Software environment 

Software environment is quite basic 
MSDOS 50,  

0 WINDOWS 3.1, 
EXCEL4, 
VISUAL BASIC 2, 

0 WINWORD 2, 

Some updates, mainly concerning FCP and 
SCN, are done during S&RP At the end MP 
and FP are qualified 
SDhl data, taking into account last predictions 
for blinding or eclipse problems, is usually 
issued two weeks before launch. MP and FP are 
once more updated 

Since this time each update has to be quickly 
delivered (within 5 minutes). 
According to update strategy, at a given time, 
only the next orbit update is mandatory. 
Complete update, if necessary, can be slightly 
delayed 
As a cs;,sequence, an update of the first orbit is 
issued as soon as the actual launch date is 

'funuivn. It must be available before first 
s~wecraft  telemetry acquisition. 
 hen and if necessary, an orbit by orbit update 
can be initiated taking into account new orbit 
data as soon as they are available. This allow an 
accurate following of maneuver dispersions. 

Using MM2 Conclusion 

When a project starts, first work is to "adapt" 
MM2 to the new environment 
That means . 

Select the appropriate language, 
tailor PLAT file according to positioning 
strategy and time, 
tailor COM file according to tracking 
network to be used and GONOGO format 
to apply, 
create the SCN file according to Spacecraft 
Operations Handbook (SOH) and general 
constraints, 
as soon as input data format is known and 
if necessary, modify the tailoring routines 
When input data are available setup the 
Excel SDM, IPR and FCP files, 

At this time, MM2 is ready to supply a MP and 
FP first issue witch will be used as support for 
Simulation and Rehearsal Phase (S&RP) 
We can notice that this previous work, witch 
can be important, is usually done during calm 
periods. 

First use of MM2 was for HISPASAT 1B 
positioning This spacecraft was spin and S 
band controlled in transfer. The hfP was issued 
in English. 
Since, MM2 has been adapted without any 
major difficulty, for TURKSAT IB, witch is 3 
axis and KU band controlled. 
Today, adaptation to TELECOM 2C is in 
progress In this case the main change is that 
MP will be issued in French 
This clearly demonstrate the flexibility of this 
tool 
On an efficiency point of view, at this time, we 
only have experienced slight deviations from 
nominal launch and maneuver performance. All 
goals were then reached. 
However, we are presently reflecting on an 
"assistance to design" program witch could 
allow improved performance as well as 
coherence controls in case of major problem 
requiring a quick and cofnplete MP 
reorganization 
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The PASTEL Mission Planning System 
(MPS) has been developed in C + + using 
an Object-Oriented (00) methodology. 
Whilst the scope and complexity of this 
system cannot compare to that of an MPS 
for a complex mission one of the main 
considerations of the development was to 
ensure that we could re-use some of the 
classes in future MPS. We present here 
PASTEL MPS classes which could be used 
in the foundations of a class library for 
MPS. 

Key words: Mission Planning, Object- 
Oriented, Class Library 

Introduction 

PASTEL is an experimental optical 
terminal to be flown on as a passenger on 
SPOT-4, the earth observation spacecraft 
developed and operated by the Centre 
Nationa! d'Etudes Spatiales (CNES). A 

corresponding optical terminal will be flown 
on the ARTEMIS spacecraft, which is part 
of the Data Relay and Technology Mission 
programme (DRTM) of the European Space 
Agency (ESA). PASTEL will have a 
separate Mission Control System (MCS) , 
which will be operated by ESA. The 
PASTEL Mission Planning System (MPS) is 
part of the MCS and has been developed in 
C+ + using an Object Oriented (00 )  
methodology. 

In ESA, the area of Mission Planning is 
one in which the use of generic systems has 
been considered only recently, in sharp 
contrast to spacecraft control systems for 
which ESA has been using configurable 
multi-mission systems for nearly twenty 
years. ESA's mission planning systems have 
been project specific development and there 
has bem very little carry over of the 
expertise, tools or software from one project 
to another. A recent ESA study showed that 
there are areas of commonality between 
different mission planning systems (ESA, 
1992). The use of traditional software 
technologies (FORTRAN, PASCAL, 



functional decomposition.. .) for MPS 
development has certainly been one of the 
hindrances to provision of re-usable 
components. 

One of the strong claims of 00 approach 
is the possibility of re-use. Re-use in an 00 
system is usually implemented through the 
Class Library concept, where a Class 
Library is a collection of general purpose 
components that can be used as a basis for 
further refinement on specific projects. The 
concept is similar to that of standard 
graphics or numerical libraries, with the 
important ditference that by using the 00 
principle of inheritance the behaviour of the 
components can be mdified (to add, 
remove or alter features). 

Whilst the scope and complexity of the 
PASTEL MPS cannot compare to that of a 
mission planning system for a complex 
science or earth observation mission, it is 
used in this paper to highlight certain 
possibilities for re-use. One of the steering 
factors in the development of the PASTEL 
MPS was to try to ensure that son~e of the 
classes would be re-usable in future mission 
planning systems. An immediate motivation 
being potential re-use in other areas of the 
DRTM programme. 

We start with an introduction to the 
PASTEL mission. Then we look at various 
aspects of the PASTEL MPS: the 
development process and object class 
hierarchy. A discussion on the re-use 
potential of the PASTEL MPS Timeline md 
Reservation Plan area follows. 

PASTEL and the SILEX experiment 

form the SILEX (Semiconductor Inter- 
Satellite Link Experiment) mission which 
will be used to downlink high rate data 
generated by SPOT'S optical camera, using 
ARTEMIS as a data relay. For technological 
purposes PASTEL will also be able to point 
to stars. 

The PASTEL terminal will be operated by 
ESA from the PASTEL Mission Control 
System !MCS) located in the ESA Redu 
station. Control rand monitoring information 
will transit through the SPOT4 Control 
Centre, located at Toulouse, in a cross- 
support scenario. The planning of the 
SILEX experiment is under the 
responsibility of the PASTEL MCS, which 
will coordinate with the SPOT4 Control 
Centre and the ARTEMIS Control Centre. 

Flpm 1 : SILEX experiment and P- MCS 

As shown in Figure 1, the PASTEL MCS 
comprises three principal subsystems, (1) a 
Control and Monitoring System , (2) a 
Mission Planning System, and (3) a 
Communications Monitor. Within the 
PASTEL MCS, the MPS is in charge of ail 
planning activities. 

PASTEL and its counterpart terminal, 
OPALE, mounted on the ARTEMIS satellite 

PASTEL MPS 



The PASTEL MPS main functions (ESA, 
January 1993) are: 

to allow the MPS operator to 
coordinate the production of the 
Reservation Plan, (which defines the 
periods in which PASTEL can 
communicate with OPALE, and the 
periods where star tracking can be 
performed by PASTEL), 

to produce an Operations Timeline, 
containing all the details including 
telecommands of the operations to be 
scheduled from the PASTEL MCS, 
under MPS operator control. 

Reservation Plan holds SILEX 
communications sessions, which are also 
called "windows". At the first stage of the 
planning process, the communications 
sessions are called visibility windows and 
are derived from flight dynamic information 
provided by SPOT-4 Control Centre. The 
following steps involve a number of 
iterations between PASTEL MPS, SPOT-4 
CMP and ARTEMIS MCS to allow each 
centre to reserve or cancel the windows 
according to their operational constraints. 

PASTEL MPS development 

PASTEL MPS has been developed using 
C + + and 00 methodology following the 
Object Modelling Technique (Rumbaugh et 
all 1991). A traditional waterfall life cycle 
process model (ESA, 1991)was adopted 
with the following adaptations. The user 
interface was prototyped at an early stage. 
The design documentation was simplified: a 
w;que design document replaced the 
traditional Architectural Design and Detailed 
Design Documents. And finally integration 
of components was performed from very 
early design stages. The overall effort for 

the development was in the area of 30 man- 
months, and 24000 lines of codes were 
produced. 

The object-oriented approach was 
primarily adopted for this development in 
view of the potential re-use of it in the 
frame of the ARTEMIS MCS development 
to support the scheduling of OPALE. 
PASTEL MPS will be the first 00 system 
delived in ESOC for operational usage. 

PASTEL MPS Object Classes 

The overall object classes hierarchy for the 
core of PASTEL MPS is provided in figure 
2 (ESA, June 1993). Two parallel 
structures appear in this hierarchy: the 
Reservation Plan and the TimeLine. For 
simplification purposes, this figure does not 
cover the class hierarchy for the user 
interface objects, which were introduce to 
dissociate application objects from the user 
interface. We will first provide a short 
outline of the Reservation Plan and the 
Timeline before discussing their potential re- 
use. 

The Reservation Plan (and its associated 
user interface objects) contains, from a a e r  
perspective, the list of all windows for a 
planning period (typically of five weeks). 
Each window has a status which determines 
whether the corqsponding communication 
session is reserved or cancelled. 

The operator interacts with the Reservation 
Plan thmugh a specific display, called the 
Reservation Plan Mode Display, which 
consists of two areas: 

- The Reservation Plan Index, which 
allows the operator to navigate 
through the weeks and days of the 
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Plan and to select the window to 
work with. 

The Window Display, which displays 
all information relevant to a single 
window and provides the operator 
wi!h a set of options for controlling 
the planning of the window. 

A parallel data structure to the Reservation 
Plan, the Timeline, is available to the 
operator from the start of the planning 
cycle. The Reservation Plan and the 
Timeline provide two different views of 
approximately the same information 
describing the operations to be scheduled 
on-board. Where, in the Timeline, the 
information is formatted in templates close 
to command sequences, in t!!e Reservation 
Plan, the information is formatted in 
templates which are closer to the intuitive 
user perception of the planning. Ln other 
wad$, the Reservation Plan provides a 
macroscopic view of thc planning, whilst the 
Timeline provides a microscopic view. 

The Timeline contains mainly sessions 
items,which describe the operations to be 
performed to establish a communications 
session. The Timeline may also contain 
other operations, such as Laser diodes 
calibrations. In principle the operator is free . to enter operations into the Timeline at any 
stage, although in practice most of the 
operations will probably be entered at a late 

:-,+ . . * planning stage once the Reservation Plan has 
been more or less finalized. 

Re-use of PASTEL MPS classes 

The PASTEL MPS is simple compared to 
that of other ESA mission planning systems 
for the following reasons: 

- it operates within a fixed set of 
resources and constraints, 

- scheduling tasks are handled 
manually, 

- the communicatio~~s sessions 
scheduled result in a fairly fixed 
pattern of operations in the Timeline, 

- it is an off-line syste:~~, i.e. there is 
no requirement to perform real-time 
re-scheduling of the mission. 

Despite these restrictions, the areas covered 
by the PASTEL MPS are equivalent to parts 
of more complex planning systems. Thus 
some of the class& identified in the 
PASTEL MPS Object hierarchy can be 
considered for re-use. 

The most promising area for re-use in the 
PASTEL MPS is certainly the Timeline 
area. It includes several classes: 
TimelineDay , TirneLineEntry , SessionItem, 
OrbitalEvent, TimelineOp, etc., and for 
each of these classes we foresee potential for 
genericity. However, we will focus in our 
discussion on the timeline itself, which is 
implemented in PASTEL MPS in the 
TimelineDay . 

One fundamental component of any 
spacecraft mission planning system is the 
timeline. The timeline is the basic structure 
to store information required to plan a 
mission: 

- scheduled operations such as time 
?agged operations to be executed on- 
board the spacecraft or at the ground 
station, 



- events pertinent for spacecraft 
operation such as eclipse entry and 
exit, ground starion visibility period. 

- spacecraft on-board status changes 
such as instruments mode switching 
or on-board tape recarder activity. 

PASTEL MPS TimelineDay class is an 
interesting starting point because it 
highlights very generic features, namely: 

- time-ordered list with protected 
insert mechanism (in order to force 
entries to be inserted in 
chronological order), 

support of heterogeneous list items, 
i.e. all elements forming it do not 
necessarily belong to the same class, 

- support of active display filtering, 
i.e. it is possible to select list items 
of the selected types. 

The Timeline is in essence a chronological 
list of items, which correspond either to 
operations to be executed on-board or to 
events such as eclipse times, etc. Whenever 
an item is added to the list, it is essential to 
check that this is done according to a correct 
ti . ~ e  order. 

and eclipse in place of the general 
rimeline-entry contained in the class 
definition for timeline. 

Editing the timeline is, by nature, a 
highly interactive task and the support of 
active display filtering is a common 
requirement. In fact any combination of 
elements types should be displayable. This 
has been implemented simply by adding a 
dedicated attribute, gpe, to the timeline-entry 
class, which is then used by the mission 
timeline user interface object to implement 
the active filtering. 

ReserYation Plan 

Another potential area of re-use in the 
PASTEL MPS is the Reservation Plan area. 
On the overall object hierarchy (figure 2), 
the parallel between the classes TimelineDay 
and ReservationPlanDay is quite striking. 
They are formed respectively of 
TimelineEntry and Plansession, which are 
generic classes for parallel structures such as 
SessionItem and ComrnsSession or 
TimelineOp and Slot. 

Schematically, orle could say that the 

To meet the genericity objective a tirneline 
a s s :  

clearly needs to support a mix of objects. 37- , , rlrdiae 
There are some good reasons to distinguish '\ ObJac: 

between timeline inputs such as operations =+= 
or orbital events. We use the 00 inheritance 
mechanism to solve this problem as shown 

a s s  
below in figure 3. By defining operation and ~ t ~ .  

eclipse as L, *lasses of a more general edrn 

class, timefine-edtry , we can construct a Flgurc 3: Mixing objects within the timeline 
timeline with entries of type timeline entry 
provided that the programming language Reservation Plan is used in early planning' 
supports the use of the subclasses operation phases, while the Timeline is used in the last 



planning phase. However, there is no 
general rule forbidding the operator to edit 
the Timeline at an early stage or the 
ReservationPlan at a late one. In fact, they 
both contain more or less the same 
information and what distinguishes them is 
more the way in which an operator wants to 
interact with them. 

The Reservation Plan is geared more to 
specific planning aspects of PASTEL; it 
holds e.g. information such as terminal 
constraints, which are useful only to 
compute communication sessions timings, or 
w i n d o w  s t a t u s  a t t r i b u t e s  
(resewed cancelled . . .) , which are not held 
in the PASTEL timeline parallel structure. 

In order to keep the Reservation Plan 
manageable, three levels of hierarchy are 
defined: week, day and window. This 
breakdown maps the events managed in the 
Reservation Plan and the planning cycle. 
Although it is clearly specific to PASTEL, 
it could be very simply generalized through 
the 00 inheritance mechanism andlor by 
renaming some classes. 

This breakdown is also useful to provide 
external users with some "snapshots" of the 
Plan or to update the Plan according to new 
data from external users. This is performed 
in PASTEL MPS by specific callbacks and 
methods, which could be re-written for any 
application. It is anticipated that the 
definition of external user interface is in any 
case specific to each mission. All that a 
generic mission planning class library needs 
to provide is the anchor points to these 
external interfaces, which are provided, h 
PASTEL MPS, in the methods of the 
R e s e r v a t i o n  P l a n  i t e m s  
(ReservationPlanDay , CommsSession.. .) . 

Finally, the possibility to manage various 
versions of the Reservation Plan is believed 

\ je of interest to a number of missions. 
: PASTEL MPS allows two versions of 

trie Reservation Plan to co-exist, one being 
the reference and the second corresponding 
to an update generated when receiving 
inputs from external users, The two versions 
can be compared and the operator can select 
the update to apply to the reference 
Reservation Plan. This featm is used only 
for temporary purposes but could be used in 
a broader way to allow multiple operators 
working concurrently. 

To summarize, the following features are, 
we believe, quite generic in the PASTEL 
MPS Reservation Plan area: 

- the breakdown of a reservation plan 
into smaller units, which is a 
mandatory requirement to keep the 
plan manageable; 

- the requirement to provide to 
external users "snapshots" of the 
plan to synchronize planning 
activities. 

- the configuratiofi management of 
several plan versions. 

Conclusions 

At ESOC a number of object-oriented 
developments have recently taken place or 
are in progress, PASTEL MPS being one of 
the very first. Whilst the prime objective of 
the PASTEL MF% development was not to 
provide a generic class library for mission 
planning, there was a strong motivation to 
achieve some genericity in view of the 
potential for re-use on ARTEMIS and DRS 
satellites. 



It has been shown that there is a good f r a m e  o f  E S O C  C o n t r a c t  
expectations that certain PASTEL MPS 10694/93/D/IM(SC) - Study on Generic 
classes can be re-used. The Timeline and Mission Planning Facilities for Operations - 
Reservation plan areas seem very promising performed by Cray Systems Ltd. and Matn 
starting points. The on-going Generic Marconispace. 
Mission Planning Facilities for Operations 
Study should confirm these expectations by 
consolidating some aspects of these PASTEL 
MPS classes to make them raore generic and 
by using them to model other ESA mission 
planning systems. 

It is anticipated that the result of this work 
is fed into SCOS 11, ESA's new 
infrastructure for spacecraft control, which 
is currently under development and which is 
being built as a C + + class library for 
spacecraft control. 
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ABSTRACT 

Autonomous mission scheduling, a new 
concept for NASA ground data systems, is a 
decentralized and distributed approach to 
scientific spacecraft planning, scheduling, and 
comnund management. Systems and services 
are provided that enable investigators to 
operate their own instruments. In 
autonomous mission scheduling, separate 
nodes exist for each instru~nent and one or 
more operations nodes exist for the 
spacecraft. Each node is responsible for its 
own operations which include planning, 
scheduling, and co~nmanding; and for 
resolving conflicts with other nodcs. One or 
more database servers accessible to all nodes 
enable each to share mission and science 
planning, scheduling, and co~nmanding 
information. The architecture for 
autonmous mission scheduling is based upon 
a realistic mix of state-of-the-art and 
emerging technology and services, e.g., high 
performance individual wor!:stations, high 
speed communications, client-server 
computing and relational databases. The 
concept is particularly suited to the smaller, 
less complex missions of the future. 

INTRODUCTION 

NASA's scientific spacecraft are unique and 
valuable resources, so i t  has always been an 
important part of mission operations to assure 

that the time a scientific spacecraft spends in 
space is utilized as fully as possible in making 
observations and conducting experiments. To 
achieve this, most NASA missions plan their 
scientific activities well in advance; convert 
those plans into for~nal spacecraft and 
instrument schedules on a daily, weekly or 
monthly basis; and then generate and uplink 
the commands needed to carry out the 
scheduled activities. 

There are two principal types of mission 
scheduling problems for NASA. The first 
type arises when a spacecraft must perform a 
large number of activities in serial fashion. 
An example is the Hubble Space Telescope 
(HST). 'There are always hundreds of 
proposed observations in the queue for the 
HST, and typically only one observation can 
be made at a time. HST schedulers must 
select the observations to be supported and 
then lay them out as single thread of 
activities. The problem is complicated further 
by the fact that an experiment may require 
several observations: if the HST is scheduled 
to look at a particular target today, then it 
may also be committed to viewing the target 
on future occasions as well. Serial scheduling 
problems are well known (they occur in many 
terrestrial applications), but they are 
inherently difficult and time consuming to 
solve. Developers of automated schedulers 
for space missions that must handle this kind 
of problem tend to concentrate on devising 



algorithms that increase scheduled observing 
time while I-educing the processing time 
needed to generate the schedule. 

The second type of mission scheduling 
problem is where a spacecraft can perform a 
number of major activities in parallel. An 
example is the forthcoming Earth Observing 
System (EOS) AM satzllite which will carry 
instruments that can conduct their observing 
programs simultaneously and more-or-less 
independently of one another. It has long 
been recognized that this kind of parallel 
scheduling problem allows for a distributed 
solution. Investigators, responsible for each 
instrument on a spacecraft, generate the 
schedule for their own instrument. These 
detailed instrument plans can be collected and 
combined with a plan for spacecraft 
housekeeping activities to form a master 
schedule that can then be checked for 
conflicts or resource over-subscription. 

Since 1986, the Data Systems Technology 
Division at Goddard Space Flight Center 
(GSFC) has been investigating scheduling 
issues relevant to GSFC missions through 
anaiysis, prototyping tasks, and testbeds. 
Recent work has concentrated on EOS and 
studies of planning and scheduling in a 
distributed environment. Because the 
scheduling of observations by most EOS 
spacecraft falls into the parallel scheduling 
category described above, rhe EOS project 
decided to sponsor an EOS Planning and 
Scheduling Testbed project during 1992- 
1993, to explore issues associated with 
distributed instrument scheduling. 

The EOS Testbed was successful in 
demonstrating that distributed planning and 
scheduling is feasible for a project like EOS. 
Several important problems were discovered, 
but not resolved, however. For example, it 
proved difficult to keep all of the nodes' 
scheduling activities synchronized. The 
scheduling process required substantial 
coordination between personnel at all nodes. 
Even when nodes coordinated there were 
problems, such as nodes not having the most 

up-to-date ephemeris data available for use in 
their scheduling. 

An interesting result from the EOS Testbed 
was that conflicts between instruments were 
usually best resolved by making the 
instrument investigators aware of the problem 
and letting them work it out for themselves. 
To aid in conflict resolution, it would have 
been useful for investigators to be able to see 
schedules for instruments other than their own 
(a feature that the EOS Testbed did not 
provide). As the testbed progressed the need 
for a "central scheduler" became less clear. 
Ideally, every scheduling node---not just the 
central scheduler-would have access to all 
information needed for scheduling, and every 
node would be able to view the spacecraft 
schedule and any instrument schedule. The 
ability to detect constraint violations and 
conflicts, and the potentiai to automatically 
resolve simple conflicts, are important 
capabilities for a distributed scheduling 
system. However, these functions need not 
be implemented within a central scheduler. 

An autonomous mission scheduling concept 
has been developed that may eliminate the 
problems noted above. As shown in Figure 1, 
separate nodes exist for each instrument and 
one or more operations nodes exist for the 
spacecraft. Central to this concept is one or 
more databases that make needed information 
available to all nodes. For example, the most 
up-to-date ephemeris data is always available 
in a database. Similarly, all nodes have 
access, via the database(s), to the most current 
schedules for the spacecraft and for all 
instruments. All scheduling system 
transactions become transfers of information 
to or from a database, using a standard query 
language (SQL). The schema of a scheduling 
database is flexible and easy to modify, so 
new information can be added as needed. 

Along with the database approach, the 
autonomous mission scheduling concept 
proposes a client-server architecture for a 
distributed scheduling system. Services, like 
resource tracking, conflict detection and 



conflict resolution, can be invoked by a 
scheduling node as needed. Distributed 
scheduling may be one of the first 
opportunities to actually apply the client- 
server architecture to space mission 
operations. 

Figure 1. Decentralized and Distributed 
Scheduling 

We believe that, even with the trend toward 
smaller and simpler spacecraft, distributed 
scheduling systems may provide new and 
exciting capabilities. For example, multiple 
investigators can independently schedule the 
use of a single shared spacecraft or 
instrument, or simultaneous observations 
from multiple spacecraft. 

The autonomous mission scheduling 
operations concept supports key features of 
the Reusable Network Architecture for 
Interoperable Space Science, Analysis, 
Navigation, and Control Environments 
(Kenaiscance), a new approach to the 
development and operation of Mission 
Operations and Data System Directorate 
(MO&DSD) ground data systems. This 
approach avoids technical obsolescence and 

facilitates hardware and software reuse by 
using generic components to support science 
and mission operations. With generic, 
reusable components, ground data systems 
will be rapidly and inexpensively built by 
tailoring components for each new mission. 
Each ground data system will consist of a 
number of physically independent, possibly 
geographically distributed nodes. These 
nodes would operate together and participate 
in coordinated planning, scheduling, and 
commanding using client-server computing 
'and standards-based open systems. 

ARCHITECTURE 

The autonomous mission schedulJng 
architecture is distributed with appiication 
functionality and data partitioned between 
workstations (clients and servers) connected 
to local area networks (LANs). Autonomous 
mission scheduling functions are allocated to 
components or nodes, and nodes are 
integrated together to produce a ground 
system f ~ r  a target mission. Many different 
ground system architectures are possible by 
integrating different combinations of 
functions and nodes. A typics! autonomous 
mission scheduling architecture is illustrated 
in Figure 2. 

Ir, this archiiectu~, a Mission Operations 
Center (MOC), the database server, the Flight 
Cynamics Facility (FDF), and the Network 
Control Center (NCC) are a!l located at 
GSFC. Since a Science Operations Center 
(SOC) is remote, the MOC and SOC do not 
share telemetry processirlg and state vector 
determination functions. The FDF located at 
GSFC, provides orbit and attitude planing and 
scheduling aids. 'The NCC, located at GSFC, 
provides network scheduling data to the MOC 
and remote SOC. A specialized node, a 
database server. at the MOC, receives and 
stores this data. Nodes store planning, 
scheduling, and cotnmanding data on the 
database server, and may access other nodes' 
planning, scheduling and commanding data of 
interest as well. Nodes can access a database 



server whether they are remote or not, the 
only difference being in the kind of network 
interface used; remote nodes access the 
database server through a wide area network 
(WAN) and local nodes through a LAN. 'The 
database server node also detects inter- 
instrument and insuutnent-spacecraft 
exceptions, and notifies affected nodes to 
begin negotiations in order to resolve the 
exception. GSFC nodes colnlnunicate with 
one another through a LAN, while the remote 
SOC communicates with GSFC nodes 
through a WAN. 

Figure 2. Architecture 

The Instrument Node, the Operations Node, 
and the Database Server Node share several 
functions. The Database Setup and 
Mairltenance function enables remote or client 
nvles to access the database server for 
common planning, scheduling, and 
coinmanding data. It stores network 

schedules, received from the NCC. on the 
database server, and notifies nodes when this 
data is initially available. It also maintains 
the node's local database, wh~ch contains data 
not useful or accessible to other nodes. 

The Schedule Generation and Maintenance 
ftinction generates and stores, on the database 
server, coordination and operation constraints 
and activity definitions for the instrument or 
spacecraft. This information describes 
nominal operations and planned unique 
operations and will be used by the database 
server to detect exceptions later. This 
function plans and schedules resources to 
support spacecraft or instrument operations 
(e.g., scientific observations, calibrations, 
maintenance), generates and maintains 
spacecraft or instrument schedules, end stores 
these schedules on the database server. It 
designates, as a part of each scheduled 
activity, the appropriate com~nands or 
cotnmand sequences to invoke an activity. 
This function accesses the database server for 
planning and scheduling data, including data 
received from the NCC, network resource 
support schedules, coordination constraints, 
and activity definitions. 

The Command Data Generation and 
Maintenance function stores instrument or 
spacecraft co~nrnand definitions on the 
database server. Command definitions are 
used to generate colnmand data and to detect 
cotnmand exceptions.  his function extracts 
the appropriate command or command 
sequence from coln~nand definitions, inserts 
the necessary parameters, creates the node 
command data, anci stores this data on the 
database server. It converts composite 
(instrument and spacxraft) command data to 
binary, creates a network packet, and uplinks 
co~nlnand data to the spacecraft during a 
Tracking and Data Relay Satellite System 
(TDRSS) contact. This function also extracts 
rea! time colnmnnd data from the database 
server, converts comm md dath to uplink 
format, and uplinks the lesult when specified 
to the spacecraft for execution when received 
onboard. It resolves commanding exceplions, 



validates and verifies command data, and 
maintains command history. 

Deviations from normal behavior or 
unexpected situations are e.uwptions. The 
Exception Negotiation fu~ction coordinates 
and negotiates with other nodes to resolve 
exceptions, following the receipt of a message 
indicating that an exception has occurred. 

The Database Management function, provided 
by a commercial Database Management 
System (DBMS), manages planning. 
scheduling, and commanding data stored by 
nodes. This includes insuring that the data is 
stored, modified, and accessed correctly, that 
the security and integrity of the data is 
maintained, and that distribut:d, concurrent, 
reliable, and efficient access is provided. 

.I 

The Exception Detection and Notification 
function notifies nodes when new data is 
available, checks schedules and command 
data for exceptions, creates a message 
describing the exception, and forwards the 
message to affected nodes. 

CONCEPT 

Long Tenn Plartning 

Long term mission pianning establislies 
mission objectives in an overall science 
operations plan and a long term spicecraft 
operations plan. Long term mission planning 
begins with the project scientist and principle 
investigators producing a long term science 
plan for the instrument complement. The 
flight operations team uses this long tenn plan 
to develop a corresponding long term plan for 
spacecraft operation. 

With the NASA mission model evolving from 
a small number of large missions to more 
numerous but  smaller, less complex missions, 
both the long tenn science plan and the long 
term spacecraft operations plan are expected 
to be relatively brief and to cover largely 
routine operation, observation, maintenance, 

and calibration activities. The long term 
science plan also includes planned, unique 
operations such as contingency and 
emergency activities and details concerning 
coordinated activities and observations. 

Based on the long term plan, scientists and 
flight operators define and store information 
in the database. The information includes 
inter-instrument and spacecraft coordination 
cwwraints; activity definitions which depict 
nolmal operations; command definitions 
which specify commands, command 
sequences, and parameters for activity 
execution; and operation corstraints to 
maintain the health and safety of instruments 
and spacecraft subsystems. 

Initial Scheduling 

A large number of instruments have repetitive 
data acquisition cycles. These natural cycles 
are not necessarily the same for all 
instruments on a given mission, and some 
instruments do not have such cycles, e.g. 
targeting instruments. Nevertheless, 
instruments with natural repetitive data 
acquisition cycles find it easiest to plan and 
schedule instrument activities within these 
cycles. 

The objective of initial scheduling is to define 
instrument and spacecraft operation, 
observation, maintenance, azd calibration 
activities for a given interval. Initial 
instrument scheduling is done at the SOC and 
initial spacecraft subsystem scheduling is 
done at the MOC. Ali participants in initial 
scheduling may access available planning and 
scheduling infonnation in the database. Intra- 
instrument conflicts are detected and resolved 
locally at each node. Inter-instrument and 
instrument-spacecraft conflicts are detected 
and resolved as described in the next section. 
The results of initial scheduling are storzd in 
the dctabase. 

In the past, for large missions, initial 
scheduling was used to define requirements 
for corninunications resources and services 



requested from the NCC. For future smaller operator actions such as adding to, 
missions, the initial schedule will largely be deleting from, or updating the 
used to detect excqxions. For the less database. 
complex missions of ;he future, requests for 
communications resources and services are deadlines for performing an action or 

expected to be routine, repetitive. and largely receiving datz such as missing a 
independent of the mission schedule. deadline for receiving an initial 

schedule. 

Exception Handling 

In the past, planning and scheduling systems 
monitored the scheduling process 
continuously to detect exceptions. For 
autonomous mission scheduling, exceptions 
are detected when the potential arises. An 
exccption does not necessariiy have to be an 
error but is something that requires attention. 
Exceptions are detected by software and lnay 
require special handling. Exception detection 
is checking for and d~termining that an 

If an exception is detected, an exception 
notification message is generated and sent to 
the nodes involved. If more than one node is 
involved, one node is given primary authority 
for resolving the conflict. The respcnsible 
node may be: 

The owner of the activity that 
contributes the most to the conflict. 

The owner of the most critical or most 
important activity. 

exception has occurred. Exception The involved node that has the most 
notification is informing nodes that an restrictive operation constraints. 
exception has occurred. Excepriort hurdling 
is responding to a notification and resolving 
an exception once notified. With this 
approach, once an exception is detected, it is 
handled before a major problem arises. 

Fycqtions can be schedule or command data 
exceptions. The three type$ of exceptions are: 

operator errors such as failing to 
produce infcrination by a deadline or 
storing incorrect information. 

deviations from normal operations 
which may or may not be erroneous. 
An example of a deviation is a late 
change which is not preplanned and 
uses leftover availaide resources. 
Deviations do not necessarily create 
conflicts. 

resource, constraint, intra-instrument, 
and inter-instrument conflicts. 

Upon receiving a notification m xsage, nodes 
acalyze exception data contained within the 
message, resolve any internal errors, 
deviations, or conflicts, and negotiate with 
other nodes, if necessary, to resolve inter- 
instrument or instrument-spacecraft conflicts. 
Exception hz :dling, at any node, is expected 
to be performed manually by an operator or 
automatically with user agents. Automation 
will be introduced gradually based on 
operatcr need and software maturity. Using 
exception history, user agents can be 
developed to handle exceptions that have 
occurred previously and are likely to recur. A 
unique uscr agent is defined for each 
exception. The initial system automatically 
handles only a few exceptioqs and contains 
only a few user agents. ....A s the system 
matures, it is expected to handle more 
exceptions and to contain many user agents. 

When an event occurs, exception detection is With user agents, the automation level can 
invoked. Two evmts that trigger exception change d~na ln i ca l l~  depending on operator 
detection are: workload, level of expertise, and preference. 

When an exception occurs, the system 
automatically invokes the appropriate user 



agent to handle the exception. However, 
operators still have firm1 authority over 
decisions m a ~ e .  They can override the user 
a g m  operating at ii node and direct the  ode 
to do something different thall it would have 
chosen autotnatically. Also, if an exception 
occurs that the system cannot handle, 
operatcrs become involved. Human operators 
may want or need to negotiate ari..mg 
themselves to resolve exceptions using the 
telephone, electronic mail, or other methods. 

Final Scheduling 

Final schedulicg is the last step in the 
planning and scheduling procr .i. The final 
schedule is an executable, exception-free, 
composite schedule of instrment and 
spacecraft operation, observation, 
maintenance, and calibration activities for a 
given time interval. Final scheduling is the 
process of incorporating the results of the 
exception handling process, and any changes 
that have occurred including late changes o r  
targets of opportunity, in the initial schedule. 
Targets of opportunity are phenomena of 
interest that cannot be predicted, arc often 
short-lived, or are changing rapidly. As 
throughout the scheduling process, final 
instrument scheduling is done at the SOC and 
final spacecraft subsystem scheduling is done 
at the MOC. The results of final scheduling 
are stored in the database where l ~ s t  minute 
inter-instrument and spacecl-aft-i~lstri1111~11t 
conflicts can be detected and resolvcd as 
described above. Changes are permitteci as 
long as there is ample time to handle them. 
they do not cause an exception. and they can 
be accom~nodated within the co~nlnunications 
resoulces and services obtained from the 
NCC. 

Commanding 

The objective of commanding is to direct the 
spacecraft and instruments to perform 
scheduled or other required activities. 
Commanding involves generating, uplinking, 
s to r i~g ,  and executing command data. There 

are three mgjor levels of commanding: 
normal co~nlnanding, contingency 
commanding. and eniergency commanding 

Nor~nal ccmnanding directs the spacecraft to 
pcrfam? scheduled spacecraft and instrument 
activities. Co~nmano data i:; stored in the 
database that exceptions can be detected 
and readved. When and how often command 
data is generated varies by mission. 
Command data is generated from scheduled 
activities. Each SOC is responsible for its 
own instru~nent comlnand generation while 
the MOC is responsible for spacecraft 
subsysiem cotrunand generation. The MOC is 
responsible for assembling the instrument and 
spacecraft command data and uplinking the 
composite co~nmand data set to the spacecraft 
during a com~nunication link. 

Spacecraft and instrument constraints are 
defined prior to launch and stored in the 
database. The MOC and SOCs validate all 
spacecraft and instrument command data 
before i t  is uplinked by the MOC. They also 
verify that command data was received 
onboard completely, cxrectly, and in 
sequence, and that com~nand data was s:orcd 
and executed properly All onboud 
cornmand data is verified by evaluating the 
appropriate return-link housekeeping and 
engineering parameters. T b  MOC and SOC 
nnintain their respeclive co~iimand history 
archives. 

Contingency com~nandin& dlrects the 
spacecraft to perform contingency spacecraft 
and instru~nent activities, possibly due to late 
changes or targets of opportufiitj~. Since most 
contingency activities are preplanned, the 
associated co~nrnanti data can be storet4 In the 
database. If no yreplanned commi nd data is 
available, the responsible noti- must generate 
the command data in sufficient time so as riot 

' to subject [he mission to undue risk. When 
accepted, the schedule is updated. and 2 new 
coln~nand data set is generated and uplillked 
at the appropriate time. 



Emergency commanding directs the 
spacecraft to perform spacecraft and 
instrument sating operations, generally i n  
reaction to some potentially catastrophic 
event. Emergency co~nm;miing for the 
spacecraft subsystem is performed by the 
MOC. Emergency commanding for an 
instrument is performed hy the SOC' using the 
results of instrument monitoring. Whenever 
practical, emergency command data is 
preplanned and stored in the database for later 
use. If imavailable, the responsible node 
generates the conimand data. When initiated, 
emergency cornmands are validated anti 
uplinked at the next available co~nmunication 
link. The responsible node ~nonitors the 
return-link telemetry to verify the receipt and 
execution of emergency commands. 

FUTURE WORK 

We plan to prototype the concept described 
above, and plan to develop a representative 
subset of components: a planning and 
scheduling c'mbase at GSFC, a MOC at 
GSFC, and two SOCs-one at GSFC and one 
at the University of Colorado (CU). The 
co~nmand management portions of the 
concept will not be prototyped. 

The planning and scheduling database and the 
CU SOC will be i~nplernented on VAX 
workstations. The MOC and the GSFC SOC 
will be implemented on SUN 4 workstations. 
A ,orn~nercial DBMS, SYBASE, will be used 
to i~nple~nent the database server fu~ictionality 
with all nodes having SYBASE client 
functionality for distributed access. 

The MOC and SOC at GSFC will use an 
enhanced Reyuest Oriented Scheduling 
Engine (ROSE) scheduler. The SOC located 
at CU will use an enhanced Operations and 
Science Instrument Support Planning a~rd 
Scheduling (OASIS-PS). ROSE and OASIS- 
PS are written in Ada and use the 
Transportable Applications Environ~nent Plus 
(TAE+) (Century Computing, Inc., 1993) for 
the user interface. 
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The international character of future manned 
space missions will compel the involvement of 
several international space agencies in mission 
planning tasks. Additionally, the commur?"y of 
users requires a higher degree of freedom for 
experiment planning. Both of these problems can 
be soived by a decentralized mission planning 
concept using the so-called "envelope method", 
by which resources are allocated to users by 
distributing resource profiles ("envelor :s") 
which define resource availabi!ities at specified 
times. The users are essentially free to plan their 
activities independer ''y of e;ch other, provided 
that they stay within their envelopes. 
The new developments were aimed at refining 
the existmg vague envelope concept into a 
practical method for decentralized planning. 
Selected criticai functions were exercised by 
planning m example, founded on experience 
acquired hy the MSCC during the Spacelab 
missions Dl and D-2. The main activity 
regarding future mission planning tasks was to 
improve the existing MSCC mission planning 
system, using new techniques. An electronic 
interface was developed to collect all formalized 
user inputs more effectively, along with an 
"envelope generator" for generation and 
maipulation of the resource envelopes. The 
existing scheduler and its data base were 
successfully replaced by an artificial intelligence 
scheduler. This scheduler is nc: only capable of 
handling resource envelopes, but also uses a new 
technology based on necronal networks. 
Therefore, it is very wet1 suited to solve the 
future scheduling p~oblems more efficiently. 
This prototype mission planning system was 
used to gain new pmctical experience with 

decentralized mission planning, using the 
envelope method. In future steps, software tools 
will be optimized, and all data management 
planning activities will be embedded into the 
scheduler. 

The proposed concept and system primarily 
addresses mission planning (of on-board 
operations) for payloads of future manned space 
missions. But they should be applicable to 
system planning and/or to unmanned missions as 
well. Most of the exanples and expressions are 
taken from the world of Spacelab or Space 
Station (especially D-2 or APM), and most of the 
mission planning aspects are discussed from the 
MSCC point of view. 

All payload mission planning activities of the 
First German Spacelab Mission Dl (30 October 
to 6 November 1985) and of the Second Gcman 
Spacelab Mission D-2 (26 April to 6 Majl 1993) 
were performed by DLR at MSCC in the 
function of a (remote) POCC. 
For Dl and D-2 a centralized mission planning 
concept was applied. That means that all payload 
relevant information and requirements were 
collected at MSCC, and each timeline version 
was generated at MSCC exclusively. The user 
community was involved in the timeline 
preparation (-data base creation or update-) but 
not in the timeline development itself. Up to the 
present, centralized mission planning concepts 
have normally been used for manned space 
missions. Many experiences gained during D-2', 
studies and ideas from NASA4, upcoming new 
requirements3, and some new (technical) 
capabilities were the drivers for a refined mission 
planning concept and a partially new system. 



as well as possibk, according to the availabilities 
and regulations. 

The mission planning activities include the 
generation of several versions of pre-mission 
timelines, the timeline replanning during a 
mission, a d  the preparation of an "As-Flown- 
Timeline" after a mission. 
Mission planning in the context of this paper 
consists of developing the plan for all manned 
and unattended activities on board (e.g. on board 
Spacelab). The plan is written down in a 
document which specifies the times for 
performing the procedures necessary to conduct 
the attended experiments, and further docunents, 
such as lists and plots of activity steps, resource 
profiles, and command timelines, which are 
produced as supplementary information needed 
by the control center. The plan from which all 
these documents are derived is called simply the 
"timeline". 

In general, the mission planning consists mainly 
of three different tasks: 

Collecting and analyzing of information, 
availabilitles and requirements 
Generation ot the timeline 
Production of a!! zccessary outputs and 
documentation. 

The second task -timeline generation- is 
performed in three steps: 

. Event generation (=orbit analysis, genera- 
tion of an attitude timeline, computation of 
event onloff times) 

. Experiment and/or system scheduling 

. Data management (=generation of a data 
flow timeline) 

This short description of a mission plmning task 
flow is valid for all payload and system 
spacecraft operations. 
The mission planning team has two main 
interfaces. On one side is the spacecraft (e.8. the 
Shuttle including a spacelab) with ali its 
capzbilities and availabilities together with the 
orgalusations (such as NASA and S A )  which 
offer this spacecraft and determine the operations 
concepts in a set of constraints and rules. On the 
other side are the investigators and their 
representative organizations (=the user comrnu- 
nity) with their requirements to perform 
experiments or other activities. The mission 
planning team attempts to fulfill the requirements 

User R e ~ u i r e m m  
In order to optimize the scientific return, the 
users need to do some basic mission planning 
functions outside the control center: 
Instead of providing their inputs in the form of 
FO sheets (-the generation and updote of these 
FO sheets was very time consuming and was a 
major source of errors-), the users should 
provide their experiment requirements and inputs 
in form of computer files which can be 
automatically processed. These files should be 
sent to the mission planning center electronically. 
Furthermore, the user community requires a 
certain flexibility for their own experiment 
planning. They require a certain d e w  of 
freedom to rearrange their experiment tuns 
within given time slots by themselves, insttad of 
being tied to an inflexibly fixed experiment 
schedule. 

~~cluoiiity and In addition to t!x g&ii of " -  . 

autonomy, another aspect should be mentioned. 
Some "editing" (=data base entries and updates) 
and "micro-timelining" (=detailed step by step 
experiment configuration) tasks are shifted from 
the control centers to the experiment and 
procedure experts of the user community. 

Intemationalco-oDeration 
Future manned space missions will require more 
international co-operation. These complex 
missions will generally require a certain 
decentralization of mission planning activities. 
(E.g. ESA requires that all planning activities for 
the APM system end payload will be perfamud 
in Europe, and that different USOCs (in different 
countries) shall take over some basic mission 
phnning tasks.) 

General 0- 
The distribution of mission planning outputs and 
documentation should be performed 
electronically. This wonld reduce the reaction 
time to get a response from the investigator. 
Future manned space missions will last longer 
than two weeks. The timelints must be 
developed, generated, and maintained in a shorter 
time frame than before. (For 0-2  [duration I0 
days] the timeline generation process lasted up 



to three weeks, excluding data base preparation 
but including all documentation.) The Space 
Station operations concept requires a new 
timeline for every time increment, and requires 
the capability of handling mission planning 
activities for multiple increments 
simultaneously3. In contrast to centrally planned 
short missions, the upcoming long duration 
missions require that all detailed experiment 
knowledge (necessary for mission planning) is 
located exclusively in thc user team, and not at 
the control center. The number of experiments of 
such a mission is too high. and/or the turn- 
around times of the payload (&e number of 
different experiment facilities) is too short to 
collect all the mission planning information in 
detail at a single point. Therefore an electronic 
interface is necessary, as well as a very fast and 
sophisticated scheduler. 

Most of the software used for mission planning 
purposes during the D-2 project was placed zt 
DiR's disposal by NASA Marshall Space Flight 
Center (MSFC). Most of these software tools 
have been in use for many years and they cannot 
fulfill the requirements of a modem, user 
friendly, and sophisticated mission planning 
concept. 
A MSCC-specific problem was that all MSFC 
software was available as executables only. No 
software updates, modifications, or changes were 
possible. For a complex and flexible mission 
planning system, it is necessary that new or 
changed software requirements can be 
implemented as soon as possibie. This requires a 
modular software concept, with all the software 
code be available at the contro! center or, -at a 
minimum- very responsive software main- 
tenance. 

The Conce~t 

Compared to the D-2 mission, the upcoming 
multi-national space missions will have more 
exchange of information between the different 
space agencies on one side, and between the user 
community and the agencies on the other side. 
Tt-, .light crew will also need added flexibility in 
the planning and implementation of longer 
duration operations. Therefore, the era of Space 
Station payload operations requiies a reassess- 
ment of traditional modes and methods of 
conducting payload operations 4. However, a 

(new) concept needs not only uew methods, but 
also new hardware and software features, and 
new technologies. 

The ~~t for D e c e n t r a l l z L P l a n n l n n  
. . 

The Envelope Method is able to support all 
shades of mission operation concepts between a 
totally centrally organized and phned  mission 
to a mission planned in a completely 
decentralized process. This proposed mission 
planning concept does not discuss different 
mission operations concepts, but proposes a 
feasible mission planning concept under known 
constraints. 
To begin the discussion of a concept, especially 
the discussion of the Envelope Method, on a 
rational and practical level, some general 
assumptions should be presupposed: 

The concept shall support a reasonable and 
balanced usage of all  available (spacecraft) 
resources. 
The concept shall lead to a higher degree of 
flexibility and autonomy for the user 
community (compared to traditioml 
(=:entralized) methods). 
The concept shall allow a flexible reaction 
on changing or modifying the spacecraft 
operations concepts. 
The concept shall permit a control center to 
implement all necessary planning, re- 
planning, and conflict-solving activities 
efficiently. 
The main rule of the "envelope game" is: Do 
not exceed any value of your assigned 
envelopes! 

The Envelope Method 
All aspects of a flexible and efficient 
decentralized mission planning concept can be 
covered by the so-called "Envelope Method". A 
decentralized mission planning concept enforces 
the Envelope Method (and vice versa). Therefore, 
decentralized mission planning with the envelope 
method is further abbreviated into "the envelope 
concept". 
The resources which are shared by several users, 
can be distributed via resource envelopes. 
Resources include crew time, power, real-time 
data downlink, etc. A resource envelope is a 
time-dependent profile that defines the available 
amount of the resource at a specified time. An 
envelope should be a greater, contiguous block of 
a resource. Each user will get several envelopes, 
one for each resource. A user can plan his 



activities within his resource envelopes 
independently from the other users. The block 
structure of the envelopes prevents an 
interlocking of the activities of different users. 
Envelopes are updated only by shifting, 
increasing, or decreasing the blocks, not by 
breaking them down into smaller blocks. 
(Resource) envelopes are a very well suited 
means for information exchange between 
different levels of a hierarchical (mission 
planning) organisation structure (E.g.: POIC (at 
MSFC) <=> APM-CC (at MSCC) <=> 
Experimenter (at USOC)). 
There are not only advantages to the Envelope 
Concept. The main disadvantage is that the 
efficiency of the resource usage decreases with 
the number of different envelopes, and decreases 
according to the size of the envelopes. The 
number of envelopes depends, on one hand, on 
the number of resources, on the other hand, on 
the number of "D"'users (see figure 1). The 
efficiency of a decentrally planned timeline will 
never reach that of a centrally planned one2. In 
other words, if all sharable resources (such as 
power, crew time, downlink and uplink etc.) are 
split up into several resource envelopes for the 
different users, it is impossible to fully exploit 
each resource and to fill up each unused gap of a 
resource. One can gain a high flexibility and 
autonomy of planning by using the envelopes, 
but o x  has to pay for this with a decreasing 
resource usage. (For more information see 
"Envelooe Conce~t in detail".) 

than expected, there will be less chance of 
impacting other experiments than in the case 
where the schedule is tightly packed. 

 on Pl&n with t h  
EnveloDeConceDt 

Figure 1 describes the (Decentralized) Envelope 
Mission Planning Concept of a three level 
system by the Space Station-APM scenario from 
the MSCC point of view: 
All users generate and update their mission 
planning inputs and deliver them in form of 
requirement profiles to the APM-CC. All inputs 
are then checked against operational constraints 
and integrated into the mission planning data 
base. 
At first cut, the APM-CC develops a timeline 
according to the user requirements and the 
resource availabilities provided by level 1 (11, 
overall mission management or e.g. the POIC) to 
each member of level 2 (12, e.g. the APM-CC). 
(It is assumed that there will be different control 
centers which are responsible for different 
modules of the Space Station.) From this 
timeline, the resource envelopes for level 3 (13, 
the users) are generated and transmitted to the 
users. The users plan their experiments/activities 
independently from each other within their 
assigned resource envelopes.' 

The results are new or changed requirer!ents (in 
form of an updated subtimeline or in form of 

*IC ' MS FC 
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SSCC I JSC ---------------- -----------. ------ 
(heck a d  Validation 

o f m  
APM TL Generation 

Raourcc Availability E n v c  Generatim 
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updated requirements) which are returned to the 
Figure 1 The MSCC Mission Planning APM-CC, ' where all subtimelines (or 
Concept (an example of the APM scenario) requirements) are merged into the master 

timeline (or data base). Each user is responsible 
However. a loosely vacked timeline is less . . 
sensitive to the problems which typically occur r 

Keep in mind that it is not allowed to the users to exeed 
during a mission; if an experiment takes longer envelope value. 



for updating his data base input and forwarding it 
to the APM-CC. For each version of the 
timeline, several iterations of this process with 
updated envelopes will be necessary to solve 
upcoming conflicts between different users. 
The APM-CC maintains the mission planning 
data base, the master timeline, and the resource 
envelopes, and checks them against operational 
con,traints and for conflicts. All output products 
an: produced at the APM-CC. The co-ordination 
with the 11 is performed by the APM-CC. 

The above mxtioned concept describes roughly 
the pre-mission plaraing scenario. It could also 
be used for the re-planning during a mission. 
However the (iteration) process has only one 
cycle and the user reaction time and input 
delivery must be fast enough to support the re- 
planning. 

The Envelope Concept in detail 
In general, several variatio1.s are possible for 
distributing resource envelopes: 

Envelopes for all sharable resources: All 
resources used by several users are 
distributed as envelopes. 
Envelopes for special sharable resources 
only: Only a few resources, which are 
heavily used, are distributed as envelopes. 
After each iteration, additional resources 
which turn out to be strongly in demand, 
and to cause conflicts, can be added to the 
envelope resources. 
Envelopes for special users only: Only users 
with activities which block out resources for 
a relatively long time (block usage) receive 
resource envelopes. The activities of the 
other users are planned at the APM-CC. 

Having the above mentioned advantages and 
disadvantages in mind, the second option may be 
the most appropriate way to establish the 
envelope concept for mission plaming purposes. 
An analysis (of D-2) revealed that most of the 
experiments could be satisfactorily scheduled by 
providing three resource envelopes to each 
experiment. These three main resource envelopes 
may differ from experiment type to experiment 
type, but they all are members of the overall set 
of resollrce envelopes (such as crew time, power, 
downlink and uplink capabilities, micro-g 
environment, and other mission dependent 
resources). Resources which are mandatory for a 

successful experirndnt performance are such main 
resources. (E.g.: For an eanh observation 
experiment the (three) main resources could be 
power, the earth target observation opportunities 
and the reprogramming oppomit ies .  For a 
human physiology experiment the three main 
resources could be crew time, real-time down 
link and uplink capability.) 
Studies demonstrated that with a decentral- 
ized envelope concept, nearly 80% of the activity 
time (compared with a centrally planned time- 
line) could be achieved. The efficiency may be a 
little bit higher if there are many more iteration 
steps of envelope updating. 

It is not reasonable to distribute all sharable 
resources via envelopes. The resulting timeline 
would have an unacceptably low resource usage. 
If there are too many different envelopes 
available, not only the micro-timelining will 
become very difficult, but also the envelope 
generation (on the control center side) is very 
time consuming. However, distributing only a 
reasonable number of envelopes will unavoidably 
lead to some violations of operational con- 
straints. 

These assertions need a detailed discussion: 
One idea of the Envelope Method is to shift the 
minor conflict solving concerning some heavily 
used resources from the control center to the 
users. But the user is able only to solve conflicts 
concerning his own experiments ~ n d  concerning 
the distributed (main) resource envelopes. 
Because each resource envelope has the same 
priority for the user, and if all resources and 
constraints were distributed as envelopes, the 
user could get into trouble in the course of his 
internal experiment redesigning. Why? The 
competition (within a certain time frame) of 
some (independent) experiments for different 
resources forces the control center to create 
envelopes with variant shapes for each resource. 
(E.g.: An experiment requires for nearly one 
hour crew time and power. the resob:rce 
envelopes for both resources may not be exactly 
the same.) If this phenomenon is extended to a 
great number of envelopes, it is posslble that an 
experiment has a very spatious envelope for each 
single resource, but the intersection of all these 
resource envelopes forces this experiment into a 
completely fixed time frame! 



It is possible to overcome this pressure of 
competition between different experiments by 
avoiding any parallel scheduling as long as 
possible. But in this case, the overall resource 
exploitation decreases to an unacceptable value. 

The solution is to distribute only the heavily used 
resources via real envelopes, and to consider all 
other resources as free, the first approach. If any 
conflicts concerning these resources arise, the 
resulting conflict management will be done at the 
next higher level (e.g. 12). 
In the above-mentioned example (of the earth 
observation experiment and of the human 
physiology experiment) both experiments have 
different main resource envelopes, but they could 
interfere by any other resource usage. The 
conflict detecting and solving, the rescheduling, 
and the generation/updating of the resome 
envelopes will be one of the principle tasks of a 
control center. (The conflict resolution between 
level 11 and f,2 should be done in a similar 
manner, depending on the assigned responsibili- 
ties.) 

The Conce~t for Distributed Mission Planning 
The Envelope Concept requires a f3st and 
uncomplicated, user friendly information 
exchange between the control center (especially 
the MSCC for the APM control) and the user 
community. Decentralized mission planning 
gives the user the flexibility and autonomy for 
his own experiment rearrangement. It gives the 
user the possibility to enter all his (mission 
planning) relevant data (real experiment 
requirements or secondary information such as 
experiment procedures etc.) into specific 
electronic data bases. Vice versa, the control 
center is able to electronically distribute all 
outputs and information to the user community. 
The mission planning tasks are performed on 
dedicated mission planning computers. Any 
direct access from outside of the control center to 
these machines is denied, for safety reasons. 
Therefore, a practical electronic information 
exchange concept should be based on commonly 
available networks as the transportation vehicle 
and on commonly used PC's and software as the 
aid to enter or to read data. The recent advances 
in computer technology have made the concept 
of distributed mission planning feasible, because 
all the necessary hardware and software is 
powerful enough, and affordable for everybody, 

and the network connections are no longer a 
problem. 

The 
. . 

The following chapter gives an overview of all 
modifications and new developments necessary 
to fulfill the above mentioned requirements and 
concepts. The functions and a rough module 
design of the separate parts are presented, but no 
implementation or software details are men- 
tioned. 

The former D-2 mission planning software was 
mainly NASA-MSFC software. The whole 
system can be divided into four main s o f t ~ ~ m  
packages all needing DEC computers with VMS 
as the operating system. (The four sofhare 
packages correspond essentially to the abate 
mentioned mission planning tasks: Event 
Generation System (EGS), Experiment Schedul- 
ing System (ESS), Data Management System 
(DMS) and an Interface and Output System con- 
sisting of different sofnvare modules which are 
necessary to receive information and to produce 
and forward the output plots, 1is:ings. and 
documents. See alsofigure 2)  

The Event G- 
The EGS is an autonomous system necessary to 
prepare event availability profiles for the ESS 
and DMS. The EGS is not affected by the new 
requirements, and is not involved in any new 
concept. Therefore no modifications or updates 
are mentioned here. 

The R e ~ u k a m U d k c t i o n  Sy&mBBl 
The MSFC software does not support the 
distributed mission pIanning as described above. 
Therefore, a completely new software tool had to 
be developed. A first trade-off resulted in the 
decision to use as a basis a commercial relatiowl 
data base with the possibility of defil :s 
graphical user interface ayplications. Anoikr 
decision was to implement the RCS on a PC. 
After a market survey, a commercial relational 
data base was found to be the most suitable tool. 
The RCS is a very user-friendly tool, which 
allows the usage zf two variant modes: 

The first :.de allows the control center to 
& s ! ' p  P as sion dependent questionnairc. 
In the stcond mode, the user can enter all 
requirements. 



The RCS offers the user window menus and 
mouse-sensitive fields to answer all questions; 
naturally it is very easy to change or update the 
parameters. 
The implementation o i  the RCS could be done in 
three ways: 

The questionnaire and the resulting 
(requirements) data base can be distributed 
via floppy disc 
or via networks 
or the complete RCS is installed at the 
control center, and each user can login 
remotely. 

These three options are not inevitably exclusive. 
Up to now, the first two options are possible. 

The Ewriment S c h e d w s t e m  ESJ 
The ESS version used for D-2, especially the 
Experiment Scheduling Program (ESP), (and all 
later versions available up to now) is not able to 
SuDport the decentralized mission planning with 
the envelope method. The main weak points of 
ESP are that it is not possible to receive, process 
(compute), or geneiate detailed profiles' or 
resource requirements, which are given as a 
percentage of the task duration. Additionally, the 
data base concept is problematic, because it is 
not user-friendly and its capacity is limited, the 
handling and the user interface are very 
uncomfortable, and the scheduling philosophy is 
too conservative to support scheduling according 
to the envelope method. (Scheduling according 
to the envelope method corresponds approxi- 
mately to using fuzzy logic.) 
A scheduling tool assessment identified the 
Science Planning Interactive Knowledge 
Environment (SPIKE) as the most suitable and 
fastest scheduling program'. 
(SPIKE is an Artificial Intelligence scheduler. It 
was originally designed and developed for 
scheduling Hubble Space Telescope operations. 
The development started in 1987, and SPIKE has 
been operational since 1990. The primary goal 
(of SPIKE) is to maximize scientific efficiency by 
optimizing the schedule and minimizing the 
violation of scheduling constraints. SPIKE has 
demonstrated its capnbilities as a powerful and 
flexible scheduling framework with applicability 
to a wide variety of problems in different 
scientific satellite projects (e.g. E W E ,  ASTRO- 
D).) 

(For detailed information about the SPIKE 
scheduler see 5e6.) 

ESP (and the corresponding data base) could not 
be exchanged easily with SPIKE. In a first step, 
SPIKE was modified to be used by unexperi- 
enced operators. (The former user inteflwe of 
SPIKE required a detailed knowledge of the 
programming language LISP.) In a second step, 
SPIKE was imbedded into the remaining mission 
planning system. In a third step, SPIKE had to be 
modified to fulfill all operational aspects, 
especially with regard to the replanning 
capabilities1, and an interface between the RCS 
and the ESS (mainly SPIKE) had to be 
established. 

Envelo~e -stem 
Similar to the RCS, no EMS was available. The 
envelope manipulation task has several 
dependencies. It is influenced by the kind of 
mission and its payload, and bv the mission 
opemtions concept as well as by the experiment 
requirements. Envelope manipulation is done in a 
separate task after the scheduling process. 
Envelope manipulation in detail involves the 
shifting, increasing, decreasing, smoothing, and 
gap filling of a single resource profile. It also 
includes the balancing of resource profiles 
according to the overall (resource) availability. 
Therefore, the EMS needs a very comfortable 
graphical user interface, which allows the 
operator to flexibly imbed the balancing rules as 
external subroutines. 
Because EMS and ESS interact together very 
frequently, it is advantageous to install them on 
the same hardware. 
The EMS was developed with the aid of a 
commercial graphical user interface. The 
subroutines were developed in "C". Conse- 
quently, the EMS is now neatly independent of 
the hardware and the operating system. 

c 
The DMS as used for D-2 is still available. The 
DMS could not meet the D-2 requirements; they 
were performed by separate software (especially 
developed for D-2) or by timeline engineers and 
DMS operators. 
For the moment no actions are completed 
concerning a new or changed DMS. 

*A profile defines the available andlor requested amount 
of a resource as a step function of time. 
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Figure 2 The MSCC Mission Planning 
System (an example of the APM scenario) 

D e  Interface and Out~ut Mod& 
This tool has only the function of receiving 
and/or forwarding information (to the next higher 
level). This information is in detail mission 
dependent. The single modules are changed or 
updated by requests only. Therefore, a further 
discussion of these modules is not necessary in 
this paper. 

Figure 2 summarizes the actual MSCC Mission 
Planning System and gives an impression of how 
al l  these different (sub-) systems act in 
combination and how they interact with 
externals. Following figure 1, the Mission 
Planning Concept and the information flow is 
reflected. 

Results and Future Aspects 

This mission planning concept and system could 
not be yet verified in a real mission, but the 
complete data base of D-2 is still available, and 
can be used for verifying and tuning the concept 
and system in detail. The RCS was tested in- 
house and distributed to some representative ex- 
perimenters to get a feeling for the acceptance, 
and to get proposals for changes or improve- 
ments. The complete envelope scenario was 
simulated in-house with the ESS and EMS. The 
scheduling capabilities, the operator interface, 
and the performance of SPIKE satisfied almost 
all of the requirements. 

Based on this experience, the existing MSCC 
mission planning prototype is able to handle 
the complete envelope concept with all its 
requirements and consequences. 

To bring the mission planning prototype to a 
fully operational system some additional task 
remain to be done: 



One main task is to dt;&.gn a new DMS. Two 
options are possible: either to develop a complete 
new and autonomous system, or to implement 
the missing functions into SPIKE. 
The other main task concerns the interface and 
output modules. All outputs and interfaces are 
highly dependent on actual missions. Therefore, 
several output and interface modules have to be 
changed or to be developed in future. 
(The interface for Shuttle missions already exists 
and will be adapted or upgraded if necessary. 
Interfaces to the ZUP for EUROMIR missions 
must be established. Finally all interfaces (e.g. to 
MSFC and to JSC) necessary for the operation of 
the APM must be specified and established.) 

For further development of operational concepts, 
mainly concerning mission planning, some 
outcomes of D-2 and from the prototype testing 
should be taken into account. The timeline 
generation premission and the replanning during 
mission should be reorganized. A premission 
timeline should cover just the first one or two 
mission days. The following mission days (or 
crew shifts) will be planned in near real-time 
during the preceding day or shift. All necessary 
inputs for the planning must be available at the 
beginning of such a planning cycle, of course. 
The main advantage of such a concept is that the 
science community is able to react very quickly 
to events. The science people are not forced to 
follow an obsolete preplanned timeline. Also, the 
overall premission timeline generation task could 
be easier. It is no longer necessary to create 
timelines for a whole mission (or great mission 
increments), only the overall resource budgeting 
must be managed. It is obvious that all 
experiment runs which are to be flown on the 
mission must verified, tested, and trained 
premission, but the time when they will be 
performed may be open. 

Abbreviations: 
APM Attached Pressurized Module 
DEC DIGITAL Equipment Cooperation 
DMS Data Management System 
CC Control Center 
EGS Event Generation System 
EMS Envelope Manipulation System 
ESP Experiment Scheduling Program 
FO Functional Objectives 
GSOC German Space Operations Center 
IBM International Business Machines 
IDL Interactive Data Language 
JSC Johnston Space Center 
MSCC Manned Space Laboratories Control 

Center 
MSFC Marshall Space Flight Center 
RCS Requirements Collection System 
SPIKE Science Planning Interactive 

Knowledge Environment 
SSCC Space Station Control Center 
TL Timeline 
ZUP Operation Center for Russian Manned 

Space Flights 
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ABSTRACT 
This is truly the era of "Faster-Better- 
Cheaper" at the National Aeronautics and 
Space AdministratiordJet Propulsion 
Laboratory (NASAJJPL). To continue 
JPL's primary mission of building and 
operating interpimetary spacecraft, all pos- 
sible avenues are being explored in the 
search for better value for each dollar spent. 
A significant cost factor in any mission is 
the amount of manpower required to 
receive, decode, decommutate, and distri- 
bute spacecraft engineering and experiment 
data. The replacement of the many 
mission-unique data systems with the single 
Advanced Multimission Operations System 
(AMMOS) has already allowed for some 
manpower reduction. Now, we find that 
further economies are made possible by 
drastically reducing the number of human 
interventions required to perform the setup, 
data safing, station handover, processed 
data loading, and tear down activities that 
are associated with each spacecraft tracking 
pass. 
We have recently adapted three public 
domain tools to the AMMOS system which 
allow common elements to be scheduled 
and initialized without the normal human 
intervention. This is accomplished with a 
stored weekly event schedule. The manual 
enmes and specialized scripts which had to 
be provided just prior to and during a pass 
are now triggered by the schedule tc, per- 
fonn the functions unique to the upcoming 
pass. 
This combination of public domain 
software and the AMMOS system has been 
run in parallel with the flight operation in 
an online testing phase for six months. 
With this methodology, a swings of 11 

a r t  I' . 

man-years per year is projected with no 
increase in data loss or project risk. There 
are even greater savings to be gained as we 
learn ether uses for this configuration. 

INTRODUCTION 
The purpose of this paper is to explain 
what has been done to automate the opera- 
tion of the Multimission Ground Data Sys- 
tem (MGDS) at JPL. It is the further intent 
of this paper to explain some of the prob- 
lems encountered during the systems7 evo- 
lution that prevented this automation from 
occumng earlier. 

OBJECTIVES 
The implementation of JPL's automation of 
MGDS operations addressed seven objec- 
tives: 

Automate the operation of telemetry 
processing for realtime operations thus 
eliminating all of the repeated tasks 
that the system controller would nor- 
mally perform manually during a sup- 
yon period. 
Accomplish the automatiorl in a simple 
yet reliable fashion. 
Maintain the ability for system con- 
troller intervention. 
Provide automatic backup to MGDS 
systems in case of hardware or operat 
ing system failure. 
Use a method independent of applica- 
tions software and hardware platforms. 
Eliminate labor-htensive operational 
work-mounds ass,xiated with unstable 
or incomplete i pplications software 
deliv~ries. 



[7] Give the system the flexibility to easily 
accommodate additional functions 
and/or projects. 

PROBLEFAS 
Providers of realtime su~port are always 
interested in minimizing costs and maxim- 
izing reliability through the automation of 
operator tools. A series of obstacles have 
persisted, however, that have held back the 
automation process. 

The cost of operations is higher than 
necessary because systems are fre- 
quently delivered strictly to meet 
budget and schedule constraints. Such 
a delivery is made with the absclute 
minimum capabilities that will meet 
project processing requirements, and 
no emphasis is plaxd on operability 
issues. Yet, the prime focus of opera- 
tions groups is not that deliveries meet 
specific requirements. Rather, it is that 
deliveries produce the data products 
required by projects without extensive 
human intervention. So when 
deliveries are rushed in order to meet 
budget and schedule constraints, they 
lack operability and the operational 
costs are increased. 
Further, the aatomation of a system is 
not an achievable goal if the hardware 
and software are not stable. Thus, :he 
significant reduction m costs available 
from the automation of operations also 
hinges upon the operability of 
delivered systems. 
For a variety of reasons, there is strong 
pressure to adout a Graphical User 
Interface (GUI) strategy for all levels 
of applications. This type of interface 
is beneficial for occasional users of the 
system, but not for operations person- 
nel who maintain and run the system 
around the clock and who understand 
the system's full capabilities. Opera- 
tions personnel need to be able to act 
quickly at all levels of each application 
and its operating system. From an 
operational perspective, a punch and 

click type of interface is intrusive, lim- 
iting, and cumbersome and i.; thus an 
obstacle to any type of automation that 
P auld lower operational costs. 
The concept of running a system fmm 
a Sequence of Events (WE) file with 
little or no human intervention is not a 
new one. But the implementation of 
this concept, too, has had its associated 
problems. One of these is the high 
frequency of changes that are applied 
to any given weekly SOE. Histoe- 
cally, these changes have had to be 
applied manually, forcing frequent 
operator intervention. 

Thus, the question to be answered became: 
Could the operation of the MGDS system 
be automated to the degree that we desired 
using available software and with the sys- 
tem design that was already online? With 
a little creativity a!~d a thorough under- 
standing of the operational functions, this 
goal turned out to be achievable. 
The UNIX utilities that are being applied in 
JPL's automation are straight forward an : 
available to all users. The third party 
software programs are available on the net- 
work and once again can be accessed and 
used by ayone. Not only did we accom- 
plish the objectives .-=t out earlier; the 
implementation of these automated opera- 
tions features resulted in an operational 
staffing reduction from 28 to 17 for the 
same data delivery workload. On an annual 
oasis thi! saves JPL approximately 1.2 nil- 
lion dollars in operational costs. 

THE ROLY OF UNIX 
When considering the automation of real- 
time operations, we frequently tend to see 
large complicated software programs that 
cost as much as the current operators who 
run the systems. With the operating sys- 
tems that were previously in use, this 
assessment would have been accurate. But 
with the adoption of UNIX as the operating 
system and with the tools and utilities that 
then become available, the cost of automa- 
tion is within the reach of ail groups. 



JPL commenced its transition to the Urn 
Operating System in 1986. The first ver- 
sion of the flight applications that ran in the 
UNIX environment was V7, which supported 
the Magellan mission, but rcquired exten- 
sive cperational work-arounds. V7 had to 
be monitored continuously by h e  realtime 
operations p u p  to ensure the delivery of 
usable data to the project. As previously 
described, the stability of the reaidme appli- 
cations software is a key factor in success- 
fdly automating operational tasks. In our 
case, this needed stability was achieved in 
December, 1993, with the delivery of the 
nineteenth major version of the application 
software. This delivery allowed our opera- 
tions staff to take advantage of the tools, 
utilities, and public domain software pack- 
ages that are available for UNIX. 
Using off-the-shelf and public domain 
software with a small amount of custom 
coding, we were not only able to achieve a 
high degree of autoriomous operation but 
also to build an inexpensive, soft~are- 
switched, fault-tolerant system. We never 
lose data due to a host system failure. Tnis 
gcrieral approach cari be applied to a broad 
variety of high reliability applications at a 
fraction of the cost of the special purpose 
fault-tolerant computing systems on the 
commercial market. Moreover, ths  solu- 
tion is vendor platfoxm independent, .-equir- 
ing only a Urn operating system environ- 
ment. 

THE ROAD TO AUTOMATION 
The reliability of delivered applications 
paved the way for automated control. The 
operations task for flight projec!~ is repeti- 
tive dnd can therefore be scripted to run on 
a schedule. This was done on our systems 
by combining a seven day SOE, custom 
software to convert the schedule tc applica- 
tions directives, public domain software, 
and Urn utilities. 
The integration of COTS and public 
domain software into realtime rnission- 
critical systems is a viable rs?d cost- 
effective alternative to custom designed and 
developed code. The automated operational 

capability described in this paper was con- 
ceived and integrated in a two month 
period by selected individuals in the opera- 
tions group as time permitted. Parallel test- 
ing took an additional six months. Under 
the automated configuration, more space- 
craft data arrived at the projects' &tobares 
than under the marlual system! 

WHAT IS AUTOMATED? 
We maintain at least 32 applications and 10 
monitoring processes oii 35 remotely 
accessed systems. Prior to automating 
operations this same configuration was 
maintained manually. In the following 
paragraphs we describe details of what is 
currently automat~xi in our implementation. 
In additio~., we describ,: some of the 
specific components that we used. 
At the heart of the configuratior! is the 
seven-day SOE. From this, all associated 
jobs are derived and submitted ' the sys- 
tem for the full week for al. ~llonitored 
spacecraft. Such job xhedules are disk 
based in Urn and therefore renwin 
scheduled even when the host systerr. is 
brought back from a failure. This means 
that all scheduled jobs will still execute 
when the system is brought back to online 
status. Jobs that did not execute when the 
host was down have to be entered manually 
but all jobs are scripted and well-ordered, 
and can thus be resubmitted to the system 
easily. 
Screen 

In the Urn world, software follows a 
standard input/output protocol that 
previously created s major pmblem 
Jr application and system faildre 

recovery. If a host system failed, the 
applications that were being run from 
that host by remote login also failed. 
This difficulty was resolved by utiliz- 
ing screen, a public domain software 
program written by Oliver Laumann 
of the Technical University of Berlin. 
Here, predefined scripts start screen 
pric: to starting the applications. 
Standard input and output are 
Suffered by Screen on the X terminals 



harboring remote logins, so that when 
the host system fails, the applications 
continue tc run. A mechanism for 
reattaching to the application is also 
provided by screen so that operations 
can be normalized once the hos' is 
back on line. Now, when the host 
sysrem goes down, there is no data 
loss during the host's down period. 
All remote systems continue the pro 
cessing and loading of project data 
during a host failure. 

System Utilities 
To recover from failures of the host 
system we have used a number of 
U m  capabilities: F is t  we have the 
failed host automatically reboo. itself. 
Next, we provide that I'( Windows 
accesses a customized initialization 
when the host comes up. The initiali- 
zation file creates all appropriate win- 
dows and remote l ~ g i n s  that were 
being used prior to the failwe. The 
host then accesses a script that reat- 
taches its windows to the proper 
processes (using screen) which have 
remained u,~affected despite the 
failure of the host. Again, down- 
stream users of the data will not have 
been affected by the fa i l~re  of the 
host system. 

monitor 
The sysrem is also protected against a 
total hardware failure of the host sys- 
tem. The operations group has built 
a program that runs on the backup 
system and moni:xs the prime host. 
If a failure of the prime host occurs, 
a five minute timer is set on the mon- 
itoring system, and a popup window 
notifies the controller immediately 
that the prime host has failed. The 
controller csn respond to the popup 
wind9w informing the backup system 
to promptly usurp the duties of the 
prime host. If, on the other hand, the 
popup is not responded to within the 
five minutes, the backup system 
automatically executes thc X Win- 
dows initialization file and reattaches 

to the appropriate processes using 
screen. The backup host thus 
assumes all control and processing 
for the prime host. Once again, the 
downstream user of the data is not 
affected. 
The problem of applications failures 
on the remote systems is handled by 
additional monitors. If an application 
or its remote system fails, a popup 
window notifies the controller so that 
the hardware can be substituted or the 
software problem can be properly 
handled. The popup window is 
activated Frequently and has a very 
annoying beep that cannot be ignored. 

expect 
We use a public domain package 
called expect written by Don Libes of 
the Naii~iia! Institute of Standards 
and Technology. This utility is set 
up to acquire and update a copy of 
the seven-dq schedu!e. The output 
of expect (the seven-day schedule) is 
piped through a-qther piece of cus- 
tom software written by the apera- 
tions group. That output is a file of 
rbe scripting schedule that is to be 
submitted to the system. Scripts are 
scheduled using the UNIX utility, at. 
With expect, update$ are made to the 
schedule automatically without the 
need for human intervention. 

force 
The third public domain package 
used is force, which was written by 
Jeff Glass of the MITRE Corporation. 
We use this essential utility to place 
the applications-levei commands on 
their associated windows. The appli- 
cxions commands and their force 
direaives reside in the predefined 
sci;.pts that are submitted by at to 
execute at specific times according to 
the seven-day schedule. We have 
also modified the xterm p;ogram and 
updated the U N ~ X  device directory to 
incorporate the use of special ttys. 
We dedicated these ttys to each of 
ihe X terminals being used so that the 



same tty names always assign to the 
same windows. This was important 
because, while the command that 
force sends is guaranteed by TCPIIP 
to reach its destination, force knows 
nothing of the context of that destina- 
tion. Scripts can now consistently 
force commands to given windows 
with confidence that the assumed 
context is valid. 

CONCLUSION 
The automation of the operation of our sys- 
tem has been accomplished with some very 
simple concepts and tools, using scripts, 
minor amounts of C programming, and 
public domain software. There was no 
significant expense involved, and the out- 
come has been the dramatic reduction of 11 
man-years per year in the cost of opera- 
tions. 
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ABSTRACT 

The Flight Dynamics Facility (FDF) at the National 
Aeronautics and Space Administration (NASA) 
Goddard Space Flight Center (GSFC) generates 
numerous products for NASA-supported 
spacecraft. incluuing the Tracking and Data Relay 
Satellites (TDRSs), the Hubble Space Telescope 
(HST), the Extreme Ultraviolet Explorer (EUVE), 
and the Space Shuttle. These products include 
orbit determination data, acquisition data, event 
scheduling data, and attitude data. In most cases, 
product generation involves repetitive execution of 
many programs. The increasing number of 
missions supported by the FDF has necessitated the 
use of automated systems to schedule, execute, and 
quality assure these products. This automation 
allows the delivery of accurate products in a timely 
and cost-efficient manner. To be effective, these 
systems must automate as many repetitive 
operations as possible and must be flexible enough 
to meet changing support requirements. 

. . 

.d-9 The FDF Orbit Determination Task (ODT) has 
implemented several systems that automate product 
generation and quality assurance (QA). These 
systems include the Orbit Production Automation 
System (OPAS), the New Enhanced Operations 
Log (NEOLOG), and the Quality Assurance 
Automation Software (QA Tool) (Chapman et al., 
1993, Chapman et a]., 1994) Implementation of 

.- 

these systems has resulted in a significant reduction 
in required manpower, elimination of shift work 
and most weekend support, and improved support 
quality, while incurring minimal development cost. 

This paper will present an overview of the concepts 
used and experiences gained fiom the implemen- 
tation of these automation systems. 

INTRODUCTION 

As part of the FDF, the ODT is responsible for 
processing tracking data; performing orbit 
determination, and generating state vectors, 
ephemeris data, and station contact scheduling Y 

products. The ODT makes use of the FDF's two i 
IBM 9 12 11490 mainframe computers to generate 
its products. The jobs necessary to generate the 
products must be set up and executed according to 
schedules specified by agreements between each 
mission and the FDF Jobs are executed either in 
batch mode using Job Control Language (JCL) or 
in the foreground. Products are generated daily 
and must be quality assured and delivered to the 
appropriate users. These products are used by 
other groups in the FDF and by outside users for 
generating acquisition data, spacecraft onboard 
computer ephemerides, and flight operations and 
science mission support schedules. The products 
are necessary for the acquisition of spacecraft by 
tracking sites, prediction of tracking schedules and 

' This work was supported by the National Aeronautics and Space Administration (NASA)/Goddard Space Flight Center 
(GEFC). Greenbelt, ! ryland. under Cantract NAS 5-3 1500. 



spacecraft events, and generation of spacecraft 
computer uploads used in navigation. Errors in the 
products could result in lost support and science 
data, missed tracking, or the loss of the spacecraft. 
Thus, these products and data are extremely 
important in the day-to-day operations and safety 
of the supported spacecraft. The standard support 
provided by the ODT in the GSFC FDF is 
illustrated in Figure 1. 

Tracking Data 

End Users 

Figure-1: Orbit Determination Task Standard 
Support 

In addition to the standard support, the ODT also 
performs analysis 09 the data and products that are 
generated. The analysis is performed to trend and 
update QA parameters, to aid in maneuver 
planning, and to monitor the orbital evolution of 
the mission. Analysis parameters include the 
spacecraft's semimajor axis, tracking data statistical 
information, and the derived coefficients used in the 
orbit solution. Previously, this type of analysis 
involved manually transcribing values obtained 
from job output into required reports. 

In the past, the generation, QA, and delivery of 
products were labor intensive. Users manually 
edited JCL, changing up to 33 different parameters 
per job before submitting the JCL. The resulting 
output and printouts, most containing thousands of 

lines of output, were hand-checked by the users to 
perform QA using an average of 60 to 70 
parameters per product. Deliveries were per- 
formed by relying on a user's knowledge of what 
product went to what user. Previous to any 
automation, daily product generation required two 
to three personnel for 4 to 6 hours a day. The QA 
process required three to four staff personnel for up 
to 4 hours per day, and product delivery took two 
people 2 hours. Thus, the combined production, 
QA, and delivery processes resulted in up to 38 
staff hours per day for nominal support. Not only 
was this process costly, but, because of the amount 
of time it took to generate a completed product, 
delivery sshedules were being impacted. Also, the 
number of required products continued to grow as 
new missions, often requiring more complex 
support, were added (see Figure-2). 

1989 1991 1993 
Year 

=Number of Produds per Day aNumber of Spacecrafl I - 
Figure-2: Orbit Determination Task 

Workload 

In order to reduce costs, improve quality, and 
increase productivity, these manual prixesses were 
automated. This paper describes the ODT's 
product generation processes that required 
automation, discusses the automation tools 
generated, summarizes some lessons learned, and 
presents results and ccnclusions. 

PRODUCTION PROCESS 1 

Analysis of the ODT production cycle defined five 
product generation processes: scheduling, genera- 
tion, QA, delivery, and tracking (see Figure-3). 
Because every ODT product passes through these 
steps, the emphasis was placed on the definition 
and execution of the processes for the entire 



workload, not just on a product-by-product basis. 
For example, if there are 50 products in the day's 
worklist, to schedule, generate, QA, and deliver 
each product one by one would be costly. Since 
each process is necessary for the completion of an 
ODT product, these processes were targeted for 
automation as a means of reducing the cost of 
support. 

Product Users 

Figure-3: Product Generation Processes 

The five product generation processes are decribed 
in the following subsections. 

Product Scheduling 

Products are generated according to support 
schedules determined by mission requirements and 
customer needs. This process is complicated 
because the missions have different delivery and 
support requirements for their products. These are 
specified in the Interface Control Documents 
(ICDs) and mission support documentation (for 
example, GSFC Flight Dynamics Division, 199 1 ), 
and are determined through extensive analysis of 
the mission accuracy requirements. The current 
support includes 93 different product generation 
runs with varying schedules. Requiring users to 
remember an involved product schedule increases 
the risk of incorrect support. This process needs to 
be flexible enough to accommodate combinations 
of every possible product schedule (see Table-I). 
Also, the scheduling is subject to change depending 
on the status of the spacecraft or the requirements 
of the customer receiving the product. Scheduling 
also pertains to the valious delivery methods 
employed after a product was generated. If a 
product is scheduled for generation, it may also 

need to be scheduled for the various available 
deliveries. 

Table-1: Example of Schedule Variance 
b i 

Schedule 

Ephemeris I 
IMP-8 Long Ephemeris I First Friday of Month I 

Product Generation 

Product generation involves submitting the correct 
software with the correct input to create the end 
product. The products are generated by a variety 
of software, such as the Goddard Trajectory 
Determination System (GTDS) (Bleich, 1994), 
which is the primary orbit determination and 
product generation package for the ODT. Missions 
might have different requirements for similar 
products. For example, two missions may require 
TDRS ephemerides with different timespans. In 
addition, special support is sometimes cecessary for 
product generation, such as following spacecrart 
maneuvers. 

Setting up the product runs involves calculating 
and inserting proper timespans, orbital elements, 
force modeling, and other input into the run stream, 
and submitting it to the system. In many cases, 
input is required in different locations and formats. 
For example, a GTDS execution to perform an 
orbit determination solution, generate an 
ephemeris. and perform a comparison might need 
at least three different timespans as input. 

Product Quality Assurance 

QA is performed to ensure that products are free 
from anomalies resulting from incorrect input data, 
corrupt tracking data, environmental events (e.g., 
solar activity), human error, or spacecraft 
anomalies. All products are quality assured twice. 
During initial product generation, ODT personnel 
pcrform a preliminary QA on all products by 
reviewing basic parameters. Then a second group 



of ODT personnel perform a detailed QA on the 
product. Up to 110 parameters from each product 
are checked against predetermined quality 
tolerances. Items checked include product data 
quality (i.e., tracking data statistics, computed or 
estimated values) and product data consistency 
(i.e., timespans, correct file names). These data are 
often spread throughout the output. A subset of 
the data items used in the QA is recorded in a 
permanent log to serve as a record and for analysis 
and trending. The tolerances used are derived 
from mission requirements, software specifications, 
and analysis. If a product fails QA, ODT personnel 
decide if the product should be regenerated with 
modified input or if the tolerances shculd be 
overridden and the product passed for deli-~ery. 

Product Delivery 

Prodgct deliveries occur in several different ways, 
and the workload for each delivery type is decided 
by the products generated and the schedule of 
deliveries. The delivery of the products consists of 
copying generated products to operational data 
files (promotion) and updating a delivery log to 
inform internal elements that products are ready for 
their ~ s c .  It also involves transmitting or delivering 
products to external sources, such as Payload 
Operational Control Centers (POCCs) or science 
centers. Many of the external elements use differ- 
ent methods to receive their products. Transmis- 
sions take place over teletype, through Etherne;, or 
via the NASA Communications network (Nascom). 
Data may also be received as hardcopy or on a 9- 
track tape. Deliveries have to be carefklly 
coordinated with each site to ensure that the proper 
product is delivered in the proper fashion. 

Product and Event Tracking 

Product and event tracking is a process that occurs 
throughout the entire production cycle, to satis5 
the requirement to maintain a record of activities 
performed by both the system and the users. Such 
records should maintain a running account of the 
jobs that have been run, tne products that have 
been generated anci delivered, any anomalies that 
might have occurred, special requests, and shift 

turnover. This process is also used to maintain key 
statistics and QA parameters for hture analysis. 

In the past, these logs were kept as handwritten or 
typed manual logs in many groups of the FDF. 
Problems with the old paper system included 
missing and illegible entries and the need to consult 
multiple logs to gain information. Also, with a 
paper log, only one person could efficiently read 
and write to it at a time, and that person must be at 
the same physical location as the log. 

AUTOMATION OF THE PRODUCTION 
PROCESSES 

ODT product generation activities were automated 
by developing several system utilities, which were 
created as another layer over the existing systems 
in use (see Figure-4). This was done because the 
institutional product generation software already 
existed, and it would have been too expensive to 
modify it. The systems need to handle the wide 
range of different product generation programs, 
and should be able to accommodate new programs 
without modification. Creating the automation 
separateiy was a cost-effective means of imple- 
menting improvements as soon as the pieces were 
ready. Because the generation programs execute 
primarily in batch mode with JCL, the automation 
systems deal primarily with configuring the JCL 
and input data to properly generate and deliver 
products. A menu system ties the automation 
systems together under a single user interface (UI). 

User 

Automation 

Generation Applications 

Systems I 
Figure4 Relationship of Automation 

Layer to Applications and System 

To handle ODT support variability (support 
schedules, timespans, satellite names, etc.), input 
configuration files were used to avoid the need for 
major system updates. Hardcoded parameters were 
avoided so a change in support would not 



necessitate a change in the components of the 
automation system as well. 

The automation also had to accommodate 
non~tandard or anomalous support. While the 
ultimate automation would be a total "hands-off' 
system, there are cases where control of the 
process should be returned to the user. In the 
ODT's case, the capability for manual intervention 
at key points in a process was all that was 
necessary. Requirements for this capability were a 
hnction of the type of support, the environment, 
the expected Frequency of nonstandard support, 
and the potential impact if operations were delayed. 

With the large number of jobs submitted on a 
regular basis, the users and system needed a means 
of determining whether processes have been 
completed. This information is required for system 
error detection and correction and process logging. 
Process status information was also useful for 
notifying and executing subsequent processes. 
Process status traceability was accomplished 
through log files and status file updates. 

The ODT first developed the OPAS to automate 
the scheduling and product generation processes. 
Next, the delivery process was automated with the 
Delivery Tool. UI improvements were then made 
by implementing panel-driven menus and then 
developing the QA Tool. Each implementation 
resulted in hrther reduction in the time needed to 
complete a product (see Figure-5). 
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Figure-5: Implementation Dates and Effects 
on Average Completion Time 

All of the automation utilities were developed with 
significant user input, especially with regard to UIs. 
Because of the close ties between the users and 
developers, the system closely reflected the user's 
needs. 

The elltomation utilities for ODT product 
scheduling and generation, delivery, Qq and 
tracking are described in the following subsections. 

Product Scheduling and Generation--0PAS 

OPAS automates the scheduling and product 
generation. An original attempt at automation was 
implemented, refined as a newer prototype system, 
and then implemented as the final system now in 
place. OPAS makes use of a master requirements 
file to describe when a job is to be run, provide the 
updates needed for the runstream execution, and 
control the delivery processes. When OPAS is 
executed, its scheduler fbnction creates a status file 
containing the list of the day's work and the status 
of its completion (see Figure-6). The status file 
becomes the link to the other sections of the 
automation. The OPAS generation function then 
sets up the jobs specified in the status file in 
accordance with the information in the 
requirements file, including date and timespan / 

calculation. The user has the option to edit the 
completed tunstv~m before execution, to aid in i' 
nonstandard support. Frequently, subsequent 
product runstreams may require input used From a 
previous setup. To support this, OPAS uses a 
current data file to store input needed for several 
jobs, which reduces the amount of user input 
required. Input that may be required fiom the 
previous day is stored in an a priori file. As the 
jobs are set up and submitted, OPAS updates its 
status file to indicate that the step has been 
com~leted for that product. The updated status file 
then serves as the notification to subsequent 

I 

processes that a product is ready for the next step, 
such as QA or delivery. Also. because manual user 
setup is still available, anomalies can be easily 
worked around without the services of the 
maifitenance personnel. 



Figure-6: OPAS Functional Data Flow 

Product Delivery-OPAS Delivery Tool 

The ODT implemented the Delivery Tool finction 
of OPAS to help automate the delivery processes. 
When executed, the Delivery Tool checks the 
OPAS status file for the list of the day's work for 
the type of delivery selected by the user (see 
Figure-6). It also checks the status file to see if the 
prerequisite steps have all been completed. The 
user can then instruct the system to deliver all of 
the products for that type or individual products. 
The Delivery Tool dso updates the status file to 
indicate that delivery processes have been 
performed to maintain accountability. All of the 
UIs for the Delivery Tool functions operate in the 
same way where possible and allow for delivery of 
products that may have been generated but were 
not in the schedule. Information that aids in the 
delivery of products, such as file names and 
product destinations, is stored in delivery data files 
that are input to the Delivery Tool. The files can 
be easily modified to fit support requiren~ents. 

Product Quality Assurance-QA Tool 

Automation of QA required that the data items to 
be checked be extracted from the output of the 

product generation phase, checked, and reported. 
Because a variety of software is used to generate 
the products, the system could not be coded for the 
output a i  any single product. It had to be flexible 
and generic, with the specified data items and their 
locations user specified. The tolerances and the 
operations (i.e., =, <>, <, >, etc.) required in the 
process also had to be user specified. 

The QA Tool is currently implemented as a 
prototype. The software runs instream with the 
product generation at the end of the batch run. It 
extracts user-specified data items from the product 
output and checks the values against user-specified 
tolerances (see Figure-6). Depending on the results 
of the tolerance checking, a flag for edch data item 
is set to pass or fail. Reports are generated to 
inform the user of the results, and these take the 
place of the manual logging of data items for 
recordkeeping and analysis. More data are now 
avai!able for analysis and recordkeeping. A UI 
allows the user to quickly ascertain the results of a 
particular product generation or of the entire day's 
work. The UI makes use of the OPAS status file, 
creating an updated version that indicates the 
passlfail status of each product. Changes to the 
production software necessitates, at most, a 
configuration file change in the QA Tool, not a 
software update. Reca~ise the user specrfies irr a 
single cettlral locatiorr the desired data items, their 
locations, arrd the folerarlces to Iise, the ourput 
from any existitrg or new .sof!ware cat1 he checked 

Product Tracking-NEOLOG 

NEOLOG is an online database implementation of 
the activities log that complements the 
accountability and tracking provided by OPAS. It  
allows entries to be made under several different 
categories and allows entries to be made from 
runstreams automatically or from interactive 
sessions with a user. Any user can access the log 
from any terminal, and multiple users can access 
the log simultaneously. All production and delivery 
runs in the ODT write information into the log, as 
do the analysts performing the work The end 
result is a Img-term running record of activities 



and job execution: that can be used for 
troubleshooting, analysis, and activities tracking. 
Typically, a log file contains up to a year's worth of 
entries, and previous years are easily accessible. 

LESSONS LEARNED 

Significant lessons have been learned from the use 
and implementation of product generation automa- 
tion in the GSFC FDF. A key concept is the 
importance of analyzing the procedures involved in 
a process to identifjr repetitive and redundant user 
actions. Sometimes gains in efficiency are realized 
through simple procedural changes. Reducing and 
simplifjing procedures also has the benefit of 
reducing the size of the automation. Other key 
lessons involve the areas of UIs, reliability, training, 
and requirements definition. 

User Interfaces 

The usc of UIs to control the system requires 
special consideratwn. It is important to keep the 
interfaces as consiste.lt as possible so that similar 
hnctions require similu user actions. Also key is 
keeping UIs logically organized and easy to use and 
understand; the urge to create overdone UIs should 
be firmly risisted. This significantly speeds user 
familiarization, makes the process more efficient, 
and reduces the chances for erroneous input. Also, 
UIs for individual utilities in the automation should 
be configurable or have the capability to be 
bypassed. This offers a high degree of flexibility in 
combining processes and eliminating the need for 
user input. 

Reliability 

Reliability is characterized by system robustness, 
accuracy, and ease of maintenance. The best 
method for achieving reliability is to keep the 
system simple. Thorough testing prior to 
implementation should be conducted to ensure 
robr~stness and accuracy. All of the systems 
implemented by the ODT went throsgn thorough 
independent testing. By making control and data 
parameters configurable, maintenance is limited to 
file and parameter updates. Sufficient configura- 
tion management should be in place to ensure that 

configurations are correct, changes are traceable, 
aird quality controls are enforced. However, the 
configuration management must not st~fle quick 
and esfective responses to problems. In the ODT, 
configuration management of the automation 
systems is handled by personnel who also 
participate in the generation of products. Use of 
the system results in a familiarity that enhances the 
quick responses for changing requirements. The 
amount of software maintenaace has been reduced 
significantly by the fact that most changes are now 
simple configuration file updates instead of coding 
changes. To avoid any impact that might arise on 
"off' days due to flawed maintenance, updates are 
discouraged on Fridays or any day before a holiday. 

Training 

For the ODT, training issues can be broken into 
two categories: system training and product 
familiarity. System training for an automation 
systcm is the same as with any other system. The 
users must be trained in the availability and use of 
the automation system's capabilities. Again, 
keeping the functionality of ihlities and user 
interfaces consistent can reduce the time it takes to 
train users. In the case of automation, the usual 
resistance and mistrust of a new system by users i 
may be heightened by the fact that many processes i 
now occur out of view Training and testing help, 
but if the system is designed to allow manual 
intervention as a backup, some of the resistance can 
be alleviated 

As processes and QA become more automated, 
the user becomes less involved in creating the 
product This may result in reducted familiarity 
with the products and the generation software 
being used In the FDF, thls is a concern because 
the support for maneuvers and missions still 
involves 2 lot of manual work and analysis, I 

requiring an in-depth knowledge of the products 
and support software. 

Reducing automation to keep users familiar with 
the software and products is essentially the same as 
subsidizing the trainizg budget through increased 
production costs. It is preferable to address the 



issue with ongoing training, instead of reducing the 
amount of automation for production. Graphic 
feedback from the system may also help, as long as 
it does not unnecessarily add to the completion 
time for a product. This means that training costs 
and issues rnust be specifically addressed as 
efficiency is gained through automation. In the 
case of the ODT, familiarity with the products is 
maintained through analysis and special requests, as 
well as other training exercises. In fact, the 
automation is now freeing up time to peiform more 
analysis, which improves the quality of support. 

Requirements Definition 

When drafting requirements for new product 
generation software, special consideration should 
be given to defining the parts of the output that 
truly define the quality of the product. While all of 
the output may be required as a product or for 
detailed analysis, usually smaller portions (that may 
be scattered throughout the output) are needed as a 
"quick look" to indicate the quality of a product. 
This information could then be provided as a 
condensed report that is easier to check and 
incorporate into other utilities. This requires that 
attention be pai~ to the potential uses and users of 
a particular system early in its developmem. 

RESULATS AND CONCLUSIONS 

After implementing the automation software, the 
ODT found that to create an effective automation 
system, attention must be paid to the reliability of 
the automation. to the training required to execute 
and ~~ain ta in  the system, to product familiarity, and 
to the design of software maintenance releases of 
product genrating systems. By iinplementing the 
automation system, ODT persunnel were able to 
make their product generation and QA more 
efficient (see Figure-7). Product generation time 
was reduced to 2 staff hours a day. QA time was 
reduced from an average of 12 staff hours a day to 
1 to 2 staff hours, and delivery was reduced to 
1 staff hour. Implementation of the automation 
systems allowed the FDF to provide operational 
phase orbit determination and navigation support 
more effectively for more missions, without having 

to significantly increase staff or make expensive 
changes to product generation systems. 

I N u m b e r  of Products 

O T ~ r n e  to Complete a Product 

Figure-7: Workload Versus Average Product 
Completion Time 
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GRAPHIC SERVER 

A REAL TIME SYSTEM FOR DISPLAYING AND MONITORING TELEMETRY 
DATA OF SEVERAL SATELLITES 

J 

Stkphane DOUARD 
CNES French Space Agency 

ABSTRACT - Known as a Graphic Selver, the system presented in this paper was 
designed for the control ground segment of the Telecom 2 satellites. It is a tool used to 
dynamically display telemetry data wi:hin graphic pages, also known as views, The 
views are created off-line through various utilities then, on the operator's request, 
displayed and animated in real time as data is received. The system wds designed as an 
independent component, and is installed in different Telecom 2 operatio~al control 
centers It enables operators to monitor changes in the p!atfonn e:.d satellite payloads in 
real time. It has been in operation since December 1991. 

GENERAL PRESENTATION , 

The Graphic Server c,ystem is a system for 
displaying and monitoring :!einetry data of 
several satellites. It is based on the dynamic 
visualization of information on what are known 
as graphic pages (or views). 

Logged in to a data servtr with which it can 
interact, it receives telemetry parameters in real 
time, interprets them and refreshes the graphic 
pages that the operator is cuner.t!y displaying by 
inserting the new values. The operator therefore 
has access to images or views that reflect in real 
time the state of the satellites. 

Graphic pages are made up of ;r background part 
and anirrr.iLed objects whose value, representation 
and colour vary in relation to the telemetry 
parameters with which they are associated. A 
relay, for example (an animated object) in an 
electrical circuit diagram (graphic pzge) will 
appear open or closed depending on the value of 
the corresponding telemetry parameter, and its 
outline colour will indicate any anomaly. 

Graphic pages are firstly drawn up off-line using 
a graphic editor, then checked before operational 
use. Tills check serves to confirm their coherence 
with the satellite databases. An animation 
enviro,ment is then generated and arts as a 
medium on which the real time animation can 
occur. 

Several different graphic pages can be disc!ayed 
at the samc time in real time, for one or more 
satellites. I he rate at which thz views are 
animated then depends on the telemetry 
acquisition cycle, and the onerator can quickly 
change page due to the graphic objects built into 
the views. 

From a functional viewoint then, the G:aphic 
Server system integr*&es both s off-!ine mode 
offering the tools used to create and check the 
graphic pages, and a real t h e  mo$e for actually 
using the glaphis pages, acquiring data and 
animating the views. 



~ i l e r n e t r ~  Data Sewer 
of the Satellite Control Center r 1 

I J I I , 
1 L-' 

E'r/itlon Animatisn 
environment environment 

-----a3 
Graphic Edition Display and Animation 

FXal - Operating principles behind the graphic 57,  {er system 

OFF-LTE MODE: GENEWTING MEWS 

Ihe tools used in cff-line mode are a graphic 
edrtor, used to or modify graphic pages, 
and va.iou3 utilities used to check the pages or 
analyze results obtainecl. 

Creating views - 
Graphic pages are whdy created by the users, 
who thus have a wide range of freedom in the 
organization and representrrt;on of telemetry data, 
in the choice o ' viewpoint iaken by each page 
(thermal, electrical, orbitograrhy etc.) and in the 
synthetic degree of the detail reprssented. Within 
.A page, each parameter can b.: shown seven1 
times in forms which may cr may not be 

complementary, which means kbat the user can 
have greater or more detailed information on 
certairi parameters. 

The Erst stage consists of formatting the content 
of the graphic pages, each page being able to 
include the following three types of objects: 

- sfatic objects constitutink the background, 

- animated objects, materializing in various 
toms the values of telemetrj parameters, 

- pointable objects, used to support operator 
dialog In real time mode (pcint and click 
objects). 

Static objects are composed of graphic objects 
sucl. as polylines, polygons, texts etc. 



Animated objects include: 

- alphanumeric and digital readouts used to 
display the raw or physical value of parameters 
in different display formats (binary, octal, 
hexadecimal, decimal and label), 

- active symbols used to associate a particular 
graphic representation with each labelled value 
(e.g. relay open or closed); a maximum of 
sixteen such representations are allowed per 
parameter, each being defined by users and 
able to be put in a library for use with other 
parameters and different pages, 

- scrolling curves of parameters in relation to 
time : these curves may optionnaly stop, rest; -t 
fi-om the origin or shift left (two-thirds of 
s-ale) and continue >lotting when the right- 
himd axis is reached, 

- rno4ng symbols (e.g. dial with a needle such 
as a voltmeter). 

Pointable cbjects include: 

.- static or dynamic tags (these objects. whose 
graphic representations are defined by the 
mers, onable the user to change from one page 
to a50thei simply by pointing to the object 
wit! the ;nouse and clicking it), 

- data entry fields (these objects may be used to 
change page by typing in the name of the new 
page. satellite and display peripheral). 

The second stage of edition is designed to 
associate telemetry parameter identifiers with the 
corresponding animated objects. This association 
is based on simple naming rules. 

Finally, the last stage c,,~sists of "compiling" the 
pages that have been created so as to optimize 
real time performance for each page displayed. 
---- 
Coherence check on views 

The coherence check is carried out at one time on 
rid the graphic pages created. The contents of 
each graphic page are validated with respect to 
the database for each satellite. If any errors are 
detected nithin a page, ~t cannot be baed (for 

those satellites where an error has been found). 
To correct the page, the previous stages must be 
repeated. 

During the coherence check, a check is carried 
out to see that the naming rules mentioned earlier 
have been correctly applied. The checks are 
syntnwical to confirm the existence of names and 
labels of telemetry parameters, and semantic to 
check that the animated objects chosen to 
represent each telemetry parameter are coherent 
with its type (an analog parameter, for example, 
could not be associated with an active symbol as. 
by its very nature, it cannot have more than 
sixteen values). 

At the end of this phase, the user has a real time 
animation environment in which the telemetry 
data received in real time niode may be 
displayed. 

REAL TIME MODE : ANIMATING VIEWS 

Available on 211 the computers in the system, the 
Real Time application uses the animation 
environment created off-line and performs the 
graphic animation on the various display 

I 

peripherals. f 

Acquisition of telemetry data 

The Graphic Server system can manage and 
receive telemetry data from several dirF I 'erent 
satellites at the same time. This data may 
correspond to "iive" telemetry, to telemetry that 
has been recorded and is being pla;:ed back in 
deferred time ("replay" telemetry), or even 
rimuluted telemetry. 

The data is received in aprocessed form, and the 
raw value, the physical value (which may 
correspond to either a value or a label) and alarm 
status are associated with each telemetry 
parameter. Telemetry data is received via virtual 
X25 channels, each of which transmits the data 
for one particular satellite. 



Displaying a new page automatically leads to 
dissemination requests being sent to the data 
server. The latter then interrupts the 
dissemination of parameters associated with the 
display of the previous graphic page and then 
transmits the new parameters needed by the 
graphic server to animate this new view. This 
principle allows operators to access almost all the 
telemetry parameters in terms of animation 
(virtual access). It does not affect the other pa:cs 
displiayed. 

However. telemetry parameters may be 
systematically received and  memorize^ by a 
graphic server. This capability means that when 
changing a page. the operator can immediately 
display the latest information on these 
parameters without havirlg to wait for the 
acqu;sition cycle of them within the telemetry. 
For the Telecom 2 ground segment. for example, 
each graphic server in the control center receives 
all the parameters of a satellite, whatever the 
pages currently on display. On the other hand, 
the graphic servers in the payload control centers 
only receive those parameters needed to animate 
the pages actually displayed by the operators. 
This is Secause of the low transmission rates of 
the X25 links between these graphic servers and 
the data server of the Telecom 2 satellite control 
center. Like this. the operators can display all the 
wiews they want. 

When a graphic sewer is used in a "off-line 
proces~ing context" (such as telemetry replay or 
simulseion), the systematic diss~mination of all 
the telemetry parameters and their storage in 
memory by the graphic server grants the operator 
potential access to all these parameters in tenns 
of display. The acquisition of at least one 
telemetry format and the interruption of replay 
telemetry or simulation, enables the user to 
consult whatever pages be wishes to in order td 
check particular points, diagnose a failure, divide 
cp information and so on at his ease. 

Display and graphic animation - 
Graphic animation, triggered whenever a new 
teleme~ry frame is acquired, can have difierent 
forms depending on the type of animated objects 
chosen to reprezent the telemetry parameters (cf. 
creating views). 

Graphic animation also covers general 
parameters associated with each view and 
includes the mune of the satellite and station, the 
number 'and date of the telemetry frame. 

A default system of graphic representation is 
used to materialize parameters N-hose value is 
unknown. By this means. users quickly 
distinguish those parameters which. for special 
reasons are not received in Real Time. from 
parameters actually received and whose value is 
therefore signific.int. 

The colour of each animated object varies in 
relation to ?he alarm status of the telemetry 
parameter with chich it is associated (grey in the 
case of a telemetry drop. green when the 
parameter is nominal, orange or red when its 
status is simple or dangerous almn). This means 
that any anomalies may be identified very 
quickly. 

The number of graphic pages able to be 
displayed at any one time may be configured 
before the start of a Real Time session and nlay 
vary from one to five. The graphic peripherals 
may be used either in full screen mode (one p q e  
then filling the entire screen) or in quarter screen 
mode (four pages dis~layed on the screen). 

Operator dialog 

The user interface is the nl:ans by whish a 
graphic page may be dirzcted to a particular 
peripheral for a given satellite. The user dialog is 
based on the pointable objects (graphic objets 
able to be selected by the user) available in each 
view. 

Data entry fields are used to type in information: 
nane of the new page andlor name of the 



satellite andlor number of the peripheral. The 
operator thus needs to entry data. 

Static tags offer more limited functions in that 
their use limits the page change to the current 
peripheral for the same satellite. However, 
simply by using the mouse, this type of objeci 
may be used to change page automatically. 

Dynamic tags have both the ad-~antages of data 
entry fields and static tags. The operator can use 
them to define or modify a preselection of pages 
in real time. This makes calling them easier. The 
operator first associates the new page to be 
displayed, the satellite and the display peripheral 
with each dynamic tag. When the user next 
points to the tag. the corresponding page will 
automatically be displayed. with no need for aqy 
data entry. 

FEATURES OF THE ARCHITECTURE 

The Gra&ic Server's software incIudes the 
ANIMATOR(@ graphic software package 
developed and distributed by Syseca. This 
package comprises a graphic edition module, a 
Real Time animation module anci an access 
library module. 

The Graphic Sewer application uses the concepts 
and mechanisms of data streams (the arrival of 
data triggers off processing by tasks which 
themselves generate data for other wks .  
Communication mechanisms are based on 
systein V IPC). Processing systems for one data 
stream are independent from processing systems 
for another stream, which ensures continuity in 
downgraded mode should certain fa2ures occur. 
As the application opt .ates with multiple display 
stations, the failure of one of them does not 
interfere with graphic mimation on ancher. 
Likewice, as the application also operates with 
multiple satellites, a problem linked to the 
telemetry daia stream for one satellite does not 
perturb the ~rocessing of data streams for other 
telemetry. Furthermore, these mechanisms 

ensure a certain extendability of the system 
(management of further satellites, addition of 
graphic workstations etc.). 

The Graphic Server hardware architecture is 
based on Hewlett Packard I4P 9000 from the 80Q 
series. 

There are three types of configuration : 

- "off-line configuration" for generating views 
that includes a bitmap. a printer and an Ethernet 
link, 

- ,'real-time configuration" for animatig views 
that includes a bitmap, a X terminal, an 
optional printei and a X25 link, 

- "full configuration" for both, generating and 
animating views (cf. Fig.2) 

Fig. 2 - "Fii!] configuration" of Gl~phic  ,crv;r 



The views can be generated on an "off-line 
configuration" and then, the associated animation 
environment can be exported by streaming tape 
on others "real time configurat:ans". This 
possibility allows the users to centralize the 
creation and the management of the views. 

In off-line mode. the bitmap is used for editing 
views and running the utilities (consistency 
check, storage on streaming tape. ...). 
Consistency check results can be displayed on 
bitmap or printed. Telemetry parameters 
description files of the satellites are transmitted 
by Ethernet link via File Transfert Protocole. 

In real-time mode. the bitmap is the support of 
the operator dialog. The views are displayed and 
animated on the bitmap (one "full screen" view) 
and on the X terminal (one "full screen" view or 
four "quarter screen" views). System md  sofware 
messages are listed on the system console. The 
printer can bc used to have a small logbook 
(some high level messages are printer as a 
telemetry drop warning. alarme status transition 
of a parameter). Telemetry data is received via 
X25 link and the telemetry parameter requests 
are sent by the same way. 

OPERATIONAL VIEWS ON TELECOM 2 

Constructed for the contrcl ground segment of 
"- lelecom 2 satellites. the Graphic Server system 
has been op~rating in various operational 
Telecom 2 control centers since December 199 1. 
There is a configuration reserved for the drawing 
up of pages. Drawn up then checked by satellite 
engineers, the pages are exported and finally 
mimated on the "real tiine" graphic servers. 

After over two years of operation, nearly two 
hundred and fifty views able to animate 
approximately two thousand telemetry 
parameters have been constructed according tc 
team needs. Different categories of page have 
been created and correspond to special uses. 

The following may be distinguished: 

- pagc catalogs, 

- parameter dictionaries and specialized pages. 

- parameter curves. 

-functional synoptic displays of satellite 
subsystem (mimics), 

- summaries of satellites in standby mode. 

Page catalogs grant rapid access to a given view. 
They are made up of static tags, each being 
associated with a particular page. Pointing to the 
name of a catalog page with the mouse 
automatically displays it. 

Parameter dictionaries and specialized pages 
contain lists of telemetry parameter names with 
'heir raw and physical values. These dictionaries 
grant rapid access to a parameter (in alphabetic 
order), whereas specialized pages bring together 
related parameters needed for particular 
operations. 

Parameter curves, used either in standby mode or 
during operations, are used to monitor in real 
time the changes in one or mcre parameters over 
time. 

The functional synoptic displays of satellite 
subsystems (mimics) represent, in various forms, I 

the state of the various satellite com?onents. 
These pages are gradually koken down, moving 
progressively from a general level granting an 
understanding of the state of a subsystem down 
to a highly detailed level for specialists. The 
pages are linked together and thc user can reach 
the level of representation he wants very quickly. 

The summaries of satellites in standby mode are 
pages for general satellite monitoring. They 
infom~ the operators of any anomalies and of the 
main characteristics relating to the state of 
platforms and payloads (cf. example Fig. 3). The 
opeidtor is .bus kept continually informed of any 
alarm, its nature and its severity, and can display 
t h ~  most detailed views whenever he wants, so as 
to diagnose the origin of a failure. 

All these views are detailed on [Loubl]. 



7 CPS - 
r;-- BANDE X - - - ~ j  ~YILIUR [*I b a r  

, 2 3 4  

&Elm@ 
LV 'ESCRVOIPS 

I CELL SCAN 

R L I W  XU EPZ MU Oh'JX 
B R l T E R i E  

SSPI 
RSF 1 , 1074- * > I  4 3  C  

IRE5 R 

5SPh i 2 5 1 -  1 6 9 2 C  

11'1- 48 9 3  C [PC Z I Y  

L j  MIDI E.5 
E P C  4 8 U  

" 
1151- 4 5  24 C 

lop  2 I U  
1191- +a c S  C I?'dl- +21 97 C 

I 
CLE Clil 

I .  

wr m-. srq-TO* i m  air n , a r . , l r r .  09.09.56 l o  8 i m m m m a m m m m m ~ w u ~ m ~ - = - p l j  -- 

55PH 

11'1- 48 9 3  C 

E P C  4 8 U  

1191- +a c S  C 

CLE 
I 2 4 ? .  + 2 2  ' 3  C 

Clil 

lop  2 I U  
I?'dl- +21 97 

Fig. 3 - Example of a Telecom 2 operational view 
( 150 parameters are animated) 

The Graphic Server system currently includes 
specificiries peculiar to the Telecom 2 
mvironment. mostly with respect to the mode of 
acquiring telemetry data and the Format in which 
this data is disseminated. If this ir?terface were to 
be made more general, the qrstern could be put to 
a wide variety of uses involving the graphic 
display of data streams. 

FUTURE PROSPECTS 

The graphic semer system has become a vital 
tool for Telecom 2 operations because of its 
functional characteristics, its ease of use in .eal 
time rn ode, its graphic modelling capabilities, 
high-speed access to infornjation. and the visual 
verification it  allows on the state of saiellites and 
their alarms. This system car! also be used for 
control center applications and, more generaliy, 
adapted for use in monitoring and "process" 
corttrol situations (the term "process" being 
taken In its widest sense. and may mean a 
satellite, test or simulation bench. an industrial 
manufacturing process etc.) 

REFERENCES 
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Matera Laser Ranging Observatory (MLRO) 
is a high performance, highly automated 
optical and astronomical observatory 
currently under design and development by 
A l l i edS ig , ta l ,  f o r  the Ital i :  I Space  
Agency(AS1). I t  is projected io  become 
operational at the Centro Geodesia Spaziale 
in Matera, ltaly in 1997. MLRO, based on a 
1 Smeter astronomical quality telescope, will 
perform ranging to spacecrafts in earth- 
bound orbits, lunar reflectors and specially 
equipped deep space missions. The primary 
emphasis during design is to incorporate 
state-of-the-art technologies to produce an 
intelligent, automated high accuracy ranging 
system that will mimic the characteristic 
features of a fifth generation laser ranging 
system. The telescope has multiple ports and 
foci to support future experiments in the 
areas of laser communications, l idar, 
astrometry, etc.. The key features providing 
state-of-the-art ranging performance include: 
a diode-pumped picosecolid (50ps) laser, 
h igh speed (3-5GHz) opto-electronic 
detection and signal processing, and a high 
accuracy (6ps) high resolution (<2ps) time 
measurement  capzb i l i ty .  The above 
combinati ~n of technologies is expected to 
yield millimeter laser ranging precision and 
accuracy on targets up to 300,00Okm, 

surpassing the best operational instrument 
performance to dste by a factor of 5 or more. 
Distributed processing and control using a 
state-of-the-art computing environment 
prov ides the f ramework for  e f f ic ient  
operat ion,  sys tem op t im iza t ion  a n d  
diagnostics. A computationally intelligent 
environment permits optimal planning, 
scheduling, tracking and data processing. It 
also supports remote access, monitor and 
control for joint experiments with other 
cbservatories. 

INTRODUCTION 

Ever since the first deployment of laser 
ranging for s p x e  geodetic applications in the 
mid-sixties, the techniques of Satellite Laser 
Ranging (SLR) and lunar  Laser Ranging 
(LLR) have significantly contributed to the 
advancement of a number of scientif ic 
disciplines [Degnan, 1991 ; Schutz, 1992; 
Smith, et al., 19931. Today a network of over 
40 globally distributed systems support space 
geodetic efforts. The primary reason for the 
success and maturity of the measurement 
technique is the progressive use of advanced 
technologies as they evolved [Degnan, 1985; 
Varghese, et al, 1986; Veil!et, et al., 1993; 
Shelus, et al., 19931. The adaptation of 
newer technologies over the years yielded 
~ ' y i f i c a n t  improvement in the instrument 



performance. The quality of the SLR and LLR 
data  has  improved  by two  orders  of 
magnitude during the last two decades. The 
accurate data over the years coupled with 
improved scientific understanding through 
measurement and modeling of phenomenon 
such as gravity field, tides, and the dynamics 
of earth's interior allows computation and 
maintenance of precision orbits to a few 
centimeters. The precise apriori knowledge of 
the orbit in turn permits the computation of 
precise acquisition and pointing vectors for 
tracking, thus allowing tighter target coupling 
of the laser beam through smaller beam 
divergence. The combination of , recise 
pointing, high repetition rate laser systems 
and high opto-electronic detection capability 
has also led to vastly improved data quantity 
over the years. 

There are, however, increased demands on 
laser ranging technique due to competing 
techniques and fiscal constraints. The future 
of SLR and LLR will depend on the scientific 
data quality as well as the cost of producing 
such data. High quality globally distributed 
measurement on a number of satellites, 
supporting various scientific applications, at 
low operational cost is a critical requirement 
for the future. Automation and multiple use of 
the facility are key aspects to be considered 
for the reduction and distribution of the cost. 

In the global network, fiducial observatories 
play a fundamenta, role for the high accuracy 
measurements of geophysical properties. 
MLRO with its wide target coverage and 
ra,iging performance will become a part of a 
suite of geophysical and astronomical 
instruments at Matera obtainicg critical 
measurements for a variety of applications. 
The targets for these measurements include 
satellites in earth orbits from -200km to 
geosynchronaus distances, the lunar 
reflectors (left by Apollo and Lunakhod 
m iss i ons )  and  deep  space  m iss i on  
spacecrafts. With the significant coverage 
offered by MLRO together with the potential 
f o r  o the r  as t ronom ica l  a n d  op t i ca l  
experiments, optimal use of the observatory 

during the 24 hour daily cycle is essenti~l.  
The capabiiiiy to configure, monitor and 
perform experiments in an expeditious 
manner withoct operator intervention is vi td 
to the most efftxtive collection of scientific 
data. The ab i l ~ t y  to perform intell igent 
decision making based on the observing 
conditions and the critical requirements of 
various experrments is a highly desirable 
feature. Thus, the precision, accuracy, 
reliability and ability to perform automated 
expeditious intel l igent operations are 
emerging as the system goals a state-of-the- 
art sys!om. MLRO detailed design is currentiy 
performed in the context of these emerging 
scientific requirements. 

The system specification calls for millimeter 
precision and accuracy on ranging to targets 
as far as 300,000km. The absolute accuracy 
of laser ranging is limited by the measuring 
accuracy of the SLR instrumentation, the 
refraction model of the atmosphere, and the 
knowledge of the spacecraft optical reference 
to the center of mass. The spacecraft 
induced errors can be significantly reduced 
through modeling and correcting the laser 
data [Varghese, 1992; Minott, 199.31. The 
unique hardware characteristics of the 
ranging system can be corrected to the 
subn~illimeter level to obtain accurate range 
to the center-of-mass(CM) of the spacecraft. 
It is estimated that the atmospheric model 
induced errors can be reduced to the 1 -2mm 
level using mul t i -wavelength ranging 
[Abshire, et al., 19851. A high accuracy 
receiver system was developed to measure 
atmospheric dispersion very accurately in 
"real-time" [Varghese, et al., 19931; the real- 
world operational performance of this receive 
system is currently under evaluation at the 
NASA 1.2meter telescope facil ity. If i t  
demonstrates operational success, this 
feature wil l  become part of the future 
m i l l ime te r  system,  thus  so l v i ng  the  
atmospheric model dependent problems. The 
rang ing  i ns t r umen t  pe r f o rmance  i s  
determinsd by the laser transmitter, opto- 
electronic technologies, time measurement 
system, telescope and the computing 



technologies. Each of these disciplines is 
examined iil detail in  the current design 
phase to redirce ranging errors and exceed 
the system specifications. 

SYSTEM DESCRIPTION 

The laser ranging instrumentation of MLRO 
incorporates a number of highly desirable 
features [Varghese, 19921 that is expected of 
a fifth generation [Varghese, 19941 laser 
ranging system. The system and sub-system 
features are carefully chosen to exploit the 
best of currently available technology. In 
addition, design and integration of certain 
hardware components in the system is 
strategically scheduled to incorporate the 
best o i  evolving t?:hnologies. Major system 
hardware features are as follows: 

Multipurpose optical and astronomical 
observatory. 

1.5 meter astronomical quality telescope 
with a nigh resolution imaging system for 
astronomy applications. 

Daylnight laser ranging capabilit~es to 
dynamic targets in orbits of 200 km to 
geosynchronous distances, the moon 2nd 
deep space missions. 

Design features to accommodate mtllti- 
wavelength ranging to directly measure 
atmospheric refraction effects. 

State-of-the-art computing and ranging 
instrumentation 

Easy referencing of telescope axes !o 
external datum to further reference it to 
the center(CM) of the earth and the 
latitude and longitude. 

h z a r d  reduction of radiation on aircrafts 
using a radar. 

10-20 Hz Operation at high laser powers; 
KHz operation using lower powers. 

High resolution(<2ps) time measurements 
of all critical times associated with various 
events. 

Aggregated instrument limited ranging 
precision of -2mm and accuracy of -1 
mm. 

The system software provides a number of 
highly desirable features. These include: 

Computational intell igence tools for 
decision making. 

Sophist icated GUI for  expedi t ious 
diagnostics and opera!ions monitoring 
functions. 

Autonomous operation of the system for 
tracking, instrument calibration and 
optimization. 

The MLRO hardware and software modules 
are designed at the present time to provide 
a n  i n t e g r a t e d  f r a m e w o r k  f o r  h i g h  
performance automated operations. The 
hardware elements for ranging consists of 
the telescope, laser, transmi Jreceive optics, 
transmit/receive electronics, computing and 
control, timing, and safety. The 1.5meter 
aperture Cassegrain telescope has a 
pointing accuracy of -1 arcsecond and is 
based on a parabolic primary, hyperbolic 
seco~~dary and a flat tertiary. It has a truly 
rotatable/removable terti,,y to switch to 
Coude, Nasmyth or tne Cassegrain focal 
p l a n e s  f ~ r  c o u p l i n g  t o  v a r i o u s  
instrumentation. The provision to "truly" rotate 
the tertiary mirror and position it within 
larcsecond allows easy interchange of 
Nasmyth and Coude foci. A state-of-the-art 
digital state space control system ernploying 
32bit RlSC processors for each axis control 
ensures smooth tracking and point ing 
operation while allowing self diagnostics and 
computer access t o  the telescopo. The 
telescope jitter of < l  arcsec RMS combined 
with the l a r c s e c  accuracy a f ter  star 
calibration allows precise tracking of distant 
targets. Since the observatory will be a multi- 
experiment research and ~bssrvational site, 
safety measures for instruments as well as 
humans is given prompt consideration in the 
overall design of the system. The safety 
ieatures include: radar, flashing warning 
lights, displays, alarms, video cameras, and 
computer-inhibited operations. 

A diode-pumped picosecond (50ps) master 
oscillator and flash lamp pumped power 



amplifiers generate -125mJ in a 50-7bps 
pulse at 532nm to provide adequate link 
especially to very distant targets. This 
configuration is carefully chosen to sddress 
the future possibil i ty of high duty cycle 
( > K H z )  o p e r a t i o n .  T h e  c o m m o n  
TransmitIReceive (T/R) opt ics and the 
telescope transfer the laser beam to the 
target and also couple the retroreflected 
signal from the target to the detectors in the 
receiver system. The receive optics assembly 
c o u p l e s  t h e  r e f l e c t e d  l i gh t  f r o m  t h e  
polarization discriminating T/R switch to the 
detectors after spatial and spectral filtering. 
The spatial filter has an adjustable field of 
view (FOV) from 1 to 60 arcseconds and its 
geometrical posit ioning is  adjustable to 
accommodate defoc1;s and decer~ter. The 
precise value will depend on laser beam 
divergence and background conditions. A 
CCD camera coupled to an image digitizer 
analyzes the transmitted laser Seam quality; 
this feature is especially desirable for ranging 
to very distant targets. The narrow bandpass 
fi l ter (0.1 -0.3nm) allows tracking of the 
satell i tes/moon under high background 
cond~tions of day or night. The 1.5 meter 
telescope aperture and tt-,e superior optical 
quality of the telescope allows the coupling of 
the laser beam to the target at a beam 
divergence of 1 -2arcsec with good wavefront 
qual i ty .  Th is  beam divergence wi l l  be  
maintained for tracking all satellites whose 
o rb i t s  a re  compu ted  and  ma in ta ined  
precisely. The beam divergence control 
fehturs will be exercised to expand the beam 
divergerm to accommodate prediction errors 
or when the in i t ia l  acquisi t ion was not 
successful. This is also true when the system 
attempts to track a newly launched sa.tellite 
whose ephemeris is not kriown preciseiy. The 
data collected in real-time will be used to 
compute the shori arc and propagate forward 
the improved real-time pointing information. 
An intensilied CCD camera will optically track 
sun-lit earth orbiting satellites. It will also 
acquire lunar craters for ranging to the lur~ar 
ret ro-ref lectors.  These images wi l l  be 
processed in near real-time to permit target 
recognition and allow optimal guiding of the 

laser beam to the retro-reflectors. 

The data quality of ranging instrumentation is 
primarily determined by the T/R Electronics 
subsystem and therefore, plays a crucial role 
i , i  d e t e r m i n i n g  t h e  o v e r a l l  r a n g i n g  
performance. The opto-electrcmic detection 
and measurement of the time associated with 
e a c h  even t  i s  p e r f o r m e d  b y  t h e  T /R 
Electronics. Special attention is taken to 
obtain the highest opto-electronic detection 
eff~ciencies (30%) and bandwidths (3GHz). 
The signal processing bandwidths will match 
the detection bandwidths to generate the 
most precise definition of the signal for time 
measurement  process .  The  t ime  and  
frequency subsystem is a critical part of the 
overal l  system. I t  prov ides the cr i t ical  
frequencies (IOMKz, 5OOMHz) and timing (1, 
10, 20, 100pps) signals from an ultrastable 
maser to support the generation of the high 
accuracy data. A multiple channel, multiple 
vernier event timer measures the time o i  
occurrence of all critical events associated 
with each laser transmission to the target. 
The 28 bit event timer operating at a clock 
frequency of 0.5GHz measures the time from 
100millisecond down to -2picosecond. This 
' l oca l '  p rec i se  t ime  measuremen t  i s  
referenced to universal time (UT) within the 
uncerta inty of UT.  The opt ica l  events 
associated with each frame filtered spatially 
(1 -6Oarcsecond), spectrally (0.1 -.3nm) and 
temporally (-10-300ns) wil l  provide the 
highest SNR for collected data. This feature 
is extremely useful for tracking of very distant 
targets with low link budget in the presenca 
of high background count late. 

As stated ear lie^, the computing/control 
system architecture is partitioned to provide 
the users wirn the capabil i ty to perform 
multiple experiments/measurem~nts. The 
software exercising control of the system and 
providing automation will be versatile in 
c o n f i g u r i n g  t h e  s y s t e m  f o r  v a r i o u s  
applications. The emphasis of software 
engineeririg is on the ease of maintainabihty, 
upgradability and expar~dability. This will 
accommodate future expansion and all . 



optimal use of the system features and 
capabi l i ty .  The advanced comput ing 
environment in MLRO will permit smooth 
integration of all control and data related 
hardware functions and facilitate a very high 
level of automation. The software domain is 
divided into (1) man machine interface (MMI), 
(2) computing/decision making and (3) 
computing/control subsystems. The primary 
erilphasis of the MMI will be to support 
monitoring, diagnostics and optimization of 
the system. The MLRO computer hardware 
configuration will consist of several state-of- 
t he -a r t  Hewle t t  Packard  compute rs  
networked to form an efficient and effective 
computing environment with significant I/O 
capability. A VME-based real-time interfacing 
approach and a POSlX 1003.4 compatible 
real-time HP-RT operating system are special 
fea tu res  of the rea l - t ime  compu i ing  
environment. The UNlX based HP-755 
workstation permits a state-of-the-art m?;l 
machine interface (MMI) and supports high 
end computing. Thus, compute-intensive 
applications such as GEODvN can be run 
with relative ease using this computing 
configuration. This capability is extremely 
useful for near real-time computing of orbits 
for improved satellite acquisition and pointing 
as well as processing the data. Currently, an 
apriori estimate of the orbit is used to discern 
the data from noise followed by statistical 
filtering and polynomial regression. With the 
ability to compute near real-time orbits from 
actual l ass  data, the filtering and data fittincj 
processes can be implemented with greater 
effectiveness. 

The real-time control and data related 
functions &re addressed in the design using 
modern software enginecr11;a pi,actices. 
Object-oriented programming techniques are 
conceived to facililate speed of development 
as well as llnprove maintainability. Integrated 
perfcrrnance monitoring of all processes 
constitutes a step tovlsrd identifying real-time 
process bottlenecks a i d  highlight potential 
problems for scalability in the future. A key 
aspect of an automated system is als3 tlie 
ability to monitor the performance of the 

system continuously. Device performance as 
well as data queue ut i l izat~on, memory 
utilization, etc., will be included for routine 
monitoring. 

The system performance tc a large extent is 
monitored by numerial and stat is t ical  
processing of various process parameters. 
For tasks involving numerical computation, 
conventional programming and analysis 
techniques offer superior speed over that of 
humans. Hnvever ,  in certain types of 
decision . .rng problems, straightforward 
numerical computing alone is insufficient to 
deduce the pertinent scientific or technical 
conclusion. This is also true in cases where 
the problem is ex!remely complex anc 
intuition is required for reaching decisions. If 
the exact rules for colving the problem is ill- 
def ined or fuzziness exists such that 
c o ~ v e n t i o n a i  logic wi l l  not  suf f ice  to  
adequately and unambiguously define the 
answers to the problem, then "intelligent" 
decision making capability resident within the 
system will be an asset. Mission planning, 
scheduling, optimizing, sparse image and 
data analysis are areas where an expert 
system or computational intelligence tools(or 
their hybrids) can significantly offer help. 
Implementation of such toois are expected to 
further enhance the automation of operations 
and speed the evoluticn of MLRO towards a 
truly autonomous system. The availability of 
significant computing power is thus included 
in the current design of the c* lcf - -  TI far the 
implementation of these cap?; ' 

SUMMARY 

MLRO project is currerltly underw- E 

p a l  of designing a st?te-of-th,; . . , 3 . 
Suftware and hardware architt , . ace 
carefully chosen to meet and ex-;ed the 
projected specifications. The abil:ty to 
perform automated intelligent tracklng and 
ranging of dynamic targets at high accuracy 
will offer vastly improved capability for a 
nvrnber of scienti i is applications. The 
significant improvement in !he quality and 
quantity of both SLR and LLR data will 



further adva~icc the science in all associated 
dissiplines. 

Varghese, T. and M. Heinick, Subcentimeter 
Multiphotoelectron Satellite Laser Ranging, 
Proc. of Sixth International Workshop on 
Laser Ranging Instrumentation, Antebes, 
France, September 1986. 
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1 INTRODUCTION 

The German Space Operations Center (GSOC) has 
been in charge for the positioning of various 
geostationary spacecraft during the last twenty 
years. The main operational documents for rission 
planning and execution of the Launch and Early 
Orbit Phase (LEOP) are compiled in the Operations 
Plan. It consists of TWTC dictionaries, procedures 
for s~tellite, ground and flight dynamic operations as 
well as the Sequence of Events (SOE). 

For the ELJTELSAT I1 project a special software 
tool is used which allows for an easy and flexible 
generation of such a consistent SOE. The 
experience gained by tilo application of this tool 
duri-.4 several missions led to the implementation of 
many additions: features for ease of mission 
preparation and execution. 

2 HISTORY 

All the above mentioned elements of the Operations 
Plan were already applied fcr the SYMPHOME 

satellites, the first geostationary spacecratt 
positioned by GSOC in the mid seventies. These 
documents were typewritten without exception 
whereas last minute changes and updates appeared 
just as handwritten redline copies. All the timelining 
hnctions as well as consistency checks in the 
preparation phase had to be done manually. 
The TV-SAT direct broadcasting satellites were 
launched and positioned in the mid to the late 
eighties For these spacecraft the Operations Plan 
documentation was produced by an electronic 
writing system using extracts of the original 
manufacturers operations handbook as prime input. 
TMITC dictionaries were partially generated fiom 
the operational databases. A simple SOE generator 
was installed on a large scale computer, providing 
some limited features for mission timeline 
generation, mainly In the field of timing: 
- time conversion from reference times into UTC 
- time calculations 
- consistency checks w.r.t. timing constraints 
- automatic step (re-)arranging (e.g. in case of 

adding new steps) 
The Sequence of Events was printed out in a fixed 
predefined format on a lineprinter. 



For the DFS communication satellites, positioned 
during the late eighties and the early nineties, all 
information required for mission operations 
execution was incorporated in the SOE as one 
single applicable document including all operations 
procedures. This SOE was produced, printed and 
distributed for each mission event. Due to the 
complexity of this document most of the mission 
operations staff was supplied with special tailored 
extracts (e.g. subsystem, flight dynamic, ground 
data system extracts etc.). In order to handle such a 
comprehensive document a special Sequence of 
Events generator was developed on a mainframe 
computer. Main task of this software was to provide 

a tool for easy and safe generation of a consistent 
mission sequence and the respective extracts. Since 
the early nineties GSOC is positioning the satellites 
of the EUTELSAT 11 series. For this project the 
initial philosophy was used, having the operations 
procedures as separate documents with the SOE as 
the guiding document. 
The SOE generator developed for the DFS-project 
was found to be a very usefbl tool for the handling 
of the flight operations documentation. It was 
transferred to PCs and adapted to the project needs; 
its features and hnctions are pointed out in the 
following paragraphs. A simplified survey of the 
SOE generation process is depicted in Figure 1. 

Procedure 
Database 

rofilo 

Manually 
directed 
Operations 

, ,,+ Aubrnaticafly 
supported 

1 Radio Link 

Figure 1 : Sequence of Events Generation for EUTELSAT I1  LEOP 

3 OPERATIONAL DOCUMENTATION define step by step all relevant activities including 
SIC surveillance, commanding and command 

3.1 PROCEDURES verification to change the SIC from one stable and 
well defined configuratio~~ into a new one. The SIC 

The satellite procedures provide detailed description manufacturer operations descriptions are 
of all nominal and contingency operations. They complemented by indication of applicable reference 



times, operational TM/TC mnemonics and 
references to the appropriate display masks as well 
as to the use of online supporting tools. The 
procedures are organized in substeps which contain 
only one single telecommand, telemetry verification 
or directives to the ground staff Each substep can 
be flagged for which subsystem it is relevant or 
what constraints must be niet. This allows to 
produce extracts for different user groups and to 
check the feasibility of the planned operation. 
Reference times which are assigned to all substeps 
allow to create a consistent operations timeline. 

3.2 THE SEQUENCE O F  EVENTS 

The Sequence of Events is the contrdling document 
for the execution of the mission. it coordinates all 
requirements and constraints arising from mission 
profile, SIC technology and ground network 
availability. The SOE provides the mission 
operations plan and specifies step by step all mission 
events and activities from launch through injection 
into the geosynchronous position. Activities are 
satellite operations, ground operations or flight 
dynamic operations. 
As a mission timeline the SOE specifies item by item 
the relevant step to be performed in the mission, it 
indicates golno-go decision points and orbit related 
information as: 
- apogees, perigees, eclipses 
- sensor visibilities, :~n/moon interferences 
- RF contact conditions 
- maneuver start I stop times 
- ground station visibilities 
- ranging schedule 
Reference is made to the respective procedures, 
only selected substeps of these procedures which 
are of general interest are reproduced in the SOE. 

3.3 APPLICATION 

During the whole LEOP each party of the mission 
operations team gets its directwes from the SOE as 
the common guiding operational document. It is 

valid for all nominal and contingency operations and 
is used in combination with the respective 
operations procedures : 

- Satellite procedures for Flight Operations team 
- Ground procedures for Ground Data System team 
- Flight Dynamic procedures for Flight Dynamics 

team 

According to the mission analysis the SOE is 
prepared before launch for the nominal positioning 
sequence which is for EUTELSAT I1 a 3-impulse 
strategy. Backup strategies in case of maneuver 
postponements are also considered in the SOE in 
advance in order to guarantee a save continuation of 
all operations in such a case. Figure 2 shows a 
typical maneuver tree of a 3-impulse LEOP strategy 
including all prepared backup cases. 

K i  EUTELSAT Il-F6 

Figure 2: Typical maneuver tree for a 3-impulse LEOP 
strategy 

Due to the fact that all online changes of the mission 
profile in case of launch delays, severe injection 
errors and ground or satellite contingencies only 
affect the SOE, all procedures remain valid and 
unchanged. The updates of mission operations 
documentation are minimized and can be introduced 
in a flexible, quick and safe way by means of the 
SOE generator. 



4 THE SOE GENERATOR 

The SOE generator software is written in high level 
programming languages linked to an application of 
a standard database software. 

4.1 DATABASES 

All information for flight procedures is stored in a 
relational database - the proced-ire database - 
containing several tables. The most important and 
comprehensive table contains the procedure steps. 
They are generated and validated with the Editor of 
the SOE generztor. Inputs are provided by the 
satellite operations manual and design summary. 
Other tables are extracts of TM and TC databases, 
tables of the spacecraft attitude control modes, 
assignments of actions, available resources, 
constraints and affected subsystems. 
The link from the original TWTC databases to the 
procedure database ensures consistency of all these 
critical data. Throughout software development, 
mission plan preparation and mission execution the 
same databases are used by all parties thus 
minimizing effort and risks. There are no changes in 
this field without being driven andlor being 
documented by these databases. 
The TbUTC databases are derived either from 
manufacturer delivered tables or files, 
complemented by information of SIC design 
summary and user defined information (e.g. TWTC 
mnemonics). Operational products extracted fiom 
these databases are: 
- TMITC dictionaries 
- all processing information for command system 

and TM-processor including alarm limits 
- automatic TC execution verification database 

4.2 PLANNING SOFTWARE 

EDITOR AND VALIDATION 
A comfortable menu system gives access to the 
various tools for handling of the procedure 
database. 

A special editor allows to generate the procedures 
in a simple and safe way. Many automatic hnctions 
are triggered by single entries using information 
stored in the databas~: 
- conversion of TM parameters into acronyms 
- translation of TC codes into mnemonics 
- fbnctional description of TM/TC 
- indication of display mask reference numbers 
- generation of correct TC-datawords 
- push-button queries for TM/TC codes 
- suggestion of TM status parameter outputs 

In addition the editor allows beside all standard 
functions to calculate and shift time labels and to 
branch into subprocedures. Each substep is 
automatically labelled' with the date of its latest 
update for control purposes and automatic 
generation of change bars in the documentation. 
Various validate fbnctions allow to check the 
integrity of the database. In particular the following 
checks are supported: 
- step records exist for all procedures 
- no unnecessary step records exist for a procedure 
- no step records exist without procedure header 
- all codes have entries in the acronym tables 
- all referenced subprocedures exist 
- procedure duration matches the end time of last 

step 
- TM/TC fields in procedures match with contents / 

of TMITC lookup tables 

Inconsistencies found at validation may be corrected 
.iutomatically in the database. Steps that require 
updates in the document printouts due to changes in 
the database are indicated by the validate utility. 
The printout of procedures as a predefined database 
report is initialized by the editor tool. Layout 
changes of the output format for special extracts, 
testing purpose and for adaption to new missions 
can be freely chosen. 

CHECKER AND FORMATTER 
Task of the Checker and Formatter is the generation 
and validation of a consistent mission timeline. It 
directly accesses the procedure database. 
Any field of the database can be selected by the user 



to be implemented in the timeline. In addition the 
checker provides some fbrther fields, such as 
absolute times and overall step number. The checker 
calculates absolute rimes for every single substep 
using freely definable time labels or absolute UTC 
time, whereas the procedures contain an internal 
chronology. 

Orbital events which are the filtered output of the 
flight dynamics software are interleaved with the 
scheduled procedures (e.g. eclipses, acquisition of 
signal by ground stations, SIC geometry dependent 
constraints). By including all these data the SOE 
provides also informatiori about margins and 
constraints to be considered in case of 
contingencies. 
Various checks can be enabled in the checker's 
menu to confirm consistency of the generated 
mission sequence. These checks can be performed at 
procedure level, record !.we1 or for the timeline files 
and validate mainly following criteria: 
- Chronological: making sure that start times are in 

chronological order 
- Sequential: making sure that all elements are 

strictly sequential without 
overlapping 

- Duration : checking for finite duration of 
records 

- Constraints: checking for violation of 
constraints 

A typical LEOP sequence consists of about 2500 
steps each containing several substeps. Every single 
substep is verified by a number of checks like the 
above mentioned. To give an example: For each 
command activity in the mission timeline it is 
checked that a ground station is scheduled for 
uplink and no ranging is in progress. A number of 
checks like these are performed for every single 
substep counting a multiple of the 2500 main steps 
of a typical LEOP. 
For the mission sequence printout the formatter 
module allows to specie output filters and sort 
orders to produce extracts for different parties. As 
for the procedures the print-layout of the SOE may 
be freely defined if required. 

GRAPHICAL SEQUENCE EDITOR 
The scheduling tasks necessary for a LEOP are 
relatively trivial compared to scientific missions. On 
the other hand some of the requirements and 
constraints are not absolutely fixed and may be 
negotiated between effected parties. In order not to 
overpower the SOE generator an automatic 
scheduler was not implemented. As a practicable 
aprroach an interactive graphical tool was 
intrbduced to manipulate the input files for the 
checker and formatter. All necessary information is 
provided in a graphical display as plot versus time. 
Different coloured boxes indicate start and stop 
times of 
- station visibilities 
- station schedule (prime ! backup) 
- satellite flight procedures 
- rangings 
- eclipses 

In addition orbital information directly retrieved 
from flight dynamics software is plotted: 
- apogees 1 perigees 
- eclipses 
- collinearity regions 
- midmax altitude constraints 
- sunlmoon interferences 

A supplementary window can be selected which 
shows schematically the SIC position and orbit 
geometry as well as the above mentioned orbital 
information. It allows to verify the regular 
distribution of rangings which is a non-linear 
function of the time. ~l;e sequence is edited aad 
modified in an alphanumeric window at the lower 
part of the display. Editing uses automatic hnctions 
to a maximum extent thus minimizing the manual 
inputs. Entries are mainly keywords that can be 
converted into plane text by function key. All 
changes in the alphanumeric parts lead online to 
respective changes in the graphical presentation. By 
having this prompt graphical response to manual 
inputs eventual discrepancies can be detected and 
corrected immediately. Time consuming checker 
runs have to be performed less frequently. 



The timescale of the displayed timeline can be Jumping to selected parts of the sequence may be 
selected in the range of 30 minutes fur detailed done either by scrding with cursor keys or by 
analysis to the whole mission duration (about 2 selecting the respectwe branch ofthe maneuver tree 
weeks) for general overview. which is provided on a special display page. 
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Figure 3: Graphical sequence editor. The station elevat~on ar~gles. the SIC position and orbit geometry are optional 
. . windows. 
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4.3 SEQLIENCE GENERA'I‘OR o~~'I'P~I'I's - Conlig~ration hlatrix 
l:or each dedicated step in  llie n~isslcui tinicllnc tile 

Main products of the Sequcncc of f - \  cnis (;encsator SOI: ~ C ~ C ' I - ; I I O S  can tlctcr nii~ic the 1101iiin;d status 
are printouts of tlic 1:liglit Opcsarions f'socedurcs of'tllc Si'(' ~o~lliylt.i~tion . I  Iic: I es;)ccti~, c tclc~iletr c 

s 
$ '  

and the Sequence of 1:vetits as described a b w c  valucs can be output ~ I I  a c.l.)i~iigi~~-;itio~i ~iiatsis file 
r' 71'liese m y  bc printed conipletcly ix as spccial uliich is linked to 111c o~iliiie tclc~iict~-y processor 

extracts Additionally various outputs arc generated On request the processor cornpares this riiatris 
making use of its features and the irmensc amount with the actual St(' data and indicates any 
of infomation stored i n  the atkctcd da!abases deviations ('onfiymtion clic~A files are prcparcd 



in advance for each procedure as reference for 
start-up configuration checks as well as for major 
steps in the mission for golno-go decisions. 

- TC file generation: 
The SOE generator provides a function to 
generate files of all telecommands for each single 
procedure. These files can be loaded directly into 
the command system where they may be released 
either manually or autoniatically with the radiation 
time defined by the SOE generator. 

- Mission Timeline Display: 
During the missions it was found that the 
Graphical Sequence Editor output provides an 
excellent general survey of the actual mission 
sequence. Therefore the display is projected onto 
a wall screen throughout the whole mission. The 
graphic is permanently updated by the actual time 
and shows all inforniation related to orbit, station 
visibilities and procedures as described earlier. The 
actual status, history and future activities are 
displayed in a range corresponding to the selected 
resolution. Orbit related information is 
automatically updated by input files of the latest 
orbit predictions. In case of deviations from the 
original schedule the amount of expedite or delay 
can be entered and the graphic is shifted 
accordingly. 

5. SUMMARY 

The Sequence of Events Generator is a powehl 
instrument to prepare and guide all LEOP 

I' operations of geostationary spacecraft. This 
database oriented tool ensures easy, quick and safe 
generation of consistent mission operations 
documentation. In addition it provides some useful 
operational features and outputs. The flexibility of 
the application software and database structure 
allows to implement it also for other missions than 
geostationary positioning. At GSOC it has already 
been adapted for scientific missions as ROSAT and 
EXPRESS. 
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DESIGNING AN AUTONOMOUS 
ENVIRONMENT FOR MISSION CRITICAL 

OPERATION OF THE EUVE SATELLITE 
Annadiana Abedini, Roger F. Malina 

Center for EUV Astrophysics 
University of California 

2150 Kittredge St. 
Berkeley, CA 94720-5030 

Abstract--Since the launch of NASA's Extreme Ultraviolet Explorer (EUVE) satellite in 1992, there 
have only been a handful af occurrences that have warranted manual intervention in the E W E  Science 
Operations Center (ESOC). So, in an effort to reduce costs, the current environment is being 
redesigned to utilize a combination of cff-the-shelf packages and recently developed artificial 
intelligence (AI) software to automate the monitoring of the science payload and ground systems. The 
successful implementation of systemic automation would allow the ESOC to evolve from a szverl day; 
week, three shift operation, to a seven day/week one shift operation. 
First, it was necessary to identify all areas considered mission critical. These were defined as: 

The telemetry stream must be monitored autonomously and anomalies identified. 
Duty personnel must be auton~atically paged and informed of the occurrence of an anomaly. 
The "basic" stare of the ground system must be assessed. Monitors should check that the systems 

and processes needed to continue in a "healthy" operational mode are working at all times. Net- 
work loads should be monitored to ensure that they stay within es!ablished limits. 

Connectivity to Goddard Space Flight Center (GSFC) systems should be mo:iitored as well: not 
just for connectivity of the network itself but also for the ability to transfer files. 

All necesary peripheral devices should be monitored. This would include the disks, routers, tape 
drives, printers, tape carousel. and power supplies. 

System daemons such as the archival daemon, the Sybase server, the payload monitoring 
software, and any other necessary processes should be monitored to ensure that they are 
operational. 

The monitoring system needs to be redundant so that the failure of a single machine will ilot 
paralyze the monitors. 

Notification should be done by means of looking though a table of the pager numbers for current 
"on call" personw!. The software should be capable of dialing out to ~~otify, sending email, and 
producing error. logs. 

The system shoda have knowledge of when real-time passes ,nd tap:: recorder dumps will occur 
and should know that these passes and data transmissions are successful. 

Once the design criteria were established, the design team split into two groups: one that addressed the 
tracking, commanding, and health and safety of the science p a y l d ;  and another youp that addressed 
the ground systems and communications aspects of the overall system. 

INTRODUCTION 
In June, 1992, NASA launched the Extreme Ulrravioler Explorer (EUVE) satellite (Bowyer & Malina, 
1991). The science payload for EWE was designed and built at the University of California, Berkeley. 
The operations center (ESOC) for the science payload is located at the Center for EUV Astrophysics 
(CEA) at UC Berkeley. 

The current method used for mollitoring the E W E ' S  science payload is a program called "soctools," 
which was developed at CEA. This tool displays numerical tables that change color and, in some cases, 



give audible output when a monitored value goes out of or back into limit. Soctools is dependent upon the 
presence of a human who watches the printed displays as the values change. This situation requires 24 
hours per day, 7 days per week staffing of the ESOC. 
Though many aspects of the operations have been automated to some extent,' the monitoring of the 
EUVEIExplorer Platform (EP) science payload, as well as the monitoring and reconfiguration of the 
ground systems of CEA's secure science operations network? is do,:. manually. 

I I 

I I 
I I 
I I 
I I 
I Backup Console 

I 

and two workstations2 are critical 
at any given time. The database 
server3 is used to manage the 
incoming telemetry data. The tape 

4 carousel in used as a one way 
transfer channel from our secure 
science operations network to our 
public data analysis network. 

I I Backup Console 
L - - - - - - - - - - - - - - - - - - - J  

Diagram 1 .  Current configuration of EUVE Science Operations Center 

At the time that the ESOC was originally designed, the systems and software, which could allow a robust, t 

fault-tolerant computing environment, were prohibitively expensive. With the desire to acquire a 99% 1 

delivery of data to CEA, the current configuration of the ESOC contains redundant computing and 
network hardware to reach this goal at a more reasonable cost. In the case of a failure of any of the 
integral parts of this system, it is possible for the payload controller or a hardware support person to 

- ~ ~ 

I. The telemetry reception and storage as well as the transfer of the telemetry from the ESOC network to a mass- 
storage optical jukebox on the science data analysis network are all done by means of automated software 
programs. 

2. CEA's public science data analysis systems and network are physically separate from the science operations 
network. 



remove a failed device from operation and quickly introduce a similar device into operation in its place. 
In the above diagram, the services supplier is responsible for providing the processes that monitor the 
reception and storage of incoming telemetry data. The services supplier also provides the lacalizcd 
storage space used by the system utilities, login directory space needed by the payload controllers and 
other ESOC supporting staff, and temporary storage for the incoming telemetry. 
The backup services supplier stands ready to be reconfigured if a problem ,s with the primary system. 
The backup services supplier is also available for development and data analysis when it is not needed in 
the role of primary services supplier. 
Similarly, the configuration of the database server has been planned such that one of the backup console 
workstations can be easily reconfigured in case of a controlling CPU failure. However, the tape carousel, 
which has proven to be one of our weakest links, has no hot spare. For this reason, we have set aside 
enough disk space to store several days of telemetry. In a situation where the carousel is down for a 
longer period of time than the disk space could accommodate, then is even a sneaker-net' plan that 
outlines a procedure for moving the telemetry from the TEA-NETl" to our public network by hand, if 
necessary. 
As noted above, after the statement of criteria had been defined, the initial design tern was split i to two 
parts, one to focus on the ground systems and communications, the other to fwus on the monitoring of 
the science payload. The latter of these groups later divided the design efforts into health and safety mon- 
itoring of the payload, and the commanding qf the of the payload. The team has postponed addressing, in 
depth, a design plan that would focus on the automation of commanding.' 

THE SCIENCE P.4Y LOAD 
The team evaluated several commercial and NASA funded packages intended to monitor satellite telem- 
etry. The software package RTworksB was chosen. This commercial package contains generalized tools 
that can be customized to fit the specific needs of a project. It contains tools for building user displays as 
well as the capability to be "taught" about processes and to initiate cther processes when an anomaly has 
been detected. 
Initially, the team selected a set of six critical engineering monitors for autonomous monitoring using 
RTworks. The payload controllers ca tured their procedural knowledge into flow charts, which were then P transformed into data-flow diagrams, as the controllers worked with a srnall team of programmers. 
The lengthy process of creating and reworking these diagrams requires many iterations. However, the 
resulting diagrams not only give an accurate representation of the detection process but provide the 
programmers with an accurate starting point. 
After both the controller and the programmer were satisfied with the visual representatioq of the anomaly 
detection process for each of the moniiors in question, the result was programmed into RTworks' 
inference engine, creating EUVE specific extensions we call Eworks. 
As the telemetry is received, Eworks actively monitors the telemetry data stream and if an anomaly is 
detected, a process is initiated which will notify someone of the occurrence. Currently this is done by 
means of initiating a program which pages the on-call controller. 
Eventually, we would like to add diagnostic capabilities that would then allow autonomous response to 

1. Sneaksr-net is an industry buzz word that describes the process of hand carrying information from one location to 
another, or from one system to another, usually on a tape or floppy disk. 

2. The team hopes to resume efforts in the area of automated commanding once confidence has been gained in the 
use of the monitoring software. 

3. Flow ckarts may be adequate for the documentation of step by step proceduns, but are not always the best means 
for representing a detailed picture of a complex, interactive system. 



some of the anomalies. Since the software contains the hbility to inir.;ate other programs when an 
anomaly is detected, having the software invoke a diagnosiic process that would then initiate a corrective 
sction sequence, would be the logical next step. 

THE SCIENCE OPERATIONS CENTER GROUND SYSTEMS 

The team also investigated several software packages that could be used to monitor the availability and 
capacity of disks, system and net uork services, and critical processes. The team selected the commercial 
softvwe package Sun NetManageF (SNM) for use for this task. 
Like RTworks, in addition to its monitoring capabilities, SNM possesses the ability to initiate a correct;ve 
action sequence when an anomaly is detected. This means that SNM can be configured tr! either notify 
someor~e of the anomaly or take corrective action as appropriate. 
The software can be configured so that corrective action is taken when disk usage of critical areas 
exceeds a specified limit, or when critical system or network services become unavailable. lo example, if 
the primary services supplier becomes unavailable, the SNM ..+r*tware can start the lost services on the 
backup services supplier without human intervention. It can also initiate a process that wil! page the on- 
call hardware person and notify them of the loss of the primary server. 
Similarly, if a critical disk area is filled above a prescribed limit, SNM can initiate a program that will 
clean up the area and remove files that are no longer needed. 

Although the automated software can simplify the overall monitoring process, the interdependence of the 
systems and peripherals are still a point of failure that would requlre human inten! --+ion in many cases. 
For this reason, suggestions have been made that would redlice these dependencies. 
The current configuration utilizes multi-processor computer servers that share the tasks of providing disk 
storage to the systems on the network as well as processing power. The recent introduction of a 
networked version' of !he i-edundant array of independent disks2 (RAID) disk technology allows us to 
resolve the problem of having to duplicate disk storage areas and user accounts on both cf the services 
suppliers. 
The RAID iisk array provides highly reliable, fast disk storage to all of the systems on the network. With 
the utilization of disk stripping, a warm spare disk and a backup power supply, the system provides a 
hands-off, fault-tolerant storage solution. This uait also allows us to resolve manj of the issues that set 
the requirement for human intervention in the transition from one disk and services supplier to another. 
To date, our experience has shown that when there is a problem with the file server, which is currently 
supplying services to the ESOC, most of the systems in ESOC lock up and often re pire rebooting. This 
happens when the disk space that was being supplied by the services supplier becomes unavailable.' 
Since this RAID disk is attached to the network and not any single system, the RAID disk eliminates the 
need to reboot systems. If a system supplying services fails, the disk area is still available to all of the 
other systems on the network. Thus, there is no network lockup and no interruption of services. 
The elimination of the network deadlock allows the monitoring SNM software to initiate a program that 

1 .  The FAServer 1400 from NAC is the first Unix RAID disk array that is not ! i d  to another CPU. 
2. The d~scription of RAID disk tec:inology is beyond the scope of this paper. Please contact your hardware vendor 

for more specific information regilri i11g this technology. 
3. If the disk was being actively accessed and the server docs not come back on line, the workstation is locked into a 

disk-wait state. 



will autonomously start any lost services on an alternate system and to 9:d out to notify hardware or soft- 
ware support personnel of the occurrence. 
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Diagram 2. Pqmsed EUVE Science Operations Center (first stage) 
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Having freed ourselves of the need foi file server class systems, we can consider moving our processing 
needs to some of the fairly inexpensive, high powered, multi-processor workstation class computers. A 
computing system such as the Sun SparcStation 10 can supply an adequate level of computing power for 
the tasks of providing the daemons that oversee the reception and storage of telemetry, and monitoring 
the ground systems and science payload. 
With the purchase of additional network cards, the NAC FAServer, RAID disk array, can allow up to four 
simultaneous network connections in order to supply the disk space to those networks. It, however, does 
not route information between those networks. The FAServer simply a l l o ~  3 the users on all networks to 
be able to view the data stored on the disk array. The FAServer also allows for restricting access from a 
given network if desired. This means that the RAID disk array can be located in the access restricted 
computer room with direct login allowed only from its console. All other access to the unit would only be 
to the drives directly and the inform~tion stored there. This access could be restricted to read-only if 
desired. 
This in mind, we could further simplify the configuration and allow the elimination of the tape carousel if 
we utilize the network RAID box feature that allows it to span multiple networks. In this alternate 
configuration the telemetry data, which is written to the disks as it comes in from the satellite, can be 
made available to the science data netwok ai read-only information, and thtxe would be no direct access 
to the secure network, nor opportunity to alter the data being provided by that network. 



CONCLUSION 
As confidence is gained in both the hardware and software being introduced into the ESOC, we will relax 
the staffing requirements, which are currently needed to ensure a smooth running environment. 
Addiiionally, CEA is currently involved in the testbedding of diagnostic software packages from Jet 
Propulsion Labs and NASA Ames Research Center, as stated earlier, that will facilitate the autonomous 
resolution of predictable anomalies. Once the anomaly diagnostic systems are mature, we hope to start 
utilizing these techniques in the diagnosis of detected anomalies as well as add autonomous resolution of 
diagnosed problems. 

We thank M. Montemerlo, P. Friedland, D. Korsmeyer, and D. Atkinson for their collaboration on the 
work of new technology infusion into the EUVE Project. We would also like to thank the members of the 
CEA staff who are involved in the design and implementation of these operations improvements. 
The work described here is funded by NASA contract NAS5-29298 and NASA Ames contract NCC2-838. 
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Abstract - The Mars Observer team was, until the untimely loss of the spacecraft on August 21. 
1993, performing flight operations with greater efficiency and speed than any previous JPL 
mission of its size. This level of through-put was made possible by a Mission Operations System 
which was composed of skilled personnel using sophisticated sequencing and commanding tools. 

During cruise flight operations, however, it was realized by tbe project that this commanding 
level was not going to be sufficient to support the activities planned f a  mapping operations. The 
project had committed to providing the science instrument principle investigators with a much 
higher level of commanding during mapping. Thus, the project began taking steps to enhance 
the capabilities of the night team. One mechanism used by project management was a tool 
available from Total Quality Management (TQM). This tool is known as a Process Action Team 
(PAT). 

The Mars Observer PAT was tasked to inaease the capacity of the flight team's non-stored 
commanding process by fifty percent with no inaease in staffmg and a minimal inaease in risk. 
The outcome of this effort was to, in fact, increase the capacity by a factor of 2.5 rather than tbe 
desired fifty percent and actually reduce risk. Tbe majority of these improvements came from tbe 
automation of the existing command process. 'Tbese results required very few changes to the 
existing mission operations system. Rather, the PAT was able to take advantage of automation 
capabilities inherent in the existing system and make changes to the existing flight team 
procedures. 
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This paper will describe in detail the enhancements recommended by the PAT for the non-stored 
command generation process on Mars Observer. This will be contrasted with the process used by 
the flight team prior to implementation cf these improvements. Finally, there will be a 
discussion of the applicability of the techniques devised by the PAT for enhancement of the non- 
stored cornmand process to present and future projects. 

INTRODUCTION 

Th.: M.u. Observer project had as its goal the 
co :ipi :I.' mapping of the Martian surface in 
s-ma ,pectral regions. Some areas were to 
b:: mapped in extremely high resolution. This 
vvu golng to be accomplished by following a 
flight ard operations strategy which used the 
.bllowing design principles. 

' "ne spacecraft would be a ::latively 
.mple device which would act as an 
orbiting platform fiom which to 
perform remote sensing of the planet's 
surface and atmosphere. 

The spacecraft would be placed in a 
low altitude (378 krn), near circular, 
w p3k. orbit. 

'k science instruments wou!d be 
Nadir pointed with the remu'? sensing 
sk ierice instruments mounted on a rigid 
platform. 

Atly and all instrument articulation 
wmld have to be performed internal to 
t k  instrument and be of a non- 
interactive, non-interfering nature. 

All c:ol~trol of t h  ;rstruments was to be 
man2g.d a1.d cornfimded by the 
n!motely ' xdted science instrument 
teamr;. The JPL flight team was to be a 
"po ' "  through which commands 
r wed, but were not interfered with. 

The flight team staffung was only 
no~mal workiv~ hours. 

These six basic design principles were intended 
to reduce complexity of operations, increase 
the autonomy of the Principle Investigators 
over their instruments and, ultimately, reduce 
costs by reducing flight team workload and 
staffmg requirements. Unfortunately, a 
multitude of factors influenced the designers of 
the opcraticns processes and true autonomy 
was not attained at the time of launch in 1992. 
Though the thrust of this discussion is not to 
elaborate on these factors, it should be 
sufficient to point out that, at the ;irne of 
launch, all were legitimate concerns and, 
therefore, causes for conservatism on the part 
of the operations designers. 

However, after launch it was discovered that 
many of the aforementioned concerns were no 
longer problematic. Steps had been taken by 
various parties to mitigate the problems and a 
h s  conservative approach was deemed 
appropriate. In addition, it became abundantly 
clear to management, the science teams and the 
operations earn that the level of science 
commanding necessary to accomplish mission 
goals was not going to be possible given the 
conservative operations 'techniques used by the 
fight team. A totally new approach would be 
necessary to satisfy these needs. 

The tool which project management decided to 
use for accomplishing this goal was a standard 
tool available from Total Quality Management 
(TQM). This tool is called a Process Action 
Team (PAT). The PAT assembled by the 
projezt manager was charged with determining 
the best method for increasing efficiency and 
through-put of the processing of Non- 
interactive Non-stored Commands (NINSC). 
This paper will discuss the concept of a PAT, 



descrik the original NINSC process LS it 
exLstd at launch and the strcamlind NINSC 
commanding process which ~ s u l t d  from the 
delibemtions of the PAT. Finally, a brief 
discussion of the application of these 
operations strategies to future projects will be 
given. 

ORIGINAL NON-1: 'TERACTIVE NON- 
STORED COMMAND PROCESS 

The Mars Ohse~ver spacecraft design 
allowed for command execution immediately 
upon rcccipt or for the storage of 3 series of 
time-tagged commands that would 
autonomously execute at the appropriate 
time. These stored commands were referred 
to as "sequences," and the spacecratt was 
capable of simultanecus execution of several 
stored sequences. 

As the Mars Observer spacecraft normal!y 
tlew with one or mom stored sequences on 
board and executing, non-stored commands 
were scrutinized carefully to assess the 
possibility of adverse interaction with current 
sequences, spacecraft configuration or power 
and thermal conditions. 

The spacecraft was sptxitically designed to 
minimize the interaction of the science 
instruments with the power, thermal or 
dynamic states of the spacecraft bus. A small 
number of payload commands could cause 
the power consumption of the payload suite 
to significantly increase and these were 
deemed "Interactive" commands. The 
majority of the payload colnmands were 
"Non-Interactive," and the design intent was 
to allow the science instrument operators 
maximum freedom to send non-interactive 
commands to their instruments in real-time 
without submitting command requests for 
scrutiny by the flight team, as was necessary 
in the case of interactive payload commands. 

These werc termed "Non-Interactive Non- 
Stored Commands." or NINSC's. 

A basic innovative concept behind the Mars 
Observer operations strategy was that the 
science kams were located at their home 
facilities, with command rcqucsts and science 
instiument data communicated electronically 
through computer networks. A central 
Project Data Base (PIJB) was established at 
the JPL facilities in Pasadena, with 
appropriate security measures in place. Each 
science &am had electronic access to current 
spacecraft health and status data, science 
data downlinked from the spacecraft, and a 
repository for placing files that contained 
NINSCs they wished sent to their 
instruments. Each science team had their 
own secure database "bin" for command 
requests and science data. 

There were two parts to an instrument 
command. Part one was the binary file or 
files containing the actual commands to be 
sent to the spacecraft, and part two was the 
command request which detailed the purpose 
of the commands, the desired time of 
transmission, or, if several files needed to be 
sent in a specific order at certain times, a 
radiation plan for the Mission Control Team 
(MCT) to follow. The sciencc team would 
put these items in the PDB, and notify the 
Experiment Representative at JPL via FAX, 
telzphone call or E-Mail that a command 
request was ready for processing. 

Processing these requests involved the steps 
summarixd in figure 1. The command fde 
containing the commands for the science 
instrument to execute had to be 

a. Checked for valid instrument ID 
and opcodes. 

b. Merged with spacecraft 
commands which would pass the 
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payload commands through to 
the appropriate instrument. 

c. "Wrapped with a header which 
provides information to the DSN 
about which spacecraft to send 
the command to and at what 
time. 

d. Converted to the actual binary 
file to be sent to the DSN for 
radiation. 

Each of these steps \lere conducted by 
different people and several separate pieces 
of software werc required to generate the 
intermediate files and reports. To limit 
development costs, much of the software 
used was taken from other projects and 
modified to suit the needs of Mars Observer, 
resulting in a multi-stage process. 

With each of these steps there was much 
paperwork generated, manual Quality 
Assurance (QA) operations to insure that 
errors were caught and management scrutiny 
tc see that the con~mands were indeed non- 
interactive. In parallel with this process, a 
series of meetings were conducted to sign off 
the QA process, coordinate with the Mission 
Control Team (MCT) on when the 
commands were to be sent, and to apprise 
the flight team of the intended command 
activity. 

This process embodied the conservatism 
necessary to avoid problems which might be 
brought on by inappropriate commanding, 
rnd served the project well for the first few 
:..onths of Mars Observer flight operations. 
It was, however, far from the "real-tirne" 
commanding expected by the science 
community, and the process promised a 
significant workload during mapping, where 
as many as six NINSC requests per day were 
expected. Extrapolation to the mapping 
scenario showed that the original NINSC 

process would have taken 34 work-hours per 
day and produced 120 items of paperwork 
per day. 

PROCESS ACTION TEAMS 

The basic concept behind a Process Action 
Team (PAT) is that the owner of some 
process assembles a group of people familiar 
with the process to study it in detail and then 
to recommend ways to achieve a set of 
specific objectives and measurable goals with 
respect to that process. The PAT uses a 
formal methodology, and has both a schedule 
to adhere to and a set of deliverables. A 
facilitator from outside the project is brought 
in to aid in objectivity, and a Quality Council 
panel of senior managers (some from outside 
the project) periodically reviews the work of 
the PAT. 

The Mars Observer (MO) Uplink PAT was 
established by formal charter by the project 
manager, and had the task of reevaluating 
the uplink process and to establish revised 
procedures to fulfill several objectives, 
including: 

Improved responsiveness to 
science command requirements 
Increased command volume 
without risk 
Streamlining of the entire uplink 
process. 

These improvements were to k made 
without any increase in cor~~mand-processing 
workforce. and as a goal, the resulting 
process was to provide at least a 5Q% 
increase in command generation capacity by 
the existing workforce. 

The PAT was to deliver a defined set of 
products which included revised project 
policies, procedures, forms, interface 



agreements and any other documentation 
necessary to describe and control the revised 
uplink proces5. 

The activities of a PAT are conducted in a 
structured, 4-part methodology described by 
the acronym "FADE, which stands for 
"Focus", "Analy7d', "Develop" and 
"Execute". 

The Focus phase is to decide on exactly what 
the problem is, and to narrow the focus of 
the team's work so as to avoid attempts to 
either solve too much or solve the wrong 
problem. The result of the Focus phase was a 
Problem Statement which described the 
current state of the uplink process, the 
impact to the customer, and the desired 
state. The MO Uplink PAT focused on the 
NINSC process. 

At the completion of each phase, the Quality 
Council reviews and approves the work of 
the PAT before the commencement of the 
next phase. This is to avoid the possibility of 
designing a solution to a problem which, in 
the eyes of management, may not exist. 

The Analyze phase is dcsigned to investigate 
ar.d quantify the process to shed light on just 
where the problem areas are. The phase 
involves deciding what data are necessary, 
collecting these data to baseline and identify 
wnds, and to finally determine which factors 
are the most influential. The MO Uplink 
PAT studied the NINSC process, and did a 
detailed accounting of the time and energy 
required to complete each step of the 
process and determined what "value-added" 
there was for each step or process output. 

During the Development phase, the 
improvements to the process are developed. 
These improvemem include not only a new 
process to implement, but also an 

implementation plan to smoothly transition 
from the old process to the new. The MO 
PAT found paperwork and reports generated 
which had no "customers", found several 
areas where inexpensive automation could 
replace manual checks, and identified new 
command categories which would allow 
achievement of science objectives without 
increasing either risk or team size. 

The final phase is to Execute the solutions 
defined in the Development phase. The first 
step is to obtain management and team 
support for the solutions - a task made 
int-initely simpler by the objective data and 
thorough n~ethodology of the preceding 
three steps. Next is to implement the new 
process, and to monitor its effectiveness 
using the same metrics and methods used in 
the Analyze phase. In the case of the MO 
Uplink PAT, management and team 
.weptance of the new process was obtained, 
some of the new procedures were 
implemented and monitored, but the 
unfortunate loss of the spacecraft prior to 
mapping precluded a full evaluation of the 
new process. 

The following section details the new 
NINSC process recommended hy the MO 
Uplink PAT. 

DESCRIPTION OF RESULTS 

The final outcome resulting from the 
deliberations of the MO Non-interactive 
Non-stored Commanding Process PAT was a 
set of recommendations which would increase 
the through-put for Non-interactive Non-stored 
Commands from the cuiwnt one hour or more 
per command file to a maximum of fifteen 
minutes per file. This increase in efficiency was 
to be accomplished by altering the existing 
process in three specific ways. 
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Figure 3: Mission Control Team (MCT) Script 



The first problem identified by the PAT as 
hindering the processing of NINSCs was 
excessive management scrutiny of the 
command requests. This scrutiny was felt to be 
necessary to prevent erroneous commands 
from being sent to the science instruments. 
The elements of the command request which 
were scrutinized included purpose of the 
requested commands and correctness of the 
data contained in the request. After some 
study, the PAT found that such intense scrutiny 
was totally unnecessary. This was based on the 
fact that the spacecrafi and science instruments 
had been built so that such comrnxds could 
not compromise spacecrafl health or safety. 
Furthermore, much of the syntactical checking 
was already being performed by the ground 
software system and, therefore, did not need 
repeating by management. The PAT therefore 
recommended that all such scrutiny of NINSCs 
be stopped. 

Another problem which was identified by the 
PA?' was excessive amounts of paperwork 
associated with this type of commanding. 
Every command request processed required 
between ten and twenty pages of paper, 
depending upon the number cf commands in 
the original request. Completion of this 
paperwork became an intense burden on the 
flight team. The PAT recommended that 
NINSCs be exempt from the large amounts of 
paperwork associated with other types of 
commanding. 

This leads to the third change recommended by 
the PAT. At the time of launch all NINSCs 
had been classified together as one large group. 

Flight team and management procedures 
treated all of these commands with equal 
conservatism and caution. However, as the 
fight team gained more experience flying the 
spacecraft, they found that approximalely 85% 
of these commands were genuinely non- 
interactive in the truest sense of the word. 

These commands required no spacecraft 
resources or significant ground resources. This 
led the PAT to recommend that a new class of 
NINSCs be defined which required no 
coordination beyond any incorporated within 
;:ti file as it was submitted by the requester. 
Their processing was to be heavily automated 
and very rapid. This new class of commands 
would be referred to as Exam commands. 

The au!oma!ion of the Express NINSC process 
was fundamental to the successful increase in 
efficiency. This automation would be 
accomplished by using two scripts written in 
UNIX, DEKL and awk. These scripts were 
divided along team functional lir-x. The 
Planning and Sequencing Team (PST) used a 
script which would execute all necessary and 
appropriate software, automatically checking 
each file for errors as it was processed. After 
each file had completed its PST processing, it 
would be retrieved by the Missiorl Control 
Team (MCT) using their script and processed 
into a CMD-DSK file for radiation to the 
spacecraft. What follows is a detailed 
description of the Express NINSC process as 
implemented on Mars Observer. 

DETAILED DESCRIPTION OF FINAL 
IMPLEMENTATION 

The EXPRESS NINSC command process 
would begin with each requester who required 
commanding installing their request Spacecrafi 
Activity Sequence File (SASF) onto the PDB 
in the appropriate PDB bin. At the same time 
that the requester installed their SASF(s) onto 
the PDB, they would send an e-Mail "File 
Release Form" (FRF) to both the PST and the 
MCT. These two tasks were to be completed 
by 10:00 am Pacific time for the f&(s) to be 
considered for same day processing. 



Flight team processing of Express NINSCs 
q u i m d  very minimal human interaction (at 
only the beginning and end points of the 
scripts). This interaction was of a process 
management and instigation nature. Actual tilc 
processing, execution of sequencing software 
and error checking were performed internally 
by the script. Figures 2 and 3 are graphical 
representations of the Express NINSC process. 

Beginning at 10:OO am Yacitic time every 
weekday, the PST would instigate execution of 
the EXPRESS NINSC script. T i ~ s  instigation 
would tx: authorijrtd by thc Sequence 
Integration Enginwr (SIE) and actual script 
execution initiated by thc Soliwm Opations 
Enginmr (SWOE). Each tile would he 
processed by the script, one Tie at a lime in the 
order that the e-Mail file rele~se foms were 
rcceivcd by the PST, until processing was 
complete. 

The script would hegin by reading the e-Mail 
FRF submittd by the requester. Thk FKF 
adhered to a specific format and contained data 
necessary to verify file origin and hcation. The 
script extracted from the FRF all of the ahovc 
described data. The script uscd these data to 
extract the SASF from the PDB and install this 
SASF onto the PST workstation king used to 
process NINSCs. The script then sent an 
e-Mail acknowledgment of receipt of thc SASF 
to the rquester and the MCT. This 
acknowledgment allowed these two groups to 
track the status of those tiles being processed. 

The script executed the MERGE software. 
This software correlated requesting group and 
destination instrument. The htter was 
accomplished by comparing the fie type 
provided in the FRF with the instrument 
O D E  provided in the SASF. 

The script would then exwute a general 
purpose emor detection program. This piae of 

softwan: used other program's runlogs its input 
to check the success of those runs. In this caw, 
it used the MERGE program's runlog as input. 
As is obvious from iigure 2, during execution 

of other parts of the script other program's 
runlogs would be used a$ input for this 
program. Any errors detected during 
execution of thiq software caused immediate 
exit from the script and a failure message, 
containing fie name and failure details, to he 
sent by e-Mail to the SIE. The SIE then 
determined which was the hest, resolution of 
the error. At thc discretion of the SIE, this 
may have included rejection of the tilc or 
contacting the requester to help in corrwtion of 
the crror. In any caw, an erroneous tik was 
not guaranteed same day readiness for 
~ransmhsion to thc spacccrift. 

This was fi,llowd hy the script exwuting the 
PROMPT software, which would verify 
syntax, data k l d  value limits and SASF format, 
the EXPAND software, which converted the 
SASF into a Stord Sequcnce File (SSF). The 
SSF can lx thought of as the "source code" for 
the cor ~mands requcstcd in the SASF. This 
SSF was used as input to thc SEQTRAN 
software in the next step and finally the script 
would exc-cute the SEQTRAN sofiware. This 
software convcrtcd the SSF generated dy 
EXPAND in the previous step into an 
Spacecraft Message File (SCMF, the actual 
hinary representation of r h ~  data in the original 
SASF). 

Upon successful completion of all preceding 
steps in this script, the script would notify the 
SIE that the fik: had completed processing and 
would a~tomatically write the SCMF for the 
fie to the PDB. 

The final step of PST processing was the 
responsibility of the SIE (not thc script). This 
was the notification of the requester and the 
MCT by e-Mail that the file completed 



processing and was avdable on the PDB. This 
e-Mail message contained a PST FRF. This 
FRF was formatted in a specific way and 
contained information needed by the MCT to 
begh their processing. 

The PST would repeat the above steps for each 
file for which an FRF was received, until all 
files submitted for that day had k e n  processed. 

Immediately upon receipt of the PST e-Mail 
File Release Form (FRF), the MCT would 
initiate its script to process SCMFs into 
CMD-DSN i k s  (the files which is formatted 
to be transmitted through the Deep Space 
Network). The first step in this script was to 
ntrieve the e-Mail FRF and extract the SCMF 
file name and other pertinent data. The script 
\voulL use the information provided by the PST 
FRF to extract the appropriate filt: from the 
PDB. The script w c ~ ~ l d  then verrfy the file's 
authenticity. The script then executed the 
uplink window computation software to 
detennine the available uplink windows for the 
file being processed. 

After determining all available uplink windows 
in the preceding step, the script would execute 
the COMMAND software, which converted an 
SCMF into a CMD-DSN file. Though an 
SCMF does contain the actual hits to be loaded 
onto the spacecraft, it is not properly formatted 
so that it car, be radiated through the Deep 
Space Network (DSN). The COMMAND 
software formats each SCMF and produces a 
CMD-DSN f k .  

As was the case with the PST script, the MCT 
script checked the COMMAND runlog for 
errors encountered during execution. Any 
errors detected in the runlog would cause 
immediate termination of the script a ~ ~ d  a 
failure message, containing tile name and 
failure details, to be sent by e-Mail tn the MCT 
member responsible for running the script. The 

MCT member would then determine which 
was the best resolution nC ;he error. At the 
discretion of this MC?' member, this may 
incl; .;e rejection of the :;!.: or contacting the 
PST or ques te r  to help in correction of the 
error. In any case, an erroneous f& was not 
guaranteed same day rea'iness for transmission 
to the spacecraft. If no errors were found 
during the above check, then the MCT script 
would queue the CMD-DSN for rasiation to 
the spacecraft at the time determined by the 
uplink window computation software above. 

Upon successfi.d comp; :tion of all p r d i n g  
steps in this script, it would notify the 
responsible MCT member that the frle had 
completed processing and would automatically 
write the CMD-DSN to the t 2B for archival 
purposes. 

The final step of MCT processing would be 
carried out by the responsible MCT member 
(not the script). This vr,clld be the notification 
of the requester by e-Mail that tlw: fde 
completed processing and was queued for 
radiation. This e-Mail message contained an 
MCT FRF. This FRF was formatted in a 
specific way and contained information which 
unambiguously identified the CMD-DSN file. 
The MCT repeated the above steps for each 
file for which an FRF was received from ?he 
PST, until all t'iles submitted for that day had 
been processed. 

APPLICATION OF RESULTS TO FUTURE 
FLIGHT OPERATIONS 

The results of the Uplink Process Action Team 
promised broad application to othcr non-stored 
processes used by Mars Observcr as well 2s to 
other JPL fight projects, both cumnt and 
future. In fact, experience from Mars Observer 
indicates that risk is actuallj reduced when 
these types of commands are not scrutinizd 
but rather the process by which they are 



generated is scruthbd ar,d verified and then is 
automated in sue$ a mmwr as to prevent 
circumvention unless approval is given. 

In general, present missions can benefit from 
these results by scrutinizing and analyzing their 
proasses and identifying all unnecessary (little 
or no vdue added) human interaction' steps. 
These steps should then he eliminated if 
possible or automated when still needed. Prime 
candidates for this tj-pe of automation would 
incluw checking of printouts for errors and 
'checking' of paper forms for errors. The latter 
of these two items represented an enormous 
amowt of time spent by managers on MO 
which slowed down tk, process. Few if any 
emrs of these types were ever encountered for 
the NINSCs processed. 

Future missions can benefit from this effort by 
accepting the precept that rigorous analysis of 
process  and automation of these processes 
leads to increased efficiency and, hencz, either 
increased productivity or decreased staffing 
levels. Mitigation of risk is accomplished by 
s c r u t i g  and validating the automation tools 
before they are used in operations In the case 
of Mars Cik--rver, the tools in question had 
heen used in actual flight operations for several 
months and had been well validated. In 
addition, the team procedures used to define 
the NINSC process had been well practiced 
and, when necessary, modified or comted  to 
eliminate error sources. Finally, the tools used 
in this processing had been devehped in a 
'modular' sense and to allow command line 
control of all software elements. These two 
characteristics of the software permitted th: 
operations teams to moduh-ize thei 
procedures and break them down into easi!; 
understood : 7d automated functions. 
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Abstract 
In this age of shrinking military, civil and 
commercial space budgets, an off-the-shelf 
solution is needed to provide a multi-mission 
approach to spacecraft control. A standard 
operational interface which can be applied to 
multiple spacecraft allows a common approach to 
ground and space operations. A trend for many 
space programs has been to reduce operational 
staff by applying autonomy to the spacecraft and 
to the ground stations. 

The Spacecraft Command Language (SCL) 
system developed by Interface and Control 
Systems, Inc. (ICS) provides an off-the-sheIf 
solution for spacecraft operations. The SCL 
system is designed to provide a hyper-scripting 
interface which remains standard from program to 
program.. The spacecraft and ground station 
hardware specifics are isolated to provide [he 
maximum amount of portability from system to 
system. Uplink and downlink interfaces are also 
isolated to allow the system to perform 
independent of the communications protocols 
chosen. The SCL system can be used for both the 
ground stations and the spacecraft, or as a value 
added package for existing ground station 
environments. 

The SCL system provides an expanded stored 
commanding capability as well as a rule-based 
expert system on-board. The expert system 
allows reactive control on-board the spacecraft 
for functions such as Electrical Power Systems 
(EPS), thermal control, etc. which have 
traditionally been performd on the ground. The 
SCL rule and scripting capability share a common 
syntax allowing control of scripts from ~ l e s  and 
rules from scripts. Rather than telemeter over- 
sampled data to the ground, the SCL system 
maintains a database an-bard which is available 
for interrogation by the scripts and rules. The 

SCL knowledge base is constructed on the ground 
and uploaded to the spacecraft. 

The SCL system follows an open-systems 
approach aliowing other tasks to communicate 
with SCL on the ground, and in space. The SCL 
system was used on the Clementine program 
(launched January 25, 1994) and is required to 
have bi-directiond communications with the 
Guidance, Navigation and Control (GNC) 
algorithms which were written as another task. 
Sequencing of the spacecraft manelrvers are 
handled by SCL, but the low-level thruster pulse 
commands are handled by the GNC software. 
Attitude information is repcrted back as 
telemetry, allorving the SCL expert system to 
inference on the changing data. The Clementine 
SCL Flight Software was largely re-used from 
another Naval Center for Space Technology 
(NCST) satelli re program. 

This paper will detail the SCL architecture and 
how an off-the-shelf solution makes sense for I 

multi-mission spacecraft programs. The 
Clementine mission will be used as a case study 
in the application of the SCL to a "fast track" 
program. The benefits of such a system in a 
"better, cheaper, faster" climate will be discussed. 

Introduction 
In 1988, the Naval Center for Space Technology 
(NCST) and Interface and Control Systems, Inc. 
began development of a spacecraft controller for 
a "black" program. Due to the political climate at 
the time, the requirement was levied for 180 days 
of autonomous uperation for the satellite. Since 
then, the politics have changed, but the system 
which was designed and prototyped showed a 
great deal of promise and was funded for 
development even though the 180 day autonomy 
requirement was discarded. ICS has evolved the 
concept for Spacecraft Command Language 
(SCL) over the years and has developed a 
spacecraft flight control system which is 



innovative in its approach to ground and space 
standardization. 

me SCL system provides an embedded control 
system software package for the spacecraft which 
uses a ru!e-based expert system. This A.I. 
technique was prototyped and found to be 
awkward to use for the day to day operations of a 
satellite. We found that adding a high-level 
scripting capability integrated with forward 
chaining rules provides a powerful alternative to 
the traditional approach to spacecraft command 
and control. The SCL system is based on a 
Hyperscripting language which can be extended 
to meet the mission unique aspect of each 
spacecraft. The added benefit of this system is 
that it can be run on workstations to control the 
ground station mission operations. The system is 
designed to be portable to a wide variety of 
workstation-class computers and drives third 
party graphics products to provide a visualization 
interface. The SCL system is normally used as 
the integrating factor for ground stations. The 
SCL system is used to sequence operations imd 
control other software packages, both custom and 
Commercial Off The Shelf (COTS). 

The SCL concept is based on the unification of 
ground and space with the same control system. 
The SCL system provides a flight control system 
with an on-board database allowing scripts and 
rules to have visibility into on-board data 
samples. The workstation version of the SCL 
system can be applied from board level checkout 
up through mission operations. The SCL system 
not only allows re-use of the underlying control 
system throughout the phases of satel3te 
development, but also allows re-use of the scripts 
an6 rules which are developed to configure the 
spacecraft. The SCL scripts and rules can be 
developed and tested in early phases of I&T and 
stored in a repository for use throughout the life 
of the spacecraft. This aids in the Configuraiion 
Management of ";lustedM sequences for spacemdt 
configuration. I'hese trusted sequences can be 
managed with a software configuration 
management tool and referenced throughout the 
development cycle of the spacecraft program. 
High-level mission tasking sequences can build 
upon underlying configuration scripts and rules. 

Domain experts can be interviewed and 
knowledge of system operation can be captured in 
the form of rules. These rules can be used to 
build up a simulation of the system and develop 
Fault Detection Isolation and Rezovery (FDIR) 

scenarios. The SCL toolkit includes an Integrated 
Development Environment (IRE) which can be 
used on a desktop computer to prototype and test 
control algorithms. The event-driven nature of 
the SCL system makes it ide4 for FDIR 
scenarios. interviewing domain ex,wts early in 
the project allows knowledge to be captured 
thereby reducing the effects of the brain-drain 
when key personnel leave the program. 

Figure 1. Approach to Knowledge Re-use 

The Clementine spacecraft is a system which 
validates the SCL concept. The SCL software was 
originally developed for the NCST ~ d v a n c e  
System Controller (ASC) program. The SCL 
software and the flight controller and memory 
cards were re-used for. the Clementine mission. 
Control loops for the attitude control system were 
analyzed and found to be appropriate for 
development in a native language rather than 
SCL. 

The Cleme,rtine Guidance, Navigation and 
Control (GNC) sof.ware was develcxd in C and 
integrated as another task in the real-time 
operating system. The SCL system was tailored 
to allow bi-directional communication between 
the SCL and GNC software. This capability was 
eventually used to perform automated mapping of 
the moon. Information from the GNC system 
was used to sequence the commands required to 
configure the payload and collect image data. 

Another program has recently benefited from the 
SCL software. The Environmental Research 



Institute of Michigan (ERIM) has developed two 
system.$ using the SCL system. The Autonomous 
Rendezvous and Docking (ARD) mission was to 
explore the feasibility of spacecraft performing 
autonomous docking maneuvers and fluid transfer 
experiments. The ARD system was developed 
using SCL running on a single board computer 
interfacing to a series of UO cards. The ARD 
payload passed acceptance tests and was 
integrated with the satellite bus, docking 
subsystem and fluid transfer systems. However, 
ERIM has removed the ARD payload from the 
Commercial Experiment Transporter (COMET) 
2nd Conestoga launch vehicle manifest. ERIM is 
currently searching for alternative i a ~ n c h  
vehicles. 

ERIM reused the flight controller hardware and 
software design frmn ARD for the Robotic 
Material Pro :zssing in Space (ROMPS) 
experiment. KOlciPS is a Space Shuttle Getaway 
Special (GAS) experiment which is manifested 
for flight on STS-64 on September 10, 1994. The 
ROMPS flight system was largely based on the 
ARD system with modifications to the low-level 
software. The ROMPS mission is to perform 
semiconductor annealing experiments in  a 
microgravity environment. The system will 
control a robot and an annealing oven. This 
program has used SCL, as pan of a low-cost 
ground station. SCL is used in conjunction with 
National Instruments LabViews on Macintosh 
systems. LabViews provides a graphics engine 
used for visualization of data by the SCL system. 

In recent years, SCL has gained a great deal of 
attention due to the desire for standardization of 
spacecraft control systems. The SCL system is 

.. portable to most embedded microprocessor 
platforms and operating systems. The underlying 
messaging system used for the uplink and 
dowdink protocol is isolated from the SCL 

-4 system. The Clementine system used the CCSDS 
7 communications standard although most missions 

have unique protocols. The A M ,  JPL, the Air 
Force and NASA have been looking closely at 
SCL as a basis for a standard on-board system 
architecture. The fact that SCL can be used on 
the ground also has added benefits in a "hexer, 

;il . ,. cheaper, filster" environment. 
'f 

The answer to better, cheaper, faster lies beyond 
L, , the Clementine mission. The Clementine mission 

'r! was a high-risk, fasi-track mission which went 
from vapor-ware to hardware in roughly two 
years. A new management approach and many 

innovative steps were taken along the way. 
Traditic la1 or "old guard" methods were 
sidestepyd to meet the aggressive schedule and 
budget. 

Its a money thing 

Support for a standard operational approach to 
spacecraft control is spawned by shrinking 
budgets. Today's tight budget situations don't 
allow for fresh starts; millions of dollars can be 
spend replicating existing technology. Systems 
such as SCL allow for multi-mission application 
of the same control system. This standardization 
reduces software development, training and 
rila+t - nance costs. Ground stations can be 
retrofitted :o support eiisting satellites with a 
higher-level system whlcii sli??oits adva1:-;a 
automation features. Opratm  workload can be 
reduced, and advisory systems can be developed 
using the Expen System which is incorporated in 
the SCL system. 

The key tc? Ccveloping a new software approach is 
to invest in technology which embraces an Ope11 
System architecture, industry standards, and 
allows room for growth. New technologies can 
be merged in as appropriate and existing code can 
be replaced with COTS products. COTS 
solutions will reduce the development and 
maintenance costs since they can be spreaL' across 
a customer base. New technology can be phased- 
in by using a value-added approach. Older, high- 
maintenance code can be retired as confidence 
grows in the newer system. 

Trailling is important. Getting the day-to-day 
users of the system up to date on the nuances of 
the system will improve productivity and allow 
exploitation of the new capabilities of the system. 
Expens can provide help in choosing the best 
alternative for implementation of requirements. 
The experts need to be brought in ai the 
beginning when the Systems Engineering is being 
done. Too often, a system is force fit into an 
existing design when i t  could have been 
engineered into a more elegant solution. 

Below you will find a description of a system 
which has taken this approach. The Clementine 
spacecraft as well as the ROMPS GAS 
experiment have developed operational concepts 
around the SCL system. 



SCL System Architecture 
The SCL system consists of five major 
components: 

The database describes digital and analog 
objects that re ,resent spacecraft sensors and 
actuators. The . stest data sample for each item 
is stored in the database. The database also 
contains derived items that are artificial 
telemetry items whose values are derived from 
physical sensors. Examples of derived items 
could be: average temperature, power based on 
current and voltage monitors, subsystem status 
variables, etc. These database objects include 
command actuators for commanding the 
spacecraft systems. 

The development environment is a window 
based application that includes an integrated 
editor, the SCL compiler, decompiler, cross- 
reference system, explanation subsystem, and 
filing system. The development environment 
is also used as a front-end to control the SCL 
RTE. A command window is used to provide 
a command-line interface to the Real-Time 
Executive (RTE). Extensive use of pull down 
menus and dialogs are used to control the 
system. 

The RTE is the portable multi-tasking 
command interpreter and inference engine. 
This segment represents the core of the flight 
software. This portion of the software is 
available in both C and Ada to allow ease of 
porting to a specific hardware platform 
(ground or space). 

The Telemetry Reduction program is 
responsible for filtering acquired data, storing 
significant changes in the database, and 
presenting the changing data to the Inference 
Engine. Limit checking and engineering unit 
conversion can be enabled on a point by point 
basis. 

The project is the collection of SCL scripts and 
rules that make up the knowledge base. On 
ground based systems, the project contains an 
integrated filing system to manage the 
knowledge base. In the space environment, the 
binary knowledge base is uploaded to the 
spacecraft and stored in memory. 

Depending on the needs of the user, all 
components of SCL can be run on a single 
system, or may be distributed among systems. 

The development environmer~ can be used to 
directly connect to a local or remote version of 
the SCL RTE. This direct connect capability is 
also supported for the space segment to allow 
interactive commanding of the system. 

The Clementine Experience 
The Clementine management approach was to 
have a team of engineers to work on the project 
from cradle to grave. There would be no 
transition from one team to another. The 
Clementine team was a talented group of young, 
motivated engineers. The team had experience on 
other satellite programs, but was young enough 
not to be jaded by many of the large DoD and 
NASA programs. The team made numerous 
personal sacrifices for an opportunity to shake up 
the satellite community. 

Clementine Command And Telemetry 
Sdt ware 

The Clementme system software introduced 
several new concepts to spacecraft corrmand and 
telemetry processing. These concepts supported 
the rapid development of the Clementine flight 
software. Most of these innovations are generic 
in nr.!ure :-.id can be applied to other spacecraft. 
Tht following paragraphs will briefly describe 
Clem~ntine's command and telemetry software 
and will highlight some of the innovative aspects 
of the software. 

Clementine Command Processing 

The command processing software performs four 
functions: (1) synchronize and reassemble 
incoming command data words into command 
packets; (2) verify and authenticate the command 
packets; (3) dispatch complete command packets 
to destination tasks; (4) execute command 
processing colltrol functions. Clementine 
commands and data are formatted as packets with 
a header that includes a word count, a routing 
code, and a secondary identifier. The command 
processing software receives these packets as a 
stream of 16 bit words. The command software 
reassembles a packet from the incoming data 
words and after verifying and authenticating the 
packet, passes it to the operating system through a 
function call. The operating system software 
delivers command packets to queues that are 
assigned to software tasks. This arrangement 
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Figure 2. Clementine Flight Software Architecture 

distributes the responsibility for command 
execution among the various Clementine software 
tasks. Because command execution is distributed 
to other tasks the Clementine command 
processing software is simply an input task which 
fvrwards messages to other tasks. 

The packetized command uplink simplified the 
design of the command processing task and 
supported the rapid development and integration 
of Clementine's entire flight software system 
because: 

software. A new task only has to create a 
command queue and then register to receive 
command packets through the queue. This 
simplified the incremental build-up of the 
flight software. 

4. Command packets can be rerouted by 
changing the routing code or by altering the 
operating system's routing tables. This 
capability was used operationally to support 
some of the processor failure modes. 

5. New commands can be defined without 
impacting the command processing software. 
This supported the incremental build-up of the Only the packet header is fixed, the remainder 

of the packet is defined by the receiving task. flight software. 

This ailowed software designers the friedom &mentine Telemetry Processing 
to specify command formats that were suited 
to their requirements. The Clementine telemetry processing software 
It simp:ifies the integration of software 
modules, such as the SCL Real Time Engine, 
that were reused from other programs. SCL 
software relied on command formats and 
interfaces that were defined long before the 
Clementine program was initiated. 

New software tasks are added to the system 
without impac' ing the command processing 

- 
performs four major functions: telemetry 
acquisition, telemetry reduction, telemetry 
distribution, and telemetry logging. All ur 
functions are implemented by a single software 
task. The telemetry task operates in one of two 
mo'es: bypass or DHU. When in the bypass 
mode, the telemetry task is responsible for 
formatting telemetry data into telemetry frsmes in 
addition to the four functions listed above. When 



it is in the DHU mode the telemetry task 
transmits its telemetry data to the Cars Handling 
Unit (DHU) which then is responsible for 
formatting the data into telemetry frames. The 
process that is responsible for formatting the 
telemetry frames is responsible for transferring 
the irame data to the downlink hardware 
interface. 

All of Clementine's telemetry, except for images 
dumped from the Solid State Data Recorder 
(SSDR), is organized into packets. Clementine 
telemetry frames are not filled with commutated 
data, as is the general case for spacecraft. 
Instead, Clementine's telemetry frames serve as a 
transport mechanism for the telemetry packets. 
The telemetry packets are used to transport the 
spacecraft's housekeeping, status, and memory 
data. 

Commutated telemetry frames do provide a 
consistent source of data where housekeeping 
measurements and status items such as 
temperatures, voltages and relay indicators are 
concerned. To fill this need for consistent 
engineering data, the Clementine telemetry 
system provides a packet that contains 
synchronous, commutated data. The cortent of 
the Housekeeping telemetry packet, or HK 
packet, is defined by an uplinkable commutation 
format. The commutation format specifies the 
order in which the various spacecraft engineering 
sensors are sampled. As many as four 
commutation formats can stored in the spacecraft 
memory and any one of the four formats can be 
active. The Clementine commutation format 
supports up to 16 variable length minor frames 
per master frame and subcommutated telemetry 
items up to 16 deep. 

Telemetry Acquisition 

The telemetry acquisition function is responsible 
for processing the commutation formats. The 
acquisition function processes the format 
information, building up a minor frame in a 
temporary buffer. When the minor frame is 
complete, the acquisition function formats the 
frame into a single HK packet and then transfers 
the HK packet to the distribution function. The 
acquisition function can be commanded to switch 
to another of the four possible formats at any time 
and it will begin processing the new format after 
the current frame is complete. 

The acquisition function is also responsible for 
acquiring packetized telemetry from other 
software tasks. An example of such a packet is 
the Attitude packet produced by the Attitude 
Determination and Control (ADAC) task. This 
packet contains information that defines the 
spacecraft's current attitude along with rate and 
status information. The acquisition function 
acquires these packets through message queues 
which it creates and manages. Two queues are 
created: the critical queue and the normal queue. 
The critical ql:eue is for status information that is 
vital to the operation of the spacecraft such as the 
current vehicle command count, telemetry 
processing state and the spacecraft time. The 
normal queue is for all other telemetry packets. 

Telemetry Reduction 

The telemetry reduction function is responsible 
for maintaining the current telemetry value 
database that is provided to support the 
Spacecraft Command Language interpreter and 
inference engine. The reduction function receives 
identified telemetry values from the acquisition 
function and processes the values before updating 
the current value database with the telemetry 
values. Two of the processing options performed 
by the reduction function are change detection 
and engineering unit conversion. 

The telemetry reduction function also allowed 
packets of data to be decommutated on-board to I 

allow the SCL script and rules to have visibility 
into on-board data samples. This was a leap 
forward from traditional spacecraft software 
designs. 

Telemetry Distribution 

The distribution function is responsible for 
prioritizing and distributing the telemetry packets 
to the downlink. Packets from the Critical queue 
are assigned the highest priority and are 
distributed ahead of all other TM data. The HK 
telemetry packets are next in priority and packets , 
from the Normal queue are assigned the lowest 
priority. If the distribution function is operating 
in the DHU mode, the function transfers the 
packets in priority order to the DHU through a 
dual port RAM buffer. The DHU is responsible 
for inserting the individual packets into the 
telemetry frame when operating in the DHU 



-- SEP-DETECT -- Rule to detect separation from Titan I1 second stage. -- Schedules separation operations script ... this is the 
- - initial sequence of events for ~lementine 

rule sep-detect 
subsystem dspse 
category launch 
priority 3 0 
activation yes 
continuous yes 

if LVSEPINl = SEPARATD and LVSEPIN2 = SEPARATD then 
deactivate sep-detect --make this rule dormant 
-- establish attitude, take Star Tracker cal. shots 
execute LEO-Sep-OPS in 1 second 

end if 
end sep-detect 

-- LOWVDET -- detect low voltage & schedule the safing script 

rule lowVdet 
subsystem eps 
category batteries 
priority 4 
activation yes 
continuous yes 

if rawvalue of BATTPMON <= 360 then 
deactivate lowVdef --make this rule dormant 
execute LEOsafing in 1 tick 

end if 
end lowVdet 

-- LEOsafing -- script which safes the spacecraft 
script LEOsafing 

set DHUSELNO 
execute ReactWheelsOff 
oet GNC11-ALLSTOP 
set SWCRITE2 
execute IMUstop 
execute Trackersoif 
execute ACSDisable 
execute CamsOff 

Take no pics 
RWs off 
stop all S/C rotations 
Image Processor Off 
IMUs off 
ST3 off 
Turn off ACS 
Cameras off 

-- check if star tracker doors are open . . .  if so close 
if STARAOPN = 1 and STARBOPN = 1 then -- Close both doors together 

execute ActBothDoors 
execute ACSDisable in 180 seconds 

else 
if STARAOPN = 1 then -- Close A Only 

execute ACTSTA 
end if 
if STARBOPN = 1 then -- Close B Only 

execute ACTSTB 
end if 
execute ACSDisable in 180 seconds Figure 3. Example of Clementhe 

end if Scripts & Rules 
wait 1 second 
set SWCRITEE 

end LEOsafing 
-- Transmitter Off 



mode. If the distribution function is operating in 
the Bypass mode it is responsible for insetting the 
individual packets into the telemetry f m e .  

Telemetry Logging 

The telemetry logging function is responsible for 
storing a time history of selected telemetry items 
in a log file on board the spacecraft. The purpose 
of the log file is to provide a means of capturing 
and storing telemetry data on board the spacecraft 
during periods when the spacecraft is unable to 
communicate with its ground stations. The log 
can be dumped by ground command or stored 
command. When the log is dumped, the log 
records are formatted into telemetry packets and 
transferred to the telemetry dismbution function. 

The log file can reside in either the HKP 
processor's RAM or on the SSDR. The log can 
be maintained in either stop on full format or in a 
circular format where new telemetry values 
over write the oldest values once the log becomes 
full. Telemetry items are selected for logging by 
ground command or by stored command. 

The log file is maintained in a change only 
format, that is, the telemetry items that are 
selected for logging are first processed by the 
telemetry reduction function to determine 
whether the value of the item has changed since 
the last time it was acquired. If the item did not 
change it is not stored in the log. If the item did 
change a record containing a time stamp, the 
item's identifier, and the item's new value is 
written to the log. 

The logging function is designed to initialize the 
log with the current value of all items that are 
selected for logging when the log is created or 
whenever it is reinitialized. This feature 
esthblishes a baseline for the change only values 
that will subsequently be written to the log. 

Telemetry Processing Summary 

The Clementine telemetry software introduced 
several new ideas to spacecraft telemetry systems. 
These innovations made significant conmbutions 
to the rapid development and integration of the 
Clementine flight software and contributed to the 
efficient operation of the spacecraft. The 
innovations include: 

X packetized telemetry downlink which 
provides for synchronous, commutated data 
acqluisition. 

The capability to store multiple telemetry 
cummutation formats on board. 

The ability to load new HK packet 
commutation f o m t s  from the uplink. 

An on-board telemetry storage log that is 
filled with change only telemetry. 

An on-board telemetry reduction pmcess and 
current telemetry value database. 

Lessons Learned 
The SCL system started life as a prototype system 
which supported only rule-based processing. It 
became obvious that it would be cumbersome to 
apply a strictly rule-based system to spacecraft 
command and control. ICS added the scripting 
capability to SCL to support procedural, time- 
based commanding scenarios. The scripting 
capahility was integrated with the rule-based 
capability so that the system shared a common 
syntax and command interpreter. The SCL 
scripting capability is analogous to the Command 
Storage Memory (CSM) on earlier spacecraft. 
The SCL scripts and rules share a common 
Hyperscripting grammar. The system was 
developed in a manner to allow a core set of 
directives to be supported, and allow the user to 
extend the grammar with a mission unique set of j 
directives. The SCL compiler used in the ground 
development environment allows addition of 
keywords, and the Real-Time Engine (RTE) can 
be extended to support the new features at run- 
time. 

The Clementine flight software team was made 
up of several companies which worked together 
(around the clock at times) to develop an 
integrated system. The companies that developed 
the flight software also developed the ground 
station software together. This allowed interfaces 
to be defined more casily and consistently. The 
relatively small team worked to our advantage 
since all the players knew each other by name and 
could interact and make decisions quickly. lhere 
were very few managers to interfere with the 
decision making process. The NRL management 
"rode herd" over the engineers and coordinated 
the efforts. The team was able to work togtther 
without corporate or political fences. 



The engineers that performed the systems 
engineering also developed the ground and flight 
systems and flew the spacecraft during mission 
operations. The cradle to grave philosophy 
allowed for a consistent interface between 
engineers. Day to day interaction between 
companies maximizes progress in thc fast-paced 
development environment. Not having to 
transition the pro&,-am from one group to another 
resulted in a substantial time and cost savings. 
The engineers who were intimate with the 
subsystem designs were responsible for the day- 
to-day tasking of the satellite. 'This allowed for 
experts to be available virtually anytime a 
problem arose. 

The development and integration of the software 
was compressed into a short period of time. If a 
development testbed for the flight software had 
been available months sooner, a greater level of 
testing could have been accomplished. As it was, 
we had to schedule time at two sites: the testbLld, 
and the flight article. It wasn't unusual to have: 
around the clock and weekend testing, especially 
towards the end of the schedule. Competition for 
the testbed was at the point that one company 
would jump on while another pulled back to 
correct a software bug. Hardware bugs which 
took the system down were devastating. Software 
simulators for testing the Attitude Determination 
and Control system were refined throughout the 
life of the program. These simulations, along 
with the Guidance Navigation and Control (GNC) 
flight software evolved throughout the nission. 
New code was uploaded to the spacecraft to 
handle the current phase of the mission. Code 
which handled earth orbit was obsolete for 
handling lunar orbits, etc. This made for an 
incremental development, test, and operate cycle 
for the GNC code. This cycle worked out quite 
well because of the high fidelity of the simulators 
which were produced. 

With the fury of software development activity on 
a day to day basis, configuration management 
was a monumental task. At times, 3 shifts a day 
were modifying and testing code. The ground 
software was evolving as quickly as the flight 
software. Two testbeas needed to be kept in 
vnc. Two accounts were maintained on the 

tbed minicomputers. One was the operational 
x n t ,  and the other was the development 
m t .  Each shift was informed as to which 
m t  was the current operational account and 

what modifications had been made. Coordination 
and attention to detail was mandatory. 

The tight schedule and late availability of the 
flight wit  and testbed caused a compression of 
the test schedule. Because the Clemcntine 
sponsors were willing to accept some risk, 
hardware and software testing was limited. The 
orbital mechanics of the asteroid encounter 
required that the spacecraft be launched at a given 
date otherwise the opportunity would be missed. 
The level of fault tolerant design for both 
hardware and software are some of the tradtoffs 
which had to be made. A single string system 
wzs acceptable. The software was designed to 
make up for some of the hardware shortcomings. 

Once operational, the team faced new problems. 
The one glaring problem was burnolit of the 
players. During the first week of operation, many 
of the team slept on conference room tables, in 
chairs, and on the floor (in the winter in 
Alexandria, Virginia). Several people were 
to go home or to their hotels to get some sleep. 
The dedication of the team members was 
exemplary. Many hadn't seen their families in 
many weeks, even then it was only for few days. 

On-board operations proved to be tricky at times. 
Many members of the team had developed 
satellites in the past, but had not dealt with the 
fact that they must monitor and command the 
vehicle around the clock. The team tried to keep 
a two day cushion on the mission tasking. This 
would allow for light duty on weekends and allow 
for problems to be investigated without the threat 
of a missed pass looming over their head. 

The set of software tools were limited. No 
mission planning system existed. Many of the 
passes followed a standard script: configure the 
payload, slew the spacecraft, collect images to the 
solid state recorder, turn off the payload, wait 
until the earth is in view, slew the spacecraft and 
dump the solid state recorder. The commands for 
these scenarios were entered into Microsoft Excel 
with formulas for the times. The orbit analysts 
would determine the start time of the scenario and 
I? time could be filled in on the spreadsheet and all 
other times calculated as an offset from the start 
time. The command sequences were moved over 
to the microVAX computers and translated into 
an upload sequence by the SCL software. 

The configuration management of the spacecraft 
flight software and mission tasking sequences 



was limited to a CM tool and a log book. The 
spacecraft would occasionally have a system reset 
which would require that all code patches bc 
uploaded and a new set of tasking sequences be 
uploaded. This had to be managed by h a d  and 
was subject to human errors. It would have made 
a great deal of sense to have a software tool to 
automate the management of the flight software 
and mission tasking. 

The lesson that Clementine points out is that code 
re-use is a key factor in the success of a fast track 
program. Having a flexible architecture which 
can be applied from one program to another 
allows for substantial time and cost savings. The 
Cle!nentine flight software and ground system 
software relied heavily on software which had 
been developed Car other Naval Center for Space 
Technology programs. Thzse systems along with 
other software originally developed for NASA 
were merged along with some new concepts to 
develop a flexible command and telemetry system 
which itself can be used on other programs. 

Conclusions 
The SCL system has proven that a re-usable 
system can be successfully used for spacecraft 
command and control. All of Clementine's 
requirements were met with the exception of the 
asteroid flyby. The SCL system also helps 
promote a standard interface for the many facets 
of ground and space. The ROMPS Space Shuttlz 
GAS experiment is due to fly in September of 
1994. The ROMPS flight will lend further 
evidence that a multi-mission control system can 
be deployed. Although ARD and ROMPS are 
dissimilar missions, they are using the same 
hardware and software design. There is already 
talk of another flight for the ROMPS experiment. 

The Clementine flight control software is general 
;..urpose in nature and can easily be adapted to 
other programs. The SCL system itself is being 
commercially marketed for workstations and 
embedded systems. The SCL system a l s ~  has 
applicability to industrial control systems, 
Intelligent Vehicle Highway System (IVHS), 
medical, petrochemical and power system 
industries. 

JPL, the AIAA and the Air Force have used the 
SCL system as a basis for standardization efforts. 
ICS is presently on several technology steering 
committecs for DoD and Civil space. The SCL 
system sets a benchmark against which other 

systems will be compared. The flexibility of the 
architecture and the open systems aspect of the 
SCJl software gives the system broad appeal. 

The system does introduce information 
management problems that are overcome by 
software tools and a disciplined approach to 
configuration management. This approach must 
also extend to the distribution of flight and 
ground databases and knowledge bases. The 
system is several years into its development, has 
been the subject of numerous proofs-of-concept, 
and is in use at several sites. The SCL system 
provides a low-cost, low-risk solution for many of 
today's command and control environments. 

The success of the Clementine mission lies with 
the dedication of the team memhers and their 
talent in the development of a spacecraft in a 
surprisingly shon period of time. They were able 
to draw on experience and re-use software and 
hardware designs from other programs to develop 
a syster:l which is flexible and pushes the state of 
the art :11 software technology for spacecraft. 
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ABSTRACT 

Mission operations for the Mars Observer 
(MO) Project a t  the  Jet Propulsion 
Laboratory were supported by a variety of 
ground da ta  processing software a n J  
analysis tools. Some of these tools were 
generic to  mxlti-mission spacecraft  
mission operations, some were specific to 
the Mr) spacecraft, and others were custom 
tailored to  the operation and control of the 
At t i tude  a n d  Art iculat ion Control  
Subsystem (AACS). The focus of this paper 
is on the data analysis toois for the AACS. 
Four different categories of analysis tools 
are presented; with details offered for 
specific tools. Valuable experience was + gained from the use of these tools and 
through their development. These tools 
formed the backbone and enhanced the 
efficiency of the AACS Unit in the Mission 
Operations Spacecraft Team. These same 
tools, and extensions thereof, ha le  been 
adopted by the Galileo mission operations, 
and are being designed into Cassini and 
other future spacecraft mission operations. 

INTRODUCTION 

From launch on Sept. 25, 1992 to Aug. 2 1, 
1995, three days to i4ars Orbit Insertion, 
the  Mars Observer (MO) Project was 
suppor ted  by a n  efficient mission 
operations Spacecraft Tcam. This team was 
made up  of units of engineers / analysts 
with cognizance over the  different 
functions/ subsystems of the spacecraft, 
including the  Attitude and Articuiation 
Control Unit (AACS), Information Unit, 
Flight Software Unit, Telecommunication 
Unit, Power Unit, Thermal Unit, Propulsion 
Unit and Systems Unit. 

The Spacecraft Team was responsible for 
the ( i )  monitoring, ( i i )  analysis, and (ii i)  
command & control of ihe spacecraft. 
Monitoring included real-time watching of 
spacecraft telemetry; depending on the 
criticality of the activities, 3-shift 24-hour 
operations were often required. Off-shift 
(and also prime-shift) monitoring and  
command radiation was a h a y s  dune by 
another around-the-clock team in the 
Flight Operations Office. 

Analysis consisted of real-time, near real- 
time, and off-line analysis. This included 
rou t ine  d a t a  ana lys i s ,  , pacec ra f t  
characterization, health/welfare tracking 
of \he spacecraft and spacecraft hardware, 
incident/surprise/anomaly data ansiysis, 
contingency planning, update/design/  
development/testing of ground softw-re as 
well as of tlight software. 

Command & control was equated with the 
on-ground planning a n d  execution of 
p rep lanned  sequences  c t  d i sc re te  
commands, that were uplinked ahead of 
rime, or  uplinked in real-time. Thece 
commands and controls were mostly high- 
level, even though there were times when 
i i scre te  single-event commands were 
uplinked, such as hardware turn-on, turn- 
off and mode-transitions. For an advanced, 
autonomous spacecraft like MO, the real- 
time sub-second a n d  sub-milli-second 
control was naturally, executed on-board 
under the flight software control. In the 
present context, the sequence design and 
:nalysis activities leading to  the single 
a n d / o r  sequence  c o m m a n d ,  were  
considered to be "command & control" 
activities. 



In AACS mission operation, monitoring, 
analysis, and control/command activities 
were dedicated to the following tnajor task 
areas: 

periodic parameter/catalog updates 
routine health and state monitoring, 
tracking and trending 
maneuver (delta-V) design, and post- 
maneuver analysis 
hardware calibration design, and post- 
calibration analysis 
science experiment/sequence design, 
a.nd post-sequence analysis 
spacecraft event/sequence design, and 
post-sequence analysis 
real-time operation and  support  
(including maneuvers, calibratian 
sequences, science sequences, command 
& sequence uploads, flight software 
uploads, subsystem/spacecraft activities) 
flight control software updates 
testing and verification 
anomaly investigation 
nominal inter-subsystem coordination, 
planning and interface 
project level coordination, interface and 
reporting. 

Automated tools were i~dispensable for the 
tnonitoring, analysis, command & control 
of AACS. Tools included displays, list pages, 
graphical plots, statistics charts, computer 
programs, data retrieval software, data 
formatting software, data packaging 
software, data generation software, data 
analysis software, mathematics libraries, 
special graphics analysis tools. command 
and  sequence generation programs, 
cantrols s imula t io l~  software, and  
spacecraft system simulation/verification 
test hardware/software (laboratories). 

Due to human resource limits, the need for 
quick turn-around time, and  more 
importantly,  the requirement for 
consistency and correctness of the 
products, nJmerous analysis tools were 
developed. Some tools were general- 
purpose, and some were custom-tailored to 
AACS. This paper will categorize and 
describe these analysis tools. 

JPL's MGDS (Multi-mission Ground 
DATA System) - AMMOS 

At the Jet Propulsion Laboratory ( jPL),  
MGDS refers to the hardware/software that 
supports multi-mission telemetry process- 
ing and spacecraft commanding. MGDS 
consists of a network of workstation-class, 
multi-tasking computers using standard 
operating systems, software applications 
and tools. The overall operations, i.e. MGDS 
plus workforce, p;ocesses, prc ~edures  and 
facilities, constitute the Advanced Multi- 
Mission Operations Systems (AMMOS). 

The MO AMMOS hardware and software 
system provided the integrated tdemetry 
data retrieval, front-end processing, and 
archiving functiorx. While not attempting 
to describe the AMMOS capabilities which 
are described in detail in (ref. I ) ,  this 
paper will highlight the customization of 
the AMMOS real-time on-line telemetry 
analysis tools for MO AACS mission 
operations. 

AMMOS is an extension, improvement and 
modernization of the earlier JPL Space 
Flight Operations Center (SFOC) for space 
exploration missions including Voyager 
and Viking. The 1989 Magellan mission to 
Venus was the first JPL project to utilize 
AMMOS in its mission operations. MO, the 
1992 mission to Mars, was the second one. 
Recently, the Galileo mission to Jupiter 
(launched in 1989) has been converted to 
AMMOS. Mars Global Surveyor to Mars 1996 
and Cassini to Saturn 1997 will also utilize 
AMMOS. 

MO DATA ANALYSIS TOOLS 

To perform the activities of monitoring, 
analysis, and command & control for the 
major AACS functional tasks discussed 
above, four (4) categories' of data analysis 
tools were used for MO mission operations: 

Cat A. Real-Time On-line Telemetry Data 
Analysis Tool 

The terms Cat A, Cat B, etc. should not be confused with the 
JPL formal terms of Class A, Class B, etc., referring to the space- 
flight qualification level of software. 



Cat B. Non-Real-Time Tc!cmetry Data Ana- 
lysis Tools 

Cat C. Non-Real-Time Data Analysis and 
Performance Evaluat~on Tools 

Cat D. Non-Real-Time Data Generation & 
Viewing Tools 

Cat A refers to the processing of "live" 
real-time telemetry that was broadcasted 
by AMMOS for real-time monitoring. 

Cat R refers to the "near-real-time" znd 
"off-real-time" analysis. "Near-real-time" 
typically involved the retrieval of 
telemetry data as recent as a few minutes 
old. "Off-real-time" referred to  the 
retrieval of "archived data" which are day- 
old, week-old or older. 

Cat C refers to the design and analysis tools, 
mostly for the generation of design 
parameters, files, catalogs etc., which form 
part of the input files and parameter 
updates to be included in uplink commands 
and sequences. 

Cat D refers to miscellaneous AMMOS 
processes for the data retrieval, extraction, 
packaging, reformatting, viewing, file 
generation, sequence generation with 
constraints checking, and miscellaneous 
workstation utilities. 

(No attempt is made in this papzr to discuss 
the spacecraft system and subsystem 
verification/test laboratory.) 

Cat A 1001s 
Real-Time On-line Telemetry Data Analysis 
Tools were supplied by AMMOS on AMMOS 
workstations. Major tools were: DMD (Data 
Monitor and Display), MO-Browser, CV, 
(Command and Verification)-Monitor. 

DMD provides standard and customizable 
displays for users to view channelized 
engineering telemetry and other mission 
data. A numbet .f display formats are 
available, including list pages, "printer 
pages", channel-vs-time plots, channel-vs- 
channel plots. A whole set of software 
modules caters to customized data unit 
expansion, alarm-alerting and display 
setup. 

MO-Browser provides individual stream 
data viewing down to the bit level. This 
tool is designed and used by MGDS data 
analysts more often than by spacecraft 
mission operations engineers. 

CV-Monitor provides real-time monitoring 
of real-time or sequenced commands. The 
MO flight software is designed to return 
ver~fication messages upon the receipt of 
commands. 

ci&Kb& 
Most of the non-Real-Time Telemetry Data 
Analysis Tools were supplied by AMMOS, 
and the rest customized by AACS engineers. 

AMMOS tools facilitate data retrieval, 
reformatting, plotting, statistical summary, 
and archiving. These tools include 
query2plot, ecsvzplt, ecsvzctab, ecsvzdrf, 
drfzecsv, ecsvZsum, ecsvmerge, oplot, 
xvmplot, ecswiew etc. "ecsv", "ctab", "drf' 
refers to the data format of comma- 
separated-value, column-table, and data- 
row-file files. 

Typically, the above tools are PERL scripts. 
(PERL is an interpreted language with 
features very similar t o  UNIX C-shell 
commands.) A prespecified set of channels 
of data can be queried from the AMMOS 
Central Data Rase or from UNlX files, after 
which the channelized data is run through 
DMD and then output to a file. The three 
ecsv, ctab, drf formatted files may be the 
end-products or may be further processed. 

A library of mathematical functions is 
very handy for the post-processing of the 
drf files. Examples are normalization, 
quaternion manipulation, trigonometric 
functions, and coordinate transformation 
functions. Statistics can also be computed, 
merged with files of earlier dates, and 
archived for trending purposes. 

Plotting routines includes oplot, xvmplot 
and others. Multiple channels versus time, 
or channel vs channel can be plotted. A 
special tool is available to view the ecsv 
files in tabulated forms; this ecswiew tool 
also has editing and filtering capabilities. 



A custom graphics program, the MOBALL2, 
is a geometrical representation tool. 
MOBALL draws the celestial sphere with 
the view from cutside the sphere looking 
in, where the MO spacecraft lies at the 
center of the sphere. 52000 coordinates are 
used to draw the latitudes and longitudes. 
Hitting the left, right, up, down arrow keys 
correspondingly change the view point. 

MOBALL was frequently used for viewing 
the geometry of the MO spacecratt relative 
to celestial bodies, i.e. Mars, Jupiter, Earth, 
Sun and stars. A simple wire-frame model 
of MO at the center of the sphere offered 
good insight for spacecraft pointing 
design, instrument pointing occultation 
analysis, thermal protection pointing, 
celestial body motion analysis, and star 
field analysis. 

Ana!yzing star fields was done weekly and 
sometimes daily, using MOBALL. AACS was 
designed with a Celestial Star Assembly to 
collect star crossings for the estimation of 
spacecraft attitude; star crossings repeated 
every 100 minutes, Mots spin period. Two 
star catalogs, one called "ANS"-pointing, 
and  one called sun-pointing, were 
uploaded to the spacecraft every week. 
Star field plots on the MOBALL were 
indispensable tools for star tracking, 
particularly for the evaluation of loss-of- 
attitude anomalies. 

Another set of custom data analysis tools is 
embedded with AMMOS DMD. "Derived 
channels" can be computed in real-time 
and triggered by their "parent channel". 
Examples of derived channels are "bit 
decomposition" of "digital state" channels; 
"mnemonics assignment" child-channels 
for numeric-state parent-channels; unit 
scaling upon trigger-state; coordinate 
transformation channel (from spacecraft 
body coordinates to 52000 coordinates); 
performance-index evaluation from a set 
of parent-channels. One very informative 
channel  of t he  last type was: 
"quaternion-delta of SCP-inxontrol vs 
SCP-not-in-control". (The Standard Control 
Processor, SCP, was Mots flight computer.) 

MOBALL i s  a C-program witten by S. Cmllins, a MO AACS 
engineer. 

GaKuQLa 
Non-Real-Time Data Analysis and Perform- 
an@ : .aluation Tools were analysis tools to 
gent . e design parameters, files, catalogs 
etc., usually included in uplink commands 
and sequences. 

A Performance Analysis System (PAS) was 
developed by General Electric As:io-Space 
Division (GE-ASD), the MO spacecraft 
contractor for JPL. PAS programs include 
ephemeris generation, s ta r  catalog 
generat ion,  momentum unloading 
prediction, roll angle optimization for 
solar panel pointing (e.g. during a 
maneuver with o r  without pitching), 
sparecraft mass change estimates caused 
b). maneuvers, propellant consumption, 
thruster characterization, etc. These 
programs were designed to input data files 
in predefined formats and output data files 
in predefined formats, according to MO 
Project specifications. The intent was to 
combine the analysis and file generation 
into one "flight-certified Class A software" 
process. 

PAS software runs on AMMOS workstations 
(UNIX platforms), with X window and Motif 
graphics package (for the Graphical User 
Interface), and interfaces with C and 
Fortran 77 modules. 

GE-ASD also provided MOSIM, a controls 
dynamics and simulation software package. 
MOSIM has better dynamics simulation, but 
has slightly iiifferent fidelity as the 
spacecraft verification/test laboratory 
(VTL) simulation; in VTL, flight computer 
hardware and software are duplicated, with 
flight-like interfaces to spacecraft sensors 
and actuators. MOSIM is written in 
Fortran, and runs on a Macintosh 
computer; it runs faster than the real-time 
rate at which the VTL simulation runs. 
(VTL was also developed by GE-ASD.) 

Customized database spreadsheet programs 
are part of the Cat C analysis tools. For MO 
maneuver analysis, a large EXCELTM work- 
book was devised with fi1.e spreadsheets 
linked together. Spacecraft parameters 
such as thruster moment arm, engine Isp, 
spacecraft mass and inertia properties, 
controller gains, desired delta-V, burn 



times, etc. are strategically designed into 
"static" data blocks, input data entry cells, 
and output data cells. This process was to 
standardize and automate the frequent 
maneuver analysis (Mars Orbital Ops 
require maneuvers at 2-3 week intervals.) 

GiLimmh 
Non-Real-Time Data Generation & Viewing 
Tools for data retrieval, extraction, 
packaging, reformatting, vieh ing, file 
generation include AMMOS programs: TOT 
(Telemetry Output Tool ;o query data), 
CDP-WOTU (Cegtral Database Window-On- 
The-Universe: file retrieval and deposit), 
MO-GAP-VIEW (data dropout/ gap review), 
SBE-VIEW (Sequence-of-events viewing 
and editing), SCLK-to-SCET (spacecraft time 
conversion, etc. User friendly GUI's 
accompany these programs. 

Sequence and command design tools 
include SEQGEN (sequence generation), 
MOCHECK (MO constraints and flight rules 
checking), SASFGEN (Spacecraft Activity 
Sequence File Generation), INCON and 
FINCON (incoming and outgoing spacecraft 
configuration listing, i,e. before and after 
a sequence), etc. 

Among the above data analysis tools, a few 
are worth special mention atid illustration. 
Figure 1 shows the DMD "20-plots" page. 
Some seventy channels are grouped and 
color coded in this page of nineteen plots. 
With a time scale over the period of 100 
mindtes (the spin period of MO), a nominal 
signature on this 20-plot display was 
readily associated with a nominally 
behaving spacecraft. In fact, this was a 
daily monitori~g and reporting tool! 
One major feature that makes DMD such a 
powerful real-time and off-real-time tool is 
its capability to derive child-channels 
from parefit-channel(s j in real-time. Fcr 
AACS, 106 child-channels were derived 
from some 530 parent-channels3. Detailed 
designs are documented in the AACS Tele- 
metry Dictionary (ref. 2). 

These numben apply to the "SCP-in-control"; similar numbers 
apply to the "SCP-not-intontrol". There are extra telemetry for 
non-SCP data. 

User friendly displays are indispensable 
particuIarly for real-time monitoring of a 
spacecraft as complex as MO, where 
multiple (hundreds of) hardware and 
software parameters had to be monitored. 
Man-machine interface techniques and 
human engineering skills used in display 
layouts, telemetry channel numbering, 
mnemonics design, and above all, channel 
grouping by functional groups and display 
"rooms" were the key to success in MO. The 
development of AACS Telemetry Dictionar). 
(ref. 2) was instrumental to this design; a 
similar development (ref. 3) for the Cassini 
spacecraft also illustrates the methodo!ogy. 
Table 1 is an extract from the AACS Teleme- 
try Dictionary. 

Figure 2 illustrates MOBALL in a sequence 
design of the Thermal Emission Spectrome- 
ter (TES) instrument on MO. The spacecraft 
wire-frame model provides, among other 
analysis features, a visual representation 
of the spacecraft and the TES instrument 
pointing relative to the Sun and Mars. The 
sequence was designed to calibrate TES 
using Mars in its field-of-view, and was 
successfully executed on Aug. 1, 1993. 
Details of the sequence design and the use 
of MOBALL can be found in (ref. 4). 

Star catalog generation (weekly) and 
anaiysis (weekly; real-time by-demand) 
were facilitated by star field maps and 
planet trajectory maps, drawn with 
MORALL. Figure 3 shows such a star field 
map. The methodology in star fie!d 
analysis can be found in (ref. 5). Also, 
during the last ten weeks of MO, after a 
flight snftware change providing the 
downlink of the identified stars in the 
Celestial Star Assembly star identification 
software, star sightings and identifications 
were analyzed and tabulated. The latter 
was meant to calibrate the Standard Star 
Catalog provided by Honeywell after all the 
1801 stars in the catalog were all sighted 

While due mention should be made to the 
Performance Evaluation System (PAS) and 
the spreadsheet rendition of the maneuver 
analysis tool, page limitation does not 
permit further discussiot~ in this paper. 
More details could be found in (ref. 6). 



CLOSING REMARKS 
The Mars Observer AACS mission operation 
was greatly streamlined with the help of 
the analysis tools, and above all the 
methodology, discussed in this paper. Some 
of these tools were generic to JPL's AMMOS 
(Advanced Multi-Mission Operations 
System) spacecraft mission operations, and 
some were specifically tailored to the Mars 
Observer AACS. These generic tools, and 
extensions of the custom-tailored tools 
have been infused into, and are opera- 
tional in the on-going Galileo mission. 
They are also being designed into Cassini 
and other. future spacecraft missions. 
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Table 1. AACS Telemetry Dictionary - sorted by Functional Groups (axcarpt) 

ATT-Stale 
Padc.d_Allmud. 
Now-An-control mod.-nty 
S T A R E X - m u b a l - n t a b ' d  
cum-I.-x 
--SU)LI 
ss-econ 
STARDCrotum-word 
F~lr_Body-Chat-l 
Fdw-Body-Rat.-: 
Pw-Enw_hg*.X 
SYST-uou-x 
SVST_uou-Y 
=sr-uou_Z 
msr_Ma(-RSs 
xa-uou-Fss 
scpin-d.r .aur~ 
AGC domhlr 



Figure 1. "20-plots" Composite Page, Plottin Major MO AACS States f (Plot #1 on left-hand upper comer, down e column to Plot#S, 
etc., Plot #16 through Plot#19 on the right most itlumn) 

(Original display in color, representing a maximum of 4 channels per plot) 
(Horizontal scale iil SCET, Spacecraft Event Time; period of 100 minutes = MO spin period) 

PI. Atlitude-State P6. SIC_Mornentum: X; Y P11. (Atlitu&)-POS-mar: P16. Quakmbn-Cmcct'n: 
STAREX-SW X;Y;Z X;Y;Z 

P2. Inati&Ref-Acquired P7. S/C,Momenm: Z; P12. AGC (db gain) P17. GyroBim-Enimrtc 
GyroBias-Convagcd SE-Mom: RSS(X+Z) X;Y;Z 

P3. RWA-Sped: X;Y P8. SIC_Raw: X; Y P13. Sun Seruar Reticle P18. Culatirl S a w r  Au. 
Rcdhg:X;Y I-#nx, R& DEC 

P4. RWA-Sped Z: S P9. SE-Rate: Z Pl4. SunSenta S w  P19. SICBoQ: 
ATA: SSl; SS2 J-2009 RA; DEC 

PS. RWA-Current: X; Y; Z P10. UNID-Sur. MultiSur. PIS. SCPIR difE-degra; PZO. "xtcn'arindow 
IM'RANNO dorpdtjnultiplia 



Figure 2. MOBALL Pointing Analysis - TES Instrument Calibration 

Figure 3. MOBALL Star Field ~ n a l ~ s i s ;  93229 ANS Star Catalog 
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The Generic Trending and Analysis 
System (GTAS) is a generic spacecraft 
performance monitoring tool develo~ed by 
NASA Code 5 1 1 and Loral Aerosys. It is 
designed to facilitate quick anomaly 
resolution and trend analysis. Traditionally, 
the job of off-line analysis has been 
performed using hardware and software 
systems developed for real-time spacecraft 
contacts; then, the systems were 
supplemented with a collection of tools 
developed by Flight Operations Team(F0T) 
members. Since the  umber of upcoming 
missions is increasing, NASA can no longer 
afford to operate in this manner. GTAS 
improves control center productivity and 
effectiveness because it provides a generic 
solution across multiple missions Thus, 
GTAS eliminates the need for each 
individual mission to develop duplicate 
capabilities. It also allows for moi2 
sophisticated tools to be developed because 
it draws resources from several projects. In 
addition, the GTAS software system 
incorporates Commercial Off-The-Shelf 
Tools Software(C0TS) packages and reuses 
components of other NASA-developed 
systems wherever possible. 

G'TAS has incorporated lessons 
6 learned from previous missions by involving 

the users early in the development process. 
GTAS users took a proactive role in 
requirements analysis, design, development, 
and testing. Because of user involvement, 
several special tools were designed and are 
now being developed. GTAS users 
expressed considerable interest in facilitating 
data collection for long term trending and 
analysis. As a result, GTAS provides easy 
access to large volumes of processed 
telemetry data directly in the control center. 
The GTAS archival and retrieval capabilities 
are supported by the integration of optical 
disk technology and a COTS relational 
database management system. 

NUMERICA 
ANALYSIS 

PROCESSED 

Figure 1 : GTAS Pieces 



BACKGROUND 

Until now, off-line analysis has been 
performed using collections of tools 
developed by satellite Flight Operations 
Team(F0T) members. Separate toolsets have 
been developed within each project and often 
by several project members. Collectively, 
the capakllities of the tools have met the 
needs of the FOT, but the replication and 
variance between projects and between FOT 
members has several drawbacks. 
Capabilities have been lost when an 
individual leaves a team or when the FOT 
contractor is replaced. Similar 2apabilities 
were often developed many times, adding to 
the cost of operations. Since the tools were 
developed within the constraints of the FOT 
resources, more sophisticated and efficient 
tools were not considered. In addition, the 
task of offiine analysis was made more 
cumbersome because the analysts did not 
have direct access to processed data. GTAS 
is being develoced to improve this situation. 

GTAS METHODS & POLICIES 

Constrained budgets and an 
increasing number of missions force GSFC 
to evaluate methods for developing and 
operating systems at a lower cost. GTAS is 
an example of t h s  process improvement. 
First, the GTAS project is being developed 
to meet the needs of multiple current and 
future missions. It draws cross project 
support, promotes the sharing of technology, 
and attempts to eliminate the development of 
duplicate capabiiities. It uses lessons 
learned from previolls mission experience 
and it generates a forum for cross mission 
contact. 

Second, 11 takes the task of 
gerierating off-line analysis tools away from 
each individual FOT member and gives it to 

individuals who are trained in control center 
development. Thcs, primary off-line 
analysis tools are no longer expected to be 
developed separately by each end user in his 
free time; rather, they are an inherent part of 
the control center system. 

Third, GTAS attempts to take 
advantage of Commercial Off-The-Shelf 
Tools (COTS) software packages and reuses 
components of other NASA-developed 
systems. COTS products are extremely 
powerful and provide a cost-effective method 
for meeting many missions requirements. 
Currently, GTAS uses a plotting and 
analytical software package called 
PVWAVE, a optical jukebox file 
management software package called 
AMASS, and the ORACLE relational 
database system. In addition, GTAS 
integrated TOSA, an existing NASA 
developed project, into its delivery. This 
product provides the end-user the ability to 
monitor time-varying parameters based on 
signature analysis and orbital events. 

ENVIRONMENT 

GTAS is developed within the 
Transportable Payload Operations Control 
Center (TPOCC) environment. GTAS is 
being used or is planned to be used by the 
following projects: Fast Auroral Snapshot 
Explorer(FAST), Submillimeter Wave 
Astronomy Satellite (SWAS), WIND, Polar 
Plasma Laboratory (FOLAR), Solar and 
Heliospheric Observatory(SOHO), X-Ray 
'Timing Explorer (XTE), 
Advance Composition Explorer(ACE), 
Tropical Rainfall Measuring Mission 
(TRMM), and Far IJltraviolet Spectroscopic 
Explorer (FUSE). 

The TPOCC systems utilize UNIX 
workstati~~ls, X-terminals, and VME-bus 
systems connected via a local area network. 





1 Telemetry Conditions Evaluation Critaria Output List of Telemetry Mnemonics 

1. Ballerywltage > 60 Condition 1 and 2 Is true 2. LoWeaM 

2. Banety Temperature > 2 or Condition 3 Is true 

I 

Figure 3: Sample Content of an RTE Expression 

RTE task evaluates the user-defined 
conditions based on the evaluation criteria, 
then outputs the list of related mnemonic 
values. True or false values of RTEs are 
written to an output file, and upon request, 
ingested into the trending database. The 
results of this RTE are used to evaluate 
broader boolean equations then are used to 
evaluate a particular spacecraft state by the 
real-time system. Figure 3 shows the 
contents of a sample RTE expression. 

Plotting and Numerical Analysis 

GTAS plots provides users with a 
multi-dimensional visualization tool. I t  uses 
advanced graphical techniques to accelerate 
the search for patterns and t r e ~ d s  in l ~ r g e  
technical datasets. Several types of common 
plot output are telemetry vs. time, telemetry 
vs. telemetry, st2 tistics vs. telemetry, 
statistics vs. time, statistics vs. statistics, 
RTE vs time, RTE vs. RTE, and RTE vs 
statistics. The key to the GTAS plotting 
software is its flexibility. Users may plot in 
portrait or landscape mode, display multiple 
plots per page, choose grid options, choose 
axis lengths, select the number of tickmarks, 
specify the length of the tickmarks, annotate 
text directly on the plot, zoom in or out of 
the plot, etc. A sample plot is pictured in 
Figure 4. 

In additior. to the plotting tools, GTAS gives 
the user access to hundreds of numerical 
library functions such as fast fousier 
transforms and curve fitting routines. It also 
provides convenient access to these 
numerical tools directly from the plots. 
Reference 6 contains a corn, iete listing of 
GTAS plotting and numerical analysis 
capabilities. 

Archival & retrievzl 

Traditionally, the task of offline 
analysis was extremely cumbersome because 
the end users did not have direct access to 
processed historical data. They were forced 
to rely on outside individuals to retrieve raw 
historical data These data retrievals could 
take anywhere from several days to several 
weeks; some older data was virtually 
impossible to retrieve at all. Once the data 
was retrieved, it needed to be processed. 
This task could also be very time 
consuming, especially if realtime resources 
could only be scheduled during non-contact 
periods. 

GTAS, however, archives processed 
data directly in the control center for easier 
access to the end us,,. To do this, GTAS 
integrated a optical disk mass storage system 
with its trending database. The system is 
capable of storing over 40 GB online. This 





Specificath -(D'I)S), April 1994 

5).  Loral Aerosys, Generic Trending and 
Analysis Sysrem(GTAS) R :lease 1 User's 
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Abstract 

The increasing amount of telemetry parameters 
and the increasing complexity of procedures 
used for the in-orbit satellite follow-up has led 
to develop new tools for telemetry moniforing 
and procedures perfcrming. 
The name of the system presented here is 
GRAPHIC SERVER. 
It provides an advanced graphic representation 
of the satellite subsystems, including real-time 
telemetry and alarm displaying, and a powerjul 
help for decision making with on line 
contingency procedures. 
Used for 2.5 years at the TELECOM S.C.C. for 
procedure performing, it has become an 
essential part of the-S.C.C. 

Key words: Satellite telemetry displaying, on- 
line procedures, functional graphic mimics. 

Introduction 

The TELECOM S.C.C. is in charge of the 
control and the follow-up of the French 
TELECOM satellites. Three satellites arc in 
orbit today: TELECOM 1C the last model of 
the TELECOM 1 satellites, TELECOM 2A and 
2E the two first models of the TELECOM 2 
family. 
The main task of the S.C.C. is to perform all 
operations required for station-keeping and 
satellite subsystems management. 
The increasing complexity of spacecraft 

subsystems and procedu~es, and the increasing 
amount of telemetry (TM) parameters led to 
develop a new tool called "Graphic Sewer" 
providing a friendly man-machine interface to 
monitor and display all TM parameters, both in 
routine phase and during procedure 
performing. 
Nowadays, this tool has been used at the 
TELECOM S.C.C. for 2.5 years. 
This paper will first give a brief summary of 
the architecture and the facilities of the Graphic 
Server, then present the result of its operational 
use. 

General description 

The Graphic Sewer is a system displaying real- 
time telemetry on up to five simultaneous 
graphic displays. It is connected to the S.C.C. 
telemetry acquisition and monitoring system 
from which it receives TM parameter values 
and alarm codes for the selected satellites in 
order to update all the graphic items on the 
displayed mimics. 
It also manages a graphic interface used by the 
operator to choose the appropriate mimic? 
among the available ones in the mimic base, 
and to request the involved TM parameters to 
the S.C.C. computer. 
All the available mimics are previously 
designed using the off-line application which 
provides a graphic editor, consistency tests, a 
simula\ion tool and storage facilities. 



XU TELEMETRY 
. - - - - . . . . 

1 SATEUITE CONTROL 

C O M W T E R S ~  

GRAPHIC SERVER n.1 I ETHERNET NETWORK I GRAPHIC SERVER n.2 / 

Hardware environment 

Figure no! : Hardware description 

Internal communication between the HP work 
station and the X-terminal is supported bv a . 

The Graphic Server is supported by a Hewlett local ETHERNET link. 
~ackardconfi~uration (see figure no 1 )  

a HP 9000 computer from the 800 series 
under HP UX with a 335 Mb disk, 24 Mb 
of RAM memory and a 16 tracks streamer. 
a high resolution 19 inches bit-map display 
as the master display. 
an X-terminal with a 19 inches display as 
the slave display. 
an alphanumeric display as the system 
supervisor terminal. 

Corr . .nications between the Graphic Server 
and the S.C.C. telemetry acquisition system are 
supported by: 

an X25 link for real-time telernetrv . 

Software environment 

The software configuration implies the 
following items: 

HP UX operating system 
C compilator 
HPGKS, STARBASE, X25, FORTRAN, 
and XI 1 environment. 
ANIMATOR, a graphic software package 
developed and distributed by the SYSECA 
company 
the Graphic Server application. 

Application description 

an ETHERNET link for the development The Graphic Server application provides the 
Graphic Server work station off-line mode including all tools for creating, 

checking, and storing the mimics, and the real- 
time mode used for TM data acquisition, 



mimics updating and operator's requests telemetry data flows, only data involved in the 
handling (see figure n02). displayed mimics are sent to the Graphic 

The real-time mode Server. Each new mimic request will first 
trigger a telemetry data request before 

The real-time application performs the TM displaying and updating this new mimic. These 
parameters acquisition, and using the "graphic data are already processed by the S.C.C. 
real-time environment" developed with the off- telemetry acquisition and monitoring system, 
line mode, actuates the animation of the and sent to the Graphic Sewer under a label, a 

DEVELOFMENT STATION REAL-TIME STATION 

Figure n02 : Real-time and off-iine modes 

graphic items used in the displayed mimics. It raw value, an engineered value, and an alarm 
enables to displsy and update up to five code. Telemetry data values are used to update 
mimics, one full screen on the bit map display, all graphic representations , and alarm codes to 
and one full screen, (or four quartered screen) update their color. 
on the X-terminal display according to its A specific default representation is also used 
software configuration. for TM parameters which have never been 
Telemetry data can be real-time or replayed received. 
from one or several satellites, or simulated data 
from a satellite simulator. In order to minimize 



The off-line mode 

The off-line mode, only available on the 
development work station, is used to create, 
check, test and store the mimics. 
Each mimic can include the following kinds of 
graphic items: static background drawings, 
dynamic graphic items (graphic symbols, 
numeric or alphanumeric values, auto-scrolling 
curves) used to display the TM parameter 
values and alarm codes, and clickable areas 
used to control the displayed mimics. 
All these items are created by the system 
manager and stored into specific libraries, so 
they can be used again when creating new 
mimics. 
The first action to create a m i n k  is to define 
the background drawing with the graphic 
editor, then to pick up (or create) dynamic 
items from the libraries, according to the way 
you want to display each TM parameter 
(several simultaneous representations are 
allowed for the same TM parameter). 
The second step is to associate those graphic 
items with the TM parameter labels. 
After compilation, consistency tests are 
performed using the telemetry data base 
exported from the S.C.C. telemetry acquisition 
system. 
The third step is to export to the S.C.C 
telemetry acquisition syqtem. the "mimics TM 
.)arameter subsets". These subsets will be used 
by the system to send to the Graphic Server the 
involved TM parameters after a mimic request. 
As a final step, you have to generate and store 
the "graphic real-time environment" which will 
be used by the real-time mode. 
A sin~ulation tool provides the ability to test 
created mimics before usin? them with real 
time telemetry. 

Using the system 

The Graphic Server tool was implemented in 
December 1991 as an additional mean for 
telemetry displaying in the TELECOM S.C.C. 
and in the TELECOM 2 payload centers. 

The graphic environment has been developed 
for two years by the TELECOM 2 spacecraft 
analysts according to the operational needs. 
More than 250 mimics were created, using 
about 1000 graphic items, enabling to display 
more than 2000 TM parameters. 

Mimic ergonomy definition 

Considering the amount of TM parameters and 
so the number of mimics to create, the first job 
was to define graphic ergonomy rules for the 
development of the mimics in order to provide 
a friendly access to TM parameters and an easy 
understanding of the satellite subsystems. 

Color codes: a specific color code is used to 
identify each TM parameter alarm status (not 
received, normal, first level or second level of 
alarm,), telecommand labels, telemetry labels, 
static items (without telemetry), wires or links, 
ON or OFF equipment, clickable areas. 

Symbol codes: generic patterns used in 
numerous mimics were created with standard 
graphic items (telecommand cartridges, 
telemetry cartridges, automatic reconfiguration 
orders, warnings, TOPS, switches ... etc.) 
enabling an easy perception through a whole 
mimic. 

Mimics organisation 

Several kinds of mimics were created 
according to the operational uses: 

Alphabetic alphanumeric TM parameter lists: 
These mimics displaying both engineered and 
raw values of TM parameters allow to reach 
immediately any TM parameter using its label, 
without knowing the other kinds of mimic 
where they are involved in. They can be used 
to check calibration functions of TK 
parameters with both engineer and row values. 

Thematic alphcnumeric mimics: 
These mimics display groups of TM 
parameters, sorted accordmg to a satellite 
subsystem, function, equipment or procedure 
only in engineered values. 



Synoptic mimics: 
These kind of mimic can be functional 
synoptics of satellite subsystems, control 
panels, monitoring mimics, or on line 

mainly used to perform complex procedures 
(see figure n03). 
Control panels are subsystem (or whole 
spacecraft) syntheses and are used to check 

Figure n03 : Functional synoptic mimic 

procedure. satellite configuration (see figure n4). 
Functional synoptics are organised in a Monitoring mimics are developed as a 
hierarch~c way with clickable areas to move guideline for some contingency procedures 
through the functional tree from high level which require short time reaction. They display 
synoptics to fully detailed ones. Using all kind the involved TM parameters, decision trees 
of graphic items created by the system user, with clickable areas allowing to display on line 
they display TM parameter values and labels, procedures (see figure n05). 
telecommand labels and expected effects, Curves mimics 
automatic reconfiguration orders and functional These mimics displg auto-scrolling curves of 
schemes. As they provide an easy TM parameters, and are mainly used to monitor 
understanding of satellites subsystems, they are 



some specitk operations such as manoeuvers Real-time man-machine interface 
or eclipses and as routine displays. 

The MMI is used to display any mimic, on any Procedures mimics 
of the five screens using any satellite real-time 

These mimics include procedure schemes, (or replayed) telemetry data flow. This dialog 
explanations, and involved TM parameters. is enabled by several kinds of clickable areas 
They are designed to minimise the operator's 

(identified by their color) on the mimic response time for the procedure application 
displayed on the master screen. 

(see figure n06). 
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Figure n04 : Control panel mimic 

Directory mimics Keyboard requests through a dialog box 
This type of mimic is used to display This is the generic mean to create a request. 
directories of each kind of mimic. The operator has to define the following items : 
It display the mimics titles and labels and (mimic label / satellite I real-time or replayed 
provides an immediate display of the requested telemetry 1 screen number) with the keyboard 
mimic clicking on its label. 

using first the clickable dialog box available in 
any mimic. It requires to know the mimic label. 
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Mimic request through clickable graphic items using the keyboard. 

These items (created by the system user), As these buttons are displayed at the bottom of 

identified by their color, are included in the any mimic, they provide the ability to create 
temporary links between mimics used for a 

SGSSKH 

mimics according to the logical links between particular procedure.To improve this selection, 
them. They are mainly used to move through the system allows to store 15 programs of the 
functional synoptics and to reach any mimic 16 buttons.These programs are defined, named 
from specific displays providing mimic stored and selected by the operator according to 
directories. They allow to display a new mimic particular procedures or phases(exemp1e : 
only on the master screen. "Manoeuver" or "Eclipse" program). 

Dynamic buttons By this way, the operator has the ability to 

A graphic interface enables to program 16 
display imediatly any mimic of :he involved 

buttons choosing a combination of the ones, (without knowing its name) when he 

following items for each of them (mimic label / performs a procedure. 

satellite I real-time or replayed 1 screen 
number).These buttons are the only way to 
request for a mimic on the slave screen whitout 
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Figure n06 : Contingency procedure mimic 

Conclusion with the development of a new interface 
between the Graphic Server application and 

Initially designed to display telemetry mimics data sources. 

in the Payload Control Centers, the Graphic 
Server tool has become a powerful tool to 
perform procedures. 
Its great flexibility, the numerous graphic 
facilities provided, and its friendly man- 
machine interface have allowed the users 
themselves to develop a fully detailed 
representation of the satellites subsystems, as 
well as on line contingency procedures, in 
order to improve operations safety. 
Designed with very few TELECOM 2 specific 
software modules, it could be easily adapted 
for any Satellite Control Center and more 
generally speaking to any monitoring system 
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ABSTRACT 

Galileo sequence design and integration are 
supported by a suite of formal software 
tools. Sequence review, however, is largely 
a manual process with reviewers scanning 
hundreds of pages of cryptic computer 
printouts to verify sequence correctness. 
Beginning in 1990, a series of small, PC- 
b a d  sequence review tools evolved. Each 
tool performs a specific task but all have a 
common "look and fwl." The narrow focus 
of each tool meam simpler operation, and 
easier creation, testing and maintenance. 
Benefits from these tools are (1) decreased 
review time by factors of 5 to 20 or more 
with a concomitant reduction in stafing, (2) 
increased review accuracy, and (3) exccllent 
returns on time invested. 

Key Words: Sequence review, sequence 
automation 

THE GALILEO SEQUENCING 
PROCESS 

The Galileo sequencing process is a "top 
down" process that consists of two 
overlapping hnctions: the design and 
integration hnction and the review bnction. 
Both are iterative processes with a 
considerable amount of manual interaction. 
"Top down" means that development 
proceeds fiom thc general to the specific. 
The major steps along the way are: 

A Planning phase which specifies the 
timing of mission phases and major 

activities. It covers one or more years 
and is the general guide for later, more 
detailed sequencing. 
A Design and Integration phase where 
the timing and placement of the major 
activities is finalized and where minor 
and supporting activities are added, all 
subject to timing and other resource 
constraints 
A Specification phase, where details are 
added, parameters are specified and 
commands "expanded" from predefined 
routines. The end product of the 
specification stage is the final command 
level sequence. 

The design and integration stage in particular 
benefits from prepackaged and pretested 
activities called Profile Activities or PAS. A 
Profile Activity is a sort of sequencing 
subroutine that encapsulates the commands 
making up its activity. Each PA has a name, 
a unique ID, a starting time, and a duration. 
Most also have hrther parameters that will 
later control the composition and timing of 
the encapsulated commands. PAS are an 
abstraction tool that frees the sequence 
designer from concern for the details of an 
activity. In the earlier slages, the designer 
need only consider the PA function, its start 
time and duration in integrating the activities 
into a composite whole. Unique activities 
are specified by a general purpose PA called 
the UTILITY PA. It has a start time and 
duration but no parameters. Its commands 
are added manually later in the expansion 
process. 



Afer a sequence is integrated for the first 
time, it goes through an iterative 
development cycle of integration, review, 
correction and addition, and re-integration. 
As the cycle progresses, the -squence 
becomes more detailed and specific. General 
activities have more parameters specified. 
Supporting activities are added and made 
more specific, and resource predictions are 
updated. This "fleshing out" takes a big 
leap forward with the expansion step which 
results in a listing of all the specific 
spacecraft commands. 

Once the development cycle begins, each 
iteration is reviewed by anywhere from half a 
dozen to nearly two dozen people. 
Reviewers represent various science 
instruments or engineering subsystems, 
ground station operations, and general 
spacecraft and sequencing perspectives. At 
earlier stages, the checks are fewer and more 
general while at later stages they, like the 
sequence itself, are more detailed and 
specific. Each reviewer uses checklists 
specific to these various development stages. 

Because it is an obviously difficult iob to 
integrate hundreds of PAS into a limited time 
span under numerous constraints, sequence 
design and integration tools have received 
considerable attention. The process is far 
from automatic but at least there are support 
tools to manipulate activities, to design 
experiments, to manage resources and to 
present activities graphically. Further, 
software development continues to stress 
sequence design and integration tools 

SEQUENCE REVIEW SUPPORT 

The review part of the cycle has received 
considerably less support. Most reviewers 
still go through hundreds of pages of cryptic 
computer printouts, manually highlighting 

items, checking for problems and marking 
their checklists. Only twc mainframe based 
tools, the CHECKER module of SEQGEN 
and the STRIPPER program provided any 
sequence review sup \on. 

CHECKER is a hard coded constraint 
checker. While it can compare actual states 
against predicted or required states, and can 
chec'. timing, those abilities are hard coded 
and limited to (usually) the simpler flight 
rules. CHECKER is also often out of date. 
With limited programming resources, it is 
simply not important enough to keep current. 
Spurious warnings are common and each 
must be checkcd and resolved by hand. 

STRIPPER is a data extractor driven by a 
fixed, change controlled database. It was 
designed specifically to extract commands 
and it depends on the rigid sequencing 
format for proper operation. It cannot 
extract arbitrary text or scan arbitrary 
locations on a line. Because by policy, there 
is only one strip per subsystem, multiple or 
custom strips are impossible. Generally, 
STRIPPER is used to create a subset of the 
main sequence product containing only the 
commands specific to a given instrument or 
subsystem. Most science instruments and 
some engineering subsystems benefit from 
STRIPPER but those requiring a more global 
view such as Fault Protection, Power or 
Telecom do not. STRIPPER may reduce the 
product from several hundred pages to less 
than one hundred but those pages must still 
be reviewed by hand. 

Beginning in 1990, a series of small, PC- 
based sequence review tools evolved. These 
were created by revie~ers in their spare time 
and in response to heir own needs. They 
were without oficill support and were 
unburdened with the paperwork and change 
control of more f~rrnal tools. 



SKIMX, A DATA EXTRACTOR 

One of the first of these tools was SKIMX, a 
data extractor so named because it could 
"skim" any arbitrary text, "x," from a file. 
SKIMX accepted "match strings" from user 
prompts or from a file and extracted a!l lines 
containing any "match string" text. This 
gave sequence reviewers a means of creaiing 
custom strips. If a check required comparing 
two commands, for example, SKIMX would 
find all occunences of the two commands - 
and only those commands. Comparison was 
then straightforward. In effect, the sequence 
could be separately interrogated for each of 
the different check!isi checks. This simple 
tool alone cut review times by factors of 2-4. 
It also represented an excellent return on 
time invested. 

SKMX has several features that adapted it 
pa,'icularly well to sequence review. It 
could save the matched lines to a file for later 
use or for pasting into the reviewer's 
comments. It accepted frequently used sets 
of "match strings" from pre-defined 

datafiles. It counted the number of matches 
or reported "No match found" which 
simplified checking for forbidden commands. 
This feature was sometimes used simply to 
quickly count the number of occurrerlces of 
events. SKIMX could regot? matches in 
either physical or logical lines. PAS are built 
as a single, comma delimited logical line with 
the end of the logical line denoted by a 
semicolon. A long logical line may take 
several physical lines, each irrtermedizltc 
physical line ending in a comma. Sometimes 
matching only the physical line is sufficient, 
sometimes the f i l l  PA, the logical line, is 
required. 

The original SKIMX was created in a single 
day and when printed took all of four pages. 
Code for the actual "skim" occupied only 
half a page witn the rest being help screen 
text, user prompting, and commenting. 
Within six months, SKIMX was regularly 
used by about a half a dozen people who 
reported anywhere from two to eight houl . 
saved per review 

L I 

SKIMX finds all lines containing any specified string or strings. SKIMX 
ignores upper/lower case. Matches may be saved to an Output File. 

USAGE: SKIMX [/XI.. . [/XI [Input FileSpec [,Output FileSpec] ] where 
/X represents any of these options: 
/B for BLACK .AND WHITE (monochrome) monitors. 
/C to force upper/lower CASE SENSITIVE matching. 
/FnatchFILESpec to read MatchStrings from plain ASCII MatchFILE. 
/H for HELP screen (this screen) . 
/?Word to enter a single KEYWORD Matchstring f;om the command line. 

No blanks, slashes, commas or '<,>, I ' characters allowed. 
/M[m] [n] for MULTIPLE lines per item (like ORPRO files). Omit 'm' 

for special handling of $ and + header lines, use 'n' = decimal 
ASCII value to change terminator. 

/Q for QUICK output - no output to screen while working. 
/R to REVERSE the sense of the ratch. This option OMITS matching 

lines and only lines WITHOUT any matching strings are saved. 
Input Filespec is the file of data to skim, 
Output Filespec is the file where skimmed output is put. If omitted, 

output is to screen only. NOTE: comma must separate Filespecs. 
Hit any key to continue 

Figure 1 - SKIMX help screen 



SAFPRINT reformats the Station Allocation File, 

PA2,STACOC,362A,PRII94-192/21:52:O3~O1OIO7:15:OOI+O7:15:OOIOMTIOLL W E ,  
CFO 608I,T/P DMSCOND,94-192/22:25:OO.OOOI14I1733I94-92/~3:4O:OO.OOOll 
8,3,,NI,94-193/05:25:00.000,94-193/05:40~00.000; 
PA2ISTWPDI360AIPRIl94-192/22~32t28~772~09~06~21~+09:06:21I0MT~OLL W E l  
DSN VIEW,9J7-5~)(E_36~4~l994-193T03:38:37I14Il733I94-l92/23:O5:26.OOOI 
94-192/23:05:26.000,94-192/23:29:15.000,~4-193/07:47:58.000, 
94-193/08:11:47.000,94-193/Q8rll:47.000; 
PA2,STHAND,366A,PRI194-193/00:22:57.546, M E ,  
DSN U/L,ACQUIRE ~~~1m,9~-i92/2~:5o:o0.oo0,, 
1 4 1 1 ~ + 0 0 ~ 0 5 ~ 0 0 1 1 1 0 0 ~ O I H I O H I ~ * ~ I ~ ~ ~ ~ S ;  
PA2IST~I366BIPRII94~193/05~57~59~529~0O~15:00~+00~15:00~OMT~OLL M E l  
DSN U/L,TXR 0FPl94-193/05:25:00.000,14,,,-00:05:00,,,,,,,,,lS; 

I into a more wd a b l e  format: 
14 RISE: 94-192/23:05:26 SET: 94-193/08:11:47 MaxEl: 36.4 at 03t38~37 
1733 BOT: 94-192/23:40:00 EOT: 94-193/05:25:00 7ESC: TIP DMSCOND 
HI XON: 94-192/23:50:00 XOFF: 94-193/05:25:00 CPG: 6081, DUR: 05:45; 

Figure 2 - SAFPRINT input and output 

Now, some four year later, over two dozen 
people use SKIMX and the time saved to 
date is well over 1000 hours. (Since copies 
of SKIMX are kept on several Galileo 
servers, total usage is unknown). SKIMX 
itself has grown to seven pages but still 
represents a return on time invested of well 
over 1200 per cent. 

DATA REFCIRMATTERS 

Another early tool was SAFPRINT. This 
utility cast the Station Allocation File into a 
m r e  readable format and in the process 
made some simple constraint checks. During 
its creation, SAFPRINT found errors in five 
consecutive Station Allocation Files. In 
response to this, SAFPRINT's constraint 
checking was expanded and a companion 
program, SAFCHECK, was created to 
checkyd for timing errors. SAFPRINT and S 
SAFCHECK were so successful that the 
Mission Control Team, the group responsible 
for creating and maintaining the Station 
A!!ocation File, adopted them as part 3f their 
standard internal checking procedures. There 
have been no timing or logical errors in any 

Station Allocation File pre-checkL vith the 
SAFPRMT suite of tools. 

SAFFRINT is also used in sequerze 
devzlapment. Here, however, its ability to 
convert allocations from their ground 
timeframe to spacecraft time is as valuable as 
the better format. Furthermore, SKIMX can 
used to interrogate the refcmatted file to 
locpte allocations by day or by scheduled 
activity. Success with SAFPRINT 
demonstrated that just casting data into a 
more convenient format is sometir,ies, 
sufficient to gain significant savings of time 
acd cffort. 
OPEVENT folloved in the reformaiting 
traditio~i by reformatting the unexpanded 
products. It gave the user the ability to 
select which PAS to refornat and which to 
ignore. Of the PAS being reformatted, the 
user could select which parameters to 
display, the display wder and the titles to 
assign. One other unique feature was the 
ability to do time arithmetic on parameter 
fields. Thi, made it possible to turn a st~t-t 
time and duration into an end time, or to 
make some limited ground to spacecraft h e  



conversions. The result was a sequence 
summary that, like SAFPRINT, could be 
fbrther interrogated with SKiMX. Custom 
reformats with OPEVENT provide one of 
the few tools for assisting reviewers in 
checking the unexpanded products. Since 
the PA description fields are not passed 
through into the expanded products, the 
summary is also the only easy way to spot 
significant activities -- the other means, the 
timeline, is primarily used as an early 
planning tool and is nct kept updated. 

The reformatting capabilities of OPEVENT 
nave also been used to provide managemerit 
with summaries of sequence activities and to 
provide alternative re,-armats of the Station 
Allocations File. 

TELECOM SUBSYSTEM 
CONSTRAINT CHECKERS 

Finding and organizing or reformatting data 
simply did not address some review 
problems. Constraints with complex rules, 
those depending on current spacecraft state, 
those requiririg time calculatio.~~ and those 
without ar easily identified trigger generally 
txceeded the abilities of SKIMX and 
OPTVENT. 

One such difficult constraint was the 
Telecom check hat  no spacecraft events 
occurred during a data outage. Data outages 
were triggered by three types of events: (1) 
data rate changes, (3.) switching between 
coherent and non-coherent mode, a function 
of both a commanded spacecraft state and 

An OPEVENT reformat of the S!ation Allocations File 

*CREATfW 94-222/18:37:05.000 
*BEGIY 95-266/19:10:08.439 
*CUTOFF W-014/17:13:26.530 
*T l TLE STATION ALLOUTIOWS FILE FOR JAJOE-5 
95-268/22:28:50 STALOC.362A DSS 14 BOT: 95-268/23:13.50 EOT: 95-269/03:13:50 CFC 008s 
95-269/18:53:43 STALOC.362B DSS 14 BOT: 95-269/19:53:43 €01: 95-270/02:58:43 CFC 6081 
95-271/18:53:28 STALOC,362C DSS 14 BOT: 3-271/19:53:28 €01: 95-272/02:58:28 CFC 6081 
95-272/18:23:21 STALOC,362D DSS 14 BOT: 95-172/19:23:21 €01: 95-273/02:58:21 CFC 6081 
95-274/18:23:06 STALOC.362E D - '  14 POT: 3-ZT;/19:23:06 €01: 95-275/02:58:06 CFC 6081 

An OPEVENT reformat of the Comet Shoemaker-Levy observation sequence 

0 

DLKcAP.364J 
mwo,caoLc 
QORS, 157JB 
UTILlTY,2OJB 
SClTLW,176JB 
TARCET,165JB 
CSIWS, 11758 
aORS, 157JZ 
UTILITY.2DbU 
DLKCAP,364K 
SCITLM.6i1D176KD 
SClTLH,611D1761D 
UTILlTY,ZOEA 
TARCET,1651D 
#of, l l 8 l D  
lNITRS,1231D 
DLKUP,364L 

0 0 

0 

S-Band Sy, B i t  Rate: ;O 
Dur: 08:36:00 Rate: 10 Desc: EVENT B BUFFER HRO PT 1 
Dur: +WS 02:DO:O Desc: NIHS FRAGMENT C OBSERVATION 
Dur: CDS 96:OO:O Desc: NlMS RECORD FRAC C 
ELSHW CHG: NO S-HI-LO: NONE Desc: FRAGMENT C OESERLATIW 
Dur: +00:04:04 Body: JUPITER Desc: FRAGMENT C OBSERVATION 
Dur: +C3S 9J:OO:O Desc: NIHS FRAGMENT C OBSERVATIW 
Dur: +WS 02:OO:O Desc: NlMS f?L%ENT C OBSERVATION 
Our: :05: Desc: SAFC S/P FG9 SAS MINT 
S-Band Sup B i t  Rate: 60 
EiSLRS CHC: NO S-HI-LO: NONE Desc: UVS F-F ON JUPITER 
NCGlW CHC: NO S-HI-LO: NONE Desc: SSI-SL-9-IHPACT-0 
Pur: 2:15:00 Desc: SSI/UVS RECORD FRAG 0 
Dur: +02:02:22 Body: JUPITER Desc: SSI-SL-9-IMPACT-D 
Dur: +CDS 116:78:0 Desc: SSI-SL-9-IMPACT-D 
Dur: +CDS 01:01:0 Desc: SSI-SL-9-IMPACT-D 
S-Band SI.@ B i t  Sate. 10 

G 

Figure 3 - OPEVENT output examples I 



the presence ol" an uplink to the spacecraft, 
and (3) station Begin-Of-Track. Outage 
duration depended on the data rate and was 
expressed as a probability of successful 
lockup. The faster and less restrictive lockup 
time applied only to certain everds and only 
during certain mission phases. Station 
Begin-Of-Track did not have a separate and 
unique line in the review product. 

OUTCHK for "Outage Check" was the 
program written to perform this task. It had 
to do all the following: 

track the spacecraft data rate and 
coherency mode, 
determine when station Begin-Of-Track 
occurred and "trigger" an outage for it, 
resolve overlapping station coverage, 
resolve overlapping data outages, 
identify all data outages and compute 
their durations, and 
identify any spacecraft activity in any 
outages discovered. 

As a test, the time to hand check a particular 
sequence for data outages was recorded. It 
took the analyst 14 hours to complete. 
OUTCHK was then run on the same 
sequence. Its elapsed time, including the 
time to print its report, was 12 minutes. A 
comparison of the two checks showed that 
OUTCHK had correctly identified all data 
outages found by the analyst, had correctly 
timed all data outages including several the 
analyst had not, and had found three more 
outages that had been missed in the hand 
check. This represents a seventyfold 
decrease in checking time with increased 
accuracy as well. 

OUTCHK was written part time in about 
three weeks with fewer than 80 hours 
invested. Even with qdates, it still has 
fewer than 120 hours invested while the 
estimated time savings run well over 1000 

hours. This represents over an 800% return 
on time invested. 

Two other related tools are also used for 
difficult telecom constraint checking, one to 
verifL events have ground station coverage 
and the other to verify the data rate is 
supportable. Combined with OUTCHK and 
SKIMX, these tools have cut average 
Telecom review time by a factor of about 
twelve: what once took a week is now done 
in an afternoon. 

By launching the checking programs from a 
batch file, still more of the user's time can be 
saved. Typical sequences take from five to 
fifteen minutes to process through the 
Telecorn sequence checking batch file. 
During this time, the user is free for other 
duties. 

dTILITY PROGRAMS 

The sequence review effort has also been 
aided by several small utility programs. The 
first of these, DAYS, converted calendar 
dates to and from day-of-year and computed 
the day-of-the-week. DAYS covers t:.c 
years 1583 (the beginning of the Gregorian 
calendar) through 9993. Two digit years are 
assumed to lie between 1980 and 20'19. 
Typing "DAYS TODAY' returns the 
culrent date in both calendar and day-of-year 
formats (or an error message if the 
computer's clock isn't current). 

TIMECALC adds and subtracts times in 
hours:minutes:seconds format. It has a 
memory store and recall function that is ideal 
for adding or subtracting a one-way light 
time from a series of number. 

PA RENUM was originally written to 
change the PA identification suffixes after a 
file had been created or edited by cutting and 



pasting PAS. At the request of several users, 
it was expanded to also renumter sub-PAS 
and commands. PA-RENUM isn't often 
needed but when PAS must be renumbered, 
the only alternative is change each suffix 
manually. 

COMMON CHARACTERISTlCS 

Shortly after the creation of SKIMX, it was 
apparent that there was no easy means for 
users to verifjl they had the latest version. 
This lead to the definition of a common user 
interface, the general format being shown in 
Figure 1, the SKIMX help screen. Ail 
programs show date and versicn, all accept 
options before filenames, all use the forward 
slash as an option switch character, and all 
respond to "/I-I" with a standard help screen. 

To facilitate batch file operation, all 
programs accept command line input. If 
required information is missing, the user will 
be prompted to supply it. Programs verify 
that the specified files exist and will re- 
prompt if necessary. 

Programs benefit from a "toolkit" of utility 
and support routines, about half written in 
assembler, that provide services such as time 
addition and subtracti~n, parsing the 

command line, tokenizing a logical line, 
verifjling file existence, setting up help 
screens and screen colors, and modeling 
various spacecraft and ground resources. 
The too!kit both enables and enforces much 
of the commonality among the programs. 

Most of the programs also have 
accompanying "DOC" files that expand on 
what each program does, how it does it, 
what its options are, and often includes 
review tips or other usage information. 

OBSERVATIONS AND CONCLUSIONS 

This suite of programs shows worthwhile 
savings of time and effort can be achieved 
with a relatively small programming effort. 
The problems and programs may be 
relatively small but that doesn't mean 
insignificant: for example, the Telecom unit 
will use these programs instead of hiring two 
additional analysts during the intensive 
Orbital Operations phase of the mission. 

By finding sild organizing data, by presenting 
it in more easily understood ways, and by 
performing rote logical tests and checks, 
these small scale sequencing review tools 
have dramatically reduced the time and effort 
required of this formerly all manual process. 
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ABSTRACT 

The commanding of spacecraft is a potentially 
hazardous activity for the safety of the 
spacecraft. Present day control systems contain 
safety features in their commanding subsystem 
and in addition, strict procedures are also 
followed by operations staff. 

However, problems have occurred on a 
number of missions as a result of erroneous 
commanding leading in some cases to 
spacecraft contingencies and even to near loss 
of the spacecraft. The problems of checking 
corcmands in advance are increased by the 
tendency in modem spacecraft to use 
blockedltime-tagged commands and the 
increased usage of on-board computers, for 
which commands changing on-board software 
tables can radically change spacecraft o r  
subsystem behaviour. 

This paper reports on an on-going study. The . study aims to improve the approach to safety 
of spacecraft commanding. It will show how 
ensuring "safe" commanding can be camed 

4 out more efficiently, and with greater 
- s reliability, with the help of knowledge based 

systems andlor fast simulators. 
L 

The whole concept will be developed based on 
the Object-Oriented approach. 

: 
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1. INTRODUCTION 

This paper gives an interim report on  a study 
of the safety aspects of spacecrafi 
commanding. The overall aim of the study is 
to demonstrate the feasibility of model-based 
command checking. 

The study examines user requirements for such 
a system. Based upon these requirements the 
functional requirements and the architectural 
design is being produced. Finally a prototype 
of at least the basic mechanisms of the design 
will be developed and demonstrated. 

The whole concept will be developed based on 
the Object-Oriented approach. The common 
environment must provide the different 
spacecraft users with the same kind of user 
interfdce facilities in ordw to offer a consistent 
operational environment. 

The ESA SCOS I1 system (under development) 
is being taken as the reference system to be 
interfaced. SCOS I1 will operate in a hardware 
and basic software environment that is vendor- 
independent. 

The function of a SCOS I1 ( Spacecraft 
Control Operations System) system are seen as 
a collection of independent models of various 
parts of the spacecraft and the ground 
segment. SCOS I1 will therefore provide a 
library of 'building blocks', which can be 
combined in various ways to produce the 
overall model. T o  allow this to  be done easily, 



object-oriented sof tware  engineer ing 
technology has been updated for analysis and 
implementation of SCOS 11. Specifically the 
CoadIYourdon method and the C +  + 
programming language have been chosen. 

Not all missions are the same, which led to 
make modifications to  the library building 
blocks to be used in a specific mission. Using 
an object-oriented technique known as 
'inheritance', it will be possible to provide a 
customised building block for a given mission, 
whilst maintaining the same interface. 

The SCOS I1 system will be hosted on a Local 
Area Network (LAN) of distributed UNIX 
workstations. Some centralised services of the 
system will be provided by server processors 
(client-server concept). The use of a 
distributed system also offers advantages in 
terms of system availability and failure 
tolerance. 

An initial delivery of the SCOS I1 system is 
foreseen for end 1994. It will contain basic 
functions of the system. The Huyghens- 
Cassini, Envisat and XMM spacecrafts will 
make use of the SCOS I1 infrastructure 
sofiware. 

Automatic checks on "manual o r  
automatic stacks of commands" at time 
of entry of command parameters. 

Pre-Transmission Validation (PTV) of 
commands 

The normal route for all commands 
involves a pretransmission validation 
(PTV) before the command is passed to  
the ground station for uplink. PTVs are 
defined in the command database. 

Checks normally performed in PTV 
are: 

T C  configuration ( e.g. check that the 
TC subsystem has not been disabled ) 

Spacecraft and subsystem status, as 
computed from incoming telemetry 
parameters. The T M  parameters and 
the mode computation are specified in 
the command database. PTV can be 
disabled by the operator and by the 
command source. YTV does not 
provide for limit checking o r  other 
checks of individual command 
parameters o r  of parameters sets. 

Checking of command contents 

2.1 CURRENT STATUS 

It is useful to  describe first the general ESOC 
approach to handling of commands by the 
Mission Control System ( MCS ) for currently 
supported missions, which however can be 
significantly modified for specific missions. 

Command Preparation Checking 

In the command database to determine 
allowable ranges of parameters, etc. 

This is not a standard facility on the 
ESOC Mission control system; it varies 
from one mission to the other. Any 
such checks pa-formed are limited 
since : 

They are only static limit checks ( e.g. 
lower and upper limits ) on individual 
parameters. 

Many commands cannot be checked 
against fixed limii checks alone 
&cause of interdependence between 



parameters. 

The correctness of multiple command 
activities cannot correctly be checked. 

Command parameters are obviously 
important parts of a command and for 
some commands the value of the 
parameters can be vital for the 
spacecraft safety. 

No on-line checking of combination of 
commands and command parameters nor pre- 
execution validation of commands against 
predicted spacecraft status is camed out or 
envisaged for current "in flight" or near future 
missions ( ERS-2, ISO, CLUSTER ) 

2.2 PLANNED DEVELOPMENTS 

Future missions to be supported by the ESA 
SCOS I1 ( under development ) will be 
controlled using approaches to commanding 
which are likely to differ significantly from the 
current one. Special services should be 
provided to increase the safety of 
commanding. Two additional types of 
conditions will be used in making these safety 
checks : 

a predicted set of conditions in the on- 
board status applicable at the ( future ) 
time of execution (and not necessarily 
at the time of release) 

a set of "operational constraint" rules 
to be obeyed following command 
execution. 

These checks are carried out based on a 
prediction of the on-board status at the planned 
execution time ( Predictive Knowledge ). Thus 
a capability to propagate the on-board status 
needs to be available for all the potential 

sources of commands ( Manual Command, on- 
board Master Schedule and ground automatic 
command files 1. 

Predictive Knowledge allows the prediction of 
future states of the system under control 
(satellite modes, measurements, etc) from a 
"known initial state" and taking into account 
planned commanding activities arid predicted 
mission events. 

This Predictive Knowledge can be produced in 
two ways : 

Evolution of the system in the absence 
of any commanding activity (Evolution 
Predictive Knowledge ) 

Evolution of the system under the 
influence of Telecommanding 
(commanding Predictive Knowledge). 

In addition , detected or predicted on-board 
autonomous actions can be treated in an 
analogous manner to telecommand actions. 
Specific attention shall be given to the 
handling of asynchronous on-board actions 
(these are often the result of failures and 
related on-board corrective actions ). 

This knowledge may be in the form of 
algorithmic, heuristic or mathematical models. 
The predictions will be required both over a 
short term (e.g. for satellite health monitoring) 
and over a long term ( e.g. to validate a plan 
spanning several days ). 

3. OVERALL APPROACH 

The study has the following steps : 

Problem, methodology analysis and 
evaluation of the ESOC requirements 



Software Requirements Phase 

Architectural design of the system 

Prototyping and demonstration of the 
basic design 

4. BASIC REQUIREMENTS 

The central idea is the use of a Model of the 
satellite. The definition of this Model of the 
spacecraft is !he most critical part of the stbdy. 
It is of course of major importance that the 
real system is modelled as close as possible. 
The Model has to run quickly to allow 
predictions for some time in the future 
(typically 48 hours for EURECA) in case of 
on-board time-tagged commands checking. 

During operations this Model must be capable 
to be connected to ( or be a part of ) the 
spacecraft control system whereas during the 
validation phase to the Expen Tool system for 
FOP ( Flight Operation Procedures ) 
production. The following scenarios are 
considered : 

a. "On-line" : The Model is part of the 
mission Control System ( SCOS I I ) ,  
and each command is checked ( .e.g 
for consistency with the modelled 
"image" of the spacecraft ) before 
being released for uplinking to the 
spacecraft. 

b. "Near Realtime" : The set of 
commands to be sent to the spacecraft 
(either from Manual Command or 
Automatic Schedule) are previously 
uplinked ( or could be done "directly" 
by the system ) to the Model respecting 
the "timelining" ( timing and ordering 
of activities ). This should allow the 

user to view the changing state of the 
Model while it is being "operated" and 
will also perform concurrent safety 
checking and validation of the 
operations in each scenario exercised. 

The command validation function (in 
the Model ) should use the Predictive 
Knowledge of the impact of the 
command ( together with any other 
planned or predictable actions ) to 
cause the rejection of a TC based on 
predicted effects which violate any 
health criteria. This information will be 
passed to SCOS 11, which will inhibit 
the uplink of the command. 

During Planning validation ( sequence 
of commands as output of the mission 
planning ) it will no:mally be necessary 
to propagate the mission state during 
the planning interval in order to : 

- estzblish that pre- and post- 
conditions for activities are 
fulfilled 

- to confirm that health criteria 
are continuously satisfied 
during the planning interval 

c. "Off-line": Use r selected Flight 
Control Procedures ( FCP 1, 
Contingency Recovery Procedures 
(CRP) or timelines shall be applied to 
the Model in order to validate the 
operations (Procedure Validation). 

The following Model operating scenario could 
be envisaged : 

The Model is initialised with the 
available TM in order to synchronize 
the its internal state with the real state 
of the spacecraft. 



As a second step the Model is let to 
evolve by means of a prediction 
generation function, taking into account 
the planned on-board mission events 
and / or commanding activities. 

The Model could also be used as follows: 

Verification of commands executed in 
the past (e.g. comparison of playback 
telemetry and predicted mission status) 

Monitoring functions including the 
display of predicted telemetry 
parameters during "non visibility" 
periods. 

Diagnosis : The deviations of predicted 
values from the expected ones could be 
detected and analysed. To this aim a 
knowledge not completely contained in 
the Model is required ( e.g. diagnosis 
c h ~ t s  and fault trees contained in the 
spacecraft Operations Requirement 
Handbook 

The Model is a central concept on this study. 
It predicts mission states related to future 
mission times. The selected approach is based 
on two types of mcdel : 

A complete Model for near real time 
and off-line scenarios 

Detailed spacecraft subsystems models 
are developed at ESOC for each 
mission, as part of spacecraft dynamic 
simulators used for validation of 
control system software and Flight 
Control Procedures as well as for staff 
training. This type of simulators run 30 
times faster than real time when 
running on an ALPHA VAX platform. 

The Model is extracted from an 

existing spacecraft simulator. It shows 
the best precision in the states 
prediction in spite of a lower speed. 
For this reason it will be used when 
greater accuracy is required. 

A simplified Model using knowledge 
based techniches for real time scenarios 

High speed performances are met but a 
lower accuracy in the computation of 
predicted states is shown. Tile Model is 
build up extracting the mission 
informatim from a selected repository 
( e.g. the Mission base in SCOS I1 ) 
and adding manually the missing 
information. 

This two Model approach should be used for 
model validation. In order to trust such a 
system strong emphasis should be put into the 
verification and validation of the models. 

5. SOFTWARE REQUIREMENTS 

The Software Requirements Document defines 
the functional requirements of the system 
according to .ile SCOS I1 Development 
Standards. 

The document covers the system functionality, 
outlines standards for input and output data 
which they should handle, and shows how they 
should interface to the wider operational 
environment in the future. 

The whole concept is being developed based 
on tire Object Oriented approach. The expected 
benefits of 00 for the Model of the spacecraft 
are : 

natural modelling of the architecture of 
the spacecraft 



flexibility ( via properties of 
inheritance and polymorphism ) 

a different levels of abstracticn, 
permitting viewing of the Model at 
different levels of complexity 

potential of reusability 

The design and implementation of the system 
should support the Object Oriented Paradigm. 
The system should interface with ICOS I1 and 
should be based on "open architecture" so as 
to allow for additionally functionalities via 
added modules. 

The system has to be based on UNIX, and 
developed and maintained on SUN platforms. 
However it will be capable to run on any of 
the main line of available UNIX platforms 
(e.g. SUN, HP, IBM and Digital). 

Model 00 Diagram 

It focuses both on the Model related 
abstraction level and on the high level 
internal decomposition of the system. 
The two Model approach is introduced 
as a keypoint in the whole system 
organization. A "complete" Model 
cooperates with a "simplified" one to 
obtain the best performances in terms 
of accuracy and computation speed. 

Database level 00 Diagram 

It shows the database internal 
organization focusing on the elements 
needed to build the Model ( e.g. 
system e!ement , activity, application 
criteria of system elements, verification 
and validrtion criteria of activities) 

Operational Context Diagram 
The main constraints are the following: 

The system should access the SCOS I1 
Mission Information Base to derive the 
Predictive Knowledge, the operational 
constraints and the execution 
verification criteria. The user should 
not insert significant additional 
information. 

The system should not cause detectable 
performance degradation on SCOS I1 
real operations. 

The system should have the capability 
of synchronizing its internal Model 
status with the real spacecraft data and 
status. 

After an Object Oriented Analysis of the 
system the following 00 diagrams were 
produced : 

It describes the different operational 
scenarios, particularly the real time 
case which is the most complex one 

The following interfaces are envisaged: 

SCOS I1 command stacks ( e.g. manual 
and automatic stacks ) 

SCOS I1 Mission Implementation Base 

Display of system outputs on SCOS I1 
Man Machine Interface 

Telemetry acquisition from SCOS I1 
telemetry Processor 

Flight Operations Procedures Set Tool 
to read and process Flight Operation 
Procedures in the off-line case 

Model of an existing spacecraft 



simulator to be used as the "complete" 
Model 

6. CONCLUSIONS 

At the time of writing this paper ( July 1994 ) 
the Architectural Design Phase is in progress. 
This phase defines the architectural concept, 
considering all functions and also how the 
system should support future expansion and 
modification of functionality. The 
Architectural Design Document should include 
detailed descriptions of all critical design 
elements, such ds data storage architecture and 
access methods, control data structures, 
knowledge representation and all external data 
interfaces. 

During a secmd phase the study should 
produce the following : 

A detailed De~ign and implementation 
of a prototype. A spacecraft subsystem 
should be identified to develop such a 
prototype ( a partial Model 1. It will be 
integrated with the SCOS I1 system at 
ESOC 

A Detailed Design Document ( DDD ) 
of the prototype 

A Software User Manual ( SUM ) of 
the prototype 

This study aims to produce a prototype to 
improve the approach to safety of spacesraft 
commanding by using model-based command 
checking syste . s. This philosophy can then be 
used for upcoming ESA missions such as those 
of XMM and Integral. 
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An automated method for developirg and 
assessing spacecraft and instrument command 
schedules is presented for the Sea-viewing Wide 
Field-of-view Sensor (SeaWiFS) project. 
SeaWiFS is to be carried on the polar-orbiting 
SeaStar satellite in 1995. The primary goal of 
thc SeaWiFS mission is to provide global ocean 
chlorophyll concentrations every focr days b:, 
employing onboard recorders and a twice-a-day 
data downlink schedule. Global Area Coverage 
(GAC) data with about 4.5 km resolution will 
be used to produce the global coverage. Higher 
resolution (1.1 km resolution) Local Area 
Coverage (LAC) data will also be recorded to 
calibrate the sensor. Ir, addition, LAC will be 
continuously transmitted from the satellite and 
received by High Resolution Picture 
Transmission (HRPT) stations. The methods 
used to generate commands for SeaWiFS 
employ numerous h~erarchical checks as a 
means of maxir~iziiig coverage of the Earth's 
surface and fulfilling the LAC data 
requirements. The software code is modularized 
and written in Fortran with constructs to mirror 
the pre-defined mission rulzs. Thz overall 
method is specifically developed for low orbit 
Earth-obserding satellites with finite ,&,-.board 
recording capabilities and regularly scheduled 
data downlinks. Two software packages using 
the Interactive Data Language (IDL) for 
graphically displaying and verifying the resultant 
command decisions are presented. Displays crin 
be generated which show portions of the Earth 

viewed by the sensor and spacecraft sub-orbital 
locations during onboard calioration activities. 
An IDL-based interactive method of selecting 
and testing LAC targets and calibratim activities 
for command generation is also discussed. 

INTRODUCTION 

The Sea-viewing Wide Field-of-view Sensor 
(SeaWiFS) is scheduled to be launched aboard 
the SeaStar satellite in 1995 as one of the Earth 
Probes projects in Mission to Planet Earth. 1he  
principal goal of the SeaWiFS mission is to 
providc a global set of ocean chlorophyll / 

concentration (ocean color) every four days To 
achieve this goal, SeaStar will be launched into 
a nearly circular, sun-synchronous orbit at 705 
km. The sensor will be mounted on a tilting 
platform which can be pointed 20 degrees fore 
or aft of nadir as a means of avoiding sun glint. 
Table 1 summarizes some of the key 
SeaStarISeaWiFS specifications. Two sets of 
data will be recorded onboud and subsequently 
downlinked at the Wallops Flight Facility using 
the S-band frequency: Local Area Coverage 
(LAC) which has 1.1 krn nadir resolution and a , 

2800 krn swath width, and Global Area 
Coverage (GAC) which is LAC subsa7,ipled for 
every fcwth pixel and every fourth line over a 
1500 km swath. Recorded LAC data is used 
primarily for sensor calibrations. In addition, , 

LAC data will be continuously broadcast using 
!he L-band frequency to High Resolution Picture 
Transmission (HRPT! stations. 



Table 1. SeaStarISeaWiFS specifications. 

Orbit characteristics: 
sun synchronous 
descending noon equatorial crossing 
98.2 dcgree inclination 
98.9 mimte orbital period 
0.02 eccentricity 

Instrument characteristics: 
20 degree fore and aft sensor til! 
116.6 degree scan width (LAC) 
8 bands (visible and near infrared) 
10 bit digitization 
6 scandsecond 

In a unique agreement between the private 
sector and NASA, Orbital Sciences Corporation 
(OSC) assums responsibility for building, 
launching, and operating the instrument 
(SeaWiFS) and the spacecraft (SeaStar). NASA 
wi!l then obtain data from SeaWiFS by means 
of a data purchase from OSC. This novel 
agreement was designed to deliver the spacecraft 
at. a reduced cost ar.d over a tighter schedule. 
To assist in mesting this goal, OSC has 
subcontracted HughesIS: !la Earbara Research 
Center (SBRC) to bcild the radiometric 
instrument. NASNGoddard Space Flight Center 
(GSFC) is responsible for dzveloping sensor and 
spacecraft command sequences to maximize the 
scientific usefulness of rhe data. The primary 
link to OSC is through SeaWiF3 Mission 
Operations (MO) at NASNGSFC which, among 
other tasks, is charged with the responsibility of 
ensuring the collection of GAC, LAC, and 
caiibration data through the submission of 
weekly and daily command schedules to OSC. 

Because of a stringent set of cascading 
direc!i*:s developed for SeaStariSeaWiFS 
operations, the problem of developing command 
schedules lends itself to a hierarchical set of 
algorithms. This in conjunction with an 
accurate orbit model and other o?erational 
i n p t s  such as downlink times and instrumcnt 
tilt times permit the development of modular 
software to generate complex command 
schedules. The command scheduler is similar 

in nature to the more generic rdle-based expert 
system discussed in Hughes et. al. (1993). 
Figure 1 shows a generalized flow chart 
illustrating some of the logic used by the 
command scheduier. The scheduler is 
propagated in one second time increments to 
reflect the minimum commhnd update frequency 
of the SeaStar system. This update frequency 
is also used in orbit prc~agations which are 
read by the command schedr!er. 

Figure 1. Flowchart illustrating the general 
processing stream of the cammand scheduler. 
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Description of scheduling rules 
I 

The primary goal 3f this ~ i s s i o n  is to obtain 
global coverage of ocean chlorophyll every four 
days. This is followed in order uf importance 
by the acquisitioxr of the recorded LAC which 
will be used primarily fcr instrument calibration 
and characterization. A srlrnmary of the 
SwWiFS mission goal: is listed below in 
descending order: 



1. Record a global set of GAC data onboard 
2. Transmit and acquire all recorded GAC data 
on the ground 
3. Record LAC data of calibration target; with 
the following priorities: 

lunar calibration 
calibration using irradiances reflected off 

diffuser plate 
detector performance 
mterchannel gain measurements 
pre-selected shiplhuoy and region targets 

4. Transmit and acquire recorded LAC data on 
the g r~und  
5. Broadcast reai-time LAC data 

AUTOMATED PRODUCTION OF 
COMMAND SCHEDULES 

The command scheduler is a modularized 
FORTRAN program which rea :; pre jioclsly 
generated orbit positior and creates time- 
ordered command scht .4es  that meet the 
missic-n goals. FORTRAh \.,as choseil as the 
software language for thr: produ~iion code to 
maintain consistent j with existing orbit 
propagation models which are coded in this 
language (Pztt et. (11.. 1993). Orbit positions are 
read by the sciieduler and are highly integrated 
into the functionality of the program Orbit 
positions and instrument t"*ing times are 
produced by separate stand 2' ne  modules which 
are e x c c x d  pricr to rnitiat~ng a scheduler run. 
These starrd alone pwgrams allow flexibility in 
creating scheduler inputs. 

Oittputs from the command scheduler are 
produced as daily and weekly ASCII files 
crlrsisting of a time-ordered list of spacecraft 
and insuurncnt cornman?:. In addition, LAC 
arid GAC recording log and crror log files are 
also written by the scheduler. Commands are 
abbreviated to 16 byte strings to pernit 
portability with PC programs which are 
currently under developlnent. Table 2 lists all 
the cor~~mands produced by the scheduler. The 
American Standard Code foi Inforrration 
Jr,t,,:hange (ASCII) was choser: as tk output 
format in part to allow quick visual verification. 

COMMAND: 
Am Olm L-P Q 
*csopoLaopon 

EXHANATION 
imuae lucr d rmam 
SICQ I V p l r  al -re¶ 
-c pi0 
Clmnp w z r  omllgr.(ba 
Flmlaar rck 
miw aar faward 
poio(.mormdr 
Iduur durnlmk 
Rmrb dOW&ot 
1mllav IW d 
F3m.h l v ~ v  d 
l a b u t  ralv d 
fid Idu d 
Imnar dcrnm ul 
Fmrb &mr d 
s y y m  C M m o s l  oa 
S y y m  eMTma oll 
Rrtlrm m d n  
l o u r  GAL rrartbq 
R d  W C  m x d n g  
l m u v  LAC fecadaq 
FIwh L A C m c l d m g  
lmuur U C  uawmdm 
Fimb L A C  m-anislm 
S* 1.m d plc5 nc 
Tmrn m L-~uNI trlamtn 
Turn dl L uuuntm 
Rnrc plcb nnu 
~m ult to an 
I n ~ a v  Lrlb rrx lng & 
m f ~ l d u d  
Turn as S - b u d  vvlolvtm 
Turn dl S-band ~ . o ~ t u r  

L-Ud XmtU Oo 
Ela Turn Cm 
E m b M m C m  
Rs Tit Art 
.>; Gain B u d  I 
Cb; call B d  2 
Cbg GYn B d  3 
cng c k n  B u d  4 
Cb& Gm B d  s 
Chg Gun B d  6 
a; can B u d  7 
Cht GYn B u d  8 
cbt TDI Blod I 

TDI ~ u d  z 
C h g T M  Bald 3 

2999 nr- 72.s  
2999 72.32 7: 61 
2999 7232 72.61 
2999 72.32 72.61 
2999 7232 nsr 
2999 7232 7 2 B  

Tabl:: 3 shows a command schedule segment for 
a t y p z l  d u ' j  cycle. On each line, the 
abbrevi~ted commands appear' on the left 
followed by a command code. configuration 
code, year, c'ly of ytir ,  second of day, sub- 
orbital latitude, and sub-orbital solar zenith 
angle. Dummy values are used in this example 
for the command codes. The orbiiaI duty cycle 
commznccs on each oiiit when the solar zenith 
angle of the sub-orbital point exceeds a 



threshold value which is currently set to 72.7 
degrees for a nominal SeaWiFS orbit. This 
provides balanced s ~ l a r  zenith angie coverage 
for a ~ q u i r e d  40 minute duty cycle per orbit. 

Sun glint from the ocean surface can 
significantly contaminate radiances observed by 
remote sensors. SeaWiFS has the capacity to 
tilt 20 degrees fore or aft (toward the North 
Pole on the descending node) of nadir as a 
means of minimizing giint. On the descending 
orbit the instrument will be tilted 20 degrees aft 
as the duty cycle commences. Near the solar 
declination, the instrument will be tilted 20 
dcgrees fore. Several tilting algorithms have 
heen developed. The program TLTMdGLT 
minimizes sun glint by checking orbit position 
and sur angles to Jctermine times of maximum 
sun glint. The instrument tilting times are then 
computed on an orbit-by-orbit basis. The 
program TLTMNFST provides a fastcr, less 
accurate determination of tilting time by using 
the sane  algorithm as TLTMNGLT to compute 
the orbital tilt time for the orbit closet to the 
midpoint of a day. The program then steps 
forward and backward in :ime using increments 
q u a i  to the orbital period to determine other 
tilthg times for an entire day. The current 
~ i ; x t i i m a l  plan is to use the staggered tilting 
aigorithm in the program STAGTILT which 
seeks to miriimize sun glint and maximize Earth 
coterage usir.g a four day cycle of shifting the 
tilt above the glint for two days and below the 
ghnt for two cays (Gregg and Patt, 1994). 

Ar the start of execution. the command 
scheduler prompts the operator fo, year, day of 
year. and numbcr c i days of the rull. As an 
alternative. an optlator can create a 'date.dat' 
file with the Unix command "date>date.datW. 
The scheduler checks if "date.datW is present and 
contains the current date. If these conditions 
are satisfied, the scheduler extracts the date 
information and cnly prompts the operator for 
the duration of the run. In addition to these 
inputs, the scheduler is manipulated in pan by 
inputs from a paraneter file and daily LAC 
recorder files which are read by the scheduler. 
The former tile contains values on czheduler 
operation specifications which change 

infrequently; the latter file contains information 
on shiphuoy and region targets and calibration 
frequencies used in allocating the flight 
recorder. Ships and buoys are handled 
identically by the scheduler and will be referred 
to simply as ships from this point on. 

The most challenging aspect of command 
scneduling logic involves the allocation of the 
LAC flight recorder partition. The overall 
recording priorities used in the recorder 
allocations are listed under item 3 of Table 2. 
Lunar calibrations have top priority followed by 
solar calibrations, detector performance 
assessment, and i n t e ~ h a ~ n e l  gains performance 
assessment. Earth targets (ships, buoys, and 
regions) have lowest priority with ships having 
priority over regions. Detailed descriptions of 
calibrations are found in Woadward et. al. 
(1993). 

The daily LAC Recorder File (Table 4) is read 
by the scheduler during the processing when a 
nocturnal downlink is encountered for an 
ascending pass (local midnight downlink). The 
timing is done so as not to interfere with 
potential LAC recording events. Each ship in 
the file has a corresponding longitude, latitude, 
priority, and recording duration in seconds. / 

Each region has corresponding starting and ! 

ending longitude and latitude (defining a 
rectangular box) and a priority. The weekly 
frequency of solar, lunar, interchannel gain, and 
detector calibrations are also specified. The 
scheduler uses this information for allocating 
LAC recordii~g space for each of the next two 
downlink recording periods. Ships and regions 
are each assigned priorities; the lower the value, 
the more likely a target will be recorded. All 
viewed ships are allocated before any xgicn is 
allocated. In other words, the target with t!.e 
lowest priority number has recorder space 
allocated first, followed by the target with the 
next lowest number, and so on. This means 
that the scheduler looks over the entire 
recording period and allocates recorder space on 
the basis of target priority rather than on the 
basis of target view time. 
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Recorder partitioning 

The onboard flight recorder has a storage 
capacity of 119.2 mb. A daily determination of 
GAC recording requirements is made by the 
scneduler during the processing of each local 
midnight downlink. This involves summing the 
total qnd partial duty cycles for the two 
subsequent recording periods. Using the 
maximum of thzse values, a section on the 
recorder is reserved for GAC and the remainder 
is reserved for LAC. Since this partitioning is 
performed once a day, the recorder is not fully 
utilized for the downlink with the shorter GAC 
recording period. 

Lunar Calibrations 

Current plans for onboard calibrations include a 
hackorbit maneuver to scan the lunar surface 
near a full Moon event (using the closest orbit 
to a seven degree lunar phase angle). The 
seven aegree phase angle was chosen as a 
means of enhancing the calibration consistency. 
A full Moon is defined at the point of the 
Moon's closest approach to the anti-solar point. 
l > e  Moon was chosen as a cal?vation source 
due to its reflective stability ,ompared to 
onboard calibration sources which can be 
expected to degrade with time.. During lunar 

calibrations the spacecraft will pitch 360 degrees 
on the bnckorbit spanning a 40 minute period 
thus allowing the Moon to come into view of 
the sensor. This operation can, at best, be 
performed twice a month when the Moon is 
coming into and out of full phase. 

Solar Calibrations 

Unlike lunar calibrations which are restricted to 
particular orbits, solar calibrations can, in 
princip!e, be performed on any orbit. However 
to maintain consistency. solar calibrations are 
coastrained to the firs! orbit of the GMT day 
and the orbit midway between the local 
midnight and local noon downlink. Solar 
calibrations are scheduled to occur as '-he 
spacecraft sub-orbital point makes its closest 
approach to the South Pole. For this operation 
the instrumem is commanded to tilt aft 20 
degrees and LAC data is c o l l e c d  along the 
back scan where the sensor views a solar 
diffuser plate. It is expected that these 
calibrations will provide high frequency 
instrument calibrations anchored by the mwe 
stable lunar calibrations. 

Detector and interchannel gain checks 

In general, these calibrations are identical to 
solar calibrations in terms of spacecraft location 
and sensor tilt configuration. The detector 
check will involve sampling each of the four 
detectors for each band as well as a 
combination of all four while scanning the solar 
diffuser plate. Interchannel gains will be 
checked by applying an electronic calibration 
pulse to each detector following the diffuser 
scan. 

In situ calibrations 

Recording of in situ targets for instrument 
zilibrations involve the most complicated logic 
in the scheduler. The basic concept is to record 
data over a target coincident with the recording 
of data on a shi2. Accurate geolocation 
algorithms are essential for the task of precisely 
recording specified coordinates on the Earth': 
surface. Geolocatiori algorithms which assume 



an ellipsoidal Earth and employ vector and 
matrix computation to enhance efficiently are 
used by the scheduler (Patt and Gregg, 1994). 
These algorithms were implemented and tested 
in the AVHRRJPathfinder project. 

Among the complexities with in situ recordings 
are Eanh targets wit: overlapping recording 
periods, differing tilt co* figurations, variable 
record times and target priorities, and conflicts 
with HRPT visibility masks. LAC recording is 
blocked when an HRPT station is in view of 
the satellite since these data can be obtained 
through agreements with the FRPT facilities. 
In addition instrument tilts are deferred if a 
contlict occurs with a ship target. All these 
factors play a role in the allocation algorithms. 
All ship targets in view of the sensor bean are 
recorded as long as recorder space is available. 
The duration of each ship recording is specified 
in the LAC recording file. Any remaining 
recording space is then used for recording scans 
of region targets. A region is recorded as long 
as the central pixel of the scai~ is within the 
rectangular region area. Default regions are 
specified in the parameter file to insure 
complete usage of the LAC partition in the 
flight recorder. The size and location uf the 
default regions are chosen by the Project 
Scientist by considering downlink orbits and 
viewing geometries. 

SCHEDULE VERIFICATION A:4D 
DISPLAY 

The Interactive Data Language (IDL) was used 
to produce software tools for the graphical 
display command schedule performance. IDL 
was chosen in part since this package provides 
tools for relatively easy development of 
graphical u s ~ r  interfaces (GUI's). These 
interfaces allow quick and mosily error-free 
updates of inputs to the verification programs. 

Rapid Verification of t h ~  Recording of LAC 
Targe:s 

An IDL package named PLOTDOWN (plot 
LAC recording for downlinks) was created to 
acquire a quick-look at the budgeting of LAC 

recorder space. Figure 2 shows the GUI for 
PLOTDOWN. In general, an operator selects 
the input files which specify the schedule, orbit 
propagation, and downlink times, and chooses 
one of the following types of plots: 
PLOT ORRITS - plots only orbit tracks 
PLOT ALL LAC SCANS - plot all LAC 

recording 
PLOT IN SITU SCANS - plot ship and region 

recordings 
PLOT SOLAR SCANS - plot spacecraft 

position for solar calibrations 
PLOT LUNAR SCANS - plot spacecraft 

location for lunar calibrations 

Figure 2. GUI for the program PLOTDOWN. 
An operator selects input files and plotting 
options to create plots of LAC scans. 

A separate window is then created with an equi- 
rectangular projection of the Earth's continents 
and the specitied type of plot is produced on 
this projection (Figure 3). This makes it 
possible for an operator to visually inspect the 
performance of the LAC partition in the 
onhoard recorder. 

Figure 3 illustrates twa examples which 
illustrate tlii: effects of some rules used in 
constructing command schedules with regard to 
in situ targets. Figure 3a shows that all the 
ships a n  recorded except those within the 
GSFC visibility mask. Figure 3b shows an 
unrecorded ship near the west last of South 
America by the Galaprgr>s Islands. This 



occurred as a result of lunar, solar, detector, and 
interchannel gain calibrations which supersede 
the ship during this recording period. In 
addition, the Galapagos ship was given a lower 
priority than the other ships that are viewed and 
recorded. The figures also illustrate another 
consideration for scheduling in situ recordings: 
due to the nature orbit tracks for polar orbiting 
satellites, ships and regions at higher latitudes 
have a higher recording frequency. 

Figure 3. Two plots produced by PLOTDOWN 
illustrating LAC scans of the Earth's surface. 
Ships appear as small circles, regions as 
rectangles, HRPT visibility mask as a large 
circle. The orbit tracks for the two downlink 
orbits are also plotted. 

D ~ a i l e d  Verification of Duty Cycle 

A comprehensive examination of scheduling 
activities is essential to assure that the 
spacecraft/sensor systems are functioning 
properly. To assist in evaluating the command 
schedule an IRL package named COLOR-IT 
(create color-coded plots) was created. This 
utility can be used to produce a color-coded 
plot of the daily qacecraft and sensor 
operations. This allows for a visual inspection 
of the activities impacting the recorder including 
all GAC and LAC recordings. In addition, 
other aspects of the scheduling such as duty 
cycle initiation, Earth coverage, and tilt times 
can be visually verified. Figure 4 shows the 
GUI for COLOR-IT. An operator can first 
create the color palette to be used for 
differentiating scheduled activities. Input files 
can then be selected and a plot created. 

Figure 4. GUI for the program COLOR-IT. An 
operator selects input files and creates a color 
table. 



INTERACTIVE UTILITY FOR MANAGING 
ONBOARD RECORDER 

The IDL-based utility Calibration and validation 
Tool of Local Area Coverage (CATLAC) was 
developed by MO to assist the Calibration and 
Validation element of SeaWiFS in assigning 
LAC Earth targets and calibration frequencies 
(Woodward et. al., 1994). In general, CATLAC 
permits a user to allocate and verify onboard 
LAC recorder space. This is done through an 
interactive display located in the GUI which 
allows an operator to graphically create ship and 
region targets and verify recording scenarios. 
Other calibration frequencies can also be 
specified and tested thy spawning a command 
scheduler run and plot'ing the subsequent LAC 
recorder activity. 

CONCLUSIONS 

The utilities presented in this paper present 
some mechanisms for dealing with problems 
often encountered in the scheduling of activities 
with Earth-orbiting spacecraft. Many of the 
solutions are tailored specifically for SeadiFS. 
b u ~  general applicability to other Earth orbiting 
systems is possible with minor modifications. 
Most of the IDL-based graphical utilities are in 
the proczss of being ported to separate graphics 
libraries on a Unix workstation and a PC. 
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2 %  Towards cheaper control centers , ,/ ,-.I .. -/ 

Lionel BAIZE 

C. N. E.S - CT/TI/PS/SI BPI I j O l .  18 av. E. Belin TOULOUSE Cedex - FRANCE 

ABSTRACT : Today, any approach to the design of new space systems must take i;tto 
consideration an important constiint, namely costs. This approach is our guideline for new 
missions and also applies to the ground segment, and particularly to the control centre. CNES has 
carried out a study on a recent control centre for appltcation satellites in order to take advantage 
of the experience gained. This analysis, the purpose of which is to determine, a posteriori, the 
costs of architecture needs and choices, takes hardware and software costs into account and 
makes a number of recommendations. 

PREAMBLE 

The Tklecom2 satellite control computer system (SICS : S y s t h e  Informatique de C o n ~ 6 l e  des 
Satellites) is the coctinuation of the SICS-P (provisional system), which was used for the 
positioning and station keeping of the Tilkcom2A and Telicorn2B satellites until the switchover 
from SICS-P to SICS (October 20, 93). Since this date, the SICS has been controlling 2 station 
keeping satellites. 
This system was developea by the Information Processing sub-directorate of CNES, the prime 
contractors being the Matra Marconi Space France industrial group and Syseca. 

1 - THE TELECOME SYSTEM 

Designed as the continuation of the Tdecoml programme, the Ttlecorn2 programme consists, in 
operational mode, of 3 satellites placed in geostationary orbits at -So, -5' and 3' EAST. Two are 
in operation and 1 is on standby. Each satellite is made up cf a stabilized 3-axis platform of 
EUROSTAR type, with 3 payloads and associated antennae for the following 3 missions: 
- 121 14 GHz for new communication services in metropolitan France, 
- 718 GHz for links specific to the Ministery of Defence, 
- 4/6 GHz for classical links with the Overseas Temtories, 

2 - GROUND SEGMENT FOR TELECOM2 POSITIONING AND STATION KEEPING 

The ground segment for Tkltcom2 positioning and station keeping comprises specific facilities 
and is a'lso supported by CNES multimission facilities used fm emergency purposes and in the 
launch and early orbit phase. 



These specific facilities are : 
- 2 Specialized Control Centres (SCC) with identical functions and capable of providing TTC 
control of 3 satellites 24 hours a day. Two satellites may be kept in a geostationary orbit while 
the t ~ ~ i r d  one is being positioned. The SCC have facilities for telemonitoring and remote activation 
of the station keeping control centres, in particular in order to initiate tracking measurements, 
- 4 Network Control Centres for the 3 payloads. Each of these centres receives from the 
operational SCC, the telemetry data required to monitor the payloads, 
- 4 416 GHz stations dedicated to TTL control of the 3 satellites, 
- 3 718 GHz stations for traffic control, capable of providing TTL support simultaneously to 
2 satellites, 
- 3 416 GHz stations, Overseas (RCunion, Guiana), operating as "repeaters" to perform tracking 
measurements by turn-around with the previous 4 stations. The SCC provides simplified 
telemonitoring of these stations, 
- 1 X25 network for specific TClecom2 data transmission (RQeau de Transmission i e  DonnCes- 
TCltconiL), which links the SCC to the stations and the NCCs. 

3 - ENTITIES OF THE TELECOMZ CONTROL CENTRE 

To carry out its mission, the Specialized Control Centre consists of several entities: 
- the S~tellite Control Cvmputer System (SICS), responsible for real time tracking, telemetry and 
command functions and for their distribution to other entities, as well as for deferred batch 
processing functions. 
- the orbitography computer (SUN hardware), using tracking measurements preprocessed by the 
SICS for orbit determination, prediction and computation of operations, 
- Complementary Computer Facilites (CCF), which cire micro-computers (PC), responsible for 
real time and deferred data processing, 
- the cyphering bay, 
- the Expert System (SUN hardware), which performs defcrred analysis of data from the SICS, 
- the Connection Unit to the KTD, which is the network entry point, 
- the dynamic simulator (Digital hardware), used for practising or exercise purposes, 
- the GASCON system (Hewlett-Packard hardware), for the telemonitoring and remote activation 
of stations and for initiating tracking measurements and station reconfigurations, 
- the Technical Memory Management System (TMMS - SUN hsrdwarc), which pzrforms 
deferrtd formatting of data from the SICS. 

4 - SICS 

The SICS real time functions are as follows : 
. management of data received and to be transmitted to the 2 communication networks (dedicated 
and mulimissions networks), 
. permanent processing of 4 TM data flows for automatic or visual monitoritg and for data 
exportation. The 4th TM flow comes either from the simulator or from a redundant station, 
.  reparation and sending of necessary commands, whether or not cyphered, possibly for 4 
entities, 
. preprocessing of tracking measurements used by the operator to assess results and decide upon 
action to be taken, and compression of these measurements 



. preprocessing of the station calibratioll measurements, 

. storage of data received and of part of the processed data, for later analysis, 

. real time and deferred distribution of information to the other user entities of the SCC and to the 
NCCs. 

The SICS deferred fbnctions are : 
. supply of data for orbitography and operation processing, 
. all telemetry data classifLing (trend analysis and replay), necessary for the analysis of changes in 
the satellites and for investigations in case of anomaly. 
. selective or statistical analysis of events recorded in the various logbooks, 
. management of real time block diagrams used for telemetry viewing at the SCC and the NCCs, 
. management of the so-called operational data, i.e. telemetry, commands, monitoring files, 
telemetry pages, etc., 
. data backup for later use. 

All these functions are impkmented with a level of performance matching mission requirements 
and with ergonomics adapted to non computer experts for operations related to the basic 
functions (real time and TM data classification). 

4.1 - General architeciure of the SICS 

This architecture is made up of 4 main entities, 3 of which operate on Digital hardware 
interconnected via an Ethernet network : 
- a DEC MIRA "FRONT-END" computer, mainly responsible for real time processing, 
- a DEC MIRA "BACK-ENDDATA SERVER" computer, in charge of deferred processing, data 
storage and archival, data exportation to local or remote subscribers, and importation of graphic 
pages (block diagrams) from internal graphic servers, 
- five dual-screen operator workstations, responsible for viewing real time or deferred telemetry, 
preparing commands and managing dialogue with the operator as we11 as feeding the video 
distribution system for the command and dwell page, 
- the Graphic Server entity (3 HP computers), in charge of creating and viewing the graphic block 
diagrams, converting block diagrams dedicated to the NCCs and generating video TM pages. 

The FRONT-END processor is connected via the KTD to the TTC Tklkcom2 stations and, 
through synchronous serial links to the 2 GHz stations and the satellite simulator on the one 
hand, and to the command cyphering bay, on the other hand. 

The MIRA computers consist of two redundant inicrovax processors and a line switch. Each 
processor has its own input/output lines and other 110 lines connected to the switch. Only the 
nominal processor is connected via the switch io the external V 0  lines, whereas the redundant 
prxessor is separated from these lines. An automatic system is used for failure detection and 
switching external lines from the nominal processor to the redundant one. 



The MIRA computer manages the automatic switching of external links and allows free selection 
of the role of the processors, which may be : 
- hot redundancy: applications only using inputsloutputs through a specific line may be run in 
parallel on each processor, 
- active/standby redundancy : applications using inputsloutputs through a switchable line are 
active on the nominal processor and on standbj on the redundant processor. The switching 
system activates them when changing froin the nominal processor to the redundant processor, 
- dedicated processor : a processor runs applications, without redundancy with the other. 

Fig. 1: Architecture of the SICS within the Tklicom2 ground segment 

4.2 - Functional description of the SICS 

The system architecture has the main fol!owi,lg features : 

- rece~tion and processing of raw telemetry lines by the MIRA front-end prccesw. 
- multicast, on the local iistwork, of raw telcmctry data, derived pdraineters a~tr! . <L lts by 
the MIRA front-end processor following proccising, 
- processing of data distributed by the MIRA back-end processorldata serve1 a n i  . . ..tnsmissio~l !:I 
local and distant subscribers, 
- processing of data distributed to the operator workstations for viewing purposes. 



The nominal processor of the frott-end computer receives telemetry data from the TTC stations 
andfor the dmamic simulator, processes this data in real time, line by line, every 1.2 seconds (line 
acqr~isition, parameter calibration and control), and multicasts the raw telemetry line, derived 
parameters and control results to the other elements ; 
the nominal processor and the redundant processclr of the back-end computerldata server 
simultaneously archive +elemetry data received ; 
the orerator workstations process the TM blocks distributed to the network by the front-end 
computer Lo view telemetry and control alarms ; 
the nominal processor of the back-end computerldata server processes TM blocks distributed to 
the network by the front-end computer for telemetry exportation to subscribers. 

Telemetry replay is performed by reading the archived data on the back-enti ~rocessor/data server 
and transmitting them to the front-end computzr for processing; 
the trend ana!ysis is defined by the opetatc* r,m his workstation. The nominal processor of the 
back-end computerldata server retrieves, procesk and makes the archived data available for 
viewing purposes. 

Tracking data are received by the front-end computer. They are compressed by the nominal 
processor of the back-end computerldata server. 

Command transmission is performed by the Gont -cud computer. 

Synchronization is carried out by the nominal processor of the back-end computerldati: server, 
which cyclically gets the universal time and transmits it to the other computers. 

5 - COST ELEMENTS 

5.1 - Hardware 

An ou!standing feature of the r616com2 control centre and particularly of the SICS is the number 
of machines used. This may be explained by the following factors: 
- the various origins of the different systzms and sub-systems, resulting in the fact that each sub- 
system has its own dedicated machine without any attempt to optimize the use of such a machine 
(why should a machine not ~ ;~ r fo rm several deferred functions, and even rea! ime functions?) 
- availability constraints required by the satellite. For the SICS, the constraint imposed wr';~ a 
maximum unavailability of 5 minutes during the critical phases, concer k g  the telemetry dnd 
command functions. This made it necessary to double the number of micrw~ax computers on each 
site. The availability factor must be globally taken into account and one must consider that an in- 
flight failure and a ground failure occurrmg simultaneously represent a double failure of the 
complete system or one must be aware of costs induced by the operation of the system. 
- 24 hours a day operation, which results in constraints upon the workstatiow The operators 
must have workstations which are both dedicated to a definite satellite and user friendly. This 
accounts for the r.umber of workstations and the presence of double screens. 



Costs induced by material maintenance are high (Fig 2) : using a several yeat old configuration is 
expensive and the costs increase with time. Its replacement by a more recent configuration or its 
upgrading u c k ~  manvfacturers' kits may be cost-effective. Such an operation is quickly 
depreciated if one consider cost sa-uing at the maintenance level. Examples of this approach could 
be Ye conversion of SICS computers from micro VAX ?_"O to micro VAX 40001200 or the 
PL. . ase of HP715 configurations instead HP835. These operations would he depreciated as of 
the third year of mainteamce. Moreover, purchasing the operational configuration should be 
delayed as long as possible and, if possible, this configuration should nst be supplied as of the 
deveiopment phase. 

4 Tracking 

''% a Date Exportatior, 

Command 

Basic Services 

23% Telerntiiiy 
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Maintenance costs Software distribution 

Fig 2: Maintenance cost estimate and size of application software per sub-system 

5.2 - SOFTWARE 

The SICS software performs many functions, offers great versatility of use and has been 
developed with high quality and documentation requirements. It thoroughly complies with its 
spe~ificatio~is and users are entirely pel fectly satisfied. 
However, one dtten forgets that any requirement, v~hether technical or quality related, has to be 
paid for and developments rrade on a 5xed firm t sse do not show the price of each requirement. 
The industrialist rrust price a work, whereas neither the technical specifications nor the 
development rules are detailed in writing. Thus, he can only indicate a global amount. Ac an 
alternative, the development contracts could be divided into two parts: a specification phase 
resulting in proposals priced ac-ording to the requirements considered and with alternative 
proposals, then the fixed performance phase, wLch then could be implemented, knowir?~ the 
costs m d  deadline of each requirement. Precise knowledge of the costs is a factor which 
contributes to their reduction. 

The process complexity was determined, considering the number of modules mnking up the 
processes, t'he size, complexity (cyclomatic number) iad the number ~f calls ior rwtines external 
to each module. 



Efforts vequiicd to develop sub-systems (see project results in ref. [SICS 31) are appropriate to 
their complcxitv and to the distributionnon conformance reports. There is indeed a direct 
relationship between complexity and costs. 

Among the technical facts which may be brought out because of their complexity, let us mention: 
- the existence of local data bases on each workstation, which required the development of 
updating, storage and distribution procedures as well as monitoring their impact on the Ethernet 
network, in all, near 400 modules with more than 800 calls for other routines, 
- it was cot easy to develop tht, capacity to automatically issue commands for a telemetered 
event, as each operator workstation may issue commands (with exclusion mechmisms) to any 
satellite, and this function must be exclusive of the interactive command sessions. For 
information, just managing its inhibition needed 10 modules using 20 routines, 
- management of the synchronous protocol specific to the CNES 2 GHz network and to the 
encodins rack required programming an input/output board, in all 32 modules using 72 routines, 
- the M?n Machin. ,.lterface requires many software programmes. It is present in all the 
functior. and can;.;, much weight in the production and presentation of information. If we 
consider ( -Ly  the processes entirely dedicated to this function, managing the MMI requires 1 11 
moduks using 225 routines, i.e. more than 3500 executable instructions. 

Although it was necessary to develop delicate mechanisms for disk data recovery, the avaibility 
fa~,or mainly relied on MIRA software the switc5ing of nominal computers to redundant 
computers and thus induced few developments. 

Fig 2 shows the significant share of the basic services that manage external interfaces and 
coordinate the SICS operation. They are closely related to the hardware architecture. The volume 
of the tciemetry sub-system is exyiained by the complexity of the deferred fimction part, 
processing of the satellite-ground interface and viewing (block diagrams, pages, etc.). 

To reduce this complexity and therefore the related costs, the architectures must be simplified as 
follows : 
- dedicate workstations, which corresponds to the operational reality and may simply be done by 
a "login" procedure, 
- simplify the MMI, as there is no need to display ali functions by means of windows and 
menus. It is not necessary to go backwards and risk operational errors, but prohibiting any 
keyboard entry and displaying all information in graphic form are expensive. Is an interface 
similar to that c. ~ffice workstations really necessary for all functions ? 
- avoid in-house protocols as far as possible, because they need to be programmed and 
maintained, whereas manufacturers tend to qive them up, 
- reduce customer-server links, as the SICS multicast feature is a very good concept and 
suppresses the transmitter-receiver link and should be extended to the distribution of raw and 
physical telemetry, 
- think to satellite ground interface in terms of exploiting the data it carries, 
- use CCSDS standards (sofware exists or will exist in a short ~eriod of tine), 
- any memory zone of the satellite and command stack especially has to be dumpable. 



6 - CONCLUSION 

The approach to space projects must be improved. To reduce ground costs, requirements n:ut be 
adapted to needs. Margins must no longer be included in requests: if the constraint is "N", the 
supplier must be asked to provide "N" and not "N+X%", and, as each internmiiary adds his own 
margin, csnstraints are reached, which are hard to fulfil and completely unjustified. 
The complexity of satellite-ground interfaces must also be carefully assessed, CCSDS 
recommendations have to be taken into account, 
Critical phases, with their need for availability and specific interfaces, must not affect the whole 
system life. Ideally, only the positioning should be critical and should be performed in a dedicated 
confipdtlon. 
Customizing the costs of each requirement is unquestionably a savings factor, whether this 
requirement is technical or methodological, and is achieved by custom designing the specification 
phase under a specific contract. 
Multiplication of hardware configuration must be limited, whether by using common input- 
output services, sharing sub-system configurations or accepting the deterioration of some 
fictions in case of failure, such as for example reconfiguring a deferred processing machine into a 
real tirnc machine. 

Fortunate as we are to have a product which offers many functions, we should take advantage of 
it by offering it, within a line of products, to other projects, which therefore will have a low cost 
basis (as development has already been done) for a precise assessment of the adaptations needed. 
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The European Space Agency is going to conduct aq inter orbit link experiment which will 
coruiect a low Earth orbiting satellite a11d a Geostationary satellite via optical terminals. This 
experiment has been called SILEX (Semiconductor Inter satellite Link EXperiment). Two 
payloads will be built. One called PASTEL (PASsager de TFLecommunication) will be 
enibarked a1 the French Earth observatiol; saiellite SPOT4. l i e  future European expcrimental 
data relay satellite ARTEMIS (Advanced Relay and TEchnology MISsion) will carry the 
OPALE tcmiinal (Optical PAyload Experiment). 

The principal characteristic of the mission is a 50 Megabits flow of data transmitted via the 
optical satellite link. l l ie relay satellite will route the data via its feeder link thus permitting 
a rea: time reception in the European region of images taken by the observation satellite. The 
PASTEL terminal has been designed to cover up to 9 communication sessions per day with an 
average of 5. The number of daily contact opportunities with the low earth orbiting satellite 
will be increased and the duration will be much ionger than the traditional passes over a ground 
station. l l ie t~miinals have an autonomy of 24 hours with respect to ground control. Each 
tcrminal will contain its own orbit model and that of its counter terniinal for orbit prediction 
aid for precise coniputatiai of pointing direction. Due to the very narrow field of view of the 
coniniunication laser beam, the orbit propagation calculation needs to be done with a very high 
accuracy. 

The European Space Agency is responsible for the operaticn of both terminals. A PASTEL 
Mission Control System (PMCS) is being developed to control the PASTEL terminal on board 
SPOT4 Vie PMCS will uittrface with the SPOT4 Control Centre for the execution of tlre 
PASTEL operations. Vie PMCS will also interface with the ARTEMIS Mission Control 
Systcnl for the planning and the coordinatio~i of the operaticnr. It is the first time that laser 
technology will be used to support inter-satellite links in Europe. Due to the coniplexity and 
experiniaital character of this new optical tccluiology, the SILEX experiment control facilities 
will be desigled to allow as much operational flexibility as possible. 

INTRODUCTION 

Tile European Space Agency (ESA) has initiated the SILEX experiment to test 
the optical technology for intersatellite communications. This experiment will provide a high 
data rate Inter-Orbit Link (JOL) between the low earth orbiting terminal (called PASTEL) 
mounted on the French SPOT4 earth observation satellite and the geostationary terminal 
embarked on the ARTEMIS data relay satellite. The launches of these two satellites are 
currently foreseen in 1997. ESA in collaboration with CNES (the French space agency) has 
setup a ground segment to control the experiment. 



SILEX MISSION CHARACTERISTICS 

The optical terminals involved in the SILEX experiment have been designed such that the 
following system specifications can be respected. The link capacity can transmit 50 Mbps of 
useful data from the SPOT4 satellite to be relayed by ARTEMIS via its feeder link to the 
ground irnazc receive station. The wavelength range is 8G0 to 850 nm. The optical power shall 
not exceed 60 mWatts during the comrnunicatio~ period and 500 mWatts for the beacon 
required on the LEO terminal during the acquisition and the link establishment. The routine 
link acquisition shall not require more than 150 seconds with a success probability of 95 %. 
The terminal shall have an autonomy of 24 hours \ .ith respect to  the ground control. The 
terminal has its own computer and software to provide on board monitoring and control of its 
equipment sslch that it will be able to reconfigure itself in a safe mode in case of anomaly in 
order not to interfere with the SPOT4 satellite. R e  PASTEL terminal is located on the non- 
earth facing panel of SPOT4 and the OPALE terminal is located on the earth facing panel of 
ARTEMIS. The current design of the optical link fcresees up to  9 communication sessions 
per day between the two satellites with an average of 5 per day. Figure 1 shows the available 
visibility area which allows optical terminal communications between the SPOT4 satellite and 
the ARTEMIS iatellite located at 16.4 deg. East. Some constraints need to be taken into 
account for the definition of the visibility area such as the mounting of the PASTEL terminal 
on SPOT 4 and its limitation in angular speed. Figure 2 gives a sample for one day of 
possible contact between the two optical terminals during the SPOT4 satellite day time. 
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ONE D R Y  R T  E Q U I N O X  

Figure 2 : Visibility between PASTEL and OPALE at Equinox during SPOT4 day time. 



OVERALL GROUND AND SPACE SEGMENT 

Figure 3 is an overview of the ground segment involved in the SILEX experiment. One part 
of the ground segment is under the control of ESA and the second is the responsibility of 
CNES. ESA is responsible for the operations of the PASTEL mission control system located 
in Redu (Belgium), the ARTEMIS mission control system located in Italy which controls the 
ARTEMIS spacecraft via the Tracking, Telemetry and Command (TTC) antenna and the 
Payload test facilities to monitor and check the ARTEMIS payload (iT4IOT). CNES is 
responsible for the control and monitoring of the SPOT4 satellite from its control centre 
(CMP) located in Toulouse (France) connected to its S-band control station network and for 
the reception of the images taken by the SPOT4 satellite via either the ARTEMIS feeder link 
on the SRIP station or directly from the SPOT4 satellite when in visibility of the SRIP station. 
CNES is also coordinating the SPOT4 mission with its commercial operator for the scheduling 
of the image recordings. ESA is responsible for the operations of the two optical terminals 
PASTEL, on board SPOT4, and OPALE on board ARTEMIS. For the control and monitoring 
of the PASTEL terminal, ESA and CNES have setup an interface to exchange all the data 
needed for the terminal control and scheduling of PASTEL usage. 

PASTEL Optical Link OPALE 

Figure 3: SILEX Experiment Ground Segment 



OPTICAL TERMINAL OPERATIONS CONCEPT 

The OPALE terminal is controlled from the ARTEMIS mission control system in Italy and 
the PASTEL terminal is controlled from the PASTEL mission control syvtem in Belgium via 
the SPOT4 control centre (CMP) located ir. France. This constraint has led to the following 
operations concept for PASTEL: 
* The PASTEL Telemetry and Telecommand interface function is accomplished by the 

SPOT4 'TTC subsystem via CNES ground stations and SPOT4 control centre. 
* The PASTEL routine operations are conducted from the PASTEL mission control system 

in an off-line manner. 
* For PASTEL monitoring, the full SPOT4 raw telemetry is provided to the PMCS about 

30 minutes after each pass of SPOT4 over one of its ground stations. 
* For PASTEL commanding, telecomand files are generated by the PMCS and sent to the 

SPOT4 control centre by 1800 hours every day to be ready for an uplink on an evening 
pass of SPOT4 over the Aussaguel station located near Toulouse. * Two categories of telecommand are foreseen. The first *l'C type is that executed directly 
by the SPOT4 on board computer to activate the PASTEL terminal. The second TC type 
is that transferred by the SPOT4 on board computer to the PASTEL on bnxd computer 
which will execute it to control the terminal. The first category of TC is not directly 
coded into a binary formal by the PMCS. These TCs are translated using a pseudo 
language for security reason and sent within TC files from the PMCS to the CMP which 
manually inserts them in their next TG uplink plan. The secocd category of TC is directly 
coded in binary format by the PMCS and sent to the SPOT control centre which will 
encapsulate them in the TC uplink format of SPOT4 after checking that they are 
addressed to PASTEL and not to another payload of SPOT4 

* In addition to the TM/TC files, scheduling information for the planning of PASTEL and 
OPALE usage will be exchanged on a well defined scenario between the SPOT4 CMP, 
the ARTEMIS mission control system and the PASTEL mission control system 

* On top of the routine operations foreseen for PASTEL and OPALE , contingency 
scenarios have been defined between the two control centres such that the outage of the 
optical link between the two satellites can be minimised. 



PASTEL MISSION CONTROL SYSTEM 

The PASTEL mission control system is fully responsible for the operations of the PASTEL 
terminal and the scheduling of the OPALE terminal. This centre is interfacing with the 
ARTEMIS control centre for the operations of the OPALE payload and with CNES for the 
operations of the PASTEL terminal on board SPOT4. As the optical terminal operations 
require an orbit determination accuracy such that both terminals know the position of the other 
to be able to establish the optical link, the interface between the SPOT4 CMP and the 
PASTEL mission control has been designed to ensure that the daily flow of information 
needed for the optical link operations is exchanged in a minimum of time. Figure 4 gives an 
overall view of the PMCS components. 
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Figure 4: PASTEL MCS Configuration 



The PASTEL mission control system includes the following elements : 
' The Communication Mor'itor which controls and monitors all the files exchanged between 

the SPOT4 cot~trol centre, the ARTEMIS missio~l control system and the PASTEL mission 
control system. This Communication Monitor normally works automatically but for 
special situations such as communication network degradation or a switch to the back up 
PMCS or CMP computers, it can be operated manually. 
The PASTEL Mission Planning System (MPS) will provide all the functions needed to 
plan the execution of the optical link operation. This system will plan and coordinate with 
CNES and the ARTEMIS mission control system the usage of the optical link several 
weeks in advance. One week before the operations, the detailed operations timeline to 
be executed by the ARTEMIS and PASTEL mission control systems is issued. 
The PASTEL conua! and monitoring system (CMS) will include all the functions needed 
for the in orbit operations of the PASTEL terminal on board of SPOT4. The CMS will 
process the SPOT4 telemetry related to the PASTEL terminal. It will generate the TC 
request file on a daily basis based on the operations timeline provided by the MPS. The 
CMS will also iidude the on board software management system (OBSM) for the 
management of the software loaded into the PASTEL computer. The OaSM will be able 
to receive new releases of the on board software from the manufacturer and to generate 
the appropriate telecommands to update the PASTEL on board software. The OBSM will 
also receive dumps of the on boaid software such that correct loading can be verified. 
A PASTEL software simulator has been attached to the PMCS to allow the PMCS to 
validate new operational procedures for PASTEL or to validate any new PMCS software 
release without the need of the SPOT4 CMP. 

The European Space Agency has initiated the development and operation of the first European 
free space optical ccmmunications system. The demonstration of optical technology in space 
will be proved by th? SILEX experiment and the European Space Agency is conducting 
further research to mhimise the weight of optical terminals and to improve their performance. 
The SILEX expel irnent is still under development with launch dates forescen in 1997 for the 
two satellites (ARTEMIS and SPOT41 with their optical te minals. 



EURECA MISSION CONTROL EXPEWENCE 
AND MESSAGES FOR THE FUTURE 
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EURECA is a retrievable space platform which 
can pcrform multi-disciplinary scientific and 
technological experiments in a Low Earth Orbit 
for a typical mission duration of six to twelve 
months. I t  is deployed and retrieved by the NASA 
Space Shuttle and is designed to suppoit up to 
five flights. The first mission started at the end of 
July 1992 and was successfully completed with 
the retrieval in June 1993. 
The operations concept and the ground segment 
for the first EURECA mission are briefly 
introduced. The experiences in the preparation 
and the conduction of the mission from the flight 
control team point of view are described. 

Key Words: EURECA, Spacecraft Operations, 
Fault Management, On-Board Autonomy, 
Rendezvous Operations. 

1. INTRODUCTION 

The EURECA mission represented in many 
aspects a ~ompletely new challenge from the 
mission control point of view. The main features 
were the extremely limited ground contact, about 
5% of the total mission time during the science 
phase, which demanded a high level of on-board 
autonomy (Feni and Wimmer, 1994; HUbner and 
Wimmer, 1994), the deployment and retrieval by 
the Shuttle, including the safety aqpects related to 
the manned spaceflight, the rendezvous activities 
and the complex inter-agency operations involving 
the Orbiter, two control centres, ground stations 
and data relay satellites, the concept of packetised 
telemetry and telecommanbs, for the first time 
fully implemented on a European spacecraft, and 
the large number of possible payload 
configurations. 

After launch and deployment by the Shuttle into a 

424 km circular orbit, EURECA was manoeuvred 
to the operational orbit of ,508 km a1 ti tude, where 
the microgravity environment was established. 
'This was followed b) a ten month eicnce phase 
in  which the experiments, in the area of 
microgravity science, space science and space 
technology were performed under low 
acceleraticn conditions. .4 bout one month before 
the predicted time of launch of the retrieval Shuttle 
a series of orbital manoeuvres to lower the orbit 
and to match the retrieval orbital requirements 
commenced. Shortly before the launch of the 
retrieval Shuttle EURECA concluded all orbital 
manoeuvres, and the Orbiter reached it after a 
three days flight, capturing the spacecraft, safely 
storing it  in the cargo-bay and returning it to Earth 
after 1 1 months of flight and more than 5000 
revolutions around our planet. Far a detailcd 
summary of the EURECA mission, see Wimrntr 
and Feni ( 1994). 

The EURECA ground segment Nas desigc 
around the main mission characteristics (Fem L 
Kellock, 1992). During the science mission phasc 
contact with the spacecraft was achieved via two 
ESA ground stations at M3spalomas and Kourou, 
and a control centre located in Darmstadt, which 
could also make use of a third station in Perth as a 
back-up. These ground stations provided in total a 
daily sequence of about eight contact periods of 5 
to 10 minutes, spaced by 90 minutes. A long non- 
coverage period of about 9 hours occurred 
between two consecutive seqcences of station 
passes. 
During the critical mission phases i.e. during 
deployment, orbit manoeuvres and retrieval 
operations, the third ground station at Perth was 
added, to increme the contact time. 
In the phases when EURECA was attached to or 
in proximity of the Shuttle, contact with the 
spacecraft was established via the N A S A 
Communications Network (NASCOM), the 



NASA Tracking and Data Relay Satellite (TDRS) 
system and the Orbiter, whic3 guaranteed a 
practically continuous a. ?erage. 

2. MISSION CONTROL CONCEIT 
AND EXPERIENCES 

The manifold characteristics of EURECA's 
mission profile .md the high degree of autonomy 
and new techniques integrated on-board, required 
a ground contrlol system 2nd a control concept 
(Van Castererl and Ferri, 1989) capable of 
supporting both, a traditional on-line and an 
advanced off-line operations approach. The 
traditional approach was chsracterised by manual 
uplink of individual telecommands, housekeeping 
telemetry monitoring and alarm processing. The 
advanced approach involved typically the 
activation of on-board application programs for 
implementing the required ~perations. The 
corresponding commands were prepared while the 
spacecraft was not in contact with the control 
centre. During ground coverage periods the 
accumulated spacecraft telemetry was dumped to 
ground via a high speed link and the prepared 
series of time tagged commands were uplinked. 

.+ The execution verification of the on-board 
activities was based on event messages from the 
applicatioli programs and took place when the 
spacecrafr was not visible anymore to the 
groundstarion. 

In this section the characteristics of the operation 
concept 4ated to the different mission phases are 
briefly described, followed by a discussion on the 
most important experiences and lessons learned. 

Mission Preparation 

The main purpose of the mission preparation 
activities of the Flight Control Team was to 
specify the requirements for all the EURECA 
dedicated ground segment facilities, to customise 
the mission control software via the preparation of 
an opernriond database driving the telemetry 
prixessing and the telecommand generation 
functions, and finally to prepare and validate, 
based on the spacecraft users manual and other 
design documentation, the Right Operation Plan 
(FOP). This document contains the detailed 
timelines of all phases of the m;ss~on and dII the 
nominal and contingency procedures foreseen for 
the conduction of the spacecraft and payload 
operations. 

The two major verification activities before the 
start of the mission were the System Validation 
Tests (SVT), to verify all functions of the mission 
control system and the operational database via a 
direct link with the real spacecraft, and the 
simulation campaign, which started about six 
months before launch and was resumed during 
the last weeks of the mission to test the new 
timelines of the retrieval phase. The main pupme 
of the simulations was to validate :be FOP and to 
train the mission control team in all activities of 
the mission. The simulation programme for 
EURECA culminated in she joint simulations with 
the prticipation of ESOC, the NASA MCC and 
the : .,~ttle crew. 

The r.,ajor problem encountered in this phase was 
the lack of proper documentation on spacecraft 
design and functionality. Although this tends to 
be a common problem of many space projects, in 
the case of EURECA it was particularly serious 
due to the complexit: of the spacecraft and the 
large amount of softwarr: functions implemented 
which were not sufficiently described and kept 
changing during the spac aft integration process 
until very late !n the programme. This had a severe 
impact on [he workload required for th: 
preparation of the operational database. Frequent 
changes and corrections were necessary to adapt 
the database to the new documentation or to the 
changes in the software. In addition, the lack of 
previous experience with the packet telemetry 
concept caused a significant underestimation of 
the work required for the preparation of the 
telemetry database. 

Another underestimatiorl of the mission 
preparation effort, also caused by the lack of 
previous experience, occurred in the area of the 
interface with NASA. The activities related to the 
NASA interface involved operational discussion, 
partic;oation to meetings and telecons, formal 
review-of NASA documentation, preparation and 
execution of joint integrated simulations. This 
work had to be carried out by the flight contro! 
team in parallel !o the other normal mission 
preparation activities. Thls problem became 
evident and highly dangerous during the mission, 
when similar activities had to be carried out in 
preparation of the retrieval mission, while the 
demanding mi~sion control activities of the 
science phase had to be conducted in parailel by 
the same peopie. 



The System Validation Tests for the EURECA 
mis-ion were also anomaious, in comparison to 
previous projects. The incomplete status of the 
spacecraft at the time of the first test slot, 
combined with the frequent announcements of 
launch delays due to the unstable situation cf the 
Shuttle programme after the Challenger accident 
extended the test phase to a period of two and a 
half years, during which more than ten weeks of 

I 

actual test time with the spacecraft were utilised by 
ESOC. Although a large part of this time was 
spent re-testing spacecraft subsystems and 
functions which did not properly work the first 
time, the extended test time available for ESOC 
(for a typical project four to five weeks of test 
time are reserved for SVT in the last year before 
launch) allowed the flight control learn to integrdte 
the knowledge of spacecraft design and 
functionality which could not be satisfactorily 
built on the documentation. The disadvantage of 
this approach was that a large amount of 
unforeseen manpower had to be invested in this 
phase, reducing the quality of the other mission 
preparation ..ctivities. 

The preparation of the science operations phase 
suffered, as a consequence of the above 
mentioned problems, from the little time dedicated 
to the definition of n~minal procedures for 
planning and conduction of the routine activities. 
The software developed for the missior. planning 
tasks was too rigid and restrictive to cope with 
changing planning requirements and revised 
pzyload control concepts. This did not help 
reducing the overload of the flight control team in 
the execution of the daily activities, it even 
required additional manpower for extending the 
mission planning software and integrating it into 
the working environment. Other software tools 

J 
i. available to the team also created some problems, 

due to unfriendly user interfaces or insufficient 
b 

support functions. The characteristics of the 
EURECA flight control tedm also caused an 

: I  uneven distribution of work among the different 
team members. This situation evolved as a 
consequence of the fact that the team was based 
on a small group of engineers who worked or. the 
mission preparation for many years, until only a 
few months before !aunch a number of new 
engineers was added. The result was that the 
experienced engineers were overlcpded and had 
little time, in the last critical months before launch 
and during the mission itself, to gradually pass 

responsi , d i e s  to the new team members. In 
addition the short duration of the mission, the 
number of spacecraft failures during the science 
phasc, and the intense activities in preparation of 
the retrieval, which started only a few months after 
launch, resulted in never reaching a stable, mutine 
phase of the mission operations, in which 
procedures and responsibilities could have been 
effectively consolidated. 

The experience of the EURECA mission 
preparation shc ed that an earlier team build up is 
absolutely required for a mission of this level of 
b~inplexity. A kernel of at least five operations 
engineers should work c9n the project, i n  
conjunction with the sp-cecraft and ground 
segment developers, for several years before 
launch. The interface with NASA has to be given 
more emphasis within and outside the flight 
control team at ESOC. This implies that the 
namination of a Flight Director tor a missior, 
involving joint operations with the NASA Shuttle 
environment should occur a, least two years 
befcre launch, to allow him to familiarise himself 
with the mission and to supervise the discussions 
on operational interfaces. The problems a 

encountered with the database generation and lack 
of information on the spacecraft design could be 
solved by allowing a deeper and e ~ r l i e ~  
involvement of the ESOC operations personnel in 
the spacecraft development and particularly in the /. 

related integration and testing activities. 1 
d < 

Critical Mission Phases 

A detailed description and analysis of the critical 
deployment an? retrieval operations can be found 
in Ferri et al. (1993); this section presents a 
general overview and the most important 
experiences. 

Twelve hours after launch in the cargo-bay of the 
Space Shuttle Atlantis on the mission STS-46, the 
EURECA internal power was initially activated by 
the Shuttle astronauts via switches located in the 
crew compartment. The commanding activities 
started immediately after reception of the first 
telemetry via the NASCOM network. The 
spacecraft was liftsd by the Shuttle robotic arm 
out of the cargo-bay, while the spacecraft 
activation continued, including the deployment of 
the RF antennae and the solar array wings. After 
release from the Shuttle, the three-axes stabilised 
attitude was acquired, and the preparation for the 



first orbit manoeuvre continued. Due to a number 
of unforeseen fine-tuning activities in the software 
tables driving the attitude control subsystem on- 
board and a problem in the ground control 
computers the orbit manoeuvre was delayed by 
four days. 

The orbit manoeuvre phases were critical phases 
of the mission to be handled only via the ESA 
ground stations. The deployment manoeuvres 
were executed nominally after the correction of an 
interfax problem between two ground computers, 
causing wrong software parameters to be uplinked 
to the spacecraft, which delayed [Re start of the 
phase. The retrieval manoeuvres, however. 
uncovered deficiencies in the design of the attitude 
and orbit -3ntrol subsystems. First of all, the non- 
negligible orbital effects of the attitude control in 
some control modes using hydrazine was 
unil2restimated in the design and caused 
significant changes and higher risks in the 
conduction of the entire i-trieval campaign. The 
effect of attitude mode changes had to be 
measured and taken into account in the orbit 
manoeuvre strategies, but this with a low 
confidence since many of the mode changes were 
executed autonomously by the spacecraft and 
were to a certain extent unpredictable. The loss of 
two gyroscopes during the nominal mission left 
the spacecraft with no redundancy for the final 
phases, but also uncovered a problem in the 
attitude control software which had to be worked 
around via complicated and dangerous operational 
procedures. Finally a problem in the on-board 
software in cl:arge of compensating the gyro drift 
wm detected by chance before the start of the first 
descent orbit manoeuve. The manoeuvre strategy 
and procedures had to be changed, and a number 
of unsuccessful attempts had to be executed 
before a stable work-around approach was 
defined and the retrieval orbit was reached. 

After three days of approach, the Shuttle orbiter 
reached the proximity of EURECA, which in the 
meantime had stopped all orbit manoeuvres. In the 
last revolution around the Farth ESOC configured 
the spacecraft for retrieval in the Shuttle bay, 
slcwing in a predefined attitude, retracting solar 
maj/ a ~ d  antennae, and deactivating and saling all 
the hazardous subsystems like tje hydrazine 
reaction control system. The final approach of the 
Shuttle proceeded nominally and the spacecraft 
was first captured with the robotic arm, and later 
stowed into the cargo-bay and deactivated. A 

problem in the final latching of the RF antennae to 
the body of the spacecraft forced an EVA (Extra- 
Vehicular Activity) to manually press the antenna 
booms while ESOC was commanding the latches. 
This was successfully executed the next day and 
EURECA returned safely to Earth at the end of 
the Shuttle mission, a few days later. 

The retrieval phase scenario was simpler than the 
deployment one, and the decision to execute all 
the time-critical deactivation operations 
automatically on-board via a tirne-tagged sequence 
of commands removed most of the criticality and 
in particular the dependence from the ground 
contact which, due to the communications 
problems experienced in the deployment phase, 
uas not fully trusted. As an additional back-up, 
NASA offered to add a number of NASA and 
RTS ground stations for the duration of the 
critical retrieval phases. The need for an 
operational contact with EURECA via the 
additional station did not materialise, but their 
presence helped in increasing the confidence in 
the success of the mission. The criticality of the 
retrieval cperations mainly derived f mom the 
degradation of the spacecraft performance, in 
particular in the area of power and in the number 
of gyroscopes available for attitude control. 
Fortunately no additional major failures occurred 
during the final phase of the mission, and every 
major subsystem performed nominally. 

The nature of the deployment and retrieval phases 
dictated a typical real-time approach to the 
operational documentation: detailed timelines were 
produced for the nominal and main contingency 
cases, which would merge in time order ail the 
activities of all the p tm involved. For the Shuttle 
proximity phases the three timelines of the Orbiter 
crew (Flight Plan), of the Houston MCC (Ops 
Support Timeline) ark of ESOC (Flight Ops 
Plan) had to be synchronised. Details of the 
activities like commands and monitoring 
parameters were contained in flight control 
procedures called by the timelines. 

The mission control team at ESOC was 
established according to the standard approach 
adopted for other projects, with three main groups 
of controllers responsible for spacecraft 
operations, ground segment operations and flight 
dynamics, under the cenu : authority of the Flight 
Operations Director. Consultancy on all aspects 
of spacecraft design and functionality was 



provided by the project support team, formed by 
experts of the spacecraft manufacturers and the 
ESA project team. For both deployment and 
retrieval phases one of the main critical aspects 
was the crew safety constraints on the EURECA 
operations. Due to the very limited visibility of the 
EURECA status available to the Shuttle crew and 
to the NASA flight controllers, this was fully 
delegated to ESOC. When EURECA was in the 
Shuttle cargo bay or in its proximity the safety 
status of the spacecraft was continuously 
monitored at ESOC and reported to the NASA 
mission controllers. Multiple failure tolerance was 
implemented in the mission control software to 
avoid inadvertent uplinking of hazardous 
commands to the spacecraft at the wrong time. 
One of the difficult tasks was to continuously 
derive the safety status of the spacecraft from the 
available telemetry, which in some cases was not 
complete and explicit enough for a real-time 
judgment, in particular in the activation and 
deactivation phases, when the spacecraft 
configuration was continuously changing. One of 
the improvements successfully implemented in the 
flight control team at ESOC for the retrieval 
mission was the zssignment of a dedicated 
operations engineer to the safety monitoring, 
assessment and reporting to the Flight Director. 

Concerning the experience gained in the 
EURECA critical phases it should be stressed that 
in particular the deployment phase suffered a 
large number of major anomalies, many of which 
occurring in parallel, which were kept under 
control without any impact on the crew safety nor 
on the mission success, and with only minor 
delays. From the errors discovered in the on- 
board attitude control parameters and in the 
communications between the thermal control and 
the data handling subsystem important lessons 
could be learned in the way autonomous functions 
have to be implemented and operated. 
An important experience resul t ins from the 
retrieval phase was the preparation and execution 
of the EVA procedure to latch the antenna booms. 
The frenetic preparation of a completely new 
procedure in the night before the EVA became 
necessary due to a double failure situation, the 
antenna iatching problem and the failure of the 
power interface via the robotic arm to the 
EURECA thermal control, which forced the 
ground controllers to berth the spacecraft with 
unlatched antennae, to avoid thermal problems. 
This starting position for the EVA was not 

foreseen, and the final success of the activity was 
a major achievement in the overall NASA-ESA 
cooperation fur this mission. 

The traditional approach to the .:r,,cal mission 
phase operations proved to be successful in this 
extremely dramatic scenario; the deficiencies in 
the timely monitoring of safety items was 
successfully comted in the retrieval phase by the 
introduction of a dedicated cuntdler .mition. 

Science Opetaiwnr P h e  

Eighteen days after launch the sj-aecraft was 
successfully configured for the s5ence operations 
phase, includmg the activation of the freon coding 
loop, the micro-gravity mzasurement system, and 
the low-thrust attitude control system. In addition 
each payload instrument was at least activated 
once and checked out. The ground segment 
configuration was characterised by an off-line 
operations scheme and a close interface with the 
Project Scientist, who coordinated the input of the 
more than 30 scientists, representing them in the 
EURECA Weekly Operations Review Meeting at 
ESOC. The science community could receive 
telemetry data electronically in their home 
institutes via an active Data Disposition System; 
Principal Investigators were able to request 
changes to the configuration of their instrument 
via a Telecommand Request interface (via FAX or 
E-Mail) in response to their evaluation of 
spacecraft and payload telemetry. 

The mission operations scheme )plied during the 
science operations phase consisted of three main 
tasks: mission planning, real-time pass operations 
and spacecraft performance monitori~lg. 

The mission planning task was performed daily in 
order to prepare all inputs required for both the 
pass operations and the spacecraft performance 
monitoring. Based mainly on a version of the 
Mission Baseline Plan updated every two weeks, 
on decisions taken in the last Weekly Operations 
Review Meting, on the most recent Telemmmand 
Requests, and on the potential feedback from the 
monitoring task, a file was prepared which 
contained the commands to be uplinked to the on- 
board Master Schedule during the next ground 
contact periods. In addition, detailed instructions 
for non-standard operations to be carried out by 
the spacecraft controllers during the next ground 
station passes were prepared on paper. 



Spacecraft Controllers were in charge of 
preparing and conducting the pass operations. 
Flight Control Procedures (FCP) detailed the 
required standard activities such as uplink of 
telecommands, Master Schedule, monitoring of 
telemetry, dump of on-board memory and transfer 
of dumped data from the ground station to the 
control centre. A short list of basic health checks 
were part of the standard activities to be 
performed in every pass. The results of these, 
together with the alarms raised automatically by 
the control software in case of out-of-limit 
conditions in the telemetry, were used to detect 
severe anomalies of the spacecraft in real-time. 
Only in very few cases, requiring easy and well 
defined recovery actions, on-line Contingency 
Recovery Procedures could be used during the 
short passes. For all other anomalies, off-line 
recovery strategies were applied, either by an on- 
call system engineering support or as part of the 
performance monitoring task. 

Spacecraft Performance Monitoring normally 
started when all the telemetry genemid during the 
day, dcwnlinked from the spacecraft and 
temporarily stored in the ground stations, was 
received and pre-processed at ESOC. and all the 
post-pass activities were completed. Based on the 
results of telemetry and telecommand verification 
checks, automatically performed by the control 
system, findings during the manual screening of 
report and exception messages and results from 
the special checks eventually indicated in the 
instructions from the mission planner, the overall 
spacecraft performance could be asswxd, and in 
particular the successful execution of operations 
verified. If recovery actions were required, these 
were turned into internal Telecommand Requests 
and handed over to the engineer in charge of the 
next planning session. Once per week the 
activities were reported to and discussed in the 
Weekly Operations Review Meeting. 

The sequence of the science operations was 
mainly driven by the limited availability of electric 
power aid external events or constraints. Long 
term experiments, in part, :ular those which could 
not be interrupted without endangering their 
mission product were given precedence i n  
planning. Further resources to be considered 
during planning were the on-board storage 
capacity, the amount of application programs 
allowed to be run in parallel and the available 

cooling capability. 

The science operations could be implemented to a 
large extent according ta the schedule laid down 
in the baseline plan prepared pre-mission. All 
science objectives, with few excepdons when 
severe equipment failures were encountered, could 
be fulfilled in the first 5 and a half months of the 
science mission phase. After this time the freon 
cooling system had to be deactivated, due to 
power shortages caused by the degradation of the 
solar panels, excluding operations of actively 
cooled payloads from that time onwards. 
However, the rest of the payload could continue 
operating, resulting in an over-performance of up 
to 175% w.r. t. the planned science program. 

Highlights of the payload operations (for details 
see Innocenti and Mesland, 1993) were, among 
others, the first use of an inter-orbit 
communications link via Olympus saieiiite for 
operational purposes (uplink of Master Schedule, 
Nov. 24, 1993), the direct transmission of payload 
telemetry to home institutes (Oct.15, 1993), the 
parallel operations of solar science instruments 
with their 'sister instruments' on the ATLAS-2 
mission flown on a Space Shuttle, the successful 
EURECA depointing to support additional 
WATCH observations of different areas of the X- 
ray sky- 

Most of the payload instruments experienced 
anomalies during the mission. The most severe 
cases encountered were the loss of the 
Radiofrequency Ion Thruster Assembly (RITA) 
quite early in the mission, the problems of the 
primary cooling system in  the Protein 
Crystallisation Facility, and the Timeband Capture 
Cell Experiment foil movement failure. Other 
payload instruments showed relatively minor 
problems, often in the area of the communication 
functions with the data handling subsystem, which 
could be worked-around operationally and did not 
serious1 y reduce their science return. 

The functionality and the Man-Machine Interface 
of several tools in the working environment of the 
operations team were not appropriate to the tasks 
they were used for. This had to be overcome by 
many additional manual steps, which were very 
time consuming and error-prone (e.g. long 
sequences of commands with many parameters 
had to be typed in by hand because no interface 
existed between the computer which received the 



data electronically as part of Telecommand 
Requests and the control system computer). 
Many of t; ese shortcomings arose because 
functions had to be dropped during the 
implementat~on stage due to time or budget 
limitations. 

During its cleven montns in orbit EURECA 
experienced t relatively high number of on-board 
anomnlics, which had to be recovered from 
grow .l c r :ounteracted by operational work- 
arourd s . ' utions. Development, testing and 
execution of work-around solutions put a 
sign~ficm~ ,additional workload on the operations 
team. In ~ahcular in the beginning of the mission, 
whetl fiequent communications outages between 
payload or subsystems and the data handling 
su'hystern :ad to be recovered manually from 
ground, tk ! pass-operations were . sriously 
affected. V ,  ry often the scheduled pass activities, 
in p \a-ticul.a~ dumping of telemetry from the on- 
boar,! stora,ge, had to be delayed or spread over 
sevecd pses.  

For the specraft performance monitoring the 
on-board communications problems caused 
further difficulties because the observabili ty of the 
spacecrzft ten~peratures was lost completely until 
recoveqf, i.e. either corrupted or old data were 
dow. .link;eci during this time. This data had to be 
manuall% filtered out if used for further analysis 
until a s, ecffic filter program was developed. A 
new on-t 3ard software was developed in the first 
weeks ot the rliission to repaver autonomously 
from the above probler (Domesle et al., 1994) 
This reduced ::he obsewability outages and 
simp1ifie.d the pass operations significantly. 
 unfortunate!^ the new software could not 
com,pletely solve the problem due to other 
software desip limitations on-board, therefore 

.A* ,. recovery was still left to the ground about once 
very iortni gh t. 

A .ogressive and un;mcWabl: degradation of 
d a r  array perf'w ,ance forced the flight 

d teanl to take duditional power margin into 
jt i n  sci~nce operations planning. 
non: 2 .pecial passive retrieval scenario 

de :loped, in case the power loss would 
to support the retrieval as planned. 
the ~nitial tendencj of the solar array 

1 did not ccnt;,rue and no mission 
lad to be sacrificed, hor had an 

8 recc~vpry bcenario to be applied. 
4. 

However, the impact of this degradation on 
science operations was limited only due to the fact 
that a high power consumer instrument, RITA, 
failed after one month operation, releasing a large 
amount of power to the rest of the payload. 

For many of the anomalies encountered work- 
around solutions could be found. This process 
however did not only require to reconfigure on- 
board items or to uplink new on-board software, 
but also to update operational documentation like 
in the User Manual and the FOP. In some cases 
new software had to be written for special 
evaluation purposes. Before a decision on a work- 
around solution could be taken, potential side- 
effects had to be excluded. This was extremely 
difficult in those areas where little on-board 
changes could develop large effects (e.g. in the 
area of Attitude Control Subsystem fault 
management software), or complex dspendencies 
between real-time procedures (e.g. power 
degradation fault management) were not 
sufficiently documented. In  some cases work- 
around soh tions could not be applied since a final 
assessment of the side effects could not be made 
with the available simulation tools on ground. In 
other cases it was found out later that side-effects 
had been overlooked. 

Summarisir g the experiences from this phase it 
must be said that the operations concept wed for 
this mission phase was in general well suited to 
the mission characteristics. Its inherent flexibility 
allowed to implement the planned mission 
operations, to isolate and recover almost all 
observed anomalies and to define all required 
work-around solutions without introducing 
significant delays to the mission progress. Critical 
operations, like On-Board Software Maintenance 
activities, could be integrated in this approach as 
well. Weak points have been identified in the 
functions and the man-machine interface of the 
tools in the operations environment, which could 
be improved without major efforts. Problems 
encountered on the spacecraft seem to imply the 
need for more robust and flexible functionalities, 
on-board and on-ground, in order to cope with 
unforeseen anomalies and to support the 
implementation of work-around solutions. As a 
multiple work-?round mlu'ions situation becomes 
extremely difficult t~ manage, an increased effort 
should be spent during spacecraft development 
and test. 



Lessons Learned 3. CONCLUSIONS 

EURECA provided an excellent opportunity to 
build up a unique operational expertise in Europe 
in the foliowing areas: manned spaceflight, 
including commanding and crew safety 
responsibilities; rendezvous activities; joint 
operations with NASA involving Shuttle, data- 
relay satellites, and complex ground segments; 
mu1 tidisciplinary xience missions in low Earth 
orbit; advanced autwomous space-segments. 
In running this mission a wide range of 
experiences was gained by using the spacecraft 
and the ground segment and by applying the 
described operations approach. The main lessons 
learned in the different areas are summarised in 
the following. 

Spacecraft. Design, development and testing 
should aim to produce highly robust, flexible, and 
reliable components in order to avoid failures and 
malfunctions on one hand and to minimise the 
impact of unforseen anomalies on other 
components. Critical areas in this respect seem to 
be the on-board communication and autonomous 
functions, which caused most of the severe 
anomalies in the mission with often dangerous 
side-effects. Completeness, stability, and early 
availability of a Spacecraft User Manual is very 
important to avoid overload situations for the 
flight control team during the final phase of the 
mission preparation. 

Ground Segment. Flexible tools and man- 
machine-interfaces, well adapted to the often 
variable needs of mission control, play a very 
important role in the ability and capability to 
implement operational work-around solutions. 
particularly sensitive in this aspect are mission 
planning tools. For missions of the complexity of 
EURECA the flight control team should be built 
up several years before launch, to cope with the 
workload required for inter-agencies cooperation, 
database work, FOP preparation and verification 
activities. 

Operations Concept. After extending the flight 
control team structure for critical phases by a 
dedicated safety engineer position,ihe operations 
scheme used in this missions was well suited to 
the mission. All encountered anomalies, even 
those occurring in para1 lel, could be successfully 
handled without delaying the mission progress. 

The success of the EURECA A1 mission is the 
proved that the basic operations concept, the 
ground and space segment design were adequate. 
Several shortcomings in the system could be 
identified before and during the mission for which 
relatively simple solutions can be implemented for 
a future flight. Since the satellite needs only a 
relatively small funding in order to be prepared 
for another flight (about 67.6 MAU for all 
industrial costs, including launch support), and 
there are still EURECA slots allocated on NASA's 
shuttle manifest, a unique opportunity exists to 
repeat the success of the EURECA A 1 mission on 
a second flight in the near future. 
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New mission-control infrastructure is currently being 
developed by ESOC, which will constitute the second 
generation of the Spacecraft Control Operations 
system (SCOS 11). The financial, functional and 
strategic requirements lying behind the new 
development are explained. The SCOS 11 approach 
is described. The technological implications of these 
approaches is described: in particular it is explained 
how this leads to the use of object oriented 
techniques to provide the required "building block" 
approach. The paper summarises the way in which 
the financial, functional snd strategic requirements 
have been met through this combination of solutions. 
Finally, the paper outlines the development process to 
date, noting how risk reduction was achieved in the 
approach to new technologies and summarises the 
current status future plans. 

1. INTRODUCTION 

This paper describes the new infrastructure 
for Mission Control Systems which is being 
produced at the Operations Centre of the 
European Space Agency in Darmstadt. This 
infrastructure is the second generation of 
the Spacecraft Control Operations System 
(SCOS) aid will replace the current 
generation SCOS I (Mullet et al., 1990) for 
all new ESOC mission implementations. 
First candidate client missions are 
ARTEMIS (a data relay mission), ENVISAT 
(an earth obsewztion mission) and 
HUYGENS (a Titan probe). The paper 
concentrates on the programmatic and the 

main functional aspects; technical details 
related to the implementation techniques 
and technologies can be found, for example, 
in Keyte (1 994). 

2. WHY SCOS II? 

In order to provide the context for a 
discussion of SCOS I1 and its features it is 
important to have an understzjt .ding of the 
motivations behind the development of "yet 
another" set of mission control infrastructure 
and of the general operational environment 
in which SCOS I1 based systems will be 
used. The main factors which led to the 
SCOS I1 development are broadly as follows 
(Jones et al. 1993): 

a financial: 

The development of Mission Control 
systems based on ESA's current 
generation of infrastructure software 
(SCOS I) is costly. This is due, at 
least in part, to the inflexibility of 
the SCOS I system structure and the 
resulting difficulty of customising 
SCOS I software to a mission and of 
adding mission specific software to 
the basic system. 



functional: 

The increasing complexity of 
missions requires a corresponding 
increase in the capabilities of the 
control systems. For the same reason 
the effort involved in preparing and 
monitoring mission operations is 
increasing. 

vendor independence: 

The cost and flexibility of computer 
hardware for previous systems have 
been item of concern. The 
centralised, host-based, architecture 
of these systems which, resulted in 
the use of large mainframe 
computers to support mission 
operations. This resulted in 
dependence on the operating system 
and basic software provided by 
vendors of the particular host 
computers chosen, thus effectively 
tying the Agency to these vendors. 

The major drivers for SCOS I1 can thus be 
summarised as reduced cost per mission 
with increased flexibility and portability. 

3. THE SCOS I1 PROJECT: 
OVERALL APPROACH AND 
PROGRAMMATICS 

The SCOS I1 project began in 1990 with the 
general aims outlined in the previous 
section. A large investment of effort was 
made to define a comprehensive set of users 
requirements and associated operations 
concepts resulting in a very substantial User 
Requirements Document (URD) . This work 
is outlined in a companion paper (Kaufeler 
et al. 1994). At an early stage a decision 
was made to use object oriented analysis, 
which with its focus on the Problem 
Domain, encouraged interaction between the 

User Requirements work and the software 
requirements analysis. This led to the need 
to cope with evolving user requirements and 
overlapping development phases. How this 
was resolved in terms of software 
development approach is discussed by Pujo 
et al. (1994) and Symonds et al. (1994). 
The implementation language is C + + . 

The implementation is proceeding in a series 
of releases, which will successively add 
functionality to cover the all areas of the 
URD. Release 1, due in early 1995 
includes the new concept of "system 
elements" explained in the next section and 
will have equivalent functionality to the 
existing SCOS I infrastructure , including in 
addition telecommand functions (missing 
from SCOS I) and more modem user 
interfaces. A "Proof of Concept" prototype 
was developed and demonstrated in early 
1993 to verify the feasibility of the 
distributed system technology. At the end of 
1 r ~ 3  a "telemetry demonstrator" was 
available, which showed telemetry 
processing basic functions and associated 
man-machine interface. 

Release 2 (1 995-1 996) and Release 3 (1 997- 
1998) will add further advanced 
functionality including areas such as 
mission planning which have never been 
treated generically within ESOC before. 

4. W H A T  I T  D O E S :  T H E  
P R O C E D U R E - O R I E N T E D  
OPERATIONS APPROACH AND 
SYSTEM ELEMENTS 

As in most Operations Centres, ESA 
mission operations are centred around 
"procedures" which are executed 
automatically subject to the occurrence of 
specified events (usually anomalies) in either 
the flight or ground segments. 
Non-procedural (i.e. manual) operations are 



reserved for those inevitable cases where 
appropriate procedures have not been 
foreseen. 

Mission operations engineers usually regard 
spacecraft as being composed of a number 
of systems, subsystems or assemblies. The 
process of mission control consists of 
performing actions (either active, controlling 
ones or passive, monitoring olles) with one 
or more such systems or sub-systems. Each 
of these actions is driven by an appropriate 
procedure. 

A particular procedure may "call-up" other 
procedures to perform some portions of its 
work. Similarly, a prxedure may be called 
by other, higher level, procedures to 
perform some actions on their behalf. 
Loosely speaking, the set of procedure for a 
mission can be viewed as forming a tree-like 
hierarchy whose structure is very closely 
related to the hierarchy formed by tne 
system, sub-system and assembly 
relationships of the spacecraft itself. 

SCOS I1 infrastructure directly supports the 
modelling of systems, sub-systems and 
assemblies. These components are all 
represented as objects referred to as "System 
Elements". The relationships between these 
Elements are stored in the mission database 
in a tree-like structure (see fig. 1). System 

Elements are used in a number of ways in 
the SCOS I1 system. 

4.1 Abstract Monitoring & & . $ $  

The execution of a typical procedure 
consists of three major phases: 

@ setup: checks to ensure that 
preconditions for execution of the 
procedure are satisfied and that 
required tools are available 

execution: use of the tools to 
perform the activity (this may be a 
passive, monitoring only activity) 

assessment: check that the results of 
the activity are as expected and that 
all required post-conditions are. 
satisfied. 

SCOS 11 System Elements provide support 
for all t h w  phases, hiding the use of 
subordinate System Elements from the user 
once this use has been defined in the 
database: 

a System Element provides an high 
level view of the current status and 
mode of the unit which it represents; 
initiation criteria for the procedure 
can be expressed in terms of these 

Figure 1 A simple hierarchy of System Elements 
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values (for example "is the AOCS in 
fine pointing mode?") 

a System Element provides a set of 
high level activities which can be 
initiated either directly or on behalf 
of other procedures (for example 
'perform thruster cat bed preheat*) 

a System Element, again based on 
high level status and mode 
assessments, allows simple 
assessment of the success of the 
activity (for example, 'is the AOCS 
now in sun-pointing mode with 
nutation c 0.1 degrees?') 

4.2 Event-based ~rocedure initiation 

SCOS I1 provides capabilities for System 
Elements to signal the occurrence of 
"Events" (a mode change for example) and 
to associate "Actions" with these 
occurrences. One of the types of Action 
which will be supported is the initiation of a 
procedure (referred to as an Activity in 
SCOS 11) which may be either diagnostic in 
nature or may, in the case of unexpected or 
critical events, take some form of safe mode 
initiation. 

4.3 build in^ system elements - element 
templates 

Often a spacecraft will have a number of 
similar devices (gyro's for example) which 
have an essentially identical set of 
operational procedures; differences are only 
to be found in the specific parameters and 
command encoding details. SCOS I1 
supports the concept of System Element 
Templates which contain a master definition 
of the Element behaviour with empty slots 
for such specific data. Populating the 
mission database for each of the specific 
instances of the templated unit is then a 

matter of 'filling in the blanks* in the 
template. This should greatly ease the 
version control of the database as updates 
need only be applied once to the template 
rather than several times. testing of the 
database will be similarly reduced in cost. 

4.4 Element Connections & De- 

Many operational constraints and checks in 
traditional systems are centred around a 
relatively small number of issues (power 
status, redundant unit status etc). The 
configuration of a traditional system to deal 
with these consumes a significant proportion 
of the overall configuration effort. SCOS I1 
explicitly supports the concepts of relations 
between System Elements for (a) power 
supply and consumption, (b) reducdant sets 
of devices and (c) data routing and 
forwarding. 

These relations, once defined in the 
database, allow the system to automatically 
perform many of the processing and control 
functions which have previously required 
explicit implementation. Again, this will 
reduce the cost of configuring the system for 
a specific mission 

4.5 Navi~ation at the wr i~ 

The System Element hierarchy is also used 
to provide structure for the user interface 
navigation facilities; the MMI allows 
navigation through the database and through 
the online parts of the system by following 
the various links between the System 
Elements. This allows easy movement from 
say a gyro pack to its power source or to its 
redundant unit. 



4.6 Procedure rnani~ulation 

Zlr: actual text of the procedures will be 
made available via the System Elements. 
For example, when viewing the contents of 
the AOCS System Element the user wil! be 
able to access all AOCS related procedures 
directly from the MNJ rather than via some 
separate application and a numbering 
convention to locate AOCS items. 

4.7 Inte~ration of ground & flight segments 

Perhaps most importantly the concept of 
System Elements has been extended to allow 
their use to represent also portions of the 
mission ground segment (for example 
ground station equipment, wide area 
networks, SCOS I1 workstations 
themselves). This allows integrated monitor 
and control of a complete mission system 
from a single position. A particular 
advantage of this is the possibility to merge 
actions for the flight segment with actions 
for the ground segment in a single SCOS I1 
Activity in the same way as they are merged 
in the paper procedures of the current 
systems. An example of such a merged 
activity might be the AOS (Acquisition of 
Signal) for a low earth orbitkg spacecraft. 
A simple summary of the steps involved 
might be: 

1. Perform pre-pass dataflow tests (TC 
to station) 

2. verify dataflow tests(in flight & 
station TM) 

3. Transfer orbital elements to antenna 
controller (TC to station) 

4. Select Program Track (TC to station) 
5. Wait for notification of receiver lock 

(in Station TM) 
6. Initiate uplink sweep TC to station) 
7. Wait for onboard receiver lock 

(in flight TM) 
8. Select Auto Track (TC to station) 

Previous mission systems have implemented 
a variety of ad hoc approaches to such 
combined control and monitoring of flight 
and ground segments which however have 
confirmed the benefit of such integration. 

5. CUSTQMISATION FOR 
MISSIONS 

The greater capabilities of SCOS I1 are 
obtained at the cost of extra information 
required to set up the system during 
mission preparation. 

To minimise this cost, the System Element 
concept described in sect. 3 offers an 
obvious vehicle for implementation of 
mission specific requirements. System 
Elements can be viewed as "building 
blocks" which can serve as a basis for the 
implementation of these requirements. They 
can be extended and configured in two 
different ways (a) by specialising building 
blocks and (b) use of Operations Language 
(Baldi et al., 1994): 

This is done by a mission specific software 
engineering team. SCOS I1 is implemented 
following an object oriented approach; in 
particular the System Element is the base of 
a class hierarchy which allows for 
progressive,incrernental specialisation 
towards a final System Element 
representing, for example, an onboard 
computer for the 'XYZ' mission - see fig 2. 
This is in fact the genuine software 
reusability cffered by object oriented 
techniques. 

In the long term it is hoped to achieve 
further reuse of specialised building blocks 
by sharing them between missions which use 
the same units in the flight 8r.a ground 
segments. Standardisation of mission 



hardware units could thus bring much larger 
cost savings than any of the measures taken 
to improve the efficiency of implementation 
of a single mission system. 

5.2 Use of Operations L a n u  

Operations engineers can also perform 
customisation to make limited changes to 
existing building blocks. SCOS I1 allows 
configuration of many aspects of a System 
Element through the use of the SCOS I1 
Operations Language. This language is a 
synthesis of previous languages used in both 
operations and checkout and allows the 
production of not only of procedural or 
algorithmic parts of System Elements (for 
example command sequences, synthetic 
telemetry parameters, verification 
algorithms) but also rule-based parts which 
allow the identification of Events (described 
above) leading to the triggering of 

Activities. The Operations Language may be 
either compiled or interpreted; this choice 
will be made by the operations team, based 
on the contlrcting needs of performance and 
ease of modification for each System 
Element. 

6. HARDWARE CONFIGURATION 

I generic I - h a s  R O M  
microprocerror , - h a s  R A M  

Initial installation of SCOS I1 at FSOC will 
be on a Local Area Network of SUN Sparc 
10 workstations running the Solaris 2.3 
operating system. However SCOS I1 is 
being implemented to be portable across 
almost any Unix (System V or POSIX 
compatible) workstation platform. Parts of 
the system developed to date have been 
successfully run cis1 SUN IPC and IPX 
platforms; respectable performance has been 
achieved without any particular attention to 
optimisation. Small parts of the system have 
also been run oq Intel 486 based machines 

I R C A  1802 I - h a s  R O M  
- h a s  R A M  

rn icroprocerr or - h a s  1002 i n s  t s  

h a s  32KB ROPI rn 
I Mireion X Y Z o B C  I - - h a s  h a s  6 4  1001 i n s c s  R A M  . s e t  

Figure 2 An example of progressive specialisation 



(running a largely System V compatible 
Unix clone); initial indications are that 
performance is comparable to that of the 
smaller SUN machines and that this is also 
a viable platform for missions with low data 
rates (less than 10 kbitsls ) and without 
exotic science data processing needs. 

Although designed to be a distributed system 
running on large networks of prxessors 
SCOS I1 is also able to run on a single 
workstation (although obviously no 
redundancy is available in such a 
configuration and some performance 
limitatiws are to be expected) while still 
supporting all fwctions of the distributed 
system. No software or database 
modifications are needed to run in this 
manner. This con; ,gumtion is known, 
informally, as "SCOS 11-in-a-box" . 

7. CONCLUSIONS 

In conclusion it can be said that the SCOS I1 
project is the first attempt within ESA to 
provide a highly configurable and reusable 
software toolbox for building missiot: 
control systems. Its main ~ i m  has been to 
reduce costs, increase functionality and 
achieve vendor independence. To achieve 
cost saving mission specific costs, it uses 
object-oriented and other modem techniques 
to increase reusability and allow easy 
customisation. Greater functionality is 
provided; even in its Release 1 version 
there is more functionality than in previous 
ESA mission operations infrastructures and 
this will improve further with Release 2 and 
3 work foreseen in 1995-1998. Vendor 
independence is provided through choice of 
UMIX and suitable implementation measures 
to achieve portability. This means that 
SCOS I1 cosld be used for a wide range of 
missions range from large ones requiring 
30-40 workstations and high data rates down 
to small, low cost missions Lased on one or 

two low-cost platforms. Extension of its use 
to other areas of the ground segment or 
mission lifecycle (es. spacecraft chzckout, 
backup control centres at station, gromd 
segment control) +old out the possibility of 
further rationalisation and cost saving. 
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CCS-M!P : LOW COST ClJSTOMIZABLE CCNTROL CENTRE (o 

Christian LABEZIN, Pierre VIELCANET 
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F - 31029 Toulouse Cedex 

ABSTRACT 

The positioning and station keeping of French national satellites are among the main missions 
of CNES French Space Agency CNES. The related experience and skills of the Toulouse Space 
Centre are reknown and often required at international level for a wide range of missions. CISI, 
a software engineering company, has been contributing during the last 20 years to the 
development of the French space programmes, particularly in the field of space missions 
ground control segments. The CCS-MIP system, presented here, is A satellite positioning and 
station-keeping system designed to answer the CNES multi-mission needs, easily adaptable for 
a wide range of applications. 

INTRODUCTION 

National satellites station positioning and station keeping must cope with the following essential 
quality requirements : 

operational use 24 hours a day, 
safety over critical operations, 
low-cost system operations, 
system robustness and user friendliness, 
system expandability and maintainability. 

Most of the systems currently in-use that meet those requi12ments are maintained and adapted at 
high costs and are not easily tuned to the actual operational needs. 

No doubt that the demand for fast and easy adaptations of control systems is strong in 
comsetitive contexts likz simple and recurrent space missions with limited budget, or mini- 
satellites programmes. There is then room in space operations for a flexible system at low 
recurring cost. 

Through their previous developments, CNES and CISI have acquired the necessary skills for 
the design, the development, the adaptaikr. clrld mairltenance of all the components of a control 
centre. CISI has therefore developed for CNES the CCS-MIP sdtellite control centre, in 
accordance with the above mentioned requirements. 

The specific and competitive features of the CCS-MIP, presented in thi-s paper, are based on a 
tailored architecture hosting simplified basic functions, minimum specific s o f t w ~ : ~  and 
extensively reused software applications. 



CCS-MIP SUPPORTED FUNCTIONS 

This system, designed in agreement with up-to-date mission requirements, has proven to be a 
sound industrial solution in terms of low cost control centre offering the following 
functionalities : 

acquisition of telemetry and localisation data, 
telecornrnands preparation and emission 
telemetry decornrnutation, 
telemetry display (including minlicsj, 
telemesure processing, 
integration of orbit and attitude restitution functions, 
logging an3 monitoring of application and system events. 

Figure 1 below shows the main dataflows between these functions md the basic interactions 
with :he satellite daiabase. 

I TM-LOC acquisition I 
TC emission I 

TC preparation 
, 1 TMlrcd T2 history database 

base 

TM files [ computations I 
LOC files 
TC history 
Log events 

Data archiving 
Log book management 
TM processing and play-back 

Fig. 1 : Ground control segment main functions 



TECHNICAL DRIVERS 

The major technical drivers have been identified in light of CNES and CIS1 deep experience in 
the development of satellite ground segments and more particularly of control r.cnpres. Due to 
the rapid technical evolution in this domain, the CCS-MIP has been implem~rited with the 
following design options : 

distributed computer architecture, as shown in figure 2, including real-timc pimessors 
for satellite and ground stations monitoring and control, and off-lific processors tor 
operational data pre~aration, satellite datz archiving and processing and attitudelorbit 
cornp~tations. 

use of a reliable and compatible hardware chosen among the first rank computer 
vendors 

centralisation of the processing and decrease of the number of necessary operational 
workstations 

use of X terminal stations 

Re;!-time subsystem I Off-line subsystem 
I 

User's I User's 
LP X terminals 

I 
X terminals LP 

Ethernet I + I I 
network 7 

dant 1 Gateway TD 

Legend : 

I unit 

Storage Storqe I 
unit unit I 

Fig. 2 : CCS-MIY generic architecture 

TR : Real-time TA : Teleactions 
TD : Off-line TS : Telesurveillance 

UT : Universal time 
OD : Optical disc 



selection cf stable and broadly used industrial standards for operating system(Unix 
system V), network protocols (Ether~et, TCPIIP, FTP) and graphical user interface (X 
Windows, OSFIMOTIF), 

w e  of mature software packages and reuse of existing software 

design of simple and guiding dialogues, self-explanatory graphical displays and on- 
line user-friendly help facilities, 

important parameterisation of the system, external interfaces adaptability and functional 
modularity, 

multi-satellite missions capability, for several satellite systems (SPACEBUS, 
EUROSTAR ... ). 

These choices have resulted in the availability or a ar..lpk and customizable platform to be 
enhanced in order ta meet most specific requirements. For instance, the needs of a n-hi-satellite 
program can be taken into account within short delays and at a very attractive COG. 



CCS-MIP DEVELOPMENT METHOD 

The development method used for the CCS-MIP project is depicted in figure 3. Two main 
stages appear in the CCS-MIP project lifecycle : the product definition and design stage with 
strong involvement of CNES and CIS1 engineers and the production stage performed by CISI. 
The production line refers to the stable W (hardware and software) development model. 

This industrial effort has been supported by CISI Quality orpanisation conforming the IS0  
9001 standards for studies, turn-key developments and softwan ma' :ntenance. 

The product definition and design stage is rather innovative due to the adoption and systematic 
use of value analysis techniques. 

Requirements screening, reviews of the specifications, trade-off on candidate architectures, 
assessment of available technologies and components have been performed (and iterated 
whenever necessary), in order to reach a valuable solution meeting the real needs under severe 
cost (and risk) reduction constramts. 

- 

CCS-MIP Project 
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Legend : 0-b Value analysis (CNESICISI) -- Engineering (including RAMS) 
Quality assurance and control 

-a Fig. 3 : CCS-MIP development method 
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CONCLUSION : A REUSABLE SOFTWARE AND HARDWARE PLATFORM 

The CCS-MTP answers in a very efficient way the functional objectives, operational needs, and 
quality requ~rements of the new control centre generation. In order to reach this goal, CNES 
and CISI analysed, understood and often simplified these requirements to get a well integrated 
solution meeting the user's needs. For instance, the resulting right-sized system is considerably 
easier to operate than its predecessors. 

This early and global review of all requirements (optimal analysis approach) turned out to be 
very effective. This successful approach has been greatly supported by the experience and skills 
of the customer and contractor teams. 

CCS-MIP is currently fully operational for TDFl and TDF2 station keeping and is ready to use 
for the TURKSAT satellite positioning mission. 
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The International Ultraviolet Explorer (IUE) 
Science Operations System provides full real- 
time operations capabilities and support to the 
operations staff and astronomer users. The 
components of this very diverse and extremely 
flexible hardware and software system have 
played a major role in maintaining the scien- 
tific efficiency and productivity of the IUE. The 
software provides the staff and user with all 
the tools necessary for pre-visit and real-time 
planning and operations analysis for any day 
of the year. Examples of such tools include 
the effects of spacecraft constraints on target 
availability, maneuver times between targets, 
availability of guide stars, target identification, 
coordinate transforms, e-mail transfer of Ob- 
servatory forms and messages, and quick-look 
analysis of image data. Most of this extensive 
software package can also be accessed remotely 
by individual users for information, scheduling 
of shifts, pre-visit planning, rand actual observ- 
ing program execution. Astronomers, with a 
modest investment in hardware and software, 
may establish remote observing sites. We cur- 
rently have over 20 such sites in our remote 
observers's network. 

INTRODUCTION 

The International Ultraviolet Explorer launched 
in January 1978, makes ultraviolet spectral ob- 
servations of astronomical objects in the wave- 
length range 1150-3200 A. The satellite oc- 
cupies a moderately elliptical geosynchronous 

orbit centered approximately over northern 
Brazil. IUE is three-axis stabilized by a spe- 
cial attitude control system using the remain- 
ing two of six original gyroscopes, the Fine 
Sun Sensors, and (at times) the Fine Error Sen- 
sor (FES) star tracker. This system can provide 
arcsecond pointing accuracy and stability. All 
space-bourne activities are controlled by IUE's 
On Board Computer (OBC), which utilizes 8 
Kb of memory. 

The spacecraft is commanded jointly in real- 
time from the IUE Telescope Operations Center 
(TOC) (Science) and the IUE Operations Con- 
trol Center (IUEOCC) (Engineering) at God- 
dard Spaceflight Center for 16 hours each day, 
and from the European Space Agency's Vil- 
lafranca del Castillo Satellite Tracking Station 
near Madrid, Spain for 8 hours a day. 

By mid 1990 the original Experiment Display 
System (EDS) in the TOC was in need of re- 
placement and thc main ground system com- 
puters in the IUEOCC were reaching the lim- 
its at which further software enhancements and 
work-a-rounds could be installed. With NASA 
approval, Computer Sciences Corporation cre- 
ated a working group in late 1990 to design a 
new science operations Ground System. The 
group presented its system design to NASA in 
early 199 1. The plan was approved and the new 
Telescope Operations Control Station (TOCS) 
system v ent on-line in early 1992. 

Commands issued by the Telescope Operator 
(TO) from the TOCS workstation are transmit- 



ted to the Xerox Sigma 5 (prime) or Sigma 9 
(backup) mainframes in the IUEOCC as a series 
of parameters and calls to encoding procedures. 
The Sigma computer generates the necessary 
standard command sequences and data blocks 
which are then uplinked via a dedicated antenna 
at the NASA Wallops Island Tracking facility. 
The spacecraft can be seen from the Wallops 
site 24 hours a day. All commanding is rou- 
tinely monitored and under the general supervi- 
sion of the Operations Director who, along with 
the engineering staff, have display consoles in 
the IUEOCC. Return telemetry from the space- 
craft is received at the ground station and for- 
warded to the Sigma computer. Spectral image 
data are reconstructed, wchived to data tape and 
disk, and sent to the TOC via a NASCOM link 
for display and quick-look analysis by the Sci- 
ence Operations staff and Guest Observer (GO). 
The GO may adjust hisfher plans in real-time, 
based on the real-time data and staff advice. 

The overall reliability of the ground system 
is crucial since the IUE has no on-board tape 
recorder and the SEC Vidicon spectrographic 
csmeras use a "destructive" read. Quick-Look 
analysis is also critical because there is no on- 
board "exposure" neter and the IUE daily tran- 
sits the outer fringes of the Van Allen belts. 

SYSTEM CAPABILITIES 

The Telescope Operations Center complex has 
three main functions: 

It initiates science instrument, tracking, 
and maneuver commands to the spacecraft. 

r It allows quick-look data analysis and real- 
time data quality assessment. 

r It provides real-time and pre-visit planning 
tools to the guest observer and staff. 

The commanding capabilities are built into a 
work station window environment which is 
shown in Figure 1. The standard configuration 
consists of a large window dedicated to image 
display and smaller window "buttons" rapidly 
accessed by a mouse. The image window ac- 
cepts spectral and star-field coordinate overlays 
and provides position information, such as a 
star's position in the star tracker field of view, to 
the command software via the cursor. The but- 
tons contain extensi-re menus of the commonly 
used commands, complete with relevant argu- 
ments. A command is selected by the mouse 
cursor and displayed on a command line at the 
bottom of the window prior to being transmit- 
ted to the mainframe. 

Both the main display window shown in Fig- 
ure 1 as well as the other displays used on 
the TOCS are generated using the various wid- 
get tools of the Interactive Data Language (Re- 
search Systems Inc). This allows the generation 
of complex graphical displays with a minimum 
of coding compared with a standard X-windows 
tool kit. 

Three buttons activate especially useful sub- 
windows which allow the staff to efficiently 
command the spacecraft for extensive periods 
with little keyboard input. One window, shown 
in Figure 2, allows the TO to "type ahead" a 
sequence of anticip~~ed commands for a par- 
ticular operation, so that each command can 
subsequently be selected and sent to the Sigma 
computer as needed. The second button stores 
a log of previsusly used i-lstructions, and any 
command can be recalled and reissued to the 
spacecraft. The third button retrieves coor- 
dinate and other astronomical information for 
a specific target from the TOCS database for 
storage in an image science header or as input 
for maneuvering calculations. This option has 
eliminated the need for target list tapes. 
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Figure 5: A sample IUE Skymap showing various IUE constraints. The numbers scattered about 
the map refer to targets of the observer's program. The circles and Roman numerals represent 
the Earth at various UT times during the day. The dashed lines are the outer Limits of the Earth 
Avoidance Zone (an advisory limit). The dotted grid is the standard right ascension and declination 
coordinates. The inverted V-ehaped line in the upper left-hand corner of the map is the moon's 
path as seen by IUE over a 24-hour period. The map is plotted as P (the supplement of 'he 
Solar angle as seen in IUE's coordinate system) verses the spacecraft yaw angle. In this frame of 
reference, spacecraft maneuvers from target ta target can be plotted as combinations of vertical 
and horizontal line segments. 

bital ephemerides to examine a target's avail- 
ability and acquisition properties for any time 
of the year. Use:s identify potential sun angle 
(power and control) constraints, earth or lunar 
occultations, S.-band antenna pointing (teleme- 
try signal strength) problems, and the orienta- 
tion of an extended target relative to the spec- 
trograph apertures in order to schedule observ- 
ing time or adjust programs in progress. The 
user can display a skymap (see Figure 5) show- 
ing the positions of program targets, and calcu- 

late maneuver times between any pair of ob- 
jxts. The observer may obtain an updated ob- 
serving schedule, read observatory policies, and 
submit observing forms remutely. 

A subset of the software pertains to fine acqui- 
sition of targets. The most commonly run pro- 
gram uses the Hubble Guide Star and Smith- 
sonian Astrophysical Observatory catalogs to 
search for stars having particular propenics in 
proximity to a desired object and to construct a 
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Figure 6: A sample IUE Guide Star Map Plot for the FES field of view. Both HST Guidr Star 
Catalog (various sized diamonds) and SAO Catalog (circles) star designations are plotted. Various 
related information can be displayed including star identificati~ns, maginitudes, coordinates, and 
the positions of the stars in the FES field of view with the target star at various standard !ocations 
(e.g an aperture). 

detailed simulation of the star tracker field of 
view. The "front-end" of this software has been 
rmtomized for the IJJE environment (a sample 
is shown in Figure 6j. Users may determine the 
positions of stars in this field and use the infor- 
mation to select guide stars for a long observa- 
tion, prevent target misidentification, or choose 
stars from which to perform fine offset slews to 
a target. Other code provides menus of ail rele- 
vant coordinate tramformations which may be 
rcquired during an acquisition. This sof!ware 
md planning code are essential to maintaining 
IUE's well known real-time cperational flexi- 

bility, scientific efficiency, and productivity. 

A final but useful set of software permits the 
user to interactively enter, append, and edit data 
into a disk file and subsequently mail the file to 
relevant Observatory tasks and to the ESA sta- 
tion. This capability speed: dissemination of 
information to Observatory personnel and en- 
hances the efficiency of data processing. 

REMOTE OBSERVING WITH IUE 

With the availability of modern workstarions, 



the development of the Internet, and increasing 
budget contraints, the IUE project decided to 
replace the original custom IUE Remote Ob- 
serving Station equipment with a new flexible, 
but low cost system suitable for a wide variety 
of sites. This replacement was carried out con- 
currently with the development of the TOCS. 

Design and implementation of the IUE Remote 
Observing package was driven by five majsr 
considerations: 

Low cost. The original custom IUE re- 
mote observing system, developed in the 
early 1980's by Prof. Donald York at 
the University of Chicago required cus- 
tom dedicated equipment costing $15,000 - 
$20,000 per site. With the development of 
relatively low cost workstations and graph- 
ical software over the last few years, the 
design goal became the replacement of a 
custom system with off-the-shelf hardware 
which would likely already be available at 
a number of research and teaching institu- 
tions. 

0 Ease of use. With the introduction of X- 
Windows several years ago, it became pos- 
sible to design a graphical interface for 
the user. Clearly marked buttons and a 
graphics interface could replace cornrnand- 
line oriented approaches. Thus a new user 
could very quickly become proficient in 
use of the software package. A secondary 
god was to have the interface resemble, 
as ciosely as possible, the same interface 
being developed for the TO at the TOCS. 
Thus a GO being familiar with the inter- 
face used at thc Observatory would have 
little trouble with a graphical interface of 
the same genetzl design. The Remote GO 
Display screen is identical to the TO'S Dis- 
play shown in Figure 1 except for the 

absence of command related buttons and 
functions. 

Easily maintainable software. One of the 
problems with the original EDS equipment 
was that it contained thousands of lines of 
asembler code running on a PDP 11/35 
computer. It was extremely difficult to 
make more than very minor changes to 
the code and mjor enhancements to the 
system were not practical. 1 he new sys- 
tem used the comrnerically available In- 
teractive Data Language and C. This al- 
lows relatively easy expansion and soft- 
ware enhancements. In addition, the work- 
load can normally be shared between both 
the prime and backup stations allowing for 
more inexpensive equipment. 

0 System Security. With the rapid expan- 
sion of Internet aqd the development of 
computer hacking, system security is of 
prime importance to computers used for 
real-time spacecraft commanding. The so- 
!ution was a hardware controlled one-way 
communications oridge. The workstations 
can download images and files to the VAX 
4000 support station for transfer to a re- 
mote observing site, but nothing can be 
initiated from the support station or any 
other computer to connect with the TOCS 
workstations. 

0 Ready avai:abil~ty to the remote GO of 
information critical to on-going real-time 
IUE observing. The original system re- 
quired over 5 minutes to transmit an 8- 
level black and white image to the remote 
observing site. The upgraded system in 
current use now transmits a copy of the ac- 
tual image displayed on the TOCS, in full 
color and resdution. With FES images, 
the remote observer can use a mouse to 
determine the exact location of the target 



or offset star in FES coordinates. The TO 
in turn can enter these coordinates so that 
the cursor appears at the exact specificed 
location. Thus there is no ambiguity be- 
tween TO and GO on the desired object's 
location in the kXS field-of-view. The GO 
can also conduct quick-look analysis on 
the spectral images during the shift, inde- 
pendent of the TO. Thus neither the GO 
nor TO is slowed down by spacial sepa- 
ration at different sites, and maximum ob- 
serving efficiency is maintained. 

The number of IUE remote observing sites 
has steadily grown since its introduction in 
the Spring of 1992 and now numbers over 20 
sites. Temporary sites are also possible. Re- 
mote observing sessions were conducted from 
the American Astronomical Society meeting in 
Washington earlier this year. 

ENHANCEMENTS IN PROGRESS 

While the original system design is complete 
and is fully functional, the Observatory is in- 
terested in elminating the transfer of images 
from the Sigma computer to the IUESIPS pro- 
cessing computer using 9-track computer tapes. 
Direc image downloading from the TOCS sta- 
tion to the IUESIPS computer would bring both 
greater efficiency and require less time for im- 
age processing. Work is underway, on a time- 
available basis, to develop this enhancement, 
determine its practical feasibility, and imple- 
ment it if possible. If on-going tests prove suc- 
cessful, this enhancement should be on-line by 
the end of 1994. 

SUMMARY 

which had been used since launch. The new 
system is low cost, reliable, and uses off-the- 
shelf hardware and commerical software (1.e. 

the Interactive Data Language and C) as a basis 
for a flexible, easily maintainable, and expand- 
able Science Telescope Operations cornrnand- 
ing system. By periodic updating of such a sys- 
tem rather than relying on a custom static sys- 
tem installed at launch, it is possible to maintain 
a large number of relativdy inexpensive remote 
observing sites around the country or around 
the world. If used in small future real-time 
missions, this approach should allow widescale 
easy access to real-time observing with a mod- 
est size operations budget. This allows a greater 
share of available monies to be used for data 
analysis and interpretation by GOs. It also al- 
lows them to perform the observing from their 
own institution, greatly decreasing the intermp- 
tions in their schedules while providing the Ob- 
servatory with schedule flexibility for inserting 
Targets of Opportunity and other unforseen in- 
temptions associated with spacecraft and the 
real-time observing mode. A complete tech- 
nical description of this software (Pitts, 1994) 
is nearing completion and should be available 
by the end of the year. 
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ABSTRACT 

The Globalstar system is being developed by 
Globalstar, Limited Partnership and will 
utilize 48 satellites in low earth orbit (See 
Figure 1) to create a world-wide mobile 
communications system consistent with Vice 
President Gore's vision cf a Global 
Information Infrastructure. As a large long- 
term commercial system deve!oped by a 
newly formed organization, Globalstar 
provides an excellent opportunity to explore 
innovative solutions for highly efficient 
satellite command and control. Design and 
operational concepts being developed are 
unencumbered by existing physical and 
organizational infrastructures. This program 
really is "starting with a clean sheet of 
paper." 

Globalstar operations challenges can appear 
enormous. Clearly, assigning even a single 
person around the clock to monitor and 
control each satellite is excessive for 
Globalstar (it would require a staff of 200!). 
Even with only a single contact per orbit per 
satellite, data acquisitions will start or stop 
every 45 seconds! Although essentially 
identical, over time the satellites will 
develop their own "personalities" and will 
require different data calibrations and levels 
of support. 

Figure I : Globalstar Constellation 

This paper discusses the Globalstar system 
am challenges and presents engineering 
concepts, system design decisions, and 
operations concepts which address the 
combined needs and concerns of satellite, 
ground system, and operations teams. 
Lessons from past missions have been 
applied, organizational barriers broken, 
partnerships formed across the mission 
segments, and new operations concepts 
developed for satellite constellation 
management. Control center requirements 
were then developed from the operations 
concepts. 



This paper concludes by summarizing the 
applicability of these engineering processes 
and concepts to future missions of different 
magnitudes. 

BACKGROUND 

The growth in demand for tele- 
communications services over tile last 20 
years has been phenomenal. The projected 
growth over the next 20 years is expected to 
be even more dramatic. 

Cellular phone systems are spreading across 
many parts of the world and, in some areas, 
are the primary mode of phorie 
communications. Traditional cellular 
systems, however, may not be cost-effective 
in areas of low population density, very 
rugged terrain, or limited infrasaucture. 

Satellite-based systems now developing wiU 
bring affordable cellular-type voice and data 
communications to all regions of the world. 
A constellation of satellites can cover the 
globe with a network of moving cell sites. 
Ground-based systems coordinate handoffs 
between these moving cells in a manner 
similar to how handoffs are now coordinated 
when a vehicle moves between ground-based 
cell sites. 

By using satellites, coverage is provi.ded 
over most of the earth's surface. By using 
low earth orbit (LEO) satellites instead of 
geosynchronous satellites, time delays for the 
transmission tolfrom the satellites become 
imperceptible and power requirements are 
reduced to the point that hand-held phones 
can be developed. 

The Globalstar system will utilize 48 
satellites organized in eight planes of six 
satellites each. Eight additional satellites 
will be placed in phasing orbits as spares. 

The satellites will each be at an altitude of 
approximately 1400 kilometers in circular 
orbits inclined at 52 degrees. This orbit 
selection concentrates coverage in the 
middle, most populated latitudes, thereby 
increasing the level of overlapping coverage 
in order to expand system capacity in those 
regions and to strengthen system robusmess. 
Shouid a satellite be lost, there is stili total 
coverage over most regions. 

Voice and low-rate data traffic will Se 
routed from hand-held phones through one 
or more passing satellites and then to 
ground-based gateways. The gateways :will 
switch the calls into existing public and 
private phone system networks (Figure 2). 
With this approach, the Globalstar system 
takes maximum advantage of existing 
switching systems, networks, customer bases, 
and billing systems. In addition to voice 
communications, the Globalstar system will 
provide position determination, paging, and 
messaging services. 

The design and development of the 
Globalstar system is well underway, with 
satellite launches to begin in 1997 and the 
full constellation to b:: in place by the end of 
1998. Lord AeroSys is under contract to 
develop the satellite operations control 
centers (SOCCs) and to provide operations 
support. Other contracts are in place for 
space segment development, for gateways 
and their control systems, and for the 
Globalstar phone units. 

COOPERATIVE ENGINEERING 
DEVELOPMENT APPROACH 

Efficient control of the Globalstar satellite 
constellation requires innovations beginning 
with the system definition and extending 
through to operations concepts and system 
design. 
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Figure 2: Globalstar System Configuration 

In many traditional systems, a satellite is 
designed and specs are then given to the 
ground system developer who, under a 
different contract, builds a control center and 
provides it to the operations contractor to 
determine how to use it for a satellite they 
had only limited prior knowledge of. 
Globalstar, however, is being developed as a 
joint effort between system level, satellite, 
ground, and operations teams. A "trusted 
contractor" approach is employed where 
each participant is looked to as the expert in 
a particular field. In evolving this approach, 
Lord altered some of the traditional 
customercontractor process flows while 
maintaining the necessary levels of p r o m s  
oversight. Through working groups, 
relationships established between 
contractors, and other fonnal and informal 
concepts developed by Lord and the 

Globalstar, LY contractors, a total system 
concept has evolved and a WIN-WIN 
mentality has developed. 

One example of the joint engineering 
approach is demonstrated in how the 
telemetry formats were designed. The Lord 
ground segment development persome1 
applied "lessons learned'' with over 30 
satellite systems to develop a list of 
telemetry stream characteristics of past 
systems which increased system complexity 
or were found to be of little use. In some 
cases thc satellite manufacturer thought they 
had been "adding a feature" and in others the 
ground complexity was matched by a 
spacecraft complexity and both could be 
eliminated. The operations team is involved 
in specifying the resolution needed for 
specific on-board parameters and in d e f h g  



the sample rate for the parameters. In some 
cases, the operations team has influenced the 
quantity, location, and types of on-board 
sensors. Spreadsheets and a common data 
base agreed to by all contractors allow for 
convenient information exchange. On-board 
data reduction replaces engineering tape 
recorders and allows graphs of a full orbit's 
data to be generated within seconds of the 
start of a new contact. All-hall, the system 
cost and complexities have been reduced, 
more capabilities have been designed into 
the system, and the operations team will be 
provided access to telemetry data which best 
meets their defined needs. 

A series of similar engineering efforts have 
been performed in the areas of ground 
system antenna site design, command 
formats, onboard autonomy, orbit 
determination approaches, and in a series of 
very specific spacecraft configuration areas. 
Evolving design decisions are incorporated 
into the operations concepts only after 
possible impacts to other areas are 
addressed. 

In all cases, the concepts for opzrations are 
determined as a joint effort between the 
ground system developers and the operations 
personnel. In many cases, the satellite team 
is consulted to validate assumptions and :o 
critique ideas. ' f ie  end-goal of the effort is 
to meet all system objectives while limiting 
both the development and the lifecycle 
operational costs. With Globalstar, these 
costs play a critical role in determining the 
overall profitability of the enterprise. 

OPERATIONS STRATEGIES 

A set of strategies and plans for providing 
efficient management of the constellation 
have evolved along with the detailed 
operations concepts. Detailed SOCC 

requirements were developed from these 
ideas. Collectively, the strategies 
characterize the uniqueness of the 
Globalstar's efficient mission operations 
approach: 

1. Process only the data needed. Through 
satellite autonomy and innovative data 
handling techniques, the nominal anticipated 
real-time monitoring and control period per 
satellite has been reduced to once per orbit, 
or about 10 minutes out of every 114 
minutes. Data for other viewable portions of 
the orbit is stored at the remote ground 
stations and only processed if a need arises, 
much like a night recorder on an airliner. If 
no problems are encountered, the remote site 
data is deleted after several days without 
ever being transferred to the SOCC. 

2.  Concentrate on the satellites with 
problems. Automated software monitoring 
of t!e satellite subsystems will allow some 
satellite contacts to occur without any human 
monitoring. All data streams received will 
be monitored by the software and only 
selected contacts will be monitored by the 
operations staff, Monitoring will take place 
at the parameter, satellite mbsystem, and full 
satellite evaluation levels. The operations 
team will be able to define the evaluation 
criteria and to regularly update the checks 
performed to reflect differences between 
satellites and the increase understanding of 
the satellites' performance characteristics. 
This level of automation will be used to 
reduce the burden on the operations 
personnei for monitoring of healthy satellites 
and will allow additional timc !or working 
with satellites requiring special anention. 
The automated capability will be controlled 
so that every satellite is still observed at a 
minimal rate. The actual observation level 
for monitoring the constellation can be 
throttled based on factors such as problem 
histories, learning curves, constellation size, 



and even operation shifts. 

3.  Make the best of the '[few minutes per 
orbit" contact. The objective is to utilize the 
limited real-time contact data to the fullest 
extent possible and to minimize the off-line 
analysis efforts required for other time 
periods. To orient the operator regarding the 
next pass, a contact log report will be 
generated indicating the times of the contact, 
the planned commanding activity summary, 
and any outstanding issues to be closely 
monitored. This report is updated with 
actual data throughout the pass and goes to 
the master pass log at the end of the pass. 
Automated procedures will allow planned 
operational steps to be executed without 
intervention. The use of on-board telemetry 
reduction allows for critical parameters to be 
collected at commandable intervals and 
downlinked as a data set during the pass. 
This information, which may cover an 
extended time period, is immediately 
viewable as plots and reports on the user's 
screen. With these plots, the user can 
rapidly assess the performance of parameters 
of interest over the entire previous orbit or, 
for example, during the critical seconds of a 
thruster firing. If necessary, immediate 
remedial action can be initiated should the 
stored data confm~ a suspected anomaly. 

4 .  Take advantage of the large number of 
satellites. Management of 56 satellites 
should not require 56 times the effort of 
managing a single satellite. There are 
several areas in which the large number of 
satellites is actually an advantage. A new 
method of looking for possible problems is 
to plot the data from many satellites cn top 
of each other (aligned for equator crossing, 
time of day, land mass location, ctc.) and to 
look for outliers. hl effect, there are 55 
contr~l satellites for each satellite k i n g  
evaluated. Additiondy, theories regarding 
environmental factors can quickly be tested 

by looking for common reactions across 
multiple satellites. Having many satellites 
will facilitate the establishment of an 
anomaly resolution data base which can be 
searched by satellite or component. 
Procedures developed through lengthy 
analysis can often be applied to other 
satellites which experience similar problems 
at a later time and some common problems 
can be corrected on the ground prior to 
future launches. 

5. Monitor more than one satellite at a 
time. Operations personnel will be able to 
monitor up to 6 satellites per workposition. 
With the concepts of multiple satellite 
monitoring, efficient display of information 
is crucial. A number of innovative displays 
have been developed to support constellation 
management. Map-based displays annotated 
with satellite status information create a high 
level system display, with satellite icon 
selection available to go to detailed 
information levels. Additional table-based 
displays support the monitoring of small 
groups of satellites and detailed text and 
graphical displays are used at the individual 
satellite level. Users will be able to tailor 
their screen definitions to best match their 
reqmnsibilities and work approach. 

6. Automate the system configuration. One 
contact per orbit equates to about 13 
contacts per day per satellite, and about 700 
contacts per day for the entiPe constellation. 
The total system is data driven and 
automatically reconfigured. Remote sites 
process all data received and log it to local 
disks or send it to the SOCC as directed in 
established setup tables. 

Within the SOCC, the allocation of satellites 
to user workpositions and the configuration 
of the system to support the data streams 
will be automated. Operators will use 
generic terms to specify what satellites they 



wish to monitor. One operator may want to 
watch all satellites for which commanding is 
planned, while another may only want to 
watch satellites for which critical parameters 
are found to be out of limits. A wide 
variety of selection criteria have been 
identified which, together, can support a 
wide range of operations concepts. 

7. Manage for the mission lifetime. The 
true goal of the operations team is to 
maximize the amount of time durinp, which 
each satellite carries revenue bearing 
communications traffic. Many steps are in 
place to make the day-today operations 
efficient. The operations team will also 
work to extend the mission life of the 
system and the individual satellites. An on- 
line performance data base is maintained for 
the life of each satellite, beginning with 
assembly line testing results and calibrations. 
The anomaly history data base will allow 
problems to be tracked against time. 
Operational workarounds may be found to 
extend component life on many satellites 
based on information gathered from a few. 
For Globalstar, data exchanges between the 
satellite operations centers and the center 
which manages the phone traffic level and 
quality will allow for the development of 
joint operations procedures to maximize 
revenues and extend mission life. 

CONTROL AND MONITORING OF 56 
SATELLITrS 

Including oo-orbit spares, the Globalstar 
operations team will be controlling 56 
satellites from a single control center. As 
shown in Figure 3, the actual number of 
satellites normally viewed at a single time is 
considerably less. The level of satellite 
autonomy reduces the amount of time each 
satellite must be observed. On-board data 
storage allows for collection of critical 

performance data over the entire orbit. A 
distributed flight recorder ccncept, 
implemented across the network of ground 
stations, provides a data resource should 
problems be identified. Automation within 
the control center reduces the burden on the 
flight operations team and allows some 
contacts to be monitored only by the 
software. Collectively, these strategies allow 
a very small operations team to efficiently 
control and monitor the entire constellation. 

As many as 12 satellites will be dispensed 
from a singie launch vehicle. The system is 
sized to accommodate the high level of 
monitoring of each satellite during launch in 
addition to the routine operations which 
must continue. Ano~xaly investigation and 
resolution, orbit maneuvers, and infrequent 
large software and data loads to the satellites 
also require additional support. Operations 
personnel have been involved in sizing these 
efforts, determining the number of 
workpositions required, and supporting the 
facility design to best accommodate the 
variations expected in support requirements. 

CONCLUSIONS AND APPLICABILITY 
TO OTHER MISSIONS 

Efficient mission contrrl is not just an 
operations issue - it must be designed into 
the satellite and ground system from the 
beginning. 

Cooperative processes between contractors 
during the early concurrent engineering 
phase of system-level design can provide 
significant payoffs in terms of system 
capability and implementation and operations 
costs. The processes developed by the 
Globalstar team, involving multiple 
contractors around the I wld, have proven 
extremely successful. 
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Figure 3: Globalstar "Point in Time" Operations 

Process, technical, and "lessons learned" 
exchanges between government agencies and 
the private sector benefits all. In the case of 
the Globalstar mission, NASA lessons 
learned have been studied and mature opera- 
tions concepts have been adapted and com- 
bined with new ideas to create the innova- 
tive approaches necessary to efficiently 
manage a very large satellite constellation. 

Problem solving approaches and solutions 
will obviously vary depending on the ap- 
plication. The specific stratefies developed 
for Globalstar help the overall system work 
effectively, and may be applicable to other 
systems. What is clearly applicable from the 

Globalstar effort is the undeistanding that 
new organizational and engineering ap- 
proaches can lead to tremendous benefits. 

The processes of trusted contractors, coop- 
erative concurrent errgineering across de- 
velopment segments, and a cross-contractor 
team approach, applied by a set of organi- 
zations with a broad base of disciplined 
engineering skills will lead to systems which 
are better engineered to meet the combined 
objectives of the mission and the individual 
goals of the supporting teams. 
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MINI ALL-PURPOSE SATELLITE CONTROL CENTER (MASCC) 

GCrard ZAOUCHE 

ABSTRACT 

Centre National #Etudes Spatiales (CNES), 
3 1055 Toulouse CEDEX, FRANCE 

A new generation of Mini All-purpose 
Satellite Conirol Centers (MASCC) has 
been developed by CNES (F). They turn 
out to be easily adaptable to different kinds 
of satellites, both Low Earth Orbital or 
Geostationnary. 

The features of this MASCC Jlow both 
standard satellite control activities, and 
checking of passengers experiments hosted 
on a space platform. 
In the different environments in which it 
may be used, 'MSCC provides standard 
broadcasting of telemetry parameters on 
animated synoptics (curves, bargraphs, 
alphanumeric displays, . . .), which turns out 
to be a very useful and ergonomic medium 
for operational teams or satellite 
specialists. 

Special care has been taken during the 
MA-SCC development about two points : 

- automation of all routine tasks, 
allowing automated operation, and 
limiting human commitment to 
system supervision and decision 
making, 
- software adaptability. 

To reach these two main objectives, the 
MASCC design provides : 

- a simple, robust and flexible 
hardware architecture, based on 
powerful distributed workstations, 
- a table-driven software 
architecture, easily adapted to 
various operational needs. Satellite 
characteristics are described in a 

central Data Base. Hence, the 
processing of telemetry and 
commands is largely independent 
from the satellite itself 

In order to validate these capabiltties, the 
MASCC has been customized to several 
types of satellites and orbital platforms : 

- SPOT4 : French new generation of 
remote sensing satellite, 
- TELECOM2 : French geostatio- 
nary TV and telecommunication 
satellite, 
- MIR : Russian orbital platform. 

MASCC development has been completed 
by the third quarter of 1993. 

This paper will provide first a description 
of the MASCC basic hnctions, of its 
b,ardware and software design. It will then 
detail the increased automation capability, 
along with the easy adaptation of the 
MASCC to new satellites with minimal 
software modifications. 

Kew words : MASCC, Satellite Control 
Center, workstations, adaptation, 
flexibility, automation. 

LNTRODUCTION 

The Satellite Control Centers are a 
component of the "satellite(s) ground 
segment" unit. 
Their role is to provide for technical 
monitoring and control of the satellite and 
its passengers (through housekeeping 
telemetry reception, location data and 
telecommands transmission) and for 
platform, passenger or payload 



managemert baqed on planning requests 
fiom User ~vission Centers. 

In addition to the usual criteria for 
performance, reliability and robustness 
required fiom a unit on which the riitellite 
is entirely dependent, the system features 
the following criteria : - low development, operating and 

maintenance costs ; 
- very short spaces of time to 
availability and easy implementation ; 
- ease of adaptation to developments 
concerning either the satellite or the 
mode of operation used ; 
- eryonomic and high quality 
presentation of data for specialists 
ming sophisticated analysis tools. 

The Control Center (MASCC) has been 
specially develcped to meet requirements 
for rapid adaptation and low operating 
costs. 
The MASCC product was developed 
directly from work carried out to set up the 
SPO' ' 4 Control Center (the French sun- 
synchronous Earth Observation satellite). 
This means that it has been able to benefit 
fiom development work financtd for the 
SPOT 4 project (high processing capacity, 
automated operation, ergonomic media for 
information displays, etc.). The MASCC is 
equipped with an enhanced range ,of 
options and sta~dard features in order to 
meet requirements for adaptability to 
different satellites with greater ease. 

The MASCC features all the usual Control 
Center hnctions and is wel! adapted for 
use with non-geostationary satellites such 
-c  observation sstellites or mini satellites, 
etc. 
It may also be adapted for use with 
geostationary satellites (with occultation of 
tasks related to movement and limited 
satellite visibihry). 

MASCC FUNCTIONS 

Preparation functions 

Other than satellite related activities, the 
MASCC provides for the preparation and 
generation of the following : 

- TeleCommand sets with numerous 
transmission attributes (burst 
transmisfion, operator acknowled- 
gement, time tagging to earliest and 
latest point, etc.); Command sets 
stored in an internal library either for 
real time transmission or fix insertion 
in a "TeleCommand Plan" ; 
- synoptic data visualisation with real 
tlme display of the various 
parameters to be viewed in a user- 
friendly form (curves, bar graphs, 
active symbols or text, digital display 
systems, etc.). These synoptic 
displays are stored as autonomous 
files. 
- parameters (either to be computed 
in real  me fiom telemetry 
parameters or previously computed) 
derived from computation law 
description through a readily 
accessible interpreter lacpage. 

Preparatory functions to real time 
activities 
The MASCC provides far the preparation 
of a "TeleCommand Plan" (PDC) to be 
transmitted to the satellite. 
This PDC is generated by inclusion of the 
TeleCommands stored in an internal library 
and of TeleCommands fiom dedicated sub- 
systems (payload management, 
orbitography, etc.) within the MASCC 
computer o: distant computers. 
The TeleCommands are planned within the 
PDC in compliance with : 

- a forward visibility chronogramme 
of stations in the case of non- 
geostationary satellites ; 
- operational constraints related to 
the satellite (masked antenna, etc.) ; 
- management constraints related to 
satellite use (transmissior. of 
particular Commands at particular 
points, class of Command to be used 
in preference ta other classes, etc.). 

This "PDC" preparation may be carried out 
in manual mode under operator control or 
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in automatic mode working from 
sequencing algorithms. 
Real time functions 
The M S C C  provides all the standard real 
time functions of a Control Center. 
The following list gives the main real time 
functions provided for : 
- interfacing with satellite monitoring 
stations with automatic testing and station 
selection (capacity for simultaneous 
dialogue with two stations) ; 
- acquisition and storage of CNES and 
NASA station location data ; 
- r:squisition, processing and display of 
CNES station ?emote control data ; 
- dcquisition. processing, display and 
storage of telemetry data : 

Acquisition may be carried out 
siir.ultaneously with two stations. 
Processing involves decommutation, 
implementation o i  the transfer 
function, implementation of 
conditions of significance, 
application of monitoring functions. 
processing of the vhant pari, 
computation of predicted parameters, 
computation rf prepared parameters 
via interpreter programme. 

- parametered transmission of TeleCom- 
mands through transmission of prepared 
PDC or library stored Commands. This 
may occur : 

. either in manual mode, Command 
by Command as the operator 
implements decisions, with wait time 
for acknowledgement of each 
Command ; 
. or in sequenced automatic mode 
with wait time for acknowledgement 
of the previous Command ; 
. or in automatic mode but in burst 
transmission at the maximum rate of 
the uplink connection, with no wait 
time. 

- display of: 
. synoptics on which all parameters 
may be shown (telemetry, remote 
control, coniputed parameters, etc.) ; 
. alerts (parameter values, opera- 
tional subsystems, etc.) ; 

. parameters as required with 
capabilities for display and 
modification of monitoring 
thresholds, transfer functions, 
etc. ; 
. TeleCommand data (Commands 
under implementation, causes of wait 
or anomaly, etc.) ; 
. log of all main events occumng 
during operation. 

- distribution of all data received via 
Internet network to an other MASCC (or 
several MASCC) dedicated to TX display 
of a large number of synoptics for 
monitoring phases such as launch or 
difficult manoeuvres, etc. ; 
- saving of data generated at particular 
points on a redundant computer ; 
Non real time management functions 
MASCC features a set of analysis and 
operational management functions for : 
- TeieCvmmand management after 
transmission to the satellite by means of a 
report or, each Command transmitted, 
recycling of non transmitted Commands 
and generation of a log of Commands 
describing events involving transmissions 
to the satellite ; 
- Command library management (display, 
elimination, etc.) ; 
- re-run of acquired telemetry with 
parameterisation of dates, length of time 
and specd (required rate of transmission : 
normal, accelerated or step by step) ; 
- verification of time-tagging consistency 
between on-board time and station time- 
tagging, with re-tagging of acquired 
telemetry if necessary ; 
- storage and compression of acquired 
telemetry data in a Technical Data Base ; 
- exlraction and display (curves) of 
telemetry data over different periods ; 
- transmission of acquired data to networks 
if required (telemetry data, location data, 
log, etc.). 

MASCC DESIGN 

Hardware design 
Hardware architecture is designed to 
provide for : 
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- the type of performance required by 
Control Center missions ; 
- a high level of reliability 
availability ; 
- ready implementation of hrther 
developments ; 
- failure management through 
modular design. 

An Ethernet co~ec ted  work station and X 
terminals have been opted for. 

A satellite is managed at any given m3ment 
by one workstation even though several 
satellite programmes may be ope1 ating 
within one workstation. This option means 
that the system can be readily modified to 
cope with developments in satellite families 
and thzt redundancies can be managed with 
ease in high-availability systems. 

The workstations selected are : 
- RISC architecture HP 9000 series 
700 (712,715 or 735) ; 
- SYSTEM V compatible UNIX 
operating system (HP 1 UX) 

Preference has been given to standard 
equipment : 

- X terminals 
- grapk: interface : X11, OSF-MOTIF, 
ILOG library, PV-WAVE ; 
- coding : C and C +t ; 
- internal data exchange on TCP/IP,NFS 
- External data exchange on X25, FTP. 

Hardware options and MASCC hnction 
capabilities may lead to different 
architecture configurations depending on 
the type of requirement. The diagrams 
below show different implementation 
possibilities, depending on mission 
requirements (Figure- 1). 
Adaptation to special or temporary needs 
(improved data distribution, amval of a 
new satellite within a family, connection to 
a dedicated system, etc.) may be carried 
out without disrupting the existing 
architecture through the addition of 
workstations or TX, and if necessary 
through re-dimensioning of the network. 

X I 1  displays HP 71 5/50 - 32Mo 

Example TM. TC. LOC 

MASCC stand alone 

Ethernet 

Example Expuimsnt. 4 dwcking 

MASCC & broadcasting TM 

TM, TC, LOC Stanons 

Figure- 1 : MASCC implementation examples 
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Software design 
Software architecture is made up of two 
layers above the system layer (HP-UX, 
OSF-MOTIF) : 

- kernel services layer 
- applications layer 

Kernel Services Layer 
This layer forms the basis for the 
applications layer and enables the 
applications software and the UNIX 
system to operate autonomously. 
In the case of transfers to new system 
versions, test operations and maximum 
cover of test cases will involve this layer 
(while the applications layer will in general 
be only slightly modified). 
The kernel services layer is made up of : 
- Libraries providing for standardisation 
and access to common services : 

file management (ASCII for easy 
editing) ; 
. message management (transfer of 
messages into files, windows or 
printers); 
. interprocess communications 
management (message files, shared 
memory, semaphore) ; 
. inter-machine communications 
management 
. time-tag management (time shift 
capability) 

- utilities allowing for simple MASCC 
management : 

. log use (smt, fusion, etc.) ; 

. hardware and software configura- 
tion control ; 

. Digital Data Storage (DDS) ; 

. time synchronisation on different 
computers ; 

- an Agenda which forms the basis of all 
MASCC automation : 

. simple and ergonomic work 
progrzmme editing 
. automatic execution of applications 
defined in a work programme 
. activation and de-activation of 
applications on a local or distant 
computer through the network ; 
. re-run capability in cases of 
incorrect termination of an 
application. 

Figure-2: An Agenda work plan scheme 

Applications Layer 
Strict selection procedures and rules for 
the design of the MASCC applications 
layer have been laid down to ensure easy 
parameterisation and adaptation of the 
product to different satellites and different 
modes of operation. 

Scissoring by "procedure " 
Each cperational hnction is canied out by 
a software package called a "procedure". 
These procedures are in overlay above the 
Kernel Services layer. 
A procedure is an autonomous task 
designed to run without operator 
intervention and to be executed on one of 
the workstations. It may be activated 
automatically by the Agenda (Figure-2) or 
manually by the operator through an 
ergonomic man-machine interface. 

One of the most important design concepts 
consists in excluding the automation 



constraint fiom procedure development, as 
this generally makes software programmes 
more complex and disrupts the design 
process. Automation and flexibility in task 
activation are dealt with by the Agenda. 
Moreover, over-riding of overall 
automation may be activated at will or in 
the case of any anomaly, however slight. 
The other fundamental design concept 
ensues from the first and provides for the 
ready modification of "procedure" 
sequencing, depending on the requirements 
of the operating team, and if necessary for 
additional processing (in the form of a 
"proceduren) without disrupting existing 
tasks and without the need for 
modifications to existing software for 
purposes of integration. Adaptation to 
operating requirements is dynamic in 
nature. 

Building a work plan for one or more days 
involves defining the required procedures 
on the Agenda work schedule (Figure-2). 
Skeleton work plans are available for the 
routine operating mode. 

f I 

Figure-3 : daily routine procedure sequence 

Screen Ergonomics 
The Man-Machine Interface is 
implemented on X11 / Motif standards. 
High resolution screens (1 9" X11 displays) 
are available for the implementation of all 
animated synoptic windows and 
alphanumerical windows. 
Ergonomic specifications (based on the 
OSF 1 MOTIF style guide) have been 

drawn up to ensure that MASCC screens 
are of uniform design. 

MASCC screens are readily adaptable to 
presentation requirements formulated by 
operating personnel. Screen features may 
be modified by means of resource file 
configuration and parameterisation tables. 

Independence from the satellite 
Processing carried out try the software is 
described in tables (System Data Base). 
These tables are formatted on the basis of 
files describing all satel!ite data (system 
constraints, parameters, processing, 
computation laws, transfer functions, 
monitoring, etc.). 
When the processing required to take on a 
new mtellite can be described in these files, 
the software programmes will take the new 
satellite into account without the need for 
modification. 
All software modifications observed in 
different MASCC versions have always 
been justified by specific satellite behaviour 
within a specific mode, and have always 
been kept to a minimum. As a general rule, 
nominal satellite modes are easily 
described in the files available. 

These files may be supplied by the satellite 
designer or fiom data bases containing all 
the relevant satellite-related data. 

Use of ASCIIfiIes k'Rt5-10 format) 
Systematic use has been made of ASCII 
files in SR6-10 format, whether for 
external or internal interface files 
(Command, telemetry or satellite 
description files, etc.). 
The kernel services library provides for 
highly flexible use of these files for the 
various applications. 

The modifications niM: to files during the 
MASCC integration and validation phases 
within a ground segment have been greatly 
simplified thanks to the use of standard 
UNIX tools such as "grep", "awk", etc. 



Any errors in comprehension at the 
interface between two units may be by- 
passed until corrections are made and do 
not block integration. Data sets and test 
cases are readily produced (e.g random 
telemetry files, etc.), so that system 
reliability is enhanced by wide test 
co ;erage. 

Independence between Real Time 
Processes 
Independewe between non real time tasks 
is assessed thruugh the concept of 
"procedures" and the use of Agenda. The 
Agenda synchronises procedures which 
involve data exchange, generally through 
files. 

On the other hand, the tasks running 
simultaneously in real time (telemetry 
processing, command transmission, 
window or synoptic displays, acquisition of 
network blocks, etc ...) are activated in a 
unique procedure and exchange data 
through high rate message queues. 
The MASCC has implemented a protocol 
providing for independence between the 
data-generating tasks and data-consuming 
tasks : the producer / consumer protocol. 

A task providing data (Network interface, 
telemetry, ...) doesn't know tasks using it 
(synoptic display, Telecomrnand, . . .). 

For instance, a synoptic displays Telemetry 
parameters and the receiving station. These 
data are processed by two different 
fbnctions : "Telemetry" and "Network 
Interface". The synoptic needs them for 
display. Hence, the "synoptic" fbnction 
subscribes to these parameters through the 
producer/consumer protocol, without 
knowing who is prcducing them. Once 

initialized, "Telemetry" and "Network 
Interface" fbnctions know through the 
protocol tables, which parameters to 
provide, at which frequency and to which 
receivers. 

This mechznism allows a large genericity 
between Real time tasks and supports easy 
modifications of managed data and 
addition of new consuming tasks, 
delocated or not. 

ADAPTABILITY CAPABILITIES 

In order to validate MASCC adaptability, a 
number of goals were set : 

- adapt to a Low Orbit Satellite; 
- adapt to a Geostatiomary Satellite; 
- adapt to On Board Experiments 
monitoring; 
- carry out the corresponding 
modifications in the shortest delay; 
- display the results on an unique 
platform. 

The easiest adaptation consisted in 
adjusting MASCC to the French 
observation satellite SPOT4, MASCC 
being directly issued of SPOT4 Control 
Center design. 

The Geostationnary Satellite used for this 
test was TELECOM2, French satellite for 
telecommunication and television 
broadcasting. 
The adaptation, here, consisted in 
describing Telemetry in the System Data 
Base. Some particularities of this 
telemetry, such as DWELL data, required 
software modifications. Details of parts 
modified and corresponding efforts are 
provided in the following table. 

- * 'ification details table 
Task 

Telemetries differences analysis 

Ladaptation I I I 
and choice of a soh tion 
"System Base" 

Technical description 

specific tool (awk) 

Modification size Effort 
4 days 

entirely developped 4 days 



I Task I Technical descri~tion 
Adaptation for the archiving 1 specific tool (run task) 

I - dwell characteristics 

telemetry format 
Adaptation of TC2 synoptics 
TM treatments modification 

I I - bits inversion 

specific tool (awk) 
taking into account : 

I Man Machine Interface I new look for the MMI 

I - new format (2 1 fiames) 

- new format (2 1 frames) 1 - n e i  fiquency ( 1 ~ s )  
General information display dwell informations display 

new format display 

telemetry re-run modification 
Telemetry re-run control 

Goptics files creation and checking TM modification 
modification 
Inte ation, validation 
Installation, acce tance n 

taking into account : 

Modifications have been performed by two 
skilled MASCC designers. 

The last adaptation dealt with the 
Telemetry provided by the Russian 
platform MIR, for an off-line analysis of 
parameters (On board Experiments. 
vehicles rendezvous data, . . .). Telemetry is 
available on a diskette for tests in France 
or on an Ethernet network within the 
TSOUP facilities. Both description of this 
Telemetry in the System Data Base and 
efforts in reordering events were required. 
This adaptation, which has been performed 
during two months, is now running in 
TSOUP facilities. 

All these adaptations were performed 
without modifjing the central structure of 
MASCC. Man Machine Interfaces were 
configurated to manage display 
requirements and available supports. 

CONCLUSIONS 

MASCC development was completed in 
late 1993. 

Modification size I Effort 1 
entirely developped 1 4 days I 
-1 
7 sets modified (1000 6 days 
lines) 
4 interface files (80 
lines) 

2--sets modified (20 2 days 
lines) I I 
one data file (20 
lines) 

The system is now operating in the main 
CNES control rooms when launches are 
carried out, to distribute telemetry data to 
the "spacecrafl" specialists. 
Today, the MASCC is being considered as 
a replacement for the SPOT 2 and SPOT 3 
Control Centers now operating, involving 
minimal cost and with up-to-date hardware 
ensuring low cost maintenance. 
The MASCC is included within the 
Control Center selection list being 
reviewed by CNES for its mini-satellite 
programme. 

- 

MASCC enhancements are planned to 
coincide with the implementation of the 
new SPOT 5 generation of Earth 
Observation satellites and others. 

5 days 
4 davs 
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