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PREFACE

This volume contains the proceedings of the ICASE/LaRC Workshop on Benchmark
Problems in Computational Aeroacoustics (CAA). CAA is a relatively new area of research
addressing issues relevant to the acoustic propagation of sound generated by fluid flow.
Advances in computer technology make addressing these issues in a more detailed manner
a possibility. Such advances allow the treatment of the fully nonlinear propagation problem
as well as the direct computation of the acoustic sources, the sound generation problem.
These possibilities are expected to benefit both the validation of models that have been
developed as well as help develop better models for more complex flows. In situations where
calculations are not prohibitively expensive a direct computation of the acoustic and source
fields becomes possible.

When research in this area was first considered several technical challenges were apparent.
The intention of these proceedings is to more fully investigate a subset of these numerical

issues and make some progress in their resolution. These issues include:

1. The small magnitude of the acoustical quantities of interest and the need to distinguish

and extract them from the larger background fields.

2. The sensitive dependence of the acoustical field on phase, dissipation and dispersion

when propagated over large spatial distances.

3. The potentially higher frequencies of the quantities of interest in comparison to those
of interest in the problems more typically addressed in unsteady aerodynamics or

structural vibrations.

4. For the computation of acoustical spectra long time solutions are necessary for com-
puting averages; numerical codes are required to be stable and accurate for long time

integrations.

5. Many codes are designed for stationary problems in which the path of approach to
the asymptotic solution is not important (except from the viewpoint of cost). These
schemes are potentially inadequate for aeroacoustical problems in which time accurate
computations are required. The dissipation, dispersion, and anisotropic biases in these

schemes are now very relevant to the aeroacoustical problems of interest.

6. Time dependent boundary conditions are also required which will not reflect acoustic
waves from imposed computational boundaries yet reflect acoustic waves properly from

real physical boundaries.
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7. As many flows of interest occur at high Mach number nonlinear effects on the sound
propagation problem are to be anticipated. This is in addition to the nonlinear effects
of the sound generation problem and its additional complexity in higher Mach number

situations.

8. The wide range of spatial and temporal scales that require resolution when both the

sound generation and propagation problem are simultaneously considered.

The benchmark problems addressed in this Workshop were chosen with some of these
issues in mind. The primary focus has been on numerical accuracy - dissipation, dispersion
- and on boundary condition issues. There are, in addition, problems on the nonlinear
propagation and on the sound propagation in a non-uniform prescribed mean flow. While
no problems addressing the sound generation problem are posed, there is a sample problem
in which the acoustical field, due to a prescribed fluctuating velocity field, is required. In
general, the problems chosen are simple requiring little computational effort; it is for that

reason computational effort has not been used as a criteria in assessing the different schemes.

Jay C. Hardin, NASA Langley Research Center
J. Ray Ristorcelli, ICASE, NASA Langley Research Center
Christopher K.W. Tam, Florida State University
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BENCHMARK PROBLEMS AND SOLUTIONS
Christopher K.W. Tam

The Scientific Committee, after careful consideration, adopted six categories of benchmark
problems for the workshop. These problems do not cover all the important computational issues
relevant to Computational Aeroacoustics (CAA). The deciding factor to limit {he number of cat-
egories to six was the amount of effort needed to solve these problems. For reference purpose, the
benchmark problems are provided below. They are followed by the exact or approximate analyti-

cal solutions. At present, an exact solution for the Category 6 problem is not available.

BENCHMARK PROBLEMS

Category 1
Problems to test the numerical dispersion and dissipation properties of a computation
scheme (linear waves).
Use nondimensional variables with the following scales

Az = Ar = length scale

@oo (ambient sound speed) = velocity scale
Az .
— = time scale
Qoo

Poo = density scale

2 _
Poolc, = pressure scale

1. Solve the initial value problem
Ou Ou

4 ==0

ot Oz
t=0 u=05exp [—(ln 2) (3)2]

Give numerical solution at ¢ = 100, 200, 300 and 400 over —20 < r < 450. State the size of
At used.

2. Solve the spherical wave problem
Ou u  Ou

R
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over the domain 5 < r < 450, with initial condition ¢ = 0, u = 0. The boundary condition at

r=>3is:
r =9, u = sinwt

(a) w=

Wl &1

(b) w=

Give the numerical solution at t = 100, 200, 300 and 400 for each case. (Do not recast the

equation in a plane wave form.) State the size of At used.

Category 2

Problems to test the nonlinear wave propagation properties of a computational scheme.

Use dimensionless variables with the following scales

Az = length scale

aoo (ambient sound speed) = velocity scale
Az )
— = time scale
Qoo

Poo = density scale

2 _
Pools, = pressure scale

In both problems, the one-dimensional Euler equations are to be solved.

O | Opu _
ot Oz

ou ou) _ _0p
P\3t T8z )" "oz

Op Jp ou
—6—t+u5-$—+7paw =0

(You may use an equivalent form of the Euler equations.)

1. Solve the initial value problem

t=0 u=05exp [—(ln 2) (%)2]

T v o m—o——y o
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1 - v-1
p=—(1+7 1u>
vy 2

PR
p=<1+72 u) ;o y=14

Use a computational domain —50 < z < 350. Give the spatial distribution of u, p, and p at
t =10, 20, 30, 40, 50, 100, 150, 200 and 300.

2. Solve the one-dimensional shock tube problem using the following initial conditions

t=20 u=>0
4.4, r< -2
p=1{ 27+17cos [Q‘”—%—ZE} 2<e<?
1, x> 2 o

Use a computational domain —100 < z < 100. Give the spatial distribution of p, p and u at
t =40, 50, 60 and 70.

Category 3

Problems to test the effectiveness of radiation boundary conditions, inflow and outflow

boundary conditions and the isotropy property of the computation algorithm.

Use dimensionless variables with the following scales

Az = length scale

as (ambient sound speed) = velocity scale
Az )
— = time scale
Qoo

Poo = demnsity scale

Pooti, = pressure scale

In both problems, the linearized two-dimensional Euler equations on a uniform mean flow are
to be solved.
oUu OJE OF

ERE R
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where

p M;p+u Myp+v
U= v’ E= Mg v F= Myv+p
p Mzp +u Myp +v

M, and M, are constant mean flow Mach number in the z and y direction, respectively.

(You may use an equivalent form of the above equations.)

Use a computational domain —100 < ¢ < 100, —100 < y < 100 embedded in free space.
1. Let M, = 0.5, M, = 0. Solve the initial value problem, t = 0.

p=exp [—(m 2) (“’2 ;yz)]
(z —67)% + yz}

p=exp [—(m 2) (xz Zyz)] +0.1exp [_(m 2) ==

A2 g 2
u = 0.04y exp [—(ln 2) (z 6273) Y ]

v = —0.04(z ~ 67) exp [_(m 2 627;2 : yz]

Give the distributions of p, p, u and v at t = 30, 40, 50, 60, 70, 80, 100, 200 and 600.

2. Let M, =M, =03 cos(g-). Solve the initial value problem, t = 0.

p = exp [—(111 2) (“’2 * yz)]

9
- [_(m 2 (:1:2 ;L y* )] +0.1exp [—(m T = 67)222(1/ - 67)2]
"= 00Ky — 6T)exp [_ (1n 2@ =67 ; (y - 67)2]
= —0.04(e — 6T)exp [_ (1n 2)& =87 22 (v~ 67)2]

Note: The mean flow is in the direction of the diagonal of the computational domain.

Give the distributions of p, p, v and v at t = 60, 70, 80, 90, 100, 200, 600 and 1000.

COMCR O] O | e
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Figure for Problem 2, Category 3

Category 4

Problems to test the effectiveness of wall boundary conditions.

Use dimensionless variables with the following scales

Az = Ar = length scale

@ (ambient sound speed) = velocity scale

Az

— = time scale
Qoo

Poo = density scale

2 _ e
Pecly, = pressure scale

1. Reflection of an acoustic pulse off a wall in the presence of a uniform flow in semi-infinite

space.
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Figure for Problem 1, Category 4

Use a computational domain —100 < z < 100, 0 < y < 200. The wall is at y = 0. The

linearized Euler equation in two dimensions are

P Mp+u v
d |u 0 | Mu+p o (0]
ot |v|To| Mo [Tay|p| ="
P Mp+u v

where M = 0.5. The initial condition is

N {_(m . [a:z + (gs— 25)2] }

Give the pressure field at ¢ = 15, 30, 45, 60, 75, 100 and 150.

2. Acoustic radiation from an oscillating circular piston in a wall

i
{

Piston E 10 100
z'.’}fBE/////// /

-1

Figure for Problem 2, Category 4

Radius of piston = 10. Velocity of piston u = 1074 sin(ﬂ). Use a computational domain
0 <z <100,0 < r < 100. The wall and the piston are at £ = 0. The cylindrical coordi-

nate system is centered at the center of the piston. With axisymmetry, the linearized Euler

1T
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equations are

p v z u
0 |u 0 0 0 |p
= = il =0
alv| o |p| 0| a0
P v C u
The initial conditions are:
. . . e .. 11 3 .
Give the time harmonic pressure distribution at the beginning, 15 and 1 of a period of

piston oscillation.

Category 5

Problem to test the suitability of a numerical scheme for direct numerical simulation of very
small amplitude acoustic waves superimposed on a non-uniform mean flows in a semi-infinite
duct.

Use nondimensional variables with the following scales

Az = length scale

doo (sound speed far upstream) = velocity scale
Az )
— = time scale
Goo
Poo (density of gas upstream) = density scale

2 _
Poole, = Ppressure scale

A small amplitude sound wave is incident on a convergent-divergent nozzle as shown

T~ —

M=0.5 Sound Wave Supersonic

—="\/\

200 | 80
: :

Figure for Category 5 Problem
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Use a computational domain —200 < = < 80. The area of the nozzle is given by

134 z < ~100
A(z) = { 117 — 17 cos (ﬁ%) ~100 < 2 < 19
97.2 + 0.3z 19 <z < 80

The quasi-one-dimensional unsteady flow equations are

OpA | OpuAd
o tor 0
Ou Ou Jp
p(*&**’-u%)-l-gg—o
OpA  OpuA OuAd
o "o T pg =0

Far upstream z < —200, there is an incoming acoustic wave. Together with the steady inflow, the

velocity, pressure and density are given by

u M 1

= |1 + 11| esin |w L ¢ '
P 7 . 1+ M
P 1 1

Take v = 1.4, M = 0.5, ¢ = 107%, w = 0.1m, calculate the transmitted sound wave at the nozzle

exit. Give p(t) — P over a time period; P is the time averaged pressure.
Category 6
Problems to test the ability of a numerical scheme to calculate aeroacoustic source.

Use dimensionless variables with the following scales

Az = length scale

as (ambient sound speed) = velocity scale
Az :
— = time scale
Qoo

Poo = density scale

2 _
Pools, = pressure scale

1. Sound generation by gust-blade interaction (two-dimensional)

8

IR | i v |



x

—t -
AN~
Mo | A flat plate
N
—

Figure for Category 6 Problem

Use a computational domain —100 < z < 100, —100 < y < 100. The blade is a flat plate of
length L (L = 30) lying along the z-axis centered at the origin. There is a Mach 0.5 uniform

mean flow in the z-direction. The mean flow carries a gust with velocity component in the

A
v =0.1sin [g (M:—t>], My =0.5

The linearized Euler equations are

y-direction given by

p Mep+u v
J |u 0 | Myu+p 0 (0]
g |v| Yo | Mo |Tay|p| "
P Moop+u v

Determine the intensity of radiated sound, p?, along the coordinate lines z = 495 and y =

+95.

SOLUTIONS

Category 1

Problem 1. The solution is

u(z,t) = 0.5 exp [—(en 2) (’” ;tﬂ

Problem 2. The solution is

|0, r>t+4+5
u(r,t) = sinw(t —r + 5)], r<t+5.
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Category 2

Problem 1. An approximate solution can be found by using the simple wave assumptions (Chap-

ter 6, G.B. Whitham, “Linear and nonlinear waves”). These assumptions are

1. The flow is isentropic

2. The Riemann invariant 72_“1 —u = 7 —=7, which starts from the uniform region ahead of the

pulse, is valid everywhere.
With these assumptions, the Euler equations reduces to the nonlinear simple wave equation

Ju y+1 \O0u
8t+(1+ 2 )55

This quasi-linear first-order equation can be solved by the method of characteristics. For the
given initial conditions, a shock will form at the front of the pulse as the disturbance propagates

to the right. The location of the shock may be found approximately by the use of Whitham’s

equal area rule.

Problem 2. The standard shock tube solution is a good approximate solution. The standard so-

lution is available in most books on gas dynamics.

Category 3

Problem 1. Let a; = gg—zl ap = 22 M_05,77=[($—Mt)2+y2]%.

25
The solution is

(w — Mt)

5 6“"‘1 sm(ft).]l(fn)f dé + 0.04ye~2l(z—67-M?) +y7]
arn

e 2
/ Ta sin(€t)Jy(€n)€ d€ — 0.04(z — 67 — Mt)e —az[(2=67-M1t)*+y?]

v= 2(11
0o :
1 2
= 5o [ €7 costen(ent de
0
p=p+ 0.16—012[(3;—67—Mt)2+y2]

where Jo( ) and Ji( ) are Bessel functions of order 0 and 1.
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(Reference: C.K.W. Tam and J.C. Webb, “Dispersion-Relation-Preserving finite difference
schemes for computational acoustics,” J. Computational Phys., Vol. 107, pp. 262-281, 1993.)

Problem 2. The solution can be obtained from that of problem 1 by a coordinate transformation.

Category 4

Problem 1. Let a = UZL;Z, n=[(zx - Mt)® + (y - 25)%]%, ¢ = [(z — Mt)* + (y + 25)2].
The solution is

- - Mt) / e sin(et)J (6n)€ dé + (x—z_fm)- [ e simtenniecreae
0

(y 25) 76

p=p= 5z [ < cos€tln(én) + Jo(eC)ede

(y 25)
2a(

n“‘f“w

sin(€4)J1 (én)€ df + / e~ 35 sin(60) 1 (£C)¢ de
0

Problem 2. Let e =104, R=10, w =

The solution is

iy

—p—Re l:em/(gjl(SR) Jo (é- ) —(£2~w )2z :wtdEJ

-

u=1Im [—eR / J1(¢R) Jo(gr)e-“ oo~ “”’d{}
J

fR) R Jem (€ Ea- ““df}

where Re[ ] = the real part of and Im[ | = the imaginary part of.

Note: (€2 —w?)¥ = —i[€? — w2} for £ < w.

11
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Category 5

A fairly accurate solution of this problem can be found by first determining the governing
equations for the amplitude functions of the time-periodic disturbances inside the nozzle. These
equations are ordinary differential equations but with variable coefficients. They can be inte-

grated numerically.
Let the solution be separated into a mean and a time-periodic part in the form

p P plz) |
u| =|%|+ Rel | d(z)]| e ™"
p P plz)

The physical quantities of the mean flow at the nozzle throat will be denoted by a subscript *.
With the area ratio A./A; known, where A; is the area-of the uniform duct, p, is first found by

2
v+1 fl_* + 2 — it + 1 p'y—l
A1 vy - 1 Y — 17"
The other variables at the nozzle throat are given by

1 o -t
D+ = Py Usx = Px

solving the equation

The mean flow solution is

PUA = pausAx
P _ (f.)v
P« Px
=32 2
N S S A Y
2 y-1p« 2 y—1p.

du 1 [ _,du —— __du dp ~pdA . v d@A) .
dr ~ (pu’® —7D) -—y(—i—p—i-(zwpu—pu dz + r Ade ) T\ T A4 da
dp 1 [ du. .. c__du __dp yppudA) .
@~ G P 7pu-;,0+(—2w7pp>+7pp‘ — —Pu e

(1)
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In the uniform region of the duct, the solution of (1) that matches the incoming acoustic

wave is
p 1] 1]
Ul =—te|1| e M f¢c| —1] eT-M (2)
P 1 1

In (2), the second term represents the reflected acoustic wave. The unknown amplitude ¢ is to be

determined later.
Equations (1) have a regular singular point at the nozzle throat (z = 0). Near the throat,

there are two non-singular series solutions. The first two terms of these solutions are

p { WPy 2”*}u+{ —i + L3 po + prz +
P= 1 d2A . 0 d2 A T ) Do P11z v
e (& h]r o (Gl w

(3)

where ug and pg are arbitrary constants. pq, 41 and p; are functions of up and pq.

A numerical solution of (1) can be constructed by starting the solution slightly upstream of
the nozzle throat at * = —§ (6 << 1) using (3) as the starting solution. (For small §, the terms
of the series involving ¢ and powers of § may be neglected.) The numerical integration proceeds
upstream until the uniform duct region is reached. At this point, the numerical solution must
match solution (2). This provides three algebraic equations for the three unknowns pg, ug and c.
Once these constants are found, the solution upstream of the nozzle throat is known.

For the solution downstream of the nozzle throat one can start integrating (1) numerically at
a point just downstream, say at ¢ = . Again (3) is used as the starting solution. The numerical
integration proceeds downstream until the nozzle exit is reached. With py, ug already found, the

amplitude functions are now completely determined along the entire length of the nozzle.

Christopher K.W. Tam
Department of Mathematics
Florida State University
Tallahassee, FL 32306-3027
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Application of Essentially Nonoscillatory Methods to Aeroacoustic Flow Problems

Harold L. Atkins
NASA Langley Research Center
Hampton, VA

SUMMARY

A finite-difference essentially nonoscillatory (ENO) method has been applied to several of the
problems prescribed for the workshop sponsored jointly by the Institute for Computer Applications in
Science and Engineering and by NASA Langley Research Center entitled “Benchmark Problems in
Computational Aeroacoustics.” The workshop focused on computational challenges specific to aeroa-
coustics. Among these are long-distance propagation of a short-wavelength disturbance, propagation of
small-amplitude disturbances, and nonreflective boundary conditions. The shock capturing-capability
inherent to the ENO method effectively eliminates oscillations near shock waves without the need to
add and tune dissipation or filter terms. The method-of-lines approach allows the temporal and spatial
operators to be chosen separately in accordance with the demands of a particular problem. The ENO
method was robust and accurate for all problems in which the propagating wave was resolved with 8
or more points per wavelength. The finite-wave-model boundary condition, a local nonlinear acoustic
boundary condition, performed well for the one-dimensional problems. The buffer-domain approach
performed well for the two-dimensional test problem. The amplitude of nonphysical reflections were
less than 1 percent of the exiting wave’s amplitude.

INTRODUCTION

Essentially nonoscillatory (ENO) methods have been under development at NASA Langley Research
Center (LaRC) since 1988. The algorithms are intended for flow simulations that require a high degree
of accuracy but that also contain shock waves or other fluid discontinuities. One early use of the method
was in the simulation of supersonic shear-layer instabilities (ref. 1) in which small “eddy shocklets”
appear. Both control-volume (ref. 2) and finite-difference (ref. 1) approaches have been implemented
and applied to a variety of validation cases (ref. 3) to compare their strengths and weaknesses. Recent
recognition that the methodology is an appropriate tool for the study of high-speed jet noise has prompted
some ground-laying work in the area of aeroacoustics. Work in this area includes the development of
nonreflective boundary conditions (ref. 4), and improved spatial operators based on bandwidth resolution
rather than strict order properties (ref. 5). Applications of ENO methods have included studies of
shock-wave interaction with various other waves (ref. 6) and the combination of ENO methods with
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Kirchhoff’s method for far-field noise prediction (ref. 7).

The works cited above demonstrate that although the ENO approach is intended for problems that
contain discontinuities the method also performs well for smooth problems. The problems prescribed
for this workshop focus on several difficulties specific to aeroacoustics. Among these are long-
distance propagation of a short-wavelength disturbance, propagation of small-amplitude disturbances,
and nonreflective boundary conditions. This work describes the performance of the finite-difference
ENO method for several of these problems. The first section gives a brief description of the method; a
more detailed description can be found in ref. 1. The following section describes the results of applying

the method to the workshop problems in categories 1, 2, 3, and 5.
METHODOLOGY

The program used for the benchmark problems implements the finite-difference form of ENO for
the Euler or Navier-Stokes equations in a full three-dimensional curvilinear form. The program runs
efficiently in one- or two-dimensional modes and has quasi-one-dimension and axisymmetric capability.
The program is third order in time and up to fifth order in space (user selected). The program was
modified for the category 3 problem, which prescribes the linear form of the Euler equations; however
no attempt was made to optimize the implementation to take advantage of the linearity. The category 1
problem, which involved scalar advection, was solved by using a linear algorithm with operators similar
to the “preferred” operator of the Euler/Navier-Stokes program. The meaning of “preferred” will be
addressed later in this work. The basic method is described here for a one-dimensional conservation law:

ou N oF 0
ot or
The finite-difference form of ENO was proposed by Shu and Osher (ref. 8) as an efficient means
of implementing the ENO strategy in multiple dimensions. The approach is well suited to a method-

of-lines approach, and one-dimensional forms are easily extended to two or three dimensions. The
time integration is performed with the following three-stage third-order Runge-Kutta method due to

Shu (ref. 9):

VO = U@t")
VE = oV 4 (1 ——ak)(Vk_l _ AtSk‘l) k=1,23
where a; = 1, a2 = 3/4, a3 = 1/3, and S denotes the spatial operator. This form of Runge-

Kutta is total-variation diminishing (TVD), which is important to the overall stability of the ENO
approach. High-order forms have been developed; however, the third-order form was chosen as a

trade-off between storage and accuracy.

__ The spatial operator is evaluated with a conservative flux-splitting approach. A split numerical flux
F* is defined as an expansion of the split physical flux that achieves an approximation of the spatial
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derivative to the desired order of accuracy.

N
S= =5 +0[@a"]
N
~p anF:k
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Ft=F + XU
a _-:1 a fned :—1 a - __’7— T o. a = —73
0= » B = 90 ™7 5e700 7“0 T 37503, 554, 560

a3=a5=a7=---=0

In this splitting, X is a smooth function that is larger than the absolute value of the largest eigenvalue
of the Jacobian of F'. The split numerical flux is evaluated by fitting a polynomial through the split
physical flux and differentiating as needed. Polynomials with different stencils may be used for each
element of each flux; however, they must be chosen such that they are upwind in some sense.

The polynomial stencil is chosen by a solution adaptive procedure that results in the essentially-
nonoscillatory property. Because the spatial operator depends on the solution, the algorithm is inherently
nonlinear even if the problem to be solved is linear. The original adaptation procedure of Harten et al.
(ref. 10) makes use of the divided-difference table of the solution to construct a polynomial whose
stencil covers the smoothest segment of the solution that contains a specified starting point. Hence, the
stencils for F'* and F~ can be biased upwind by choosing a starting point that is upwind. Although
this adaptation procedure ensures the desired ENO property, it has convergence problems that affect
long-time calculations (refs. 11and 12). The adaptation procedure used here avoids these problems by
making the stencil choice a continuous and smooth function of the solution. With this procedure, for a
smooth solution the stencil choice approaches a predetermined preferred stencil as the mesh is refined.
The preferred stencils for F* and F'~ are one-half-cell upwind and result in a linearly stable scheme.
To increase the computational efficiency, all elements of a given flux use the same stencil, which is
chosen by examining a single test function ( e.g., the density).

RESULTS OF BENCHMARK CASES

The finite-difference ENO method has been applied to the problems in categories 1, 2, 3, and 5.
Results for categories 2 and 5 are presented first because these problems required little or no changes
to the program and the algorithm described above. A discussion of the results for categories 1 and 3
follows. Unless otherwise noted, all results are third order in time and fifth order in space, with 64-bit
precision and a Courant-Friedrichs-Lewy (CFL) number of 0.5. Also, all problems prescribed a uniform
grid with unit spacing; hence, the size of the domain also indicates the number of grid point used.

Category 2 prescribed two problems that were designed to test nonlinear wave propagation. Both
involve the one-dimensional Euler equations, but they have different initial conditions. Problem 1 starts
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with a Gaussian pressure distribution and velocity and density distributions that are appropriate for a
right-traveling acoustic wave. The wave quickly steepens into a shock wave that propagates to the right
and weakens. The initial Gaussian distribution is resolved with 10 points across its half-width. Figure 1
shows the pressure and density for ¢t = 0, 50, 100, and 300. The inset in the pressure plot reveals no
oscillations in the neighborhood of the shock at ¢ = 100. The dip in density near x = 50 is due to

entropy produced by the shock formation.

The initial conditions for problem 2 of this category consist of two piecewise-constant pressure
regions connected by a cosine function over a four-point region. The initial velocity is zero and the
density is given by the isentropic relation. This initial distribution quickly evolves into a left-traveling
acoustic wave, a convecting entropy wave, and a right-traveling shock wave. Figure 2 shows the pressure
and density distributions for ¢ = 0, 30, 50, and 70. The inset shows the density in the neighborhood
of the entropy wave for ¢t = 50. As before, no discernible oscillations exist near the shock. For
both problems 1 and 2, the shock wave has exited the domain by the final time. The finite-wave
model (ref. 4) used for the boundary condition allows the shock to exit the domain without any visible
reflection. For comparison, an additional simulation was performed in which the domain was extended
by 10 points so that the shock did not leave the domain. The results of this case overlay the results

of the workshop test case.

The purpose of the category 5 problem is to assess the ability of the method to resolve a low-
amplitude disturbance in a nonuniform flow. The test case consists of a shock-free quasi-one-dimensional
flow in which a periodic disturbance with an amplitude of p/pe = 1.4x107% is added at the inflow
boundary. The mean flow is accelerated from a Mach number of 0.5 to supersonic conditions through
a converging-diverging nozzle. The area distribution is defined by three regions that have second-
derivative discontinuities at their interfaces. These discontinuities in the geometry were expected to
produce some error (ref. 3); however, the effect was less than anticipated.

The problem has been solved in two ways. The first approach is to obtain a discrete steady-state
solution simply by a long time-accurate simulation. The residual is reduced to machine zero to ensure
that the small disturbance to be added is well resolved. The simulation is restarted from the discrete
steady state solution and is continued for 21 periods, during which the disturbance is imposed at the
inflow boundary. The requested measurements of [p(t) — p]/(pa’,) are taken during the 21st period.
An alternative approach is to force the exact quasi-one-dimensional solution to satisfy the discrete
spatial operator by adding a forcing function. The forcing function that achieves this is simply the
usual spatial operator evaluated for the exact quasi-one-dimensional solution. The procedure is easily
implemented by computing and storing the residual for the initial solution and then subtracting that
residual from the instantaneous residual during the time integration procedure. The results of the two
methods are identified by the terms “direct approach” for the first method and “residual subtraction”

for the second method.

Figure 3 illustrates the convergence history and the mean-flow solution of the direct approach. The
dashed line in fig. 3(b) indicates the difference between the discrete mean-flow solution and the exact
quasi-one-dimensional solution. As expected, jumps in the error occur at the point where the area
definition has discontinuous second derivatives. Figure 4 shows the perturbation pressure (p — P)/peo
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for times of 2, 4, and 8 periods obtained with both the direct and residual subtraction methods. Both
methods give the same prediction for the perturbation in spite of the error in the mean-flow solution
for the direct approach.

The problems in category 1 are intended to test the dispersion and dissipation properties of the
method for a linear advection problem. Because the Euler/Navier-Stokes code could not be easily or
* efficiently modified to solve a scalar equation, a linear algorithm that uses the same preferred spatial
operator and time integration was written for this case. However, the use of a linear algorithm may
actually be more appropriate than the application of the nonlinear ENO algorithm. As in the category
5 problem, an acoustic disturbance will most likely be small in amplitude; thus, assuming the mean
flow is smooth, the ENO adaptation process will essentially return the preferred stencil. Because the
category 1 problems prescribe waves with amplitudes on the order of one, the adaptation procedure
would respond to the wave itself.

Category 1 consists of two problems that are similar to those of category 2 and 5; however, these
problems have more demanding resolution requirements. The initial condition for the first problem is a
Gaussian distribution similar to that of problem 1 from category 2; however, the Gaussian half-width is
resolved with only 6 points instead of the 10 points used in the earlier problem. The second problem in
category 1 has two cases, both of which are similar to the category 5 problem in that a periodic wave
is specified at the inflow boundary. The major difference is that the wavelengths prescribed for the
category 1 problems are much shorter, with only 6 or 8 points per wavelength instead of the 30 points
per wavelength specified for the category 5 problem. An important consequence is that the waves of
the category 1 problems are examined for propagation distances as large as 75 wavelengths, whereas in
the category 5 problem the wave propagated less than 10 wavelengths to reach the exit.

Figure 5(a) shows the solution at ¢ = 100, 200, 300, and 400 for the first problem of category 1.
Results are shown for both fifth-order (solid line) and fourth-order (dashed line) spatial operators. Only
the fourth-order operator was presented at the workshop. Figures 5(b) and 5(c) show an enlarged view
of a portion of the solution at ¢ = 400; the solutions are similar, and the error of the fifth-order case
is approximately 10 percent.

Problem 2 of this category is governed by a nonhomogeneous equation that produces a decaying
solution, as illustrated in figs. 6 and 7. The solid line indicates the amplitude envelope of the exact
solution; the numerical solution is shown as a dashed line. At ¢ = 300 (figs. 6(a) and 6(b)), the wave
front for the case with 8 points per wavelength has propagated 37.5 wavelengths. At this time, both the
fourth-order and fifth-order methods show the effects of dissipation; however, the fifth-order method
is noticeably improved. At the same time, the solution that is resolved with 6 points per wavelength
(figs. 7(a) and 7(b)) is completely damped for the fourth-order method and nearly so for fifth-order
method. This result was expected based on earlier work (ref. 5) in which a set of optimized operators
were developed. The large transient at the front of the wave is a result of the abrupt start-up of the
simulation. If the amplitude of the wave imposed at the boundary is smoothly increased from zero, the
transient is eliminated; however, this procedure has little effect on the solution behind the front.

The category 3 problem employes the linear Euler equations in two dimensions to test nonreflective
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boundary conditions and scheme isotropy. The category defines two problems, only the first of which
is solved here. This problem consists of a rectangular domain with initial conditions that prescribe a
circular convective wave and a circular acoustic wave, as shown in fig. 8. The origin of the waves are

such that both waves reach the right boundary at the same time.

Due to its modular nature, the Euler/Navier-Stokes program was modified to solve the linear Euler
equations with relative ease. All boundary conditions, including the inflow, are implemented by a buffer
domain approach. This method involves adding a region of points around the physical domain (also
shown in fig. 8), in which the governing equations are modified such that all eigenvalues at the outer
boundary of the buffer domain are indicative of outbound waves. For the linear Euler equations, this
modification is easily accomplished by defining the linear Mach parameter as follows:

(i—ib)]'c

(ie - ib)

MI = Mx + (:}:1.3 - Mx)[

=
i

M, +(:!:13—M)[(( 7)]

where M, and M, are the interior values and M, and M\y are the values in the buffer domain. Subscripts
b and e denote the boundary between the physical domain and the buffer domain and the outer edge of
the buffer domain. The & sign switches between + on the right and top boundaries and — on the left
and bottom boundaries. The parameter « allows some control over the smoothness of M at the interface
of the physical and buffer regions. In addition to modifying the equations, the grid in the buffer region
was stretched slightly so that the maximum CFL number did not occur in the buffer region.

Figure 9 shows the density obtained with x = 2 and with 20 points in the buffer domain at

t = 100, 200, and 250. The dark band indicates the boundary between the physical domain and the
buffer domain. The waves remain cylindrical, and reflections are small. The minimum contour level is
+0.0025. Figure 10 shows the pressure on the horizontal (y = 0) and vertical (x = 0) centerlines of the
domain. The scale has been reduced for the plots in which the prescribed wave has left the domain,
so that the nonphysical reflection can be seen. On both axes, the reflected wave is less than 1 percent

of the wave that exited the domain.

CONCLUSIONS

The finite-difference essentially nonoscillatory (ENO) method performed well for all problems solved
with adequate resolution. The fifth-order spatial operator gave accurate results for waves resolved
with 8 or more points per wavelength, although the dissipation was noticeable in cases with long
propagation distances; 6 points per wavelength was not adequate. Shock waves were captured without
large oscillations and without additional dissipation. The finite-wave-model boundary condition was
accurate and robust (shocks were able to exit without reflection) for the one-dimensional cases in which
it was applied. The buffer-domain approach was easy to implement and worked surprisingly well,
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even at inflow boundaries. The method-of-lines approach offered flexibility, and allowed temporal and
spatial operators to be optimized as needed.
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Figure 1. Solutions for problem 1 of category 2 at ¢ = 0, 50, 100, and 300. Insert shows pressure

near the shock at ¢ = 100.
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Figure 2. Solutions for problem 2 of category 2 at ¢ = 0, 30, 50, and 70. Insert shows density near

entropy wave at ¢t = 50.
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Figure 4. Perturbation pressures for the category 5 problem at various ¢.
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COMPUTATIONAL AEROACOUSTICS USING HYPERBOLIC WAVE
PRIMITIVES

Sanford S Davis
Fluid Mechanics Laboratory
NASA Ames Research Center
Moffett Field CA 94035

SUMMARY

A compact high order three-spatial point, two-time level dissipationless scheme is
derived by matching amplification factors from differential and difference forms
hyperbolic systems of partial differential equations. This approach has the advantage of
allowing large time steps (Courant numbers of one) and imposing boundary conditions
that are globally compatible with the wave operators. Solutions are presented for planar
and spherical one dimensional acoustic waves and more complex wave patterns in two
dimensions.

INTRODUCTION

Computation of steady-state solutions to fluid flow problems are now well established.
In some cases the same algorithms are used for unsteady flow, but results to date are
mixed. A problem with these CFD-type algorithms is dispersive error that distort
propagating waves. Dispersion is caused by numerical artifacts that selectively alter
phase shifts among the component wavelengths at each time step. In complex problems,
it is not possible to separate algorithmic dispersion from true physical dispersion. These
effects are more subtle than amplitude related artifacts (dissipation) that cause either
catastrophic failure or excessive smoothing.

A new approach to dissipationless finite difference schemes was reported in Ref. 1 where
dispersion errors are analyzed and compared with other published schemes. In Ref. 2 the
algorithm was used to compute simple acoustic waves. In this paper, the algorithm will
be rederived for a system of first order hyperbolic partial differential equations in two
space dimensions. A process of operator splitting and diagonalization into primitive
scalar wave equations is used to simplify the multidimensional problem. Once split into
its simplest components, a basic fourth order implicit algorithm is used to advance each
primitive. Solutions are presented for Category One and Category Three benchmark
problems.

FINITE DIFFERENCE FORMULATION

Consider a one dimensional first order hyperbolic system %t—]' +A -‘% =0. IfAisa

constant matrix with real eigenvalues, it can be diagonalized into P-*AP and the system
iZ A

reduced to the uncoupled normal form 5t A = 0. The physical solution to the

matrix system is simply U = P'Z at each time step. It is sufficient to examine only the
du, du

simple scalar wave equation Freae 0 to solve the one dimensional system. The

dispersion relation associated with the simple wave operator is iw + ika = 0 where w is
the radian frequency and k a spatial wavenumber. The dispersion relation connects space
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and time scales in a simple manner. If tis a discrete time increment, the ratio of

harmonic solutions at two subsequent times at the same spatial location X is:
l(t + T) ei(m(n+l)t+lx)
) - oo " €. Introducing the dispersion relation to eliminate the radian
u e

frequency, the amplification factor involves two important parameters: the Courant
number Cn = av/h and the nondimensional wavenumber kh = 2rxh/A.

U+l = yre—iCnkh (1)

The amplification factor has magnitude unity and its phase is directly proportional to both
Cn and kh.

Next consider a plane wave defined on a uniform grid (x,t) = (jh,nt) such that
uy = ei@m++m) _ This generic plane wave is used as an intermediary to find the best local

approximation on a two time-level, three-spatial point stencil. The molecule is:

QU + i + autil = bty + bt + b, 2
Substitute the discrete plane wave into Eq. (2) and use Eq. (1) to obtain the formula:

ut by + e +bzei’fh - eiCnkh 3)
ur o a +a,e® + qe®

If the constants are real, and if b, = a,, b, = a,, and b, = a,, the ratios are complex
conjugates and Eq. (2) is dissipation free. The two remaining constants are computed by
matching the first and third terms in Taylor series expansions about kh = 0. The constants
depend only on the Courant number and the final fourth order algorithm is:

n+1

(Cn=-1)(Cn -2)ut =2(Cn=-2)(Cn+2)u}"* +(Cn+ 1)(Cn+2)uj} =

4

(Cn+1)(Cn+2)u5, - 2(Cn-2)(Cn+2)u; +(Cn-1D)(Cn-2)u}, @
This algorithm has been derived previously by others using conventional finite difference
approaches. It can be considered "compact" since fourth order is achieved not with five
spatial grid points at each time level, but by using the space-time connection afforded by
the dispersion relation to maximize accuracy. If five points at each time level are
allowed, an eighth order algorithm may be derived (Ref. 1).

Some features of this derivation are: (1) It does not rely on separate finite difference
approximations in space and time; (2) It yields maximum accuracy for a given mesh
stencil; (3) The procedure can be extended to systems with non constant coefficients
(which can arise from linear but variable coefficient problems, non linear effects,
stretched meshes, or combinations thereof); and (4) Explicit recognition of the

wavenumber kh=2xh /A as a fundamental parameter in the analysis.

The two dimensional first order system ac?(t] +A o.g-+ B ég = 0 is analyzed in a similar

manner but with a significant difference: As above, a local harmonic solution of the form
e+ +iat i inserted into the equation to define the matrix dispersion relation
ial +ikA +iIB = 0. Following the same sequence as above, solutions at subsequent time
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steps are related by U(t + T) = e U(¢) or, in terms of the spatial scales
U(t+ 1) = e -Brh[](t), In this formula, p is the ratio ¢h, kh is 2xh/A in the x direction
and lh is 2xh/A in the y direction. The basic formula now involves matrix exponentials.

Next consider a plane wave defined on a discrete grid (x,y,t) = (jh,mh,nt) such that
up, = e“@msthdm) The discrete form of the incremental solution is now

Upil = e-4ih-Bpj n . One could attempt to split the operator in an obvious manner, but

this would not be appropriate since matrix exponential do not commute; e.g.
eA+B g gAgB 2 gBe A,

Instead, a process attributed to G. Strang in Ref. 3 is used that is formally correct to
second order in the matrix exponentials:

Upst = 5 (eihth o + g-tpbg-itoin ) Uy, )

This alternating splitting was found to be very accurate; the order of computed solutions
seem to be closer to fourth than second order. Each stage in the splitting is equivalent to
a one dimensional matrix equation in the indicated coordinate direction; that is the

formula U* = e-## [J» implies that U* is the solution of %g- +A %— =0. These one

dimensional matrix equations can be solved using the eigenfunction procedure outlined at
the beginning of this section.

BOUNDARY CONDITIONS FOR ONE DIMENSIONAL INITIAL-BOUNDARY -
VALUE PROBLEMS

Classical explicit methods such as Lax-Wendroff and its variants are suitable tools for the
numerical integration of initial-value hyperbolic systems. Difficulties arise when
boundary conditions are imposed. This point is discussed in Refs. 4 and 5. There are
three cases to be considered depending on the eigenvalue spectrum of A. If A is positive
definite and initial values are given on the half line t=0, x>0, boundary values along the
line x=0, then the problem is well posed in the first quadrant. If A is negative definite
and initial values are given on the half line t=0, x<0, boundary values along the line x=0,
then the problem is well posed in the second quadrant. If a two-point boundary value
problem is given, and A possesses both positive and negative eigenvalues, forward and

backward waves are generated. The problem is now well posed if components of U on
each boundary match the number of positive and negative eigenvalues. This is rarely true
in practical problems.

The new method used here for radiation boundary conditions is to impose boundary
conditions on the left for normal solutions with positive eigenvalues and boundary
conditions on the right for those with negative eigenvalues. In practice, these imposed
boundary conditions are not given explicitly, but must be deduced from the solution at
the previous time step. Each one dimensional matrix equation is solved as described and
then reassembled as outlined in the previous section.

CATEGORY ONE, PROBLEM ONE
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The initial pulse is given as u(x) =.5¢(-***12 and the exact solution of %tu- + -ZE =0 is
X

u(x,t) = u(x-t). A numerical solution is required on the domain -20(1)450. This simple
problem can be analyzed precisely from an analysis of dispersion errors. The dispersion
plot for two Courant numbers are shown in Fig. 1. Over the allowable range of

wavenumbers from O to x the exact slope is -Cn from Eq. (1) and is depicted by the
straight lines. The discrete part of Eq. (3) is shown as a solid line and a second order
form of Eq. (2) -- a standard Crank-Nicolson scheme centered at the half-time step -- is
shown dashed. The dispersion plot shows that if Cn=1 the algorithm is an exact solution
while at Cn=.5 only wave numbers to about 1.3 are correctly resolved. The initial pulse
has significant energy content to about kh=1.8 from the chosen mesh. Predicted pulses at
t=100,200,300, and 400 are shown in Fig. 2 for Cn=.5. The incorrect phase resolution of
short waves in the range kh=1.3-1.8 leaves a small but growing "tail." Note that the
amplitude of the signal is reduced due to redistribution of wave energy into the tail as this
algorithm has no dissipation. Figure3 presents the same information but at Cn=1. The
wave is predicted exactly and will remain exact for all times. This behavior could have

been predicted from Fig. 1 alone.
CATEGORY ONE, PROBLEM TWO

The simple spherical wave % Pl %”r-- 0is to be solved on the domain 5(1)450. The

exact solution is u(r,t) = SSm(wt wr +5w)/ r. The presence of the term not involving
first derivatives in the equation requires some analysis. Consider a plane wave

solution eX=t+) from which follows the dispersion relation iw+ik + 1/r = 0. Using this
relation to eliminate the radian frequency from the amplification factor, the analog to Eq.

(1) is:

Ul = Ure=Cnh-tr o yno-iCnkh g-vr (6)

This splitting property of the scalar exponential suggests a two step approach. (1) The
formula u* = ure-vr implies that u* is the solution of the ordinary time-domain

differential equation %tu_ +—=0. This equanon can be solved at any r usmg standard

methods. (2) The formula u"*‘l = 'e-iCnkh ig sxmply a representation of the scalar wave

uation. The outcome after two steps (which commute with one another from properties
of the exponential) is the updated solution. Note that the first step does not involve the
wavenumber k since no spatial derivatives are involved.

Solutions are required for the two radian frequencies w=xn/3 and w=x/4 corresponding to
6 and 8 points per wavelength respectively. Only the more severe test case w=n/4 will be

presented here. Computations for Cn (equivalent to time step T) of 0.125 and 1.0 will be
shown. Figure 4 presents the general character of the solution. The value of Cnis 0.125
and the time is 400. The wave envelope decays at 1/r and the wave front, although
decayed, has progressed to r=405. The problem for Cn=1 looks similar at this scale. A
microscopic view near the wave front for these two Courant numbers is shown in Figs. 5
and 6. Thirty two hundred time steps were required for the wave to reach x=405 at
Cn=.125 as depicted in Fig. 5. Dispersion errors have severely compromised the wave
front. Figure 6 indicates the case where Cn was increased to the "perfect resolution”
value of 1.0. The wave is predicted exactly. Even though a microscopic analysis of the
simulation shows significant differences, the global patterns as exemplified by Fig. 4 for
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Cn=.125 may be adequate for certain applications. At any rate, it is always desirable to
use the largest time step possible.

CATEGORY THREE, PROBLEM ONE

The problem to be solved is

pl (U a 0 0 pl |0 0 a O P
0 0 0 00O
2u+ U a_é_u+ iu=0 )
alvi |0 0 U Oj&xj|v|i |0 0 0 al|oy|Vv
pl {0 a 0 U pl |0 0 ao p

where x, y, and t are physical quantities and the Mach number M = U/a = 0.5.
The perturbation density, velocities, and pressure are normalized by p,,, a, and p_a’

respectively. Initial conditions are given as a combination of an acoustic pulse at the
origin and a combined entropy/vortex centered at (x,y)=(67,0). Numerical solutions are
required on a 201 x 201 mesh centered at the origin with step size one. Initial conditions
were chosen so that the acoustic and entropy/vortex wave fronts first meet at the outflow
boundary x = 100. This problem was designed to test the propagation algorithm and
imposition of radiation boundary conditions.

The solution process follows the following steps: (1) Reduce the equation to component
one dimensional matrix equations as described above. The matrices A and B have
eigenvalues [U+a,U-a,U,U] and [a,-a,0,0] respectively. An eigenvector decomposition
reduces each direction to four individual scalar wave equations with wave speeds
indicated by the eigenvalues. (2) Solve each of the primitive scalar wave equations using
the fourth order algorithm given in Eq. (4). Choose the time step so that the Courant
number based on the step size and sound speed is unity. This will give exact simulation
for the component acoustic sweeps. There is a second Courant number based on the
convection speed and it is 0.5. (3) Boundary conditions are applied to scalar waves that
exit the computational domain using a four point two time-level implicit scheme at and
just inside the boundary. (4) Boundary conditions for waves that enter the computational
domain must be imposed. They are extrapolated from known solutions at the previous
time level one grid point beyond the boundary. (5) Reassemble the physical components
at each time step. In summary, four one-dimensional vector PDEs are solved at each
time step. Each matrix problem, in turn, reduces to four primitive scalar problems. A

. o o Ou .
total of sixteen elementary primitives of the form — + A— = 0 are solved at each time

step. Much of this work is mutually independent and may be natural for parallel
processing applications.

Initial computations are presented to show the effect of not commuting matrix operations
as in Eq. (5). Figures 7 and 8 show contour plots of density from numerical solutions of
Eq. (7) at time t=30. Figure 7 compares density contours at t=30 with initial condition
shown dotted. The acoustic waves are the larger circles that convect in the x direction
and propagate with the speed of sound in all directions. The wave behaves as a ripple
with a long tail (not shown here) that is similar to throwing a pebble in a moving stream.

The entropy wave is physically translated 15 steps to the right based on its speed M = 0.5.

Figure 8 shows the same information except that an x sweep is followed by a y sweep,
e.g. only half the algorithm in Eq. (5). The acoustic waves seem to be unaffected, but the
entropy wave is no longer isotropic. Numerical experiments show that a computation
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with the sweeps reversed would reverse the sense of the distorted entropy wave.
Alternating directions at each time step is also a viable strategy. These simulations were
compared with other strictly second order methods. The second order method left an
oscillatory trail that is a severely limiting numerical artifact.

Figures 9 and 10 present line graphs of the solution vector at time 60. Figure 9 shows the

waves on the axis of symmetry, y=0. The backward acoustic wave is characterized by p =
p = -u. The forward wave is interfering with the entropy/vortex and results in the
complex pattern near the right outflow boundary. The tail of the clockwise vortex is
visible in the v profile and is almost halfway out of the computational domain. The
pressure is unaffected by the entropy/vortex wave and only the acoustic portion of the
pressure is evident near the boundary. Constructive interference of the density is

apparent near the right boundary.

Figure 10 shows the solution vector along the vertical outflow boundary x=100. The
density field should be exactly symmetric about the horizontal centerline y=0. The fact
that there is some asymmetry indicates that the boundary conditions are not exactly
correct. However, this misalignment does not seem to have a long range effect as shown
in Fig. 11 where the acoustic wave (all that remains) is shown on the vertical boundary at

time 100.
CONCLUSIONS

A class of dissipationless algorithms were used to compute one and two dimensional
wave problems with high fidelity. Simple one dimensional waves were examined and
distortion traced to phase error artifacts of the finite difference scheme. Spherical wave
were found to be well predicted using a simple splitting scheme. Finally, relatively
complex two dimensional acoustic/propagation problems were found to be well suited to
a splitting scheme using a sequence of elementary one dimensional wave solutions.

The decomposition into wave primitives has the following advantages: (1) it allows large
time steps corresponding to Courant numbers of about one, and (2) it allows the
imposition of natural boundary conditions without any a priori assumptions regarding

solution behavior,

The class of linear systems of hyperbolic equations in two independent variables with
constant coefficients can be analyzed completely. These equations always admit
exponential solutions that can be Fourier analyzed and discretized as shown here. Other
problems using equation sets with non-constant coefficients (or variable meshes) and

nonlinear problems are under study.

REFERENCES

1. Davis, S. S.: A Space-Time Discretization Procedure for Wave Propagation Problems.

NASA TM-102215, November 1989.

2. Davis, S. S: Low Dispersion Finite Difference Methods for Acoustic Waves in a Pipe.

J. Acoust. Soc. Amer., vol. 90, no. 5, November 1991, pp. 2775-2781.

3. Burstein, S. Z,: Numerical Methods in Multldlmensmnal Shock Flow. AIAA J., vol.
12, no. 12, December 1964, pp. 2111-2117.

(L TN TR )

11

AL (T e T AT bl TRR VTSt OO DRI



4. Strikwerda, John C.: Finite Difference Schemes and Partial Differential Equations.
Wadsworth & Brook/Cole, 1989, pp. 9-11.

5. Mitchell, A. R.: Computational Methods in Partial Differential Equations, John Wiley
& Sons, 1969, pp.168-170.

33



| GLOCME (O WO G E G e

il

o R 010 IR (6l | i (1169 ¢ i

I LGN S 0

[ fi

34

FIGURE CAPTIONS

Figure 1. Dispersion plot for second and fourth order dissipationless finite difference
schemes. The curves for exact resolution are straight lines with slope -Cn. Curves for Cn
of 0.5 and 1.0 are shown. Solid: Fourth order algorithm, Dash: Second order algorithm.

Figure 2. Pulse profiles at time 100, 200, 300, and 400. Step size (Courant number) = .5.

Figure 3. Pulse profiles at time 100, 200, 300, and 400. Step size (Courant number) =
1.0.

Figure 4. Spherical wave spatial pattern at time 400. The Courant number is 0.125.

Figure 5. Spherical wave spatial pattern at time 400 near the leading edge. The Courant
number is 1.0. Symbols: Computed solutions at discrete mesh points. Dash: Exact

solution.

Figure 6. Spherical wave spatial pattern at time 400 near the leading edge. The Courant
number is 0.125. Symbols: Computed solutions at discrete mesh points. Dash: Exact

solution.

Figure 7. Density contours at initial instant and at time 30. Contours of density 0.01,
0.02, and 0.03 shown. :

Figure 8. Density contours at time 30. Same as figure 7 except on x-sweep followed by
y-sweep with no contributions from communed operator.

Figure 9. Solution vector along the horizontal axis of symmetry Y=0 at time 60.
Figure 10. Solution vector along the outflow boundary at X=100 at time 60.

Figure 11. Acoustic wave along the outflow boundary at X=100 at time 100.
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COMPARATIVE STUDY OF NUMERICAL SCHEMES
OF TVD3, UNO3-ACM AND OPTIMIZED COMPACT SCHEME

Duck-Joo, Lee*, Chang-Jeon, Hwang**, Duck-Kon, Ko** and Jae-Wook, Kim**
Department of Aerospace Engineering
Korea Advanced Institute of Science and Technology
Taejon, Korea

SUMMARY

Three different schemes are employed to solve the benchmark problem. The first one is a conventional
TVD-MUSCL( Monotone Upwind Schemes for Conservation Laws ) sheme. The second scheme is a UNO3-
ACM( Uniformly Non-Oscillatory-Artifitial Compression Method ) scheme. The third scheme is an optimized
compact finite difference scheme modified by us: the 4th order Runge Kutta time stepping, the 4th order
pentadiagonal compact spatial discretization with the maximum resolution characteristics. The problems of
category 1 are solved by using the second(UNO3-ACM) and third(Optimized Compact) schemes. The
problems of category 2 are solved by using the first(TVD3) and second(UNO3-ACM) schemes. The problem
of category 5 is solved by using the first(TVD3) scheme. It can be concluded from the present calculations that
the Optimized Compact scheme and the UNO3-ACM show good resolutions for category 1 and category 2
respectively.

INTRODUCTION

Schemes of high accuracy and resolution have been developed with two different viewpoints. One is to
have high resolutions of discontinuities such as shock and contact discontinuity. The other is to have a overall
high resolution with spectral accuracy. The former has been concerned by aerodynamists, on the otherhand,
the latter has been developed by turbulence researchers using DNS( Direct Numerical Simulation ). In the
meantime, reseachers of CAA( Computational AeroAcoustics ) have been devised the better scheme which
have minimal dissipation and dispersion errors in order to simulate not only acoustic propagation but also
source generations in aeroacoustic field.

Three different schemes are employed here. The first one is the conventional Roe-MUSCL-TVD3 scheme,
which is widely used in the CFD field. The second scheme is a UNO3-ACM scheme. The resolution of
UNO3 scheme is enhanced by ACM at contact discontinuity. The last one is an Optimized Compact scheme
modified by us for maximum resolution characteristics and minimum dispersion errors. The problems of
category 1 are solved by using the second(UNO3-ACM) and third(Optimized Compact) schemes. The
problems of category 2 are solved by using the first(TVD3) and second(UNO3-ACM) schemes. The problem
of category 5 is solved by using the first(TVD3) scheme.

* Associate Professor
**  Graduate Student
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NUMERICAL ALGORITHM
TVD3-MUSCL

In order to know the performance of the convetional TVD scheme for CFD, we employ the 3rd order
TVD-MUSCL-Roe scheme. Detailed descriptions are as follows(ref.1):

Governing Equations

a_l.J_ + ﬂ.: a_q_'A;_Q

ot ox Adx (1)
where U=(p, pu, e’

F=(pu, pu’ +p, (e+pu)’
Q =-(pu, pu*, (e+phu)"

Here, ot is set to 0 for the category 2 problem and 1 for the categofy 5 problem.
We employ the 2nd order Runge-Kutta method for time stepping as below(ref.1):

1st step

U =U - A/ (F,, -F, )/ Ax + a(dA/ Adx)Q’] ‘ @)
2nd step

U =U; - A (E, -F, )/ Ax 4+ aldA/ Ad)Q') 3)
The numerical flux, F based on Roe's approximate Riemann solver with entropy fix is employed(ref.2).

F..=(/D)WU, +U;, + R D) @)
where the lth element ¢,.,, of @, are written as:

¢:‘~m = 'V’(a;un)al.-m (5)
where

a,., = R',",,,(U'l ’UL)rm
and

V’(Z)={|ZI iflz12 8, ;

(2 +87)/28, iflzl<§, 6)

where & | is some small number, and V¥ is the so-called entropy fix function. The right eigen matrix, R, and
eigen values, 2,..,, are evaluated using Roe's average, :

a,,, =a'(U"U"),, (7)
R,..=R(U U, ®)
Higher order schemes can be constructed from MUSCL as follo.ws(ref 2):
U... = l‘ + [ (1-6)A4U,,, +(1+x)4U,,, 1/4} 9
U, = {1-10-040,,+1+040,,,1/4) (10)
where
AU, ,, = minmod| AU, ,,,b4U,,,1 = AU, = minmod[AU,,,,b4U,,,] AU, =V, -V, (1n

Here, K is 1/3 to obtain the 3rd order spatial accuracy and b is 2. The minmod slope limiter function is used to

prevent the numerical solution from oscillations as below(ref.2):
minmod(x,y) = sgn(x)max[0,min(|xi,y sgn(x))]
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m(x,y)=[(x when|x|<|yl, otherwise y) (12)
So, the resulting scheme has the 2nd order temporal accuracy and the 3rd order spatial accuracy.

UNO3-ACM

The UNO3-ACM scheme uses 1 step time integration. Its formulation is as below (ref.6). In Eq.(4), the
term @ controls the upwind properties(ref.2).

0;«: =[¢;u/z ¢,?mz ¢;»m ¢;~m]T (13)
where ¢;qn = g; + g;.l - V’(a;.m + 7;.112) (14)

ro_
y;wz = £lqy_g'L i a;‘olli #0
®n (1 5)
V=0  elseif e, =0
The term 7;... compliments the characteristic speed, 4..,., to be the proper accuracy.
The expression of the term g;, which makes the scheme to the 3rd order accuracy, is described in a new
compact form in this paper as below
-l a 1 1
g-ap] Akl (16)
&:ﬁ , Ootherwise
and the characteristic speed is expressed in a new compact form as below

-d; = |a‘,.m‘(1 _|01)
2 (17
o _ o [2-3ol+o’ (o' -1
° ° (18)
i=d ("2 —1] v (2—3|01+ a’)
1] jnn 6 jen2 6
" ! (19)
A ! 1] ! ’
WhCl’C = a;‘m _l.’ a;tm - a,u/: > a,.m |

The derivatives g, B: and p; in the equation (16) is obtained by using the function (12) respectively(ref.4,
ref.5).

B =mAa A0 ,) B =m4ca,,da, ) 20)

The above new expressions (13)-(20) correctly describe symmetric behaviors for the left and right going
waves.

[ 1 !
ﬂj = m(a,'-m 'a/u/z)

ACM(Artificial Compression Method)

Most interpolation functions including the ENO interpolation have smooth properties in computation
domain. Therefore, those interpolation functions have limitations in capturing the physical discontinuities such
as contact surfaces and shocks. Even though a shock has the tendency to sustain the steep solution of itself, a
contact surface cannot keep its discontinuities to be much smeared. Therefore, a special technique is required
to resolve the discontinuities. To increase the resolutions of the scheme, we adopted a ACM(Artificial
Compression Method) technique.

49



1

it 121 L Rxw)- 2 Rz,
d d

else 1=1 g(f{(x,v))= 4 R(x,v)) o5
d d dx (26)
where I : Order of the derivatives
x : Arbitrary position in cell
v : A variable

Here, R(x,v) and R(x,v) are reconstruction functions.
The function modifying the slope, ds}, is as below
ds, =2-m(ct; -m(8,,,,8,,,)m(d,,,,4,,,) a7

2 _ _ oM - 1 _ " - 2 . _
where 6"”‘ = Vi (c=0) vH”(a =0) Al"” =Via vldn(c =0) Alm: - vl,m((f =0)- Via

The minmod function ,m(x,y) , was expressed as equation (12). The coefficient e; controls the quality of
the solution. We adopted a; =1.5.

Optimized Compact Finite Difference Scheme

For the purpose of obtaining high order accuracy and high resolution characteristics, we use the
compact finite discretization as follow(ref.7):
Bfl+af +f+af +Bf,
=c f;d _'.f;-: +b f;‘l_fl-z +a fm —LL
6h 4h 2h (28)

The Fourier Transform of the left and right side of Eq.(28) is as follow(ref.7):
io(Be ™ + ae ™ +1+ ae'™ + e’ )f =

[L(e"“"" —e"""""')Jf“l7_("’mx —e ) e (e _eAM)]

64x 4Ax 24x (29)
The Fourier analysis provides an effective way to quantify the resolution characteristics of Eq.(28).
From the equation(29), modified-wavenumber is derived as :
a sin(wAx)+ Esin(Zwa) +< sin(3wAx)
DAx = 2 3
1+ 2acos(wAx) +2f cos(2wAx) (30)

where @Ax is a defined modified-wavenumber. To assure that the Fourier transform of Eq.(28) is a
good approximation of that of the partial derivative, the modified-wavenumber should coincide with the
true-wavenumber(=wAx ) in wide range(i.e. 0 S wAx < «).
Let's define the weighted deviation(integrated error) as(ref.8):
E = ["(0Ax-@Ax)'W(wAx) d(wdx) 31

where W(wAx ) is a weighting function and ' is a factor to determine the optimizing range(0<r <1).
The weighting function and the range factor give important effects to the optimization of Eq.(28).

The integrated error defined in Eq.(31) is a function of each coefficientsa,b,c,o and B. It s
necessary to find the optimal values of the coefficients that would minimize the integrated error. The
conditions that £ is a minimum are :

_3_5:0 (32) , 9E _ (33) a—E=O (34) —a£=0 35) , gg= (36)

y

B dar o * b
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These equations(32)-(36) and the constraints to match the Taylor series coefficients of various orders
provide a system of linear algebraic equations by which the coefficients can be determined.
The weighting function and the optimizing range factors for each scheme are as follows :

W(x) = [(1+2acos(x) +2Bcos(2x)) e*] 37

(where Kk = WAx)
1. Tridiagonal

2nd order r =0.820 4th order r=0.790
6th order r=0.715

2. Pentadiagonal
2nd order r=0.90 4th order r =0.890
6th order r=0.865 8th order r=0.815

The coefficients a,b,c, 0 and f are finally determined with the above constraints, i.e. they are
optimized to obtain the maximum resolution characteristics for each scheme and given truncation order of
accuracy. The optimized coefficients are presented in Tablel and Table2 for the tridiagonal and the
pentadiagonal schemes, respectively.

Table 1. Optimized Coefficients for the Maximum Resolution : Tridiagonal Schemes

Tridiagonal a b c o B
2nd order  1.545790417  0.434249728  -0.078236437  0.450901855 0
4thorder  1.551941906  0.361328195  -0.042907397 0.435181352 0
6thorder  1.568098212  0.271657107  -0.022576781 0.408589269 0

Table 2. Optimized Coefficients for the Maximum Resolution Pentadiagonal Schemes

Pentadiagonal a b c o B
2nd order 1.265667929 1.079904285  0.053798648  0.596631925  0.103053504
4th order 1.280440844 1.049309076  0.044465832  0.589595521 0.097512355
6thorder 1.323482375  0.944394243  0.027596356 0.566458285  0.081278202
8thorder 1.373189728 0.814447053  0.016707870  0.537265947 0.064906379
RESULTS AND DISCUSSION
Category 1

In Fig.1(a)-(d), we present the solved results of the problems in Catagory1 and compare the numerical
dispersion and dissipation properties of three numerical schemes(Optimized Compact, UNO3 with and
without ACM). Time step, A7 is 0.5 and Ax is 1. It is shown that the UNO3-ACM can obtain solutions
that have less dispersive and dissipative errors than UNQ3, i.e. the ACM contributes to the resolution
characteristics of UNO3. Thus the ACM is combined with the UNO3 successfilly. The Optimized
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Compact scheme shows the best solutions that have little dispersive and dissipative errors, thus retains
the amplitudes and geometric symmetries of the waves for a long time. It was so optimized to achieve the
maximum resolution characteristics for a given truncation order that it can resolve the waves very
accurately. It has the central difference form in space and there are no dissipative errors resulted from the
spatial discretization, so it shows very small dissipative etrors as well as small dispersive errors.

Category 2

Three different scheme of TVD3 and UNO3 without and with ACM are employed to solve the
category 2. Time step, A7 is 0.2 and Ax is 1. In Fig.2(a), it is shown that the same accuracy in most
regions is obtained except the maxima region of the shock at#=200. It is because the UNO3 and UNO3-
ACM have the uniformly third order accuracy in every region while the accuracy of TVD3 come down to
1st order at the maxima or minima point (ref.2). We used the ACM only to isentropic characteristics
value. Therefore, there is no differece in figures of the shock between UNO3 and UNO3-ACM. In
Fig.2(b), the differences near the contact discontinuity are shown. In the box of Fig.2(b), we can tell the
obvious differeces among the three methods. The UNO3-ACM method gives better results than the
others. The results of UNO3 are slightly better than those of TVD3 because of the uniformly third order

accuracy.

Category 5

The results of category 5 solved by the TVD3 are shown in Fig.3(a)-(c). Figure 3(a) shows the
convegence history to obtain the steady solution for a initial condition. We obtain the machine accuracy
of double precision i.e. 107 after 15,000 iterations. The converged steady state solutions are shown in
Fig.3(c) The numerical solutions are described well the sonic behaviors at the throat. Figure 3(b) is
shown the periodic solution due to the inlet excitation with 10°® amplitude. For this problem, time step,
At is 0.05 and 4x is 1. The amplitude of the outlet trasmitted signal decrease due to the reflection of the
incident wave at the throat. The conventional TVD scheme for the CFD field is useful for simple

problems of CAA field with a appropriate grid points(PPW-points per wavelength ).
CONCLUSION

It can be concluded that the optimized compact scheme shows good resolutions for the category 1
problems and the UNO3-ACM for the category 2 problems. However, the UNO3-ACM may have the
best results among the three schemes if the mixed problems of category 1 and category 2 are concerned.
But in these calculation, we employed the ACM to isentropic characterics only. The ACM can be applied
to all caracteristics, it enhances the resolutions in one dimensional calculation. But multi-dimensional
problems makes some oscillations. So we typically use the ACM on the isentropic characteristic only.
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SUMMARY

This paper demonstrates that the linearized, dimensional Euler equations for acoustic computation can
be accurately solved as a set of decoupled first-order wave equations, and that if ordered properly, this
system of simple waves has unambiguous, easily implemented boundary conditions, allowing waves of
same group speeds to pass through numerical boundaries or comply with wall conditions. Thus, the task
of designing a complex multi-dimensional scheme with approximate far-field boundary conditions reduces
to the design of higher order schemes for the one-dimensional simple wave equation.

A compact finite-difference scheme and a characteristically exact but numerically nt order accurate
boundary condition are introduced for solving the first order wave equation. Spanning a three-point two-
level stencil, this low-dispersion implicit scheme has a third order spatial accuracy when used on
nonuniform meshes, fourth order accurate on uniform meshes, and a temporal accuracy of second order
due to the choice of trapezoidal integration for algorithmic simplicity. The robustness and accuracy of the
scheme are demonstrated through a series of numerical experiments and comparisons with published
results. When tested on the one-dimensional wave equation on a uniform grid, this scheme allows a
Gaussian wave packet to pass through any finite domain with low numerical dispersion characteristic of a
spatially fourth-order scheme and reflections at numerical boundaries maintained below truncation error.
On highly stretched and irregular grids, only mild dispersions are found in the solution while solutions by
other methods fail or were severely distorted. Yet, this scheme is no more sophisticated to solve or
implement than the Crank-Nicolson scheme.

This scheme has been tested on four categories of the ICASE/LaRC benchmark problems, which
include propagation of acoustic and convective waves in Cartesian and cylindrical domains, reflection of
acoustic wave at stationary/moving boundaries, and sound generation by gust-blade interaction.

INTRODUCTION

For various reasons, direct time-domain solution by finite difference methods, especially of the implicit
type, has not been a widely accepted numerical approach to wave propagation problems!. Chief among
the reasons cited for its unpopularity is the inability of a majority of popular, robust, and successful
numerical schemes to track waves with low dispersion and dissipation for large distances2. Successful,
popular approaches to wave propagation problems, e.g. underwater acoustics, by finite differences do

* partial support for this author under NASA Grant NCA2-707 is gratefully acknowledged.
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exist, but are predominantly indirect, spatial approximations of the so-called parabolic wave equation3
(Helmholtz) in the frequency domain. Many space-time higher order explicit schemes have been
proposed, e.g., Tam and Webb?. Being explicit and higher order these schemes inevitably involve multi-
level, broad band data structure and algorithmic non-uniformity at domain boundaries. Higher order
schemes with simple data structure, two time levels and tridiagonal matrices, are possible, e.g., Refs. 5 &
6, but it is not clear how these schemes can be implemented for solution of practical problems involving
more than one spatial dimension without compromising solution accuracy.

Here, a class of high order schemes for solving the convection (simple wave) equation on nonuniform
meshes is derived. A commonality of these schemes is the absence of purely spatial truncation error terms
lower than second order. Due to the absence of a truncation error term proportional to the third spatial
derivative of the dependent variable, this class of schemes has low dispersion comparable to the most
accurate scheme possible for a three-point two-level stencil on uniform mesh. Among the schemes derived
here, the most accurate scheme has fourth order temporal-spatial accuracy but is not suitable for
systematically stretched grid or extension to systems of conservation laws. A compact spatial fourth order
scheme is possible, but may not be in conservation law form unless the grid is stretched appropriately and
may allow the growth of high wave number components on grids with large stretching ratio. Lastly, a
compact, spatial third order, low-dispersion scheme with damping for all high wave number components
and in conservation form, regardless of the stretching ratio, is introduced. The robustness of these
schemes is tested and compared on grids with stretching ranges from random to systematic.

These schemes, like all other schemes for simple wave propagation that involve a centered stencil, by
themselves without an alternate scheme for the end points are incomplete and insufficient to ensure
accuracy. Here, a class of higher order one-sided schemes based on the method of characteristic is derived
for the end point where waves are propagating out, and shown to be progressively more effective in
minimizing reflections due to the artificial boundary regardless of its location, or the size of the domain.

The third order compact scheme together with an n-th order interpolated end value based on the method
of characteristics constitute the building block for construction of solution of wave propagation here.

For problems of more than one spatial dimensions, the key issue is whether they can be converted into
a system of simple waves for each of which the direction of propagation is known a priori and the
corresponding boundary condition is known or enforceable. It will be shown through the benchmarking
cases indeed the propagation of aeroacoustic waves, consisting of a combination of acoustic, entropy and
vorticity waves, is reduceable to a system of simple waves. This equivalence implies that algorithms
developed for one spatial dimension is immediately applicable for multi-dimensions, that the computation
for each simple wave can be advanced in parallel with that of the others, and that the size of the

computational domain can be as small as the region of interest.

LOW DISPERSION COMPACT SCHEMES

In his 1986 review paper!, Candel remarked that implicit finite difference schemes had not been
reported in acoustic wave applications, and illustrated the potential savings due to their unconditional
stability over the CFL-restricted explicit schemes by an application of the Crank-Nickolson scheme to the
propagation of acoustic wavelets in a close-end duct. However, it is arguable, e.g. Ref. 2, that since the
time step restriction for solution accuracy is comparable to that for algorithmic stability, the advantage of
implicit methods is seen only when the spatial resolution of the spectral contents of the solution is amply
sufficient. Clearly, the choice can not be made on the basis of stability or accuracy alone. Algorithmic
simplicity, including implementation of boundary conditions, especially in multi-dimensional applications
is equally, if not more, important. A prime reason for using explicit methods, despite their inefficiency
which nowadays can be compensated by massively parallel computer architecture, is the simplicity in the
data structure, if only all boundary conditions are also explicit. Unfortunately, this is not the case in
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unsteady problems. Pressure, being of prime interest in most cases, is not known a priori and can not
simply be given at the boundary as a function of time. However, aside from having to cope with the
difficulty of implementing certain types of boundary condition, implicit methods, as illustrated by Davis®
using his optimum space-time fourth-order difference scheme, can afford a data structure as simple as
three-point two-level and a savings of as much as 60% fewer mesh points per wave length per dimension
than a three-point explicit method. Whereas a comparable explicit method, the DPR scheme of Tam and
Webb? for instance, involves a five-point four-level data structure and seven-point one-sided schemes for
boundary points. If the ultimate application of these schemes involves other distinct flow features and/or
complex boundaries that necessitate the used of nonuniform grids, accuracy, algorithm robustness, data
structure simplicity, and solution efficiency must all be considered together for a fair assessment of their
effectiveness.

For uniform mesh, weighted differencing has been used on a three-point two-level computational

molecule to produce all known finite difference methods3, including a temporal second order spatial fourth
order accurate compact scheme and the temporal and spatial fourth order scheme derived and proposed

separately by DavisS. Here, similar techniques are used to derive schemes suitable for propagation of
phase-sensitive waves over nonuniform meshes.

The most general stencil for the convection equation

Jdu du
—+c—=0
ot odx (1)
is
aoul! +aul +a,ulyl =byuf + byu}, +byul, @

Here, uj denotes the solution u(x,t) at the spatial node x; and n-times the temporal advancement At. The
coefficients, aj and b; chosen by design, characterize the accuracy, stability and usefulness of a scheme.

Let a locally plane wave of the form e'™*™ propagate through the nonuniform mesh. The amplitudes
at the two time levels are related by Eq. (2):

et D%e (g 12, e M 16" ) = ™ e ** (b, + b,e ™ +b,e™™) 3)

(xpa=%,) _ (R =)

where t =nAt , Ax =x.—x., , and the grid stretching ratio r = =
Whence the amplification factor is obtained:
-ikAx ikrAx
o _ b, +b,e T blc_
a, +a,e™ +a,e"™ @)

If, instead, in Eq. (2) Taylor-series expansion is used to express the values at different points of the
stencil, the truncation error can be obtained. For example, the Crank-Nicolson type (CNT) scheme with
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centered differencing for the spatial derivative, — =—i L, has the truncation error:
X X, —X,
j+l jl

Ip,2 2 2
T.E = -< (r -21) Ax u,, - = IA; Uyyy © el r;- D ax U, +O((Ax,At)3), which is formally only first

order accurate when used on a nonuniform grid, i.e. r# 1. In that case, the scheme has coefficients:

v v ___V

’ = 9b"—
2 (r+1) o 2(+1) " 2 2(r+]))

1=

2= ’

a, =1, a, =-— v
T 2+

where the Courant number v = CKAt

The compact difference approximant for spatial derivative, qu ;» €an be written as:

b E'+b+b Elu,
(amE’l+a+apE)8‘uj=( — " ) : 5

where the shift operators are so defined: Eu; =u,,, , E'u ; =Y, , and the coefficients to be determined

are: ., 4, a,, b, b, b,. For simplicity, these coefficients are chosen to be functions of the grid

stretching ratior only. Since five of the above coefficients are independent, the spatial gradient can at best
be approximated to fourth order accuracy. With trapezoidal integration, the finite difference equivalent of

Eq. (1), Atdu + Ax Vv 8,u = 0, when put into the form of Eq. (2), will have the coefficients,

vb vb vb
a0=1+7 , a,=am+——2m-, a2=ap+-—21

vb vb, vb
b0=1'——2 ’ bl =a, -——-—-—2 s bzzap___l’.z

where a=1 is set for convenience. The maximum spatial accuracy of fourth order is obtained when the
coefficients are:

a_ = r a=1 a = 1

= (r+1)? ’ Po(r+1)*
b __2r2 (r+2) b_2(r~1) b =2(2r+l)
" (r+1° r P r(r+l)

This Compact Fourth order scheme fo; Nonuniform mesh (C4N), as it will be referred here, has

c A ¢’ r (r-)AxAL? 4\ s
tion error, T.E. 5 u‘,",+_ Yy - +0((Ax, At) ) This §chcme reduces to
Noye's fourth order linear finite element scheme (LFE)S on a uniform mesh and maintains its accuracy on
a nonuniform grid as well. This is because the spatial approximant reduces back to the (2,2) Padé
Approximant for three-point two-level differencing for uniform mesh (r=1), with amplification and phase
error identical to what has been shown by Beam and Warming? for the fourth order version of their
scheme when used with trapezoidal time integration.

truncation error, T.E. = -
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As mentioned, C4N has only a second order temporal accuracy but there is no pure spatial error term
lower than fourth order. However, the second term on the right hand side above is a third order cross term
involving both Ax and At. It can be seen by a comparison of the complex amplification factors that due to
the absence of spatial second order truncation error term that is proportional to the third derivative of u the
improvement in phase over CNT is comparable to that of LFE, whereas the absence of the third order pure
spatial error term (r=1) only brings a very slight reduction of the error in the amplification magnitude. As
the switch to compact differencing introduces two more coefficients, five instead of the original three, and
only one is needed to eliminate that second order term, a free coefficient can be used for the design of a
scheme with some other desirable characteristic instead of the marginal improvement of the amplification
magnitude. This defines a family of schemes which will be spatially third order accurate in general.

For instance, by stipulating b =0, the resulting approximant has coefficients,

—_Lﬂl;g; a=1 a =_2_r-_.1_.
TP (r41)?

= (r+1)* ’

6r 6r
T m—, =O , =—
O (r+1) b b" (r+1)

A rather simple result which will again reduce back to the Padé Approximant for uniform mesh. The
scheme, which is called the compact third order scheme for nonuniform mesh (C3N) here, has truncation

¢’ Ar? c’(r- 1)AxAt? ¢ (r-1)(r+1)°Ax’ "

12 Usyx 24 Uyun + 12 Usnxx +0((AX, At) ). T he
amplification factor for the C3N scheme differs from that of the C4N scheme mainly by a spatial third
order damping term proportional to the fourth derivative of u. This desirable feature especially for
damping high frequency waves on an expanding grid (r > 1) in the direction of propagation is in fact a
result of setting b=0. For r close to unity, both Compact schemes have phase accuracy essentially that of
the LFE scheme because the spatially related third order truncation error terms all have a factor of (r - 1).

error: T.E. =

First, the schemes are tested on a domain with periodic boundary condition to avoid having to address
effects of alternate schemes for end points and boundary conditions. Following Noye3, a Gaussian pulse,

ie. u(x,0)=e100(x-0.5" is placed in the domain, 0<x<1, as initial condition. The domain is discretized
into 50 points, a slightly higher resolution, and a smaller time step of 0.008 is used to give the same
Courant number of 0.4 as in the above reference. Four different grids are used. Grid A is a simple uniform
grid. The others are nonuniform. Two of them represent the extremes in systematic variation and the last
one is completely lacking in order except the inherent periodicity. Grid B is called a sawtooth grid where
the spacing between grid points alternates between wide and narrow, with about 1.1 as r, the ratio of wide
to narrow spacing. Grid C is called a compressed-expanded grid because points are clustered near the
periodic ends and dispersed in the middle. The stretching ratio r varies smoothly from around 1.3 in the
expanding region to the reciprocal value of about 0.87 in the compressing region. Gird D is a grid obtained
by displacing each grid point of the uniform grid by a random amount less than a quarter of the nominal
spacing. Therefore, the absolute minimum spacing possible will be half while maximum twice. The
probability of any amount of displacement is intended to be equal. The solutions after 4 periods, or 500
time steps, are plotted.

Figure 1a almost reproduces a similar figure in Ref. 5, showing that the Crank-Nicolson type (CNT)
scheme is highly dispersive and incapable of resolving the Gaussian pulse on the uniform grid. Figure 1b
shows that, on the sawtooth grid, with cancellation of alternating errors due to the sawtooth
nonuniformity, the CNT scheme behaves as on a uniform grid. Figure 1c shows that, on the compressed-
expanded grid, the CNT scheme behaves much worse, loosing completely any phase coordination, while
Figure 1d shows that, on the random grid, same phase coordination as on the uniform grid but with
embedded wiggles due to the randomness.
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Of all three-point two-level schemes of Eq. (2) the temporal-spatial fourth order scheme TS4 proposed
by Noye3 and independently by Davis® gives the optimum and close to exact solution on the uniform mesh
for which it was derived and almost as good on the other types except that on the compressed-expanded
grid the solution becomes unstable and fails after fives time steps. Being identical to each other and

equivalent to the LFE scheme3 on the uniform grid, the compact schemes, C4N and C3N, give solutions
far better than those of CNT, Figures 2a-d, nearly as good as TS4 on the other grids except for some
slight dispersion of high frequency most noticeably on the compressed-expanded grid which has lower
resolution in the expanding region.

Schemes for End Points

By itself, Equation (2) is incomplete for a solution of Eq. (1), which describes the propagation of a
wave from point a to point b, left to right assuming ¢>0. At the end opposite to the direction of
propagation u(a,t) must be specified, while at the other end u(b,t) should obey the same equation in theory
but in practice can not follow Eq. (2) as an interior point. A common remedy is to approximate the spatial
derivative using one-sided difference formulae, which pose no difficulty of implementation for explicit
schemes. For implicit schemes, one-sided formulae for the spatial and temporal derivatives inevitably
either complicate the data structure or degrade the scheme to a lower order. Since the schemes considered
here are of higher order, to preserve the tridiagonal structure the following scheme is proposed,

" n+l
sz(xc)u;ﬁ-k 3V <1 tc
ul =y, = k=0.K o v<1 (6)
DL R s v>1 b4 Nii® Ni|

k=0,1

Here, for the end point Ni the value uy; is updated according to the method of characteristics as the value
at x¢, depicted in the sketch between points Ni and Ni-1 when v < 1, interpolated from K interior values

Uy, using a Kth order interpolant L, , or at t, interpolated implicitly from ugy, and uy;} using a linear

interpolant when v > 1— for it is only necessary that the temporal accuracy of Eq. (6) be comparable to
that of the compact schemes which by choice is only second order. Equation (6) maintains the implicitness
and simplicity of a tridiagonal data structure while allowing choices of spatial accuracy.

Category I Problems

For the nondimensional time t<400 based on grid points travelled, the Gaussian pulse, initially
X
u(x,0) =0-5€XP|:-1112(§)2], remains within the domain -20<x<450 and should be insensitive to

boundary conditions. Figure 3 shows the computed pulses at #=100,200,300,400 using the numerically

optimum time step of Ar=0.125, for further reduction of which led to no significant improvement. The
fourth order accuracy and the small but increasing trailing dispersion of high frequency are clear from a
comparison with the exact solution and other known higher order schemes. The effort to solve Eq. (2) is
the same as that for CNT, one inversion of a tridiagonal matrix for each time step, but a comparable
solution using CNT requires a grid roughly eight time finer, or the savings of using compact differencing
is eight times fewer storage and correspondingly eight times faster. It is of interest to know for

comparisons with other schemes that no discernible dispersion was found if a grid spacing of Ax=0.5
instead of 1.0 was used.
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To test the effectiveness of Eq. (6), the same pulse is computed as it is exiting the reduced domain
20>x2-20 at the right boundary where a fourth order Lagrange interpolant is used. Figure 4a shows at
t=27 trailing packets of spurious fluctuations of magnitude 5x10 propagating in the opposite direction as
the pulse is moving within a few grid points out of the domain. After the pulse completely left the domain
at t=40, Fig. 4b, the fluctuations congregate at the left boundary where no wave is allowed to escape and
rebound towards the right boundary where some reflection is bound to occur for Eq. (6), being one-sided,
has different dispersion characteristics than a centered scheme. The spurious fluctuations ling¢r on with a
slowly reducing magnitude even after long times, Fig. 4c. However, the use of an eighth order interpolant
instead of same fourth order as the compact schemes reduces the magnitude of the spurious reffection by a
factor of 20 for four additional additions and multiplications which amounts to the work of adding one grid

point.

Figure 3, Application of C3N to Prob. 1 of Cat. I Figure 4a, Spurious Fluctuations dus to 4'* order B.
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Figure 4b, Congregation of Dispersed Reflections. Figure 4c, Trapped Dispersion Residues
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Figure 5b, Application of C3N to Spherical Wave

Figure Sa, Application of C3N to Spherelcal Wave
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Application of C3N to the spherical wave equation is achieved by modifying the coefficients of Eq. (2)

according to the difference equation: (amE'1 +a+ apE)(S‘u + 11—)+ v(me" +b+ pr)u = (. Figure 5a
r

shows the computed wave as the front reaches r=400. The r-1 decay is well captured up to the second

peak with a small phase shift, but at the higher frequency, Fig. 5b, the first five peaks are significantly

damped with a phase shift of &, which can be easily improved by slightly increasing the spatial resolution.

MULTI-DIMENSIONAL EXTENSIONS

One drawback in the application of implicit schemes to multi-dimensional problems is the drastic
increase in system bandwidth for each additional dimension unless operator splitting or approximate
factorization 1s used. However, a factorized or split scheme often involves intermediate variables that have
no clear connection to the physical variables on which certain constraints are to be satisfied. Hence, the
success of an implicit scheme for multidimensional problems hinges on whether the dependent variable in
each factorized or split step can be consistently related to the physical constraints at boundary. This seems
to be the case for aeroacoustic problems governed by the linearized Euler equations in Cartesian
coordinates:

P M,,1,0,0 'M,,0,1,0]
dU 0AU o0BU u 0M,,0,1 0,M,,0,0
-aT+jax—+—éy—=0; where U = v , A= 0,0,M.,0 andB= 0,0,;lly,l (7)
pl  loloMm, 10,0,L,M, |
_ . ) 3U+5,AU=0
Equation (7) can be split into two sets of equations { 5,U+5,BU = o which can then be transformed
. . {stﬁA +8,A,0, =0 . -
into two sets of first order decoupled equations { _ — corresponding to the characteristic
8.Ug +8,A;U =0
pP—p pP—p M, , 0,0,0 M,, 0,0,0]
variables U, =| |, Uy =|" © |and eigenvalues A, = OM,. 00 , Ap = OM, =100 .
u-p u 0,00M, -1,0 0,00M,, ©0
u+p v+p 0,0,0,M, +1 0,0,0,M, +1]

Interestingly, subscripts A and B correspond to the coefficient Matrices A and B, which define the
transformation from the physical variables to the characteristic variables, or the corresponding processes of
wave propagation for each spatial dimension. It is clear that the last three equations in both transformed

sets can be solved independently of the first, that only p affects p, and thus the first equation is needed
only to find p after knowing p. The first equations in transformed sets A and B describe the convection

of entropy p-p in two distinct directions at corresponding speeds My, My. Being linear and independent,
these equations, or processes, can be advanced in any order. The second equation in set A describes the
‘convection of a vortical disturbance v at the speed My, while the third and fourth equations describe the
propagation of acoustic disturbances at the receding speed Mx-1 and advancing speed Mx+1. The
advancements of v and u in set A follow two distinct processes, hence are independent, whereas the roles
of u and v exactly reverse in set B. Thus the linearized Euler equations, Eq. (7), which describe the
convection of entropy and vorticity and the propagation of acoustic pulses, can be seen as eight one-
dimensional modes of wave propagation at speeds corresponding to their eigenvalues. Unlike
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factorization, which approximates the governing equation for easier inversions, splitting simply
acknowledges the decomposition of vectors and the possibility of advancing their components in separate
fashions. The two sets are indeed coupled through the common scalar variable p, which adjusts to the
vortical and acoustical disturbances from all directions, and through which mass conservation is assured.
The extension of Eq. (7) to three spatial dimensions is straight forward since all the preceding arguments

for splitting remain valid.
Once split, the system becomes a set of one-dimensional wave equations, which can be solved using

the compact schemes, or any appropriate schemes. A problem is set by specifying a value for each wave
mode at the incoming end. Take for example the set A variables

P. — P M, , 0,0,0

— v, ) . ) oM, 00

U, = u,-p, |’ which correspond to the eigenvalue matrix A, = 0, O,Mx _10|’ and assume that
u, +p, 0,0,0,M, +1

0<Myx<1. All variables corresponding to right running characteristics must be specified at the left
boundary x=a except the third specified at the right x=b. For an undisturbed upstream or downstream,
these values are unambiguously given. However, as disturbances propagate outward beyond b, the
information for the third variable which should come from the value at a location beyond b is lost.
Depending on the type of disturbance and approximation used, different degrees of reflection are found in

the solutions as they are presented and discussed later.

Category III Test Problems

Figure 6a shows the density contours of a vortical pulse and an expanding acoustic pulse after being
convected horizontally 15 grid points downstream from their initial positions. Perfect numerical symmetry
is found in both pulses before their fronts hit the sides, confirming the one-dimensional nature of linear
wave propagation. As the wave front of the acoustic pulse catches up with the vortical pulse at the
downstream boundary, a slight asymmetry is observed in the density contours around the exiting vortex

due to the boundary condition, Fig. 6b.

fung.cat3.p1.t30 - p fung.cat3.p1.t60 - p

Figure 6a, Convected Acoustic and Vortical Pulses at t=30, and Figure 6b, t=60
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A similar plot of pulses convected diagonally is shown in Fig. 7a, where the vortical pulse is not
visible in pressure contours, but appears in density contours in Fig. 7b as it exits the domain at the upper
right corner. Again slight contour distortion can be detected due to the boundary condition as the wave
exits the domain.

fung.cat3.p2.t30 - p fung.cat3.p2.t80 - o

Figure 7a, Convected Acoustic and Vortical Pulses at t=30, and Figure 7b, =80

The flow at any location is undisturbed until the arrival of a wave. At an exit plane, the incoming
characteristic variable, e.g. u-p, for an undisturbed flow is zero, corresponding to u equals p. However,
u and p are not always equal for a wave. A specification of u-ply=0, referred to as BCO here on, could

cause a phase shift and correspondingly a reflection to enter the domain along the incoming characteristics.
Much weaker reflections are found when u-p is kept at the updated value from the sweep in the alternate

direction, referred here on as BC1, or even weaker ones when it is corrected by a fraction o of its change
from the previous value, u-p=u-p+aA(u-p), referred as BC2.

The authors have not investigated the use of asymptotic expressions for the far field, since they are
domain and problem dependent.

Category IV and VI Problems

The reflection of an acoustic pulse from wall or the satisfaction of a wall condition when the velocity
component normal to the wall is constrained is achieved by ordering the characteristic variables and
solving the one approaching the wall first, e.g. v-p, and setting v+p to comply with any condition on v,
such as v4+p=-(v-p) to enforce v=0. This ordering establishes a causality relation between the acoustic
components, which should be solved one after the other as two arrays or merged into a large array with the
first element of the second connected to the last element of the first to satisfy the wall constraint. If wall
constraints are to be imposed on both ends, the joint array has cyclic boundary condition which can be
solved using standard cyclic tridiagonal solvers.

Figure 8a shows the reflection of an acoustic pulse from wall, at y=0 v=0, and Fig. 8b shows the exit
of the wave fronts from the right boundary at a later time (t=60) and a spike of reflection due to applying
BCO. A much weaker reflection, less than 10% of the frontal magnitude, is found when BC1 is used,

Fig. 8c, and practically no reflection, less than 5%, when BC2 and a=0.15 are used instead.
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Figure 8b, Pressure Contour of Fronts Exiting

Figure 8a, Pressure Contours of a Reflected
Numerical Boundary at x=50 Using BCO

Acoustic Pulse at t=20

Figure 8c, Pressure Contour of Fronts Exiting Figure 8d, Pressure Contour of Fronts Exiting

Numerical Boundary at x=50 Using BC1 Numerical Boundary at x=50 Using BC2

The extension to problems in cylindrical coordinates is nontrivial in that unlike in Cartesian coordinates
the acoustic part of the split equations in the radial direction can not be transformed into uncoupled

characteristic components due to the source-like term v/, viz.,

0] [0,0,0,0Tu] [0
u 0,0,0,0 fu 0
5| 2 Uy B =0,
Y, [7%0,0,-1,0f u, [T|~(us +u)/2e

u, 0,0, 0,1 ] u, (u,+u,)/2r

However, it is found that the coupling between the acoustic components is only a weak one, and the
source-like term can be treated explicitly to a second order in time to maintain the same simplicity in data
. . . At At At
structure as in Cartesian coordinates, e.g., u3* = uj + —2—6,(u‘;"‘ +uj)+ z(ui +ul+ 78,(:12 -u}) .

Another complication arises due to the transformation singularity at the radial symmetry point r=0.
Numerically this is just a boundary point where the incoming characteristic variable v-p turns into the
outgoing variable v+p to satisfy the condition at r=0, where v also vanishes, but not necessarily v/r.

Fortunately, the assumption that v/r is regular and hence, approaches the adjacent value at r=Ar proved
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adequate for the application of the acoustic field of a harmonically moving piston. Figure 9a shows a plot
of pressure contours at t=160, and Fig. 9b gives the pressure variations at two instances (/4 & 2x) along

and normal to the piston axis.

Figure 9a, Acoustic Field of a Piston Figurs 9b, Axial and Radisl Pressure Varlations
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The compact schemes presented here are nondissipative but dispersive for short waves whose presence
is unavoidable whenever a discontinuity is involved in the boundary condition. In the case of a piston, for
example, the edge of a piston at r=R is a source of discontinuity where the axial velocity changes abruptly
from the piston velocity to zero wall velocity. Spurious waves immediately disperse unless they are either

filtered or damped. Here, a damping, £=0.01, consistent with a three-point scheme and proportional to the

n+l + un

2

. At ,u
second derivative, € A 52

The last application here is to compute
the acoustic field of an airfoil
encountering a sinusoidal gust, or a
sinusoidally deforming airfoil in a
subsonic stream. An extra array is
needed to represent the jumps in
pressure and correspondingly in
tangential velocity component across
the airfoil slit at y=0 and IxI<c/2. The
acoustic components are ordered
differently for the upper and lower half
planes such that the one towards the
airfoil is solved before the other. For
points other than the airfoil slit on y=0,
pressure assumes the average value
while jumps in tangential velocity are
allowed. Figure 10a shows the
acoustic field, and Figure 10b&c shows
the powers p? radiated at x,y=195
respectively.

, is found adequate for the present applications.

Figure 10a, Acoustic Field of an Airfoil in a Gust
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Figure 10c, Acoustic Power at x=195 Figure 10c, Acoustic Power at y=195.
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CONCLUDING REMARKS

The effectiveness of C3N and a class of outgoing boundary conditions has been established on various
wave propagation problems and nonuniform grids. This compact scheme, though not the most accurate
one on a uniform grid, is simple to implement, robust under all conditions tested, and requires standard
tridiagonal solvers to invert and negligible overhead storage.

The equivalence between the propagation of acoustic waves in two spatial dimensions and that of a
system of one-dimensional simple waves is shown, and conversion to characteristic variables allows
decoupling and ordering of the wave components. All solutions presented, regardless of the number of
spatial dimensions, are obtained by passing segments of self-contained, one-dimensional arrays through
the same solver, which can occupy concurrently a massive array of computers for rapid data processing.

Contrary to others, the present approach requires specification of the incoming components into the far
field boundaries. This component must be compatible with the outgoing ones to ensure no spurious
reflection. It is shown here how the spurious reflections are reduced but not completely eliminated, for
which further research is warranted.
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APPLICATION OF LOW DISSIPATION AND DISPERSION RUNGE-KUTTA SCHEMES
TO BENCHMARK PROBLEMS IN COMPUTATIONAL AEROACOUSTICS

F Q Hul, M. Y. Hussaini? and J. Manthey!
tDepartment of Mathematics and Statistics, Old Dominion University
Norfolk, VA 23529

nstitute for Computer Applications in Science and Engineering
NASA Langley Research Center, Hampton, VA 23681

ABSTRACT

We investigate accurate and efficient time advancing methods for computational aeroacoustics,
where non-dissipative and non-dispersive properties are of critical importance. Our analysis pertains
to the application of Runge-Kutta methods to high-order finite difference discretization. In many
CFD applications, multi-stage Runge-Kutta schemes have often been favored for their low storage
requirements and relatively large stability limits. For computing acoustic waves, however, the stabil-
ity consideration alone is not sufficient, since the Runge-Kutta schemes entail both dissipation and
dispersion errors. The time step is now limited by the tolerable dissipation and dispersion errors in
the computation. In the present paper, it is shown that if the traditional Runge-Kutta schemes are
used for time advancing in acoustic problems, time steps greatly smaller than that allowed by the
stability limit are necessary. Low Dissipation and Dispersion Runge-Kutta (LDDRK) schemes are
proposed, based on an optimization that minimizes the dissipation and dispersion errors for wave
propagation. Optimizations of both single-step and two-step alternating schemes are considered. The
proposed LDDRK schemes are remarkably more efficient than the classical Runge-Kutta schemes for
acoustic computations. Numerical results of each Category of the Benchmark Problems are presented.
Moreover, low storage implementations of the optimized schemes are discussed. Special issues of
implementing numerical boundary conditions in the LDDRK schemes are also addressed.

1. INTRODUCTION

Computational acoustics is a recently emerging tool for acoustic problems. In this approach,
the acoustic waves are computed directly from the goveming equations of the compressible flows,
namely, the Euler equations or the Navier-Stokes equations. Special needs of numerical schemes for
computational acoustics have been indicated in recent works (eg. [9], [12]). It has been recognized
that numerical schemes that have minimal dispersion and dissipation errors are desired, since the
acoustic waves are non-dispersive and non-dissipative in their propagations. In this regard, it has
appeared that high-order schemes would be more suitable for computational acoustics than the lower-
order schemes since the former are usually less dispersive and less dissipative. Recently, high-order
spatial discretization schemes have gained considerable interests in computational acoustics, among
them the explicit DRP [12], implicit (or compact) [8,11] and ENO schemes[6]. In this paper, we

This work was supported by the National Aeronautics and Space Administration under NASA
Contract NAS1-19480 while the authors were in residence at the Institute for Computer Applications
in Science and Engineering, NASA Langley Research Center, Hampton, VA 23665, USA.
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investigate accurate and efficient time advancing schemes for computational acoustics. In particular,
the family of Runge-Kutta methods is considered. The present analysis pertains to the application of
Runge-Kutta methods to high-order finite difference schemes.

In many CFD applications, popular time advancing schemes are the classical 3rd- and 4th-order
Runge-Kutta schemes because they provide relatively large stability limits [10]. For acoustic calcu-
lations, however, the stability consideration alone is not sufficient, since the Runge-Kutta schemes
retail both dissipation and dispersion errors. The numerical solutions need to be time accurate to re-
solve the wave propagations. In Category | problems, we show that when the classical Runge-Kutta
schemes are used in wave propagation problems using high-order spatial finite difference, time steps
much smaller than that allowed by the stability limit are necessary in the long-time integrations. This
certainly undermines the efficiency of the classical Runge-Kutta schemes.

Runge-Kutta schemes are multi-stage methods. Traditionally, the coefficients of the Runge-Kutta
schemes are chosen such that the maximum possible order of accuracy is obtained for a given number
of stages. However, it will be shown that it is possible to choose the coefficients of the Runge-
Kutta schemes so as to minimize the dissipation and dispersion errors for the propagating waves,
rather than to obtain the maximum possible formal order of accuracy. The optimization also does
not compromise the stability considerations. The optimized schemes will be refereed to as Low
Dissipation and Dispersion Runge-Kutta (LDDRK) schemes. Consequently, remarkably larger time
steps can be used in the LDDRK schemes, which increases the efficiency of the computation. The
optimized 4-, 5-, and 6-stage schemes are proposed. In addition, optimized two-step schemes are also
given in which different coefficients are used in the alternating steps. It is found that when two steps
are coupled for optimization, the dispersion and dissipation errors can be further reduced and higher

formal order of accuracy be retained.

Optimization of numerical schemes for wave propagation problems has been conducted in several
recent studies (e.g., [8], [12], [16]). In [12], a Adam-Bashforth type multi-step time integration scheme
was optimized for acoustic calculations. In that work, the optimization was carried out to preserve the
numerical frequency in the development of Dispersion-Relation-Preserving finite difference schemes.
In [16], a 6-stage Runge-Kutta scheme was optimized for the linear wave propagations. Most recently,
optimization of 5-stage Runge-Kutta schemes was considered in [8] for long-time integration, in which
optimized coefficients were given depending on the spectrum of initial condition. There are, however,
differences between the present and previous works in several aspects. First, the optimization of
time advancing is separate from the spatial discretization schemes. The optimization is done once
and for all. The proposed LDDRK schemes are applicable to different spatial discretization methods.
Second, the optimization is carried out only for the resolved frequencies/wavenumber in the spatial
discretization. It will be shown that LDDRK schemes preserves the frequency in the time integration
and thus is Dispersion-Relation-Preserving in the sense of [12]. Third, optimizations of two coupled
Runge-Kutta steps are considered for the first time. Our results indicate that the two-step schemes
offer better properties and are more efficient than the optimized single-step schemes.

The advantages of Runge-Kutta methods also include low storage requirements in their imple-
mentations, as compared to Adam-Bashforth type multi-step methods. The low storage requirement
is important for computational aeroacoustics applications where large memory use is expected. In the
past, it has been shown that the 3-stage 3rd-order scheme can be implemented with only two levels
of storages. Recently, the 4th-order scheme has been put into a two-level format using 5 stages in
[4]. We point out that, in light of recent studies, most of the LDDRK schemes proposed here can be
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implemented with two levels of storages, since the number of stages are larger than the formal order
of accuracy retained in all schemes except one.

In section 2, results of Fourier analysis of high-order finite difference schemes are reviewed
briefly. Time advancing with Runge-Kutta methods is described in section 3, Optimization process
and LDDRK schemes are given in section 4 and low storage implementations are discussed in section
5. Special issues of implementing boundary conditions are discussed in section 6. Numerical results
are discussed in section 7. Concluding remarks are given in section 8.

2. FOURIER ANALYSIS OF HIGH-ORDER SPATIAL DISCRETIZATION

In this section, results of Fourier analysis of high-order finite difference schemes are reviewed
briefly [14]. For simplicity of discussions, we consider the convective wave equation

— 4+c—=0 @.1)

Let the spatial derivative be approximated by a central difference scheme with an uniform mesh of

spacing Az as
du 1 &
— ) =— ; 2.2

J
in which a central difference stencil has been used. In (2.2) u; represents the value of u at z = z;
and a,’s are the coefficients of the difference scheme. Applying the spatial discretization (2.2) to
(2.1), a semi-discrete equation is obtained as

at interior points. Using Fourier analysis, it is easy to show that the semi-discrete equation yields

00 . .
o7 Hick' =0 2.3)

where @ is the spatial Fourier transform of u and k* is effective wavenumber :

N
k# -1 Z agelkaz (2'4)

Az N

and k is the actual wavenumber. { = /—1.

Thus £* of (2,4) is seen as an approximation to the actual wavenumber k. Moreover, we note
that the non-dimensionalized effective wavenumber k*Ax as a function of kAz is a property of the
finite difference scheme, depending only on the coefficients of the scheme, a¢. (Similar analysis can
also be performed for implicit finite difference schemes, such as the compact schemes [8, 11]). In
Figure 1, k*Ax as a function of kAz is plotted for several high-order spatial discretization schemes.
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It is observed that k*Az approximates kAx adequately for only a limited range of the long waves.
For convenience, the maximum resolvable wavenumber will be denoted by k7. Using a criterion of
[k*Ax — kAz| < 0.005, a list of k!Ax values for high-order central difference schemes is given in
Table 1. Often the “resolution” of spatial discretization is represented by the minimum points-per-
wavelength needed to reasonably resolve the wave. Here the points-per-wavelength value will be

computed as 27 /k;Az. TABL
BLE I

Values of kXAzr and k},,, Az for several high-order central difference schemes
of the spatial derivative. { indicates that the scheme has been optimized to have

maximum k}Az.

Spatial Discretization ki Az Resolution ko AT
(Point-Per-Wavelength)
5-point 4th-order [7] 0.7 9.0 1.4
7-point 4th-order’ [13] 1.16 5.4 1.65
9-point 6th-order 1.31 4.8 1.77
11-point 6th-order! 1.48 4.2 1.9
5-point compact [11] 1.36 4.6 2.0

Also listed in Table I are the values of maximum effective wavenumber k., Az. Clearly, when
finite difference schemes are used for the spatial discretization, only the long waves (i.e. for k£ < k})
are resolved within a given accuracy.

3. TIME ADVANCING WITH RUNGE-KUTTA SCHEMES

We now consider the time advancing schemes. In particular, the Runge-Kutta methods will be
considered. For convenience of discussions, a general explicit Runge-Kutta scheme is described below.

Let the time evolution equation be written as

ou
5 = FO© 3.1

An explicit, p-stage Runge-Kutta scheme advances the solution from time level ¢ = ¢, to {, + At as
follows :

14
Ul =U" + Z wiK; (3.2)
=1
where
1—1
Ki=AtF(U"+ Y BiKj), i=12,..p (3.3)
j=1

In the above, w; and f;; are the constant coefficients of the particular scheme.
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The choice of the time step Af is an important issue in the Runge-Kutta schemes. One criterion
for the time step is that the time integration be stable. The time integration would be considered
as stable if the step size is limited by the stability boundary, usually from the “foot print” of the
particular Runge-Kutta scheme. For references, the stability “foot prints” of the classical 3rd- and
4th-order Runge-Kutta schemes are shown in Figure 2 in the complex AA¢ plane, where X is the
eigenvalue of the linearized operator of F'(U) in (3.1).

To get time accurate solutions, however, the time step size At is now limited by the tolerable
dissipation and dispersion errors, in addition to the stability considerations. Consider, for example,
the semi-discrete equation (2.3) of the convective wave equation (2.1) and suppose that the classical
4th-order Runge-Kutta schemes is used. Here, the eigenvalue is —ick* and k* is real for central
difference schemes. Thus, from Figure 2, the 4th-order Runge-Kutta scheme should be stable if At
is chosen such that

ckl At <2.83

mazr

in which k. is the maximum effective wavenumber of the spatial difference scheme. Figure 3 shows
the computational results of Category 1 problem 1 where several different values of At have been
used, i.e. ck},,, At =2.83, 2.0, 1.0. Numerical results at £ = 400 are shown. Since our purpose is
to demonstrate the time integration schemes, a 9-point central difference scheme has been used in the
spatial discretization for the calculations presented. The numerical solutions exhibit serious dissipation
and dispersion errors for the first two cases. This example shows that, to get time accurate solutions,
time steps much smaller than that allowed by the stability limit is necessary when the classical Runge-
Kutta schemes are used.

To analyze the numerical errors in the Runge-Kutta schemes, we consider the amplification factor
of the schemes, i.e. the ratio of the numerical solution at time levels n+1 and n in the wave number
domain. From the semi-discrete equation (2.3), it is easy to find that the Runge-Kutta scheme leads
a numerical amplification factor,

1+l p )
r= f};n =1+ ) cj(—ioy (3.4)
k 7=1

where 0 = ck* At. U} is the spatial Fourier transform of U". The exact amplification factor, on the

other hand, is found to be .
e = e—ick At _ el (3.5)

The numerical amplification factor r in (3.4) is seen as a polynomial approximation to the exact
factor e7'?. In fact, the order of a Runge-Kutta scheme is indicated by the number of leading
coefficients in (3.4) that match the Taylor series expansion of e '?. To compare the numerical and
exact amplification factors, we express the ratio r/r, as

r_ —i6
= lrle (3.6)

In this expression, |r| represents the dissipation rate (or the dissipation error) where the exact value
should be 1, and é represents the phase error (or the dispersion error) where the exact value should
be 0. It is easily seen from (3.4) that |r| and 6 are functions of ck*Af. The dissipation rate |r| and
the dispersion error § of the classical 3rd- and 4th-order Runge-Kutta scheme are plotted in Figure 4.
Only the values for positive ck*At are shown, since |r| and é are even and odd functions, respectively.
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Using the criteria, say, that ||r| — 1| < 0.001 and |6] < 0.001, it is found that the numerical solution
would be time accurate for ck* At < 0.5 and ck* At < 0.67 in the 3rd- and 4th-order Runge-Kutta
schemes, respectively.

Following above analysis, we let R denote the stability limit of ¢ k* At, i.e. the scheme is stable
for ck* At < R, and L denote the accuracy limit, i.e. the solution is time accurate for ck* At < L.

Then, it is necessary for the time advancing scheme to be both stable for all wavenumbers and accurate
for resolved wavenumbers. These considerations lead to the following conditions of determining At

for the convective wave equation :
ck!At <L (3.70)

ckl . At < R (3.7b)

That is, in non-dimensional terms,

c At min L R 3.8)
- kX Az’ ki, AT S

Thus, the accuracy limit would give a smaller time step whenever }L{ < E;f; .
4. LOW DISSIPATION AND DISPERSION RUNGE-KUTTA SCHEMES
4.1 Minimizing the dissipation and dispersion errors

To optimize the Runge-Kutta schemes, we modify the coefficients c; in the amplification factor
(3.4) such that the dissipation and the dispersion errors are minimized and the accuracy limit L is
extended as much as possible. This is in contrast to the traditional choice of c; that maximizes the
possible order of accuracy. The optimized schemes will be to as Low Dissipation and Dispersion
Runge-Kutta (LDDRK) schemes. The optimization is carried out by minimizing |r —r. |2 as a function
of ck*At. It can be shown that this minimizes the total of the dissipation and dispersion errors.
Certain formal order of accuracy has been retained in the optimization processes. In other words, the
coefficients c; will be determined such that the following integral is a minimum :

2
r P _
/ 1+Zc,'(—ia)1 —e7 ' do=MIN é.1
0 par

where T specifies the range of ¢ k* At in the optimization. This leads to a simple constrained minimum
problem which yields a linear system for ¢;. Once the values of c¢; have been determined, the actual
coefficients of the Runge-Kutta schemes, i.e. w; and §;;, can be found accordingly. This optimization
process can also be viewed as preserving the frequency (Appendix A) and thus is Dispersion-Relation-

Preserving in the sense of [12].
Optimizations of 4-, 5-, and 6-stage schemes have been carried out. At least a 2nd order accuracy
has been maintained, i.e., ¢; = | and ¢ = 1/2 for all the schemes and 4th-order accuracy has been

retained in the optimized 6-stage schemes. The optimized coefficients are given in Table II. Also
listed are the respective accuracy and stability limits of the optimized schemes. The accuracy limits
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L are determined using the criteria ||r| — 1‘ < 0.001 and |6] < 0.001. The value of T used in (4.1)

has been varied such that the accuracy limit L is as large as possible. The dissipation and dispersion
errors of the optimized schemes are plotted in Figure 5. Plotted in dotted lines are the errors of
un-optimized scheme in which the coefficients c; equal to the that of the Taylor expansion of ™7,

Table II shows that the optimized 5-stage scheme can be more efficient than the 4-stage scheme,
as the increase in the accuracy limit out-weights the cost of the additional stage incurred. On the other
hand, the optimized 6-stage scheme has a smaller stability limit than the S-stage scheme, although
the accuracy limit is larger. This scheme, perhaps, is more useful for spectral methods than finite

difference methods (3].
TABLE II

Optimized coefficients for the amplification factor (3.4). L and R are the accuracy
and stability limits, respectively. All the schemes have at least second-order formal
accuracy , i.e. ¢; =1, g = 1/2.

Stages c3 c4 cs C L R
4 0.162570 0.0409464 — — 0.86 2.85
5 0.166344 0.0395041 0.00781071 — 1.36 3.54
6 1/3! 1/4! 0.00781005 0.00132141 1.75 1.75

4.2 Optimized two-step alternating schemes

In two-step alternating schemes, we consider schemes in which different coefficients are employed
in the alternating steps. The advantages of the alternating schemes are that, when two steps are
combined in the optimization, the dispersion and dispersion errors can be further reduced and higher
order of accuracy can be maintained.

Let the amplification factors of the first and the second step be

4! ’

r=1+Y aj(—loy (4.20)
7=1
P2 )

ra=1+ Z bi(—ioy (4.2b)
=1

where p; and p; are the number of stages of the two steps, respectively. Accordingly, the scheme
will be denoted as p;-p2 scheme below. It is easy to see that the amplification factor for these two
steps combined equals to ryr;. The exact amplification factor, on the other hand, is rg. Again, we
now choose the coefficients a; and b; such that |riry — r2| is minimized. That is, the coefficients
in the alternating steps will be determined such that the following integral is minimum
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Optimized coefficients for 4-6 and 5-6 schemes are given in Table IIl. In both schemes, a 4th-
order accuracy has been maintained for each step. Thus, the first step in 4-6 scheme is actually the
same as the traditional 4-stage 4th-order Runge-Kutta scheme. The dissipation and dispersion errors
are shown in Figure 6 and the stability foot prints are given in Figure 7. For efficiency, we note that
the computational cost of the 4-6 alternating scheme is comparable to that of 5-stage schemes while
the 5-6 scheme is slightly higher. However, the 4-6 and 5-6 schemes are 4th-order accurate whereas

the optimized single-step 5-stage scheme is 2nd order.

TABLE I

Optimized coefficients for the 4-6 and 5-6 schemes of (4.2). 4th-order accuracy
has been retained in each step, i.e. a;j =b;j =1, a2 =by=1/2, a3 =b3=1/6, as =
by =1/24. L and R are the accuracy and stability limits of each step, respectively.

Scheme Step Stages as/bs ae/be L R
1.65 2.52

4-6 1 4 — —
2 6 0.0162571 0.00286365
5-6 1 ) 0.00366849 — 2.05 2.85

6 0.0121101 0.00285919

2

Numerical results of Category 1 are shown in Figure 7. By and large, it has been observed that
the optimized two-step alternating schemes appear to be more efficient than the single-step optimized

schemes.

Finally, we point out that, unlike [8], the condition |r| < 1 has not been forced explicitly in the
optimization processes. Although this gives a simpler optimization problem, the optimized schemes
are, consequently, very slightly unstable for some narrow region of the wavenumber within the given
stability limits R. However, |r| < 1.001 in all cases. Such weak instability is not expected to cause
numerical problem and can be overcome in practical computations, for instance by artificial damping

or viscous effects.

5. LOW STORAGE IMPLEMENTATION OF LDDRK SCHEMES

In this section, we study the implementation of the LDDRK schemes. Particularly, we will be
interested in the implementations that require low memory storages. For linear problems, the following
implementation is convenient for a p-stage scheme. Let the time evolution equation be given as (3.1).

Then, B
1. Fori=1. .. p, compute (with §; =0)
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K; = At F(U" + G; Ki_1) (5.1b)
2. Then,

U =U"+K, (5.1¢)

The coefficients F; in (5.1) are related to the coefficients c; of the amplification factor of LDDRK
schemes as follows :

a2 = Bp
a= Bp Hp—l (5.2)
Cp = ﬂ—p Bp—l ,32

The above scheme can also be applied to non-linear problems, but it will be formally second-order
in general [3,10]. This implementation requires at most three levels of storage.

6. IMPLEMENTATION OF BOUNDARY CONDITIONS

Numerical boundary condition is another important issue in computational aeroacoustics. Often the
physical boundary conditions are given in the form of differential equations, such as the characteristics-
based boundary conditions or the boundary conditions based on the asymptotic forms of the far field
solutions [1, 12]. When boundary conditions are coupled with govemning equations of the interior
grids, it is not immediately clear as to how the K;’s in the Runge-Kutta time integration process
should be computed at the boundaries.

For simplicity, we assume that the problem is linear or can be linearized at the boundaries. To
examine the situation around the boundary grid points, we note that K; is related to the time derivatives
of the solution U, rather than being some “intermediate” value of the solution [5]. Specifically, for
the iterations of (5.1) for linear problems, we have

K, = At%lt—]

K; = Ata—U + ﬂzAtzé;?

K; = At%—[tj + B3At? %tZ + B3 5,483 0t[3]

K4 = At%g B4At2?;t? + Bupsat®s a t3 3+ BupaPant? %Z?

Ks = At?—U- BsAtzaatlzj +/§554At T +ﬁ554,33Ai Fm + BsBapsfaAt® atlsj

Ks = At%—? + Betrt? %2:2] + BeBsAt 8;3 + BePsPart %‘14 + ﬁ6ﬂ5ﬂ4ﬂ3At VT 5655543352At(6%16§?
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The above relations are exact. Thus, it becomes clear that, if U is known at the boundary, K; at
the boundary points should be computed according to (6.1). On the other hand, when the boundary
condition is given in the form of differential equations, K; at the boundary points should be computed
from the boundary equations using the same Runge-Kutta scheme as at the interior points.

7. RESULTS OF BENCHMARK PROBLEMS

The proposed LDDRK schemes have been applied to each category of the workshop benchmark
problems. Very favorable agreements between the numerical results and known analytic solutions were
found. The results of Category 1 have been shown in sections 2-5. In this section, brief discussions

of numerical solutions of Category 2-6 are given.

7.1 Category 2

We solve one-dimensional non-linear equations. Spatial derivatives are discretized by a 7-point
central difference scheme [13] and the time integration is done by the optimized LDDRK scheme.
At boundary points (3 points inward), backward differences are used [7]. Moreover, at left boundary,
T = —50, —49, —48, the following linearized equations, supporting only left-going waves, are used :

9 _op_,
ot Oz
Ju Ou
9t 9z
9p _9p _
ot Oz

The boundary equations are integrated using the same Runge-Kutta scheme as the interior equations.

Artificial damping has been used in the shock region. In particular, the semi-discrete temporal
equation (3.1) is modified to be

Ou; al
——J+L(U)=€ Z d(u]'.,.g

at Py
where ¢ if proportional the variation of uj;. The coefficients dy were chosen such that only the
unresolved short waves are damped [13].

Another artificial damping method, filtering, has also been experimented. In this case, the temporal
equation becomes

ou
Ft— + L(U) =0
N
a
g— = Z dettjve
£=—N
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Similar numerical results are observed in the two methods of damping. The computational solutions
are shown in Figure 8.

7.2 Category 3

Linearized Euler equation is solved. Schematic of the computational grid is shown in Figure
9. Radiation and out-flow conditions of [12] are used for boundary grid (3 points inward). These
boundary equations are based on the asymptotic form of the far field solution. They are integrated
using the same Runge-Kutta scheme as the interior Euler equation. It has been experimented in which
the boundary equations were applied on grids 3, 5 and 10 points inward from the numerical boundary.
No significant differences were found. Backward differences are used where central difference can
not be applied. Specifically, 5-point 4th-order closure scheme of [7] gives

25 48 36 16 3
’ T ey — D — — — — —
fi= 12f1 + 12f2 I2f3+ 12f4 12fs
3 10 18 6 1
’ e —— — —— —— — — —
fa= lzfl 12f2+ 12f3 ]2f4+ ]2f5
, L, 8, 8 1
f3= 12fl 12fz + 12f4 12fs

Density contours of Problem 2 are shown in Figure 9 for ¢ = 50, 70, 90. For the calculation presented,
5-6 LDDRK scheme have been used with Af = 0.84.

7.3 Category 4

In Problem 1, solid wall boundary condition is applied at y = 0. Physically, the boundary condition
at solid wall is that the normal velocity equals to zero for inviscid flows. That is, v =0 at y = 0.
Then, from (6.1), since all the time derivatives of v are also zero, the numerical implementation in
the Runge-Kutta schemes is

K; =0 for the normal velocity components 6.3)

No additional condition is applied on the wall. The schematic of the computational grid is shown in
Figure 10. The explicit 5-point boundary closure scheme of [7] is applied for backward differences.
The radiation and out-flow boundary conditions of [12] are applied at upper, left and right boundary,
respectively. Pressure contours are shown in Figure 10.

In Problem 2, we solve

p v v/r u
d | u d{o 0 o |p
- - - =0
atlv | ar{p]"| 0o ) Toz\0

p v v/r u

The above equation becomes undefined at » = 0. However, at 7 = 0, v = 0. By L'Hospital’s rule,
- g—’r’. The equations at r = 0 becomes

_8£+26v du _

5 2 a0



O ——— . oo 111

ol L WA

I [ ERTIN 1Y 1 I

i

B T

Ou  Op _
dt  Oxr
Op _Ov Ou
Lir— =
at  or Oz
No additional conditions are specified along the symmetry line r = 0. Along the boundary = = 0,

following condition for u is applied :
x=0,r<9, u=10"*sin(zt/5)
=0, =10, u=0.5x 10"*sin(rt/5)
=0, r>21,u=0

0

0

Computational grid and numerical results are shown in Figure 11.

7.4 Category S

The given equations are integrated directly with the boundary condition at £ = —200 :

p 1 (1)
ul=( M | +107¢{ 1 }sin{w (z/(1 + M) — ¢
(1)- (i) () et ean=o)

The initial state at { = 0 for p, v and p is the linear profile shown in Figure 12. The spatial
discretization is the 7-point central difference and the time integration is the 5-6 LDDRK scheme.
The K; at left boundary x = —200 in the RK scheme is calculated according to (6.1), since here the

boundary conditions as functions of { are know.

The time history of pressure at exit x = 80 is shown in Figure 13. After time greater than
around 2500, the solution appears to reach a periodic stead state, as shown in the very fine scale.

The variation of p — Pmean is also shown for time between 3900 and 4000, demonstrating a well
defined periodic oscillation of amplitude 0.36 x 107, The state of p, u and p at ¢ = 4000 is plotted

in Figure 12,

7.5 Category 6

In this problem, acoustic waves are generated as the gust passes the flat plate. Since the gust
satisfies the convective linearized Euler equation, it is convenient computationally to separate the gust
and the secondary flow generated by the plate. This leads to the following boundary condition on

the plate for scattered field : at y =20 and —15 < z < 15, v = 0.1sin(§(e/M — 1

Two calculations with different computational domains were carried out. The first is the full
domain of [—100, 100] x [—-100,100] and the second is a half domain of [—100, 100] x [0, 100].
Physically, with a mean flow My, a wake is formed after the trailing edge. Consequently, the velocity
is discontinuous across the wake. It is convenient to use the half domain to allow the discontinuity
of velocity. In this case, an anti-symmetry condition for p, i.e. p =0, is imposed at y = 0. However,
numerical results of the two calculations do not show significant differences in the radiated sound

field, although the velocity in the wake region are different.
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Since the flow field has discontinuities around the leading and trailing edges of the plate, artificial
damping is applied on the grids around the edges. Since the damping scheme is designed to damp
the unresolved high frequency wave only, the radiated acoustics wave, which has a wavelength of
resolved waves, is not expected to be affected by the damping. However, no quantitative study has
been conducted.

Figure 14 shows the instantaneous pressure p and velocity u contours. A well defined vorticity
wave is convected downstream in the wake region. The directivity pattern of rp? is given in Figure

15.
8. CONCLUDING REMARKS

An analysis of dissipation and dispersion properties of Runge-Kutta time integration methods has
been given for high-order finite difference discretization. Low Dissipation and Dispersion Runge-
Kutta (LDDRK) schemes are proposed, based on an optimization that minimizes the dissipation and
dispersion errors for wave propagations.

The importance of dispersion relations of the finite difference schemes have been emphasized in
recent works of computational aeroacoustics. The proposed condition of determining the time step,
(3.8), is based on the wave propagation properties of the the finite difference schemes. It takes account
of both the spatial and temporal discretizatons. This ensures the correct wave propagation of resolved
waves and, thus, improves the robustness of the computation.

APPENDIX A: OPTIMIZATION VIEWED AS PRESERVING THE FREQUENCY

In section 4, the optimization is carried out by minimizing the difference of the numerical and
the exact amplification factors. This actually minimizes the total of dissipation and dispersion errors.
In this appendix, we show that minimizing integral (4.1) also preserves the frequency in the time
integration. As such the LDDRK scheme is dispersion relation preserving in the sense of [12]. By
(6.1) for linearized problems, it is easy to show that the Runge-Kutta scheme leads to

U

ou orU
() + C?Atzgﬁ(tn) Foreeees + cpAtpétT(tn) (AD

ot

where ¢; are identical to the coefficients of the amplification factor (3.4). This will be true regardless
of the particular form of partial differential equations concerned. The above relation only involves
the time derivatives of the solution. Upon replacing ¢, by ¢ and applying Laplace transforms on both
sides of (A1), it is found that

U, + At) = U(t,) + oAt

LHS. | oo
— / Ut + A)etdi = e A0 (A2)
27 0
RH.S. . . U
1 oY 298 p9 U et
o /O [U®) + e1ht =) + 87— (1) + + cpAtP— () dt
= [1 + ci(—iwAt) + cy(—iwAtY? + - - - - - - + cp(—lwAtyP 10 (A3)

where U is the Laplace transform of U (For simplicity, we assume that U = 0 for ¢ < At). Next we
express
1+ cj(—iwAt) + cp(—iwAL)? + -+« - + cp(—lwAty = e A (A4)

C-X
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(A4) equals to the amplification factor = in (3.4) when w is replaced by ck*. By comparing (A4)
and (A2), it is seen that w* represents the numerical frequency in the Runge-Kutta time integration

scheme. By replacing ck* with w, we have

—iw*At —iwAt 2 -

2
e —e oMW" At—wAt) __ ll ~

2
WAL — wAt! (A5)

|r — relz =

for |w*At — wAt| small. From above, it is easy to see that the optimization integral (4.1) results in

the preservation of the frequency.
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Figure 1. Numerical wave number k*Az v.s. the actual wave number kAzx for several high-order
finite difference schemes. 5-point 4th-order [7}, — — — 7-point 4th-order [13], — ——
—— 9-point 6th-order, - - - - - - 11-point 6th-order, — - — - — 5-point compact [11].
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Figure 2. Stability foot prints of the 3rd-order (rk3) and 4th-order (rk4) schemes (left). A is the
eigenvalue of the linearized operator F' in (3.1). Indicated are the stability limits on the imaginary
axis. Also shown are the stability limits of optimized 4th-order LDDRK schemes (right).

87



T TH BB (0w

oA T TR

T |l T

P WOl L

0.6 - T T T  — e
0-5 3 (a) //\\

At =283/kpa=1.6 |

1 ‘ - - .
385 390 395 400 405 410 415
X
0,6 T . na — — - T
o5l (®) oo At=20/kpe =113 |

"385 390 395 400 405 410 415
X

0.6 . . — - i

05} (¢ At =1.0/ky,, = 0.56 |

1 : .
385 390 395 400 405 410 415
' X

Figure 3. Numerical results of Category 1 Problem 1. The classical 4-stage 4th-order Runge-Kutta
scheme is used. A 9-point central difference scheme has been used for the spatial discretization. - -

- - - - exact, —o— numerical. t=400.

o0
o

-1 ¥1

LT TR 1T T T T R T O S T IO —— @

sl REL

L

PRI IL g

I



1.1 1 1) R T 0-1 L T 1 L
0.08 } j
= i 0.06 |
L 1.05 o 004}
3 o
[ : : &’% 0.02 } ;
§ 1.0 b— g 0.0 =
I
.é iL R b:l -0.02 | I
B -0.04 |
a 095t .06 |
(a) rk3 -0.08 (1) rk3 ]
0'9 L ' L 1 1 - . L 1 i L ]
00 05 10 15 20 25 30 00 05 10 15 20 25 3.0
ck At ck At
1.1 T T T T ™ O.l T T Y
I j 0.08 |
1.0 +
= L 0.06
g 09} 5 0041 1
ﬁ CS 0.02 } , :
S 08} 0.0 T
g § 002f L
g 077 A 004
a i
0-6 | '0.06
(c) -0.08 | (g) rk4 ]
0.5 i B 1 ——r - . L 1 { L O
00 05 10 15 20 25 3.0 00 05 10 15 20 25 3.0
c k* At C k* At
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Figure 8. Numerical solutions of Category 2 problem 1. Shown are the values of u at ¢ = 10, 20,

30, 40, 50.
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Figure 13. Time history of p at exit z = 80.
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RESULTS OF TWO NEW METHODS
FOR AEROACOUSTICS BENCHMARK PROBLEMS

H. T. Huynh
NASA Lewis Research Center, MS 5-11
Cleveland, Ohio 44135

Phone: (216) 433-5852; Fax: (216) 433-5802
E-mail: tohung@freya.lerc.nasa.gov

Summary. Two new methods for the numerical solution of conservation laws (the Euler
equations in particular) are presented: a uniformly second-order accurate upwind scheme and
a third-order accurate centered scheme. Results of these schemes are shown for problems in
categories 1, 2, and 3.

1. Introduction. Problems in aeroacoustics generally require fourth- or higher-order ac-
curate schemes. In this article, we present two lower-order schemes that are considerably more
accurate than standard low order methods. These two schemes are designed to resolve discon-
tinuities without oscillations. They perform well for a wide class of problems in fluid dynamics,
and they can capture shocks with high resolution. The question is how well can these schemes
resolve acoustic waves? In addition, can the concepts and techniques employed to derive these
methods be applied to high-order schemes in acoustics?

The first method is a second-order accurate upwind scheme. It consists of two key steps (of
MUSCL type): a reconstruction step which estimates the slopes in each cell (piecewise linear),
followed by an upwind step which obtains the fluxes at each interface. For the upwind step,
Roe’s flux-difference splitting (1981) is employed. We present here a simple explanation of this
splitting: it is identical to a flux-vector splitting via linearization and diagonalization. The
reconstruction step, however, is different from those in the literature. We start with the slope
of the quartic through five points. To avoid oscillations near a discontinuity, we introduce a
monotonicity constraint that preserves uniform second-order accuracy. The constraint consists
of two bounds (limits). The lower bound, which preserves accuracy, is defined by a slope ‘closest’
to zero among all second-order accurate slopes. This bound can also be defined by the UNO
slope of Harten and Osher (1987). The upper bound, which prevents the slope from becoming too
steep, is derived by making use of the upper limit of Van Leer’s MUSCL scheme. The constraint
requires the final slope to lie between these two limits. This requirement is conveniently enforced
by using the median function: the final slope is the median of the quartic slope and the above
two limits. To save computing time, we present a simple criterion that detects the smooth part
of the data: if a cell is in the smooth region, then the monotonicity constraint has no effect, and
the slope reduces to the quartic formula.

The second method is a third-order accurate centered scheme. It carries not only the average
of the conserved variables in each cell but also the interface values of these variables. For this
reason, the dispersion error is small even for the highest frequency waves (Van Leer 1977). Similar
to upwind schemes, this method employs a reconstruction step which, for third-order accuracy,
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is piecewise quadratic. Oscillations in the solutions are avoided by limiting the interface values.
Here, as in the linear reconstruction case, we introduce a simple monotonicity constraint that does
not cause a loss of accuracy near extrema. What is different from an upwind scheme, however, is
that instead of an upwind step, a dual-mesh (staggered) system is employed (Sanders and Weiser
1989, 1992, and Nessyahu and Tadmor 1990). This mesh system facilitates the updating of both

variables (averages and point values) and yields a centered scheme.
We present these schemes first for the advection equation and then for the Euler equations.

2. Second-order upwind scheme for advection equation. Consider the advection

equation with constant speed a,
ou + aé"ﬁ =0 (2.1a)
ot 9z )

u(z,0) = uo(z), (2.18)
where the initial condition up(z) is assumed to be of compact support or periodic. As a result,
boundary conditions are straightforward. Other boundary conditions will be addressed as needed.

The derivation below facilitates the extensions to systems of equations.

Let z; be the cell center, z;1,/2 the interface between the j-th and j + 1-th cells, and A the
cell width; the mesh is uniform. At time t® = nr where 7 is the time step, assume that we know
u} which approximates the solution u at z; for all j. We wish to calculate u;-‘“. Here, the time

step 7 is assumed to satisfy the CFL condition

lal(r/h) < 1. (2.2)

By applying the midpoint rule, we obtain a second-order accurate scheme:

W = u? + (r/h) (et — el (2.3)

The flux f'-‘:l%z = au;-'j_'ll //22 is obtained in two steps.

The first step is called the reconstruction step: in each jth cell and for ¢t* < ¢t < t"™*1, we
approximate u(z,t) by a linear function r;(z,t). Suppose, for the moment, (u.); is known. We
can calculate (u;); via (2.1a):

(ue)j = —a(us);. (2.4)

Thus, r; is known:
ri(e,t) =uj + (z — z;)(uz); + (¢ = £")(ue);- (2-5)

At time t"*t1/2 and at the two interfaces of the jth cell, Taylor series expansions yield

ri(@iya ") = ui— L h(ug);+ L r(ue)is ri(@ienye ttTYR) = w4 R(u)i+ 5 T(ud);. (2.6)

The second step is the upwind step. At each interface j + 1/2, we now have two values for

u: one from the Taylor series expansion in the jth cell, namely, r;(z;41/2, ¢"+1/2); and one from
that in the j + 1 cell, rj41(z;41/2 t"+1/2). Denote these two values respectively by uz and ug.

The flux is obtained simply by upwinding:

n+1/2 _ | QUL if a Z 0,
fj+1/2 - {aun otherwise. (2.7)
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Equivalently,

f;fll/: = (aug + aug) — L la|(ur — uz). (2.8)

The problem therefore reduces to defining (uz);.

In the rest of this section, time is frozen at level n. For simplicity of notation, we omit the
superscript n and, when it does not cause confusion, the subscript j is set equal to 0. One of the
simplest formulas for (u;)o which does not cause oscillations near a discontinuity is a weighted
average employed by Van Albada, Van Leer, and Roberts (1982): with

so=(uo—u)/h  and sy = (u = uo)/h, (2.9)

(uz)o = (254 + s1s.)/(s2 + 5% +107%). (2.10)
The above slope works well for a wide class of problems, but it is quite diffusive and is only

first-order accurate near an extremum. We present below a uniformly second-order accurate
slope which has a much smaller diffusion error.

The key idea is to preserve monotonicity of the data by a constraint that does not cause a
loss of accuracy. To be precise, we need a few definitions. Let the median of three numbers
be the one that lies between the other two. With real numbers z and y, denote by I[z,y] the
closed interval whose two end points are z and y. In addition, let minmod(z,y) be defined as
the median of z, y, and 0. Then for the purpose of coding,

minmod (z,y) =  [sgn (z) + sgn (y)] min (|}, [y]), (2.11)

where sgn (z) = 1 if z is positive; sgn(z) = —1 if z is negative. Note that if z = 0, the
above minmod function returns 0, and it does not matter whether sgn (z) is defined as 1 or —1.
Conversely, the median function can be expressed in terms of minmod:

median (z,y,2) = z+ minmod(y — z,z — z) = y + minmod (z — y, z — y)

_ (2.12)
=z + 3 [sgn (y — 7) +sgn (2 — )] min (Jy ~ z|, |z — z]).

The minmod function of three arguments will also be used: with a = min(z,, 23, 23) and
$ = max(zy, 23, z3), define minmod (21, 2, 23) = median (0, a, 3). Equivalently,
minmod (z1, 22, 23) = ${sgn (z1) + sgn (22)} [sgn (21) + sgn (23)| min(|z1], |22, ]2a]).  (2.13)

We are now ready for the constraint. It requires the final slope to lie in a certain interval.
Between the two ends of this interval, the one closer to 0 is called the lower bound; the other,
the upper bound. Let p_, po, and ps be the slopes at j = 0 of the three quadratics defined
respectively by {u_z,u_1,u0}, {1, o, u1}, and {uo, u;,uz}:

P- = (u-2 —4u_; 4+ 3u0)/(2h), po = (u1 —u-1)/(2R), ps = (~uz+4u; — 3up)/(2h). (2.14)
The lower bound, denoted by g¢., is given by (see Fig. 2.1)

¢« = minmod (p-, o, p+)- (2.15)
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Figure 2.1. The constraints.

Clearly, the three slopes (2.14) are accurate to O(h?); as a result, ¢. is accurate to the same
order. Loosely put, ¢. is the slope closest to 0 among the (three) second-order accurate slopes.

For the upper bound, the argument to the right of j = 0 is carried out first. In our context,
Van Leer’s constraint requires that for zo < ¢ < z/3, the reconstruction r;(z,t") takes values
in I[uo,u,]; that is, the final slope (uz)o lies between 0 and 2s; (Fig. 2.1). It is the limit 0
that causes accuracy to degenerate near extrema. To obtain uniform second-order accuracy, we
require the final slope to lie between g, and 2s,. The requirement to the left of j = 0 is for (uz)o
to lie between ¢. and 2s_. The two requirements together result in the following constraint: the
final slope lies in the intersection of the two intervals I [¢.,2s_] and [ [g.,2s4]. Clearly, one end
of this intersection interval is g.; the other is

q" = median (qu,2s-,254). (2.16)

And the constraint requires the slope (uz)o to lie in 7 [g., ¢7].
Our next task is to define an accurate slope. Using the quartic (five-point) formula, set

g5 = (u_z — 8u_; + 8uy — u2)/(12h). (217)

The above slope is highly accurate; however, near a discontinuity, it may have the wrong sign
(see Fig. 2.2(a)). We avoid this problem by requiring ¢s to lie between po and p,, where

Pm = median (p_,p+,Po)- (2.18)
To bring ¢s into the interval I [py, pm], We once again use the median function:
gs = median (g5, Pm, Po)- (2.19)

Note that at the smooth part of the data, one can show via a Taylor series argument that g is
generally identical to gs; that is, p,, and pp provide plenty of room for an accurate slope.
Finally, using the median function, we limit g,

(uz)o = median (ge, ¢, ¢")- (2.20)
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Figure 2.2. Effects of the constraints.

Since ¢. and g are accurate to O(h?), the above (uy)o is also accurate to the same order.

The following remark shows the effect of the above constraint. At the smooth part of the
data where the slope is nonzero, expression (2.20) yields (u;)o = g6 because g. is closer to 0 than
gs, and ¢~ is further from 0. Near an extremum, the interval I [¢., ¢*] may reduce to the point
{g.} and, in this case, (u;)o = ¢. (see Fig. 2.2(b)). It is here that our monotonicity constraint
preserves second-order accuracy while Van Leer’s may not. Near a discontinuity, or where the
data change rapidly, the slope gs is generally steeper than g%, and the final slope is identical to
¢, which is either 2s; or 2s_ (see Fig. 2.2(c)).

An alterative definition for q. is the UNO slope:

g- = median(s-,p-,po), ¢+ = median(s4,p4,p0),  ¢. = minmod(g4,q-). (2.2la,b,c)

We can also steepen the slope near a discontinuity: after (2.19) and before (2.20), we reset gs,

ge + sgn (gs) max(5|q+ — q-1, |gel)- (2.22)

Here, the factor 5 is found by numerical experiments. At smooth regions, |g+ — ¢-| is a small
number of order O(h?), and the above modification does not alter gs. Near a discontinuity, on

the other hand, q_ and ¢, are far apart, and (2.22) steepens ¢ considerably.
Next, we present a simple criterion which detects the smooth regions where the constraint

has no effect. Let Afu be the second difference of u:

Af-u = ‘U.J'_l - 2'UJ + u,~+1. (223)

For each index j, if
1<A ju/A <3, and <A} u/Alu<, (2.24a, b)

then the solution is considered to be ‘smooth’ in the jth cell, and it can be shown that a constraint
slightly more general than the above has no effect on the quartic slope. In this case, there is no
need to carry out the constraint, and the final slope is given by the quartic formula (2.17). (See
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also Huynh 1993a, 1993b.) For the Euler equations, this test is generally performed only on the
density field.

3. Second-order upwind scheme for the Euler equations. The one-dimensional low of
an inviscid and compressible gas obeys the conservation laws for mass, momentum, and energy:

U F(U

5 £ 0, (3.1)
/) m pu
U=(m), F=((m2/p)+p\)=(pu2+p) (3.2,3)
e (e+p)m/p (e+pu)

where ¢ is time, z distance, p density, m momentum, e total energy per unit volume, u velocity,
and p pressure. Let v be the ratio of specific heats, then for a perfect gas,

p=(v—-1)(e - }pu?). (3.4)
At smooth regions of U, (3.1) is equivalent to the non-conservation form
au ou OF OF 9F OF
—5{' + ACa—x = O, where A = -a_ﬁ = (5, %, -a—e—) (35, 6)
And after some algebra,
0 1 0
A = (v — 3)u?/2 B—=7)u y-1]. (3.7)
(y = Du? ~yuefp —3(y—L)u?/2+7efp qu
For the primitive variable V (more precisely, the vector of primitive variables),
P u p O
V=|ul, ov + Apa—v =0, where A, =10 u 1/p]. (3.8,9,10)
at Oz .
p 0 vp u

Denote the Jacobian matrix of the transformation between the primitive and conservative
variables by M (Warming, Beam, and Hyett 1975):

ou (OU ou 8U)

M

Then

1 0 0 1 0 0
M= ( u p 0 ) , M= ( —ufp 1/p 0 ) . (3.12a,b)
/2 pu 1Y(y 1) (y- /2 —(r—1u 7-1

Using the chain rule, (3.5, 9, 11) imply
A, =MTAM. (3.13)
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Next, we diagonalize A, and then A.. Let c be the speed of sound, ¢ = (yp/p)!/2. Equation
(3.13) implies A, and A. have the same eigenvalues. They are

A =y — ¢, A =y A® =y 4. (3.14)

Let L, be the matrix of the left eigenvectors of A,; R,, that of the right. Let A be the diagonal
matrix whose diagonal entries are A(), A(®, and A3, Then

0 —p/(2¢) 1/(2¢%) 1 1 1
L,= (1 0 -1/ ) , R,= (—c/p 0 c/p) , (3.15a, b)
0 p/(2c) 1/(22%) ¢ 0

and
L,=R;", L,AR, =A, A, = R,AL,. (3.16,17a, b)
The diagonalization of A, follows from (3.13):
L.AR. = A, where  L,=L,M™, R. = MR,. (3.18,19,20)

Let H be the total enthalpy, # = (e + p)/p. Expressions (3.20, 12a, 15b) lead to
1 1 1
R.=| u—c u utc |. (3.21)
H—vuc u?/2 H+uc

To define the characteristic variables, let U be a fixed state, and let U vary. Equation (3.5)
can be linearized around U:
ou ou

— +A.—=0. 3.22
o T A% =0 (3:22)
The characteristic variable W, and the corresponding characteristic equation are
R oW, . J0W
= = = =0. 3.23,24
WwW.=L.U, o +A £ 0 (3.23,24)
Similarly, for the primitive variable V, with a fixed state V,
ov. . 9V . oW ~ OW.
— +A,— = =L,V Pt A—L=0. 3.25, 26,27
o g, =0 WesLV, S r Ay ( )

3.1. Reconstruction step. For the Euler equations, given {U;}, we first calculate {V;}.
If the weighted average (2.10) is employed, we can simply apply it on V; to obtain (V);. Since
(2.10) is quite diffusive, it damps out oscillations (if any) quickly. We can also apply (2.10) on
Uj; because A. is more complex than A,, the algorithm is slightly costlier.

As shown by (3.24, 27), however, the quantities being advected are the characteristic variables.
With a more accurate reconstruction step such -as (2.14-20), we need to employ W, as follows.
For each index j, if conditions (2.24) are satisfied for the density field, the slopes (Vf)j are given
by (2.17). Otherwise, for —2 < I < 2 (five-point stencil), employing (3.26) with V = V;, set
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(W,); = L, V. Algorithm (2.14-20) is carried out for each component of (W,);, and the result
is denoted by W . Finally, (V.); = R,W..
Note that when the constraints have no effect, because L, and R, are the inverse of each
other, the above interpolation of (W,); yields a (V); identical to the interpolation of V;.
Knowing (V;);, one can calculate (V;); via (3.9). For each interface j + 1/2, Taylor series
expansions from the two adjacent cells j and j + 1 yield Vi and Vg at time ¢"+1/2,

3.2. Upwind step. Given V and Vg, we next define the upwind flux. For linear advection,
the speed is known; here, to obtain the characteristic speeds, which depend on V and Vg, we
need to linearize. The simplest and most obvious state for linearization is V = (VL +Vg). As
shown by (3.24, 27), the Euler equations can then be approximated by three advection equations.
The speeds of advection are Al) given in (3.14). Denote F; = F(Vy). The characteristic flux

and characteristic variables are
GL = fJCF[n (Wc)L = chULa (Wp)L = flva-

Similar expressions hold with subscript L replaced by R. The upwind characteristic flux, denoted
Gy, is given by the sign of A, 1<i<3. Omitting the superscript (¢), each component of Gy
is given by: )

gu = 3 (92 +9r) — 3580 (A)9r — g1)- (3.28)

Here there is a problem. When A = 0, should we select gr or gr as the upwind flux? This
problem no longer exists, however, if the state of linearization V has the property that

if  l=0, | then  gr = gr. (3.29)

For convenience, let A be~the difference operator R minus L, e.g., AF = Fr — Fr. From
(3.6), OF = A _OU. Suppose V (to be determined) is a fixed state that satisfies

AF = A,AU.  Then, AG=AAW,, (3.30,3.31)

where AW, = L.AU. Expression (3.31) implies that property (3.29) holds with V replaced by
V. Rewriting (3.28) in vector form and employing (3.31),

Gy = L (G + Gg) - L |A|L.AU. (3.32)

Multiplying the above on the left by R., we obtain the upwind flux:
Fy =} (FL+Fgr) - 1R JALAU. (3.33)
Further simplification ca.ﬁ be made by requiring—and the motivation is (3.11)—that V satisfies
AU = MAV. (3.34)

Multiplying the above on the left by L., we obtain, by (3.19), AW, = L. MAV = LAV =

AW,. Thus, o
Fy = L(Fp + Fr) - LRJA[L,AV. (3.35)
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Since L, is simpler than L., (3.35) is more economical than (3.33).

Finally, to determine V, the first component of (3.30) turns out to be useless (redundant).
The second yields a quadratic in i; among the two solutions of this quadratic, only one always
makes sense and yields &i. The third component gives H. Similarly, the last two components of
(3.34) lead to j and 4. Expressions (3.30) and (3.34) together define V uniquely:

f = \/PLPR; Br=op/lpr +5), Br=1-PBr=pr/(pr +p); (3.36,37a,b)

& =Brur + Brur;  H = PBLHL + BrHr. (3.38,39)

For more details as well as a simple entropy fix, see (Huynh 1993b).
Expression (3.35) is very simple, but it involves all three components (waves). Employing
a conditional statement, (3.35) can be coded economically by stepping across only one wave as
follows. Let V be given by (3.36-39), and &, the corresponding speed of sound.
Ifa—¢>0,then Fy = Fr;
else if & > 0, then with Aw(! the first component of LAV, Fy = Fp + (& — &) AwIR];
else if i + & > 0, then Fy = Fr — (i + &)Aw®R3;
else, Fy = Fg. '
Note that for the tilde state, (3.28), (3.33), and (3.35) yield identical upwind fluxes. With
a different state of linearization, e.g., V, they yield different fluxes; for (3.33) and (3.35) the
results still depend continuously on the data; for (3.28), however, the result no longer depend
continuously. In fact, with V in place of V, (3.33) and (3.35) work well for most problems, but
(3.28) does not.

4. Third-order centered scheme for advectionequation. At time t*, as in §2, let
z; be the cell center and z;,,/; the cell interface. Assume that we know #@; and u;41/2 which
respectively approximate the average value in the j-th cell and the interface point value at
T;4+172 of the solution u, for all j. (For a parabolic reconstruction, as shown by (4.2¢c) below,
the cell average @; is generally different from the point value u;. Again the superscript n is
understood.) We wish to calculate, and note the changes in the subscripts, ﬁ;‘j_'l‘ //: and u;-”'l/ 2
which respectively approximate the cell average and the interface point value of the solution at
time t"+1/2 = " 4 7 /2. Here, T is assumed to satisfy the CFL condition (2.2). Notice that we
take only half of a regular time step and, at time t"*1/2, the mesh is staggered. See Fig. 4.1.

The algorithm proceeds as follows. Set
uL,; = Uj-1/2 URj = Uj41/2- (4.1)

(When monotonicity constraints are introduced, uz; and ug; will be defined differently.) At
time level n and in each cell j, we reconstruct the solution by a parabola denoted by P;(z) using
the three pieces of information: the cell average @; and the two point values uz ; and ugp ;. The
second and first derivatives and the point value at z; of the parabola P; are, respectively,

D2u; = 6(ur; +ur,; — 24;)/h%, D,uj= (up;—ur;)/h, u;=1a;—(D*u;)h%/24. (4.2a,b,c)
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The time partial derivatives can be evaluated by differentiating the advection equation (1.1a):

Diu; = —a(Du;), Dlu; = a®(D2u;). (4.3a,b)
We can now update the point value u;'“/ ? via a Taylor series expansion:
uH? = u + (Da)(r/2) + (1/2)(D}uj)(r/2)" (4.4)

Observe that since the half time step corresponds to a CFL number less than 1/2, the discon-
tinuity in slope at (zj41/2,t") has not arrived at z; or z;41 when t = t"+1/2. For this reason, the
dual-mesh formulation does not need an upwind step; nevertheless, upwinding takes effect when
we employ the differential equations to calculate the time derivatives from the spatial ones. -

The values u}'H/ ‘ U;4+1/4, and u;_y/4 can be obtained by expressions similar to (4.4). Define

the average flux f; (in time) by
fi = alu; + 44 a7 /6, (4.5)

The same calculations as in (4.2-5) are then carried out for the cell j + 1. The cell average
ﬁ;‘j_': //22 is updated by balancing the fluxes for the control volume whose four corners are (z;,t"),
(zj41,t7), (z;,t"T1/?), and (z;41,t"*!/2) (shown in Fig. 4.1),

5?111//22 = (uj +4ujp17a +uR) 12+ (a1 F 4041 cya +urin) /12— (1/2)(7/R) (1 = F5). (4:6)
The next half time step is identical to the above except for obvious changes in indices due to
the staggering of the mesh system. We then obtain {#}*'} and {u}}],,}, and this completes the

basic algorithm.
Note that the single-mesh version of the above scheme was presented by Van Leer (1977). For

a single-mesh system, the scheme must be formulated as an upwind scheme. This formulation
makes extensions to systems of equations very difficult since it is not clear how to update the
interface values. The above dual-mesh piecewise-parabolic formulation is due to Sanders (1988),
except for the following key difference. Instead of evolving in time via the partial differential
equations and a Taylor series expansion as in (4.3-4), he employed characteristic tracing. This
characteristic tracing makes preserving third-order accuracy a nontrivial task. Our monotonicity
constraint below is also considerably simpler than Sanders’. If we discard the interface values
and reconstruct the function in each cell by interpolating the cell average quantities via a limiter
such as (2.10), we obtain the staggered-mesh scheme of Nessyahu and Tadmor (1990). They
also employed the time evolution (4.3a) above. Due to the linear reconstruction, their algorithm
is simple. It takes very little work, however, to carry the point values, and as shown by the
analysis in (Van Leer 1977, scheme 1 and 2), the resulting scheme (Chang and To 1992) is more
accurate. Finally, these dual-mesh methods can be considered as higher-order extensions of the

Lax-Friedrichs scheme.
Next, we move to the subject of preventing oscillations. Colella and Woodward (1984) pre-

sented a constraint which assures that the reconstruction parabolas are always monotone. This
constraint, however, causes accuracy to degenerate to first-order near extrema. Sanders (1988)
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Fig. 4.1. Dual-mesh system. Fig. 4.2. Monotonicity constraint.

derived a constraint that preserves at least second-order accuracy near extrema, but it is complex
and costly. We introduce below a simple constraint that preserves accuracy.

Due to symmetry (reflection), we carry out the constraint only for ug ;. This constraint has
two bounds: a lower bound u. and an upper bound u*, and ug,; is required to lie between these
two bounds. To obtain the lower bound, consider the parabola defined by the three quantities
j, Uj-1/2, and %;_;. The value of this parabola at zj;1/s is

Upfl = %ﬁj —2uj_y/2 + %ﬁj-l; (4.7)
here, the subscript = fl stands for ‘extrapolating from left’. And,
U, = median(&;, jq1/2, Uz p1), u* =4 4+ 2(4; — ujqy2)- (4.8a,b)

See Fig. 4.2. Note since uj41/2 and uzs are accurate to O(h?), so is the lower bound u,. This is
why accuracy is preserved. Finally,

up,; = median(u;j4y/2, U, u"). (4.9)

Loosely put, u. is generally too close to #;, and u* too far from ;; as a result, at most smooth
regions, ug; is identical to u 41/, i.e., the constraint that ug; lies between u. and u* has no
effect on u;y;/. Near a discontinuity, however, u;,1/; often lies outside the interval formed by
u, and u*, and expression (4.9) yields u* as shown in Fig. 4.2.

Although the constraint (4.7-9) is very simple, for the Euler equations we apply it to the
characteristic variables, which are somewhat expensive to calculate. Since the constraint has no
effect at most smooth regions, it would save considerable computing time if we can derive simple
criteria to detect when it has no effect, and in that case, u; ; and up; are respectively identical
to u;_1/2 and u;4y/2 as in (4.1). Such a criterion is presented below.

Again, for the j-th cell, let D} be the second derivative of the parabola defined by @;, u;_1/2,
and @;_1; D%, that of the parabola defined by %;, Ujy1/2, and @j4y. Then if

2<D}/Du; <2 and }<D%/D%u; <3, (4.10)
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the data are considered to be ‘smooth’ in the j-th cell, and the interface values are left unchanged.
For the Euler equations, this test is performed only on the density field. Therefore, the resulting

scheme is economical.

5. Third-order centered scheme for the Euler equations. The above formulation
facilitates the extensions to systems of equations. For the Euler equations, if condition (4.10)
is satisfied for density, the interface values U ; and Up,; are given respectively by U;_,/, and
Ujt1/2. Otherwise, the monotonicity constraints (4.7-9) are carried out for the characteristic
variables W, and then these characteristic interface values are transferred back to the conserva-
tive quantities. Note that the characteristic variables and the constraints are generally needed at
only a few cells near a discontinuity. Next, the z-derivatives of the conserved variables are given
by (4.2). The ¢-derivatives are calculated by differentiating (3.5). The updating of the conserved
variables are then straightforward: the point values via (4.4) and the nonconservation form; the

averages, via (4.5-6) and the conservation form.

6. Numerical results. In the following numerical examples, unless otherwise stated, the
CFL number is 0.8; thus, for the dual-mesh scheme, each half time step corresponds to a CFL
number of 0.4. The continuous lines (curves) represent the exact solutions, and the circles the
numerical ones. o ,

The first problem of category 1 is the advection equation (1.1a) with a gaussian initial con-
dition. Here, to see how the schemes advect discontinuities, in addition to the gaussian, we also
have a square, a triangle, and a semi-ellipse wave. The results after propagating a distance of
200 cells (¢t = 200) are shown in Fig. 6.1. We also present the results of a steepening technique
for the third-order method (due to space limitation, the details of this technique were omitted).

The second problem of category 1 is a spherical wave problem. The results for the second-
order scheme are shown in Fig. 6.2, and the third-order in Fig. 6.3. For w = 7/3, the waves are
damped out by the second-order scheme very quickly (the plot is omitted).

For problems in categories 2 and 5, the two schemes yield essentially identical results. There-
fore, we present only the results of the second-order upwind scheme. For category 2, the solutions
of the first problem at ¢ = 200 and the second problem at ¢ = 60 are shown in Fig. 6.4. Note
that for shocktube problems, the first few time steps corresponding to a fixed CFL number are
generally too big because the flow has not developed. These big time steps may cause oscillations.
To avoid this problem, the first 4 time steps 7 (k =1,...,4) are replaced by (k/5)7%.

The results by the second-order upwind scheme for category 5 are presented in Fig. 6.5(a).
Here, several snapshots of the spatial distribution of the pressure disturbances are plotted by a
continuous curve. A similar result with a shock in the steady state solution is shown in Fig. 6.5(b).
The steady state solution with shock is shown in Fig. 6.5(c). Note that for this problem, we
employ the standard characteristic boundary conditions.

7. Conclusion and discussion. A second-order accurate upwind scheme and a third-
order dual-mesh centered scheme are presented. These schemes are simple, and they can capture
discontinuities well. For nonlinear acoustic problems, the results are highly accurate if waves are
represented by 15 or more mesh points. Waves with too few mesh points are damped out.
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To resolve waves with only 6 to 8 mesh points per period, higher-order schemes are preferred.
Conceptually, the techniques presented here can be applied to several of these high-order schemes.
Indeed, high-order schemes often can be formulated in conservation form; more specifically, the
interpolation yields the interface values for the conserved variables rather than the slopes at a
cell center. The constraint or limiting technique can then be applied to these interface values.
At smooth regions, the constraint has no effect. Near a discontinuity, however, the constraints
for the two sides of each interface yield two different values. We can then employ a flux splitting
to define an upwind flux. Such a scheme employed with, e.g., a Runge-Kutta time stepping,
reduces to a centered scheme at smooth regions, and turns into an upwind scheme only when the
constraint takes effect, i.e., near discontinuities. Whether such schemes are capable of accurately
resolving shocks and acoustic waves remains to be shown.
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Third-order scheme with constraint and steepening

Fig. 6.1. Linear advection; CFL=0.8; the waves have advected 200 cells.
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SOLUTION OF ACOUSTIC WORKSHOP PROBLEMS BY A
SPECTRAL MULTIDOMAIN METHOD*

David A. Kopriva
Supercomputer Computations Research Institute
and
Department of Mathematics
The Florida State University
Tallahassee, FL. 32306

John H. Kolias
Department of Mechanical Engineering
The Florida State University
Tallahassee, FL 32306

SUMMARY

We use a new staggered grid Chebyshev spectral multidomain method to solve three of the
Workshop benchmark problems. The method defines solution unknowns at the nodes of the Chebyshev
Gauss quadrature, and the fluxes at the nodes of the Chebyshev Gauss-Lobatto quadrature. The
Chebyshev spectral method gives exponentially convergent phase and dissipation errors. The
multidomain approximation gives the method flexibility. Using the method, we solve problems in
Categories 1 and S.

INTRODUCTION

In this paper we demonstrate the use of a new staggered grid spectral multidomain method on the
Category 1 and Category 5 Workshop problems. The desirable features of spectral methods regarding
the solution of wave-propagation problems are their excellent phase and dissipation properties, and the
fact that special boundary approximations are not needed to avoid overhang of the computational stencil.
It has long been known that Chebyshev spectral methods require a minimum of © modes per wavelength
to resolve a sine wave (Ref. 1). Exponential convergence of the phase and dissipation errors for
Chebyshev spectral methods was demonstrated in Ref. 2. For large computational domains, however,
large numbers of points are required even if only & points per wavelength are required to resolve a
propagating wave. To reduce the inflexibility associated with a single global approximating polynomial
through all those points, multidomain spectral methods were introduced. See Ref. 3, Chapter 13 for a
review of early work.

* This research was supported in part by the U.S. Department of Energy through Contract # DE-FC05-85ER250000 and by
the National Science Foundation through Grant DMS-9404322.

117



[y

il

GIEE o

g

i
}

The multidomain methods that have been used in the past defined all solution values at the Gauss-
Lobatto quadrature points. Characteristic upwinding at subdomain interfaces was imposed by using
upwind values of the derivatives (Ref. 4) or by correcting the solution values obtained by integrating the
equations directly on either side of the interface (Ref. 5). The advantage of the former is that the high
order temporal accuracy required for wave-propagation problems can be obtained, at the expense of
flexibility in two space dimensions. The latter approach is more geometrically flexible, but is limited in

temporal accuracy.

The new multidomain method uses a staggered grid and does not have the same limitations of the
single grid methods. Solution unknowns are defined on a grid defined by the Gauss quadrature points.
This grid interlaces the Gauss-Lobatto grid on which the fluxes are evaluated. Interface conditions
require only flux continuity and can be evaluated to any temporal order of accuracy. The increased
flexibility is balanced by the extra cost of a spectral interpolation from the Gauss to Gauss-Lobatto grids.

THE STAGGERED GRID APPROXIMATION

The staggered grid approximation computes the solution values and the advective fluxes on two
different grids. Unlike the common approximation (Ref. 3), which uses only the nodes of the
Chebyshev Gauss-Lobatto quadrature as collocation points, the new method uses both the Gauss and the

Gauss-Lobatto points. We denote the Lobatto points by X; and the Gauss points by X ;412> defined by
X = l(l - cos(ﬂ)) j=0,1...,.N
2 N

J

- 1 2j+1 .
X}'+1/2 =5(1—COS(2N+2I)] j=0,1...,N-1

In (1), we have mapped the usual collocation points defined on [-1,1] to the more convenient unit
interval. The use of the overbar and half point notation for the Gauss points is used only for its value as
an analogy to staggered grid finite difference methods. It must be understood that the Gauss points do

not lie halfway between the Lobatto points (Ref. 3).

(1)

Two polynomial approximations are defined, one for each grid. Let the space of polynomials of
degree less than or equal to N to be denoted P, = {Polynomials of Degree < N}.Let £,(§) €Pbe the

Lagrange interpolating polynomial

NI E-X,

t,® =[] =—= (2a)
i=0 X‘- - X]

, i®j
defined on the Lobatto grid. On the Gauss grid, we define ,,,, €P,_, to be the polynomial
N-1 g _ ‘Y
h,.,(E)= [—_——%”—J (2b)
e I[ Xj+)/2 - Xi+)/2

=0
i#j

118

RE i

T T 0 o — L T T

PULIS 0wy e ommonn g ote g

UL TR

]

T mw

L

iy



Finally, let Q;be a grid point value on the Lobatto grid and Q a2 bE A value defined on the Gauss grid.
Then we write the polynomials that interpolate these values as

Q(X)=ZQ,-£',(X) (32)

Q(X)= Q+1/2 B2 (X). (3b)

j=0

The workshop problems called for uniform unit grid spacing. The spectral approximation, however,
uses the non-uniform spacing defined by (1). To be consistent, the calculations were performed so that
the average grid spacing was unitary. In this paper, all results are reported on the non-uniform grid.
However, the spectral results reported in the overview by Tam in this volume are interpolated to a
uniform grid using the representations (3).

We first consider the approximation of scalar problems of the form

u+f w)=0 of/ou>0,xela,bl,t>0
u(x,0) = uy(x) 4
u(a,t) =g

The interval [a,b] is subdivided into multiple, non- overlapplhg subdomains, £* =[ag,bil, k= 1,2,...K,
which are ordered left to right, as shown in Fig. 1. A simple linear transformation can be made to the
unit interval, so that on each subdomain we solve the problem

U+~ ()=0 X e[0,1],¢>0 )
Xy
Q v o o
1.1 : : !
F Uin, ' :

Figure. 1 Diagram of the domain decomposition in one space dimension.

On each subdomain is placed the staggered grid defined by (1). For convenience, we will assume
that the same number of points is used in each subdomain, but this is not required by the method. We

then let U*(X) eP,_,, defined by (3a), approximate the exact solution, # on (. Similarly, the flux is

approximated by the polynomial F*(X) eP,, defined by (3b). Substitution of these approximations
into (5) gives
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(7}+LM=R"(X) k=12,....K (6)
x, O0X

To obtain the equations that define the solution unknowns at the Gauss points, we require that the
residual, R, be zero at the Gauss points of the subdomain. This leads to the collocation approximation

Tk k
Wi, LX) g j=01,..,N-1 )
dt xx X T

Eq. (7) can be used to update the grid point values of the approximate solution, U, ,, from which the

interpolant U *(X) is computed.

The spatial derivative operation in (7) can be evaluated as the multiplication of the vector of flux
values that are defined at the Lobatto points, by a derivative matrix, D. From (3a), we see that

OF (X, y
F( +1/2 z ( j+”2) Z F, (8)

n=0

Thus, we write

oF*

aX = (DF)]+1/2 Zdﬂl n (9)

j+2

and the collocation approximatlon can be written in vector form as

k -
a +DFf=0 k=1,2,..,N (10)

where U* =[U}, U}, ...U,’“,_l,zlr,F" =[F: F} ... Fy ]T.

To compute the flux values, we first evaluate the interpolant U *(X) €P,,_, at the Lobatto points.
This can be computed by the multiplication of the vector of solution values in the Gauss grid times an
interpolation matrix, I, i.e.,

U(X) zUn+l/2 n+l/2(X) 2 Jin+li2 n+l/2 (11)

Since the characteristics of (4) run left to right, we expect that extrapolation to the left to be an unstable
procedure. Instead, we use the boundary condition to define the j = O value on the furthest left

subdomain. At subdomain interfaces, where two values U*™'(1),U*(0) are available, we choose the
value computed from the upwind, i.e., left, side of the interface. The result is an upwind evaluated
approximation at both the left boundary and at the interfaces. The fluxes Fj, are then computed from

these solution values.
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Equation (10) is a system of ordinary differential equations that must be integrated in time to get the
approximate solution values at the Gauss points. In principle, any common integration procedure can
be used. We have chosen to use low storage Runge-Kutta methods that require only 2-N storage
locations per subdomain. In particular, the third order 2-N storage method of Ref. 6 and a new fourth
order method by Carpenter and Kennedy (private communication).

The method can be easily extended to systems of hyperbolic equations of the form

{Q,+FX(Q)=0 x €[a,b],t>0 (12)

Q(x,0)=Q,(x)

where Q and F are m-vectors. The approximation of the system follows that of the scalar equation,
except for the treatment of boundary and interface conditions.

At a subdomain interface between two subdomains k-1 and k, there are two values of the interpolated

solution available, Q%' and Qj. The flux computed at the interface must use these two values in such a

way that waves are allowed to propagate freely through the interfaces. For constant coefficient linear
problems, we can write

F=AQ=ZAZ'Q=ZA'Z'Q+ZAZ'Q (13)

where A® = A £|A|. The first term represents waves moving left to right, and the second waves moving
right to left. To define an upwind approximation we choose Q" for the right going components, and
Q! for the left going components. Thus, at each interface, we compute the flux

Fy'=F; = 7(Qy'.Q;)=ZA'Z7'Q} + ZAZ7'Q; (14)

Characteristic decompositions for the nonlinear case have been addressed extensively in the finite
difference community (e.g. Ref. 7)

Boundaries can be considered to be interfaces between the computed solution and the solution
assumed to exist outside the computational region. Thus, at boundary points, we can compute the flux
by

Fy = 7(Q(a,1),Q;) and Fy = 7(Q}.Q(b,0) (15)

where Q represents the exterior solution at the boundary.
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SOLUTIONS OF CATEGORY 1 PROBLEMS.

A solution of the Category 1a problem using the method described above is shown in Fig. 2. The
calculation shown here was performed on the interval [-20,420]. That interval was subdivided into 22
subdomains of equal length on which 20 Lobatto points were used. The fourth order low storage Runge-
Kutta method was used for the time integration. The match between the exact and computed solutions
are evidence of the excellent phase and dissipation properties of the method for smooth solutions. In
fact, the resolution required by the problem specification is greater than that required to get an
acceptable answer. Fig. 3 shows a plot of the maximum error as a function of the number of points per
subdomain. As expected, the error decays exponentially fast. The box marks the error of 10-4 obtained

for the resolution requested in the problem.

0.5 R
0.4 e Computed{ ;
[ — Exact — 1

0.3 o
i 1
3 0.2 § ?
0.1 = §
, o j
0s , S g
SR T DU DU SOOI e b

A
380 385 390 395 490 405 410 415 420

9t
5 10 1520 25 30 35
Fig. 2. Solution of Gaussian pulse at time t = 400. Points/Subdomain

Fig. 3 Error as a function of
resolution for the Gaussian
pulse of Fig. 2.

The second problem of Category 1 computed a ]ong smusoxda] wavetrain. Results for time t=300 at
the requested resolution are shown in Figures 4 and 5. These calculations used Again, we see excellent
agreement between the exact and computed solutions for both wave numbers, with no evidence to
graphical precision of phase and dissipation errors. The errors we do see, however, are from the Gibbs’
phenomenon that results from the discontinuity in the first derivative at the front of the wave. Itis
possible to filter the oscillations at the front, but we have not done it here.
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Figure 5. Solution of the spherical wave Figure 6. Solution of the spherical wave
problem, ® = /4, t = 300. problem, ® = 7/3, t = 300.

SOLUTION OF THE CATEGORY 5 PROBLEM

The Category 5 problem is flow in a quasi-one-dimensional nozzle. We solved the equations in the
standard conservation form, using the density, momentum and energy equations (Ref. 7). The
calculation presented here was performed with 19 subdomains of equal size and 16 Lobatto points per
subdomain, which is at lower resolution than that required by the problem. At the interfaces, Van Leer’s
(Ref. 8) flux vector splitting was used to upwind the approximation. The inflow boundary condition was
specified by computing the incoming Riemann invariant from the boundary values, and computing the
outgoing Riemann invariant from the interpolation of the solution. Those Riemann invariants, plus the
entropy give enough equations to determine the flux at the boundary. The time integration was done by
the third order Runge-Kutta.

Both steady and unsteady solutions were computed, and the difference between the two is shown in
Fig. 6. Also plotted on Fig. 6 is the exact solution for the envelope of the acoustic wave. A comparison
of the exit pressure and the exact linear wave solution is included in the overview by Tam.

T ——
i ~o—Computed | ]
110°%k ]

—— Exact
5107 |

Acoustic Solution
(o]

-1.510° \
200 -150 -100 -50 0 50 100

X

Figure 7. Acoustic wave pattern for the Cat. 5 problem with the envelope of the exact solution.
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COMPUTATION OF WAVE PROPAGATION IN A COMPLEX FLOW

Philippe Lafon
Electricité de France - Direction des Etudes et Recherches
Département Acoustique et Mécanique Vibratoire
1, avenue du Général de Gaulle
92141 Clamart - France

SUMMARY

A numerical method has been developed in order to address aeroacoustic problems modeled by the
linearized Euler equations. A weak formulation of the equations leads to a time-dependent equation for the
test functions. The basic solver being one dimensional, two dimensional problems are handled by
directional splitting. This method shows low dissipation and dispersion errors.

INTRODUCTION

Since 1952, Aeroacoustics has been dominated by Lighthill's Acoustic Analogy (ref. 1, 2). In this
formulation, an inhomogeneous wave equation is derived from the exact equations of fluid motion. The
wave operator accounts for the propagation of acoustic fluctuations in an external medium at rest. The
flow effects are taken into account in the source term. The source term cannot be calculated without some
assumptions and simplifications. If one choose a statistical approach, it is possible to model the sources
of Lighthill's analogy from the knowledge of mean quantities given by codes using statistical models for
Navier-Stokes equations (ref. 3, 4). If one wants to solve directly the Lighthill equation, instantaneous
solutions of the Navier-Stokes equations are needed (ref. 5). These two approaches can be applied to
turbulent jet noise. The problem is more complicated for confined flows. In this case, the flow might be
complex, and the best way for tackling the problem of sound generation and propagation is to solve the
Euler linearized equations (ref. 6). It is known that accurate algorithms are needed in order to minimize
dissipation and dispersion errors.

We shall present in the next section the numerical method used. Results obtained for the proposed
problems of category 1 and 4 are presented and discussed.

THE NUMERICAL PROCEDURE
Equations

The flow is assumed to be isentropic. A propagation operator for the acoustic waves can be derived
from the linearization of Euler's equations about a mean steady flow:

§£+Uj—p+y13iui+ypa—ui+uj§£=0

ot 9y, dy; dy; 9y,

9 ﬁjf’ip_a_h, U _p 0P _

ot dy; P oy, ay; p %2 9y, (1)
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Overbared quantities denote steady flow parameters. Two dimensional problems are handled by
directional splitting. The set of equations (1) leads to the following one dimensional matrix equation:

aa‘f A’f)al"—+§W+c 0 where W=(") @
The equations (1), (2) are hyperbolic and have to be solved on a segment [a,b] between the time steps
th and ¢0+1, Characteristics method is combined with a weak formulation of the equations (ref. 7). An
adjoint problem, where the unknowns are the test functions, is obtained . The weak formulation reads:
b

e+l

t

<aW+XaW+§V7+E',|—[/>=O whereﬂ;isthetestfunctionand(_j’:E)= I fgdxdt (3)

ot x .
t

a

Discretization

The discretization of a scalar function is performed using linear finite elements and basic function gj(x):

]
1

" X1=a 7x2 X3 X4 , Xm=b
Discretized scalar and vector fields read:
(p,-=[%i] ifie [1,m]

m
P = 3 pi () gi() and Wwt)= S, W) 31 (x) where 0 @)
i=1 i=1 (oi:[ ] ifi e [m+1,2m)
gi-m
Application of the weak formulation
The weak formulation (3) appliéd to the discretized field gives:
b 'n+l . .
Y ke [1,2m) f Qg@+/_{§¥ﬁ+§ Wy +C %)dxdt =0
t"
a (6)
Neglecting boundary and source terms, an integration by parts with respect to time and space yields:
b n+l
b t" 41 — _. ] .
— T —_
V ke [1,2m] W W, dxl - [ag:" Aax'Pk -BTW¥|dxdt =0 @)
a
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The second term can be set to zero with an appropriate choice of the test functions.

Determination of test functions

It is assumed that test and basic functions coincide at time t"*+1. In order to determine the test functions
at time tn, the following problem has to be solved:
v _;' —.] = — —n+l -
0¥ , 94 lIir-BT'a"k=0 fort"<e<e*! with ¥, =¢q
ot ox (8)

The resolution is performed using a lagrangian transport of the test functions along the characteristics
curves. Finally, (7) gives:

b b
V ke [1,2m] E W; (t"”)] ¢; prdx = g Wi (t")f @i Wy ®)

i=1 a i=1

The left hand side of (9) consists of a three diagonal linear system and the right hand side is known.
PROBLEMS OF CATEGORY 1

The aim of this category of problems is to test the dispersion and dissipation properties of a
computation scheme.

Problem 1

The problem 1 consists in solving the following initial value problem:
ili + ?i = 0 over the domain -20 < x < 450 with initial condition =0, u = 0.5 exp [— In2 (5-)2]
ot oJx 3

Figure 1 displays the time evolution of the gaussian pulse at t = 100, 200, 300, 400. The mesh size is
1 and the time step is 1. For this problem, the computation gives the exact solution.

Problem 2

The problem 2 consists in solving the spherical wave problem:

d
%‘i + yr— + a—u = 0 over the domain 5 <r <450 with initial condition t =0, u =0.
t r

The boundary condition at r = 5 is:
u=sinax with (a) a)=i£, (b) a)=Z3‘Z

Figures 2 and 3 show the theoritical (solid line) and the numerical (dashed line) solutions at ¢z = 200
over the domain /00 <r <150 for the two frequency values. The mesh size is 1 and the time step is 1.

No dispersion appears in the solutions. Some dissipation affects the solutions but it has a limited
influence.

127



YL TR N Y T T R RV

aME oW

W

I il i

i

ald il

|
ih

0

Ji]

(il

PROBLEMS OF CATEGORY 4
The aim of this category of problems is to test the effectiveness of wall boundary conditions.
Problem 1

The problem 1 deals with the reflection of an acoustic pulse off a wall in the presence of a uniform
flow in semi-infinite space. One uses a computational domain -7/00 <x <100, 0 <y <200 and the wall

is at y= 0. The flow Mach number My is 0.5. The initial condition is:
24 (y -
t=0, u=v=0 p=p=exp -ln2[x—+(%5—2—5£}}
Figures 4 and 5 display the pressure isolines at ¢ = 45 and ¢ = 100. The mesh size is 1 and the time step
is 0.5. It appears that the numerical treatment of the wall boundary condition does not introduce any
disturbances in the propagation process.

Problem 2

The problem 2 deals with the axisymmetric radiation of an oscillating circular piston in a wall. The wall
and the piston are at x=0 and one uses a domain 0 <x <100, 0 <r < 100. The radius of the piston is 10

and its velocity u is 10*sin (ﬂ) . The initial conditions are: t=0, p=u=v=p=0.

Figure 6 shows the pressure isolines at half a period. The mesh size is 1 and the time step is 1. An
axisymmetric boundary condition is applied on the axis r = 0 . No oscillations are produced at the edge of
the piston.

CONCLUSION

In this paper, an original computational method for the resolution of the linearized Euler equations is
described. The applications carried out on the proposed problems show low dispersion and dissipation

errors. , . _
The aim of developing such numerical methods is to build computational codes in order to deal with

the noise generation and propagation in complex flows. Additional work is necessary to obtain accurate
time dependent informations about the turbulent sources.
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Figure 1. Problem 1 of category 1: time history of the convection of a gaussian pulse.
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SECOND-ORDER NUMERICAL SOLUTION OF
TIME-DEPENDENT, FIRST-ORDER HYPERBOLIC EQUATIONS
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SUMMARY

A finite difference scheme is developed to find an approximate solution of two similar hyperbolic equations, namely
a first-order plane wave and spherical wave problem. Finite difference approximations are made for both the space
and time derivatives. The result is a conditionally stable equation yielding an exact solution when the Courant

number is set to one.
INTRODUCTION

Many different numerical schemes have been developed to solve problems such as those under consideration in
this paper. These include the MacCormack finite difference scheme (the two-two scheme) which is second-order
accurate in time and space, or the fourth-order extension of the MacCormick scheme by Gottlib and Turkel!, Other
approaches are the Dispersion- Relation- Preserving (DRP) schemes of Tam? and Essentially Non- Oscillatory (ENO)
schemes proposed by Shu and Osher®. All of these schemes have certain characteristics associated with them which
influence the solutions. The characteristics of particular interest in this paper are dissipation and dispersion from
the discretization process. Rather than test an existing scheme, such as the ones mentioned above, which have been
developed for fluid problems, we have used the basic principles of finite differences to discretize the wave problems
under consideration. The schemes developed here are interesting because although the time and space discretizations
both exhibit dissipation and dispersion, when they are coupled by the partial differential equation, they yield an
exact result. The reason for this is that the discretized equation has the same solution as the continuous equation
if the Courant number is properly chosen. The existence of such schemes for simple wave equations suggests that it
may be possible to develop similar schemes for more difficult equations.

*Work performed while residing at ICASE under NASA contract number NAS1-19480.
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Plane Wave

We consider first an initial value problem for the equation
U+ Uy = 0 (1)
solved to the initial conditions .
u(z,0) = f(z) = 0.5el-12(8)’] (2)

The computational range in space is —20 < z < 450. The exact solution to this initial value problem is

u(z,t) = f(z-t) = 0.56[—“‘2(!_}!)2] . (3)

Numerical Algorithm

Finite differences were used to discretize the space and time derivatives in equation (1). Since u(z,t) is a function
of both = and ¢, the mesh size for each variable will have to be specified. A second-order time derivative is

approximated by a Taylor expansion of ul*! and u?~!, where u(iAz, nAt) ~ u?. Therefore,

u’.‘+1 — u'.‘_l 2
—_ i
w= U 4 0(ar), (4)

A similar Taylor expansion for the spatial derivative allows equation (1) to be discretized and solved for u?*!,

namely; . .
ufth = w? ™ —ofuly; —u ). )

Since u(z,t) is a function of both z and t, the mesh size for each variable will have to be specified. This is
accomplished by the Courant number, o, which is a ratio of the mesh sizes. For this problem,

At . | (6)

VIfrrlitial Conditions

Inspection of equation (5) suggests that it is second-order in time differences and therefore requires two initial
conditions. The second initial condition is found by using equation (1),

| ue(z,0) = —u(2,0) = —f'(z). )
Moreover,
ug(z,0) = ~ugz(z,0) = ug.(z,0) = f'(z). (8)

Therefore a Taylor expansion of u®! using the above expressions yields the second condition,

u = f(z - At). (9)
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Boundary Conditions

Recall the grid spans —20 < z < 450. To implement the algorithm, the solution at £ = —-21 and z = 451 is
required. The downstream boundary condition (the boundary at the right edge of the spacial domain) is
determined by substituting into equation (1) a time derivative approximated by a Taylor expansion backward in
time and a spacial derivative expanded forward in space. This yields the boundary condition

uggg = “24‘9!- (10)

However at the upstream boundary, the solution must be specified as it enters the domain. By the initial condition
of the problem, there is a wave entering our domain at the left boundary, given by

W5 = f(~20 - n). (11)

Stability

The Courant number, ¢, plays a crucial role in the stability of any algorithm developed; it is important to know
what are the admissible values of o for which the solution is stable. This was accomplished by separating the time
from the spacial components in equation (5), following the method described by Strauss*. The result is that
although the scheme is stable for o < 1, for an exact result the time mesh grid needs to lie on the characteristics,
which in this problem, are along z = t. Therefore, Az = At, and ¢ = 1. Since we were told in the problem
statement that Az = 1, we must take At = 1. Note that this condition holds true for the spherical wave problem as
well.

Results and Discussion

The numerical results from the plane wave problem are compared with the exact solution in Figure 1 for o = 1.
The results show that an exact solution was obtained using this algorithm. Moreover, an approximation for this
problem was also obtained for ¢ = 0.5. Figure 2 shows the solution at a t = 100, which clearly shows deviations
from the exact solution, which is a Gaussian pulse passing through the computational domain with time. This
result illustrates the fact that, although such algorithms are exact when the proper Courant number is utilized,
they rapidly deteriorate for other values of the Courant number.

Spherical Wave

The second problem concerns the spherical wave equation

w+(3) 4 =0 (12)
solved to the conditions
u(r,0)=0 (13)
and
u(5,1) = sinwt (14)

over the range 5 < z < 450, and for w = § and w = . It is easy to prove that the exact solution to this problem is

u(r, ) = Zsinfu(t - (r = )]Vt - (r = 5)] (15)
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where U is the Heaviside Function.

Numerical Algorithm

The space and time derivatives are approximated by second-order finite differences, as in the one-dimensional
problem. The term ¥ is approximated by the radial average of u(r,t), namely

n n n
_u_c' - util ;- Ui_1 . (16)
r r
The discretized formula is therefore
uptl = =t —a[(i+1.)u?+1] +d[(i— li)u?"l] (17)
i
where the Courant number, o, is again defined to be
At
o=7 (18)

Initial Conditions-

The initial condition given in equation (13) gives rise to the other required initial condition for implementation of
the algorithm. By means of the procedure used in the plane wave problem, it can be shown that
ubt = 0. (19)

Boundary Conditions
The numerical algorithm of equation (17) requires that the entrance and exit conditions on the spacial grid be

defined. While one boundary condition u(5, ) is specified, an exit condmon is a.lso required. Following the

procedure used in the plane wave problem, it can be shown tha.t

uidh = vl (20)

Results and Discussion

The numerical results for w = % are plotted next to the exact solution in Figure 3 for the spherical wave problem.
A comparison of the data shows that an exact solution was obtained for & = 1. Figure 4 shows the numerical and
exact results for w = § for ¢ = 1; again, exact results are obtained.

Conclusions

Numerical solutions that are formally exact have been obtained for two first-order hyperbolic problems. The finite
difference discretization of both time and space provides a simple means of obtaining the solutions; the only

136

TH

NEURYI o™ ) L]

L LI TN T



requirement is the specification of the solution as it enters and exits the domain. The algorithms are exact for a
Courant number of 1, but deteriorate for the Courant number less than one.

Appendix

1. Tam, C.K.W.; and Webb, J.C.: Dispersion- Relation- Preserving Finite Difference Schemes for Computational
Acoustics. Journal of Computational Physics, vol. 107, 1993, pp. 262-281.

2. Gottlieb, D.; and Turkel, E.: Dissipative Two-Four Methods for Time Dependent Problems. Math. Comp., vol.
30, 1976, pp. 703-723.

3. Shu, C.; and Osher, S.: Efficient Implementation of Essentially Non- Oscillatory Shock Capturing Schemes.
Journal of Computational Physics., vol. 77, 1988, pp. 439-471.

4. Strauss, W.A.; Partial Differential Equations. John Wiley Sons, Inc., 1992.
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Figure 2. Numerical solution of u(z, 100) verses x.
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LATTICE GAS METHODS FOR
COMPUTATIONAL AEROACOUSTICS

Victor W. Sparrow
Graduate Program in Acoustics
The Pennsylvania State University, University Park, PA 16802

SUMMARY

This paper presents the lattice gas solution to the category 1 problems of the ICASE/LaRC
Workshop on Benchmark Problems in Computational Aeroacoustics, held 24-26 October 1994.
The first and second problems were solved for At = Az = 1, and additionally the second
problem was solved for At = 1/4 and Az = 1/2. The results are striking: even for these large
time and space grids the lattice gas numerical solutions are almost indistin uishab%e
from the analytical solutions. A simple bug in the Mathematica code was found in the
solutions submitted for comparison, and the comparison plots shown at the end of this volume
show the bug. An Appendix to the present paper shows an example lattice gas solution with
and without the bug.

INTRODUCTION

Lattice gas methods are new simulation methods which have great potential in computational
aeroacoustics, CAA. Lattice gas methods are tailor-made for massively parallel processing
computers since only nearest neighbor communication is needed between grid points. This is in
contrast to high order finite difference schemes whose stencils require communication between
grid points separated by several spatial steps.

Unlike finite difference methods, lattice gas methods exhibit zero anomalous dispersion and
dissipation both for one-dimensional problems [1] and along all coordinate axes for
multidimensional problems [2]. It is well known that one can attain such excellent agreement for
the plane wave propagation problem (problem 1 of category 1) by using certain finite difference
methods with At = Az = 1. The lattice gas solutions generated for this Workshop, however,
also show excellent agreement with the analytical solutions for the spherical wave problem for all
source frequencies (problem 2 of category 1).

This }E)a er will first give a nutshell explanation of the underlying principles behind the lattice
gas method, and then it will demonstrate the excellent results. All OP the work was done using
the symbolic manipulation program Mathematica [3]. A small bug was found in the results
submitted for comparison for this Workshop. This bug is pointed out in an Apgendix. Although

beyond the scope of this paper, it is worth mentioning that the lattice gas method already has
been extended, separately, to problems with dissipation, nonlinearity, and mean flow [4].

METHOD

Overview

The lattice gas method is fundamentally different from finite differences in that a cellular
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Figure 1. Comparison between lattice gas simulation and analytical result for problem 1 at ¢t = 400.

automaton approach is taken. To re]l)resent acoustic waves, one uses finite amounts (or numbers)
of particles moving under specific rules in a discrete spatial lattice.

As is described elsewhere [1], the most important caveat in the lattice gas method for CAA is
that the CFL number, ¢ At/Az, must be a ratio of integers. Throughout this paper the speed of
sound ¢ will equal unity. Then the CFL number for a simulation with At = 1/4 and Az =1/2
will be taken as the ratio of integers

At=1/4 1

At=1/4 1 1)

Ax=1/2 2 _
Here the denominator, equal to 2 in this example, gives the number of temporary values, called
states, needed at every spatial position in the spatial lattice. The numerator, equal to 1, gives
the number of states which are associated with propagation. The remaining states are associated

with resting. Carefully defining which states propagate or rest ensures that information always
is accounted for, and no data falls “in between” nodal positions.

Algorithms for the Benchmark Problems

Fér problem one of cate%ory one, solving the the plane wave advection-equation,
du/bt + Ou/dzx = 0, the following lattice gas algorithm was used:

uj(z,t + 1) = 8y,0,1 Ujor(x — 1,) + 61,0 Ui (2, 1) (2)

where § is the Kronecker delta, v; = 1 if a state is a propagation state, 0 otherwise, and where &
is a circular shift operator. One finds the total field at each spatial position by summing over the

states:
u(z,t) = S u(z,t) - 3)

For problem 2 the spherical advection equation, du/8t + u/r + du/dr = 0, is solved using the
lattice gas algorithm

-1
uj(r;t +1) = 6Vj61,1 ujel(T - 1,t) ((T " )) + 5!/.7‘91,0 ujel("" t) . (4)

11

COVEEL LA T ORI N 0 R e wn

L



Figure 2. Comparison between lattice gas and analytical for problem 2, 6 points/\, at ¢ = 400.

The only change from Eq. (2) is the factor of (r — 1)/r that represents the decrease in the
amplitude of u over a single spatial step.

CATEGORY ONE RESULTS

Problem One

For brevity, only selected results for each simulation run will be shown. Using a CFL = 1.0,
At = 1.0, and Az = 1.0, a blow up of the interestin% part of the field at the final time of ¢ = 400
is shown in Fig. 1. Here {v;} = {1} was used. The lattice gas result, given by the round dots, is
indistinguishable from the analytical result, given as a continuous line. Other CFL give similarly
spectacular results.

Problem Two

Here only the 6 point/A results will be shown, as the 8 point/A results were all similar. For
the 6 point/A cases, excellent results were obtained for any CFL being the ratio of integers.
Figure 2 shows a result for CFL = 1.0 with At = 1.0 and Az = 1.0 at the final time of ¢t = 400.
Again {v;} = {1} was employed. The plot is scaled by multiplying the data by r. This blow up
of the leading portion of the spherical wavefront shows that the “kink” is propagated with zero
dispersion. Figure 3 further shows a 12 point/\ case at the midpoint of the run, ¢t = 200, for a
CFL = 0.5 using At = 0.25 and Az = 0.5. Here {v;} = {1,0} was used.

CONCLUSIONS

The lattice gas simulation results in this paper show that zero anomalous dispersion and
dissipation can be achieved for any CFL that is the ratio of int(igers. Certainly the lattice gas
method should be explored further for direct application to CAA.
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APPENDIX

The lattice gas solutions submitted for this Workshop were produced with a Mathematica
program which contained a simple bug. This bug is reflected in the plots shown at the end of
this volume. The Workshop problem % s
and 400. The bug caused the wave source to reset to time ¢ = 0 at each time the solution was

rinted. Figure 4 shows the results of the 8 point/A run at the final time of ¢t = 400, with the
ug included. Figure 5 shows the result with the bug removed. It is interesting to note that the
“kinks” created by the bug in Figure 4 are propagated with no dissipation or dispersion.
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Figure

Figure 5.
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4. Lattice gas solution (WITH BUG) for problem 2, 8 points/\, at £ = 400.
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Lattice gas solution (WITHOUT BUG) for problem 2, 8 points/A, at ¢ = 400.
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SOLUTIONS OF THE BENCHMARK PROBLEMS BY THE
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C.K.W. Tam, H. Shen, K.A. Kurbatskii,
L. Auriault, Z. Dong, and J.C. Webb
Department of Mathematics

Florida State University
Tallahassee, FL 32306-3027

SUMMARY

The 7-point stencil Dispersion-Relation-Preserving scheme of Tam and Webb is used to solve
all the six categories of the CAA benchmark problems. The purpose is to show that the scheme
is capable of solving linear, as well as nonlinear aeroacoustics problems accurately. Nonlinearities,
inevitably, lead to the generation of spurious short wave length numerical waves. Often, these
spurious waves would overwhelm the entire numerical solution. In this work, the spurious waves
are removed by the addition of artificial selective damping terms to the discretized equations.
Category 3 problems are for testing radiation and outflow boundary conditions. In solving these
problems, the radiation and outflow boundary conditions of Tam and Webb are used. These con-
ditions are derived from the asymptotic solutions of the linearized Euler equations. Category 4
problems involved solid walls. Here, the wall boundary conditions for high-order schemes of Tam
and Dong are employed. These conditions require the use of one ghost value per boundary point
per physical boundary condition. In the second problem of this category, the governing equa-
tions, when written in cylindrical coordinates, are singular along the axis of the radial coordinate.
The proper boundary conditions at the axis are derived by applying the limiting process of r — 0
to the governing equations. The Category 5 problem deals with the numerical noise issue. In the
present approach, the time-independent mean flow solution is computed first. Once the residual
drops to the machine noise level, the incident sound wave is turned on gradually. The solution is
marched in time until a time-periodic state is reached. No exact solution is known for the Cate-
gory 6 problem. Because of this, the problem is formulated in two totally different ways, first as
a scattering problem then as a direct simulation problem. There is good agreement between the
two numerical solutions. This offers confidence in the computed results. Both formulations are
solved as initial value problems. As such, no Kutta condition is required at the trailing edge of
the airfoil.

1. INTRODUCTION

All the six categories of benchmark problems are solved by using the 7-point stencil
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Dispersion-Relation-Preserving (DRP) scheme (ref. 1).

In wave propagation theory, it is known that the propagation characteristics of the waves,
governed by a linear system of partial differential equations, are completely determined by the
dispersion relations. Thus, to ensure that the characteristics of the waves of a system of finite
difference equations are (nearly) identical to those of the partial differential equations, it is suffi-
cient that both systems have (nearly) identical dispersion relations. The first step in constructing
such dispersion-relation-preserving finite difference algorithms is to determine what is the wave
number and angular frequency of a finite difference scheme. In ref. 1, Tam and Webb demon-
strated how this can be done using Fourier-Laplace transforms.

1.1. Wave Number of a Finite Difference Scheme

Suppose a 7-point central difference is used to approximate the first derivative %E at the £th
node of a grid with spacing Az; i.e.
3

7]
(-a—£>l ~ _Al—x Z a]'fg+j. (1)

j=-3

Equation (1) is a special case of the following finite difference equation with z as a continuous

variable,
of 1 o .
55 = _A_xj;3 a;f(z + jAz). _ (2)
The Fourier transform of (2) is, |
138
SR ijaAz § T )
ta f ~ N Z aje' f 7 (3)

j==3

where ™ denotes the Fourier transform and « is the Fourier wave number. By comparing the two
sides of (3), it is evident that the quantity,

= — Z ajeij"‘AI 4)

is effectively the wave number of the finite difference scheme (2) or (1). Tam and Webb (ref. 1)
suggested to choose coefficients a; so that (1) is accurate to order (Az)* when expanded in Tay-
lor series. The remaining unknown coefficient is chosen so that @ is a close approximation of «
over a wide band of wave numbers. This can be done by minimizing the integrated error

E = / |& Az — aAz|?d(aAz). (5)
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Tam and Shen (ref. 2) recommended to set n = 1.1. The numerical values of a; determined this

way are (see also ref. 3)
ap =0 a3 =—a_; =0.770882380518

az = —a_z = —0.166705904415
a3 = —a_3 = 0.208431427703

Figure 1 shows the relation @ Az versus aAz. Over the range of aAz up to 1.0 the curve is
nearly the same as the straight line @ = . This is the range of wave number in which the finite
difference scheme will behave almost identically to the original partial differential equation.
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1.2. Angular Frequency of a Finite Difference Scheme

For time discretization, ref. 1 proposed to use the following four levels marching scheme,

3 (n—7)
f(n+1) - f(n) At Z b (df> ! (6)

3=0

where the superscript indicates the time level. The Laplace transform of (6) with zero initial con-
dition (for nonzero initial condition, see ref. 1) yields

( —iwAt 1) Elz

o (7)

_—Z'

At E b; e'J“’A‘

Jj=

where " represents Laplace transform and w is the angular frequency (transform variable). The
Laplace transform of the time derivative, i.e., the right side of (7), is equal to —iw f. On compar-
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ing the two sides of (7), the quantity

_ i e—iwAt -1
W= ( 3 ) (8)
At E b].eiijt
=0

is identified as the effective angular frequency of the time marching scheme (6). The coefficients
b; are determined by requiring (6) to be second order accurate. Tam and Webb found the re-
maining coefficient by minimizing a weighted integral error which forces & to be a good approxi-

mation of w. The numerical values of b; are

bo = 2.302558088838
by = —2.401007599848
by = 1.574340933182
by = —0.385891422172.

For a given value of @ At, (8) yields four roots of wAt. In order that the scheme is numeri-
cally stable, all the roots must have a negative imaginary part. Numerical investigations reveal
that this is true as long as @ At is less than 0.4. Hence by choosing a sufficiently small At, the
scheme is stable. A detailed discussion of the numerical stability of the DRP scheme is provided

in ref. 1.

1.3. Group Velocity and Numerical Dispersion

Numerical dispersion is caused by the variation of the group velocity of the wave components
of different wave numbers. For example, consider Category 1, Problem 1. The governing equa-
tion and the finite difference equations of the DRP scheme are

Ju Ou
1+ =2=0 9
ot o ®)
3
ugnﬂ) = ugn) — At Z ijgn_J) (10)
—
: (n) | |
KE") = z aju,'_:_j. (11)
j=-3

It is easy to find, by using Fourier-Laplace transforms, that the dispersion relation of (9) and fi-

nite difference equations (10) and (11) are
w= a, w(w) = a(a).
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Formally, therefore, the dispersion relations of the two systems are the same.

The speed of propagation of a wave component of a particular wave number is given by the
group velocity z-z—. For the DRP scheme, we have 3—‘;’ = % / %. For small At, %g ~ 1.0 so that
the group velocity is directly related to the slope of the @(a) curve (figure 2). Over the wave
number range of aAz < 0.9, % differs from unity by no more than 0.3%. With a group velocity
deviation of 0.3%, the wave component will be misplaced by 1.2 mesh spacings after propagating
a distance of 400 mesh spacings. This is not excessive numerical dispersion. With this dispersion
error regarded as acceptable, the 7-point DRP scheme may be considered as adequate for wave
propagation computation for waves with wavelengths longer than 7 mesh spacings (aAz < 0.9).

1.4. Numerical Dissipation

Numerical dissipation can arise from spatial discretization or temporal discretization or both.
The 7-point DRP scheme is a central difference scheme so that @(«a) is real for real «. In this
case, there is no numerical dissipation due to spatial discretization. On the other hand, for up-
wind scheme @ is complex for real a. Now for a given set of governing equations, the angular fre-
quency w(w) is related to @ through the dispersion relation. Thus, if @ is complex, @ and hence
w is complex as well. The numerical damping rate is given by Im(w) for the particular wave
number.

For a marching scheme such as (6), w is complex although «, @ and @ are all real. The
damping rate is again given by Im(w). This time, the origin of damping is temporal discretiza-
tion. In general, by using a small At, Im(w) is reduced over the range of resolved frequencies.
This is an effective way to reduce numerical damping. For the DRP scheme, a way to determine
the size of the time step At for a prescribed amount of dissipation is discussed in ref. 1.

1.5. The Order versus the Dispersion Relation of a Finite Difference Scheme

In computational fluid dynamics, the order of a finite difference scheme is used as a yard-
stick to measure the anticipated quality of the computed results. For instance, a fourth-order
scheme is expected to provide more accurate results than a second-order scheme. For computa-
tional aeroacoustics problems in which numerical dispersion, numerical dissipation errors and the
accurate reproduction of the wave speeds are important, the order of a scheme is less relevant.
The formal order of a scheme sheds no light on the accuracy of the wave speeds, anisotropy and
other wave propagation characteristics. But these characteristics are contained in the dispersion
relations of the scheme. Thus, it would be more beneficial to judge a numerical scheme through
how good its dispersion relations approximate those of the original partial differential equations
than to rely on the traditional formal order criterion.
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2. CATEGORY 1 PROBLEMS

2.1. Problem 1

The initial value problem is solved by the 7-point stencil DRP scheme; equations (9) and
(10). The calculated waveform and the exact solution at ¢ = 400 are shown in figure 3. Shown
in this figure also are the numerical solutions using the standard fourth-order and sixth-order
central difference schemes. The results of the standard schemes reveal appreciable numerical
dispersion. There is much smaller dispersion error in the computed result of the DRP scheme
even though the stencil size is the same as the sixth-order scheme. For the given initial condi-
tion Fourier transform analysis indicates that a 9-point stencil DRP scheme is needed to reduce

the effect of dispersion to a not-easily-observable level at ¢ = 400.

v o2

ue

(2] r=5

U oap

Figure 4. Ghost point and boundary points at r=5
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differance scheme. (b) Sixth order centrol difference schema.
(c) DRP schame (7-point stencil).

2.2. Problem 2

This initial boundary value problem is again solved by the 7-point stencil DRP scheme.
There is a nonhomogeneous boundary condition at r = 5. To ensure that the discretized go
ing equation, as well as the boundary conditions, are satisfied at r = 5, the method of ghost point
(ref. 4) is employed. Figure 4 shows the configuration of the ghost point and the two boundary
points where backward difference stencils (see ref. 3) are used to approximate the spatial deriva-

VETTI-

tive.

The computed results for case (a) with w = Z at t = 400 are shown in figure 5 and 6. Shown
in dotted lines are the exact solution. Overall, there is good agreement between the numerical
and the exact solution as can be seen in figure 5. Near the wavefront in figure 6, the agreement
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is not as good due to dispersion effect. The computed results for case (b) with w = T at t = 400

are shown in figures 7 and 8. The spatial resolution as prescribed by the benchmark problem is 6
mesh points per wavelength. This is near the resolution limit (with acceptable dispersion error)
of the 7-point stencil DRP scheme. The agreement between the numerical and the exact solution
is comparable to that of case (a).
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Figure 5. Spotial distribution of waves at t = 400, w = n/4. Figure 6. Spatidl distribution of waves ot t = 400, w = n/4.
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Figure 7. Spotiol distribution of woves ot t = 400, w = =/3. Figure 8. Spatial distribution of waves ot t = 400, w = #/3.

3. CATEGORY 2 PROBLEMS

3.1. Artificial Selective Damping

We use the 7-point stencil DRP scheme to solve both problems of this category. It is known
that during the propagation of a strong acoustic pulse the nonlinear steepening process causes
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high-order finite difference scheme to generate spurious spatial oscillations. When unchecked,
these spurious oscillations would overwhelm the entire numerical solution. The origin of these
spurious spatial oscillations has recently been studied by Tam and Shen (ref. 2). They suggest to
eliminate these oscillations by the addition of artificial selective damping terms (see ref. 5). Here

our computation follows essentially the method of ref. 2.

The discretized one-dimensional Euler equations written in conservation form according to

the DRP scheme are

(n) (n)

(n) P (n) p
Q,’ = | pu , E," = | pu®+p (12)
Leed, (pe +p)u ],
3
QY = QY + Aty bk (13)
j=0
(n) | ( u ° (
n stencil
Ky ' =— Z ajEei)j ~ "R Z deti)j' (14)
j=-3 toj=-3

The last term on the right side of (14) represents the variable artificial damping. The coefficients
d; are given in ref. 2 and 3. Uggencil = [Umax — Umin| is the difference between the maximum
and the minimum velocity in the 7-point stencil. R, is the artificial Reynolds number. We use

R, = 0.05 as suggested by numerical experiments.

3.2. Problem 1, Nonlinear Acoustic Pulse

The initial value problem was solved using the DRP algorithm (13) and (14). Figures 9 and
10 show the acoustic pulse density and velocity waveforms at time ¢ = 200. At this time a shock
has been formed at the front of the pulse. Also showing in these figures (in dotted line) are the
approximate analytical solution using the nonlinear simple wave equation. The location of the
shock is determined by the equal area rule of Whitham (ref. 6). According to the approximate
analytical solution, at ¢ = 200, the pulse has already become triangular in shape. This solution
matches well with the numerical result. The equal area rule gives a slower shock. The shock in
the numerical solution is smeared out to about 5 mesh spacings. If a sharper shock is desired, a
scheme specifically designed for shock capturing should be used. Such a scheme may reduce the
shock thickness to 3 mesh spacings but at substantial additional computation costs.
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3.3. Problem 2, The Shock Tube Problem

Finite difference equations (13) and (14) of the DRP scheme are used to generate a shock
tube solution numerically using the given initial conditions. Computationally, there is no differ-
ence between the nonlinear acoustic pulse problem above and the present shock tube problem.
Only the initial conditions are different.
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Figure 11. Density distribution at t = 60.
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Figure 12. Velocity distribution at t = 60.

Figure 11 shows a comparison between the computed density profile and the standard shock
tube solution at t = 60. Overall, there is good agreement. The contact discontinuity of the nu-
merical solution is, however, not very sharp. It spreads over a considerable distance. Figure 12
shows the corresponding computed velocity profile. There is, again, good overall agreement. The
DRP scheme is a high-order finite difference algorithm. It cannot faithfully reproduce the dis-
continuities in the computed variable, such as shocks and contact discontinuities. In addition, it
cannot faithfully reproduce discontinuities of the first derivatives of the solution variables, such
as the first derivative discontinuities that occur at the beginning and the end of the expansion
fan. Figure 13 is an enlarged profile of the shock front. The shock is smeared out over 5 mesh

spacings as in Problem 1 above.

4. CATEGORY 3 PROBLEMS
4.1. Formulation of Radiation and Outflow Boundary Conditions

Broadly speaking, there are three general ways of formulating radiation and outflow bound-

ary conditions. They are,
1. By the use of characteristics,

2. By the use of asymptotic solutions,
3. By the addition of an absorbing layer outside the computation domain.

In one-dimensional problems, the solution of the Euler equations can be constructed by
means of the three sets of characteristics of the equations. The information concerning the so-
lution are transmitted in space and time by these characteristics. Thus, at the boundary of the
computation domain the characteristics provide a natural way to formulate the radiation and
outflow boundary conditions. Radiation and outflow boundary conditions developed this way
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have the advantage that they are valid even for nonlinear waves. One important drawback for
characteristics based radiation and outflow boundary conditions is that there are no true charac-
teristics in two- or three-dimensional problems. As an approximation, some investigators ignore
the multi-dimensionality of the problem near the boundary of the computation domain. They
treat the problem as if it is one-dimensional with the distance normal to the boundary as the
only coordinate variable. This approximation has been found to lead to significant reflections
when the wave incident angle is oblique to the boundary and also when there is a strong mean
flow tangential to the boundary.

Absorbing layers are, by and large, empirical in nature. In general, it is difficult, if not im-
possible, to assess the error and reflection characteristics of such layers.

In this paper, we use the radiation and outflow boundary conditions derived from the asymp-
totic solutions of the linearized Euler equations (ref. 1). Here the asymptotic solutions form the
extension of the numerical solution; all the way to the far-field outside the computation domain.
With respect to a polar coordinate system (2-dimensional problems) with coordinates (r, 8) cen-
tered at the center of the computation domain, the radiation boundary conditions given in ref. 1

may be written in the form

p
1 0 0 1 u

— 4 24— = 1
(Vw)m'*ar+2r) v| =0 - (1)
p
where V(6) = [Mcos8 + (1 — M?sin? 6)2]. M is the mean flow Mach number and 6 is mea-
sured from the direction of the mean flow. (15) is applied to boundary regions without an out-
flow where the outgoing disturbances are acoustic waves only.

In regions with outflow, the outgoing disturbances consist of a combination of acoustic, en-
tropy and vorticity waves. The latter two types of waves are convected out by the mean flow.
Tam and Webb (ref. 1) derived the following outflow boundary conditions that are used in the

present computation.

0 00 _ 00 00
o T M. =5 T M5,

Ov dv _ Op
P Ma = oy
1 % Op P _,

v@y ot Tar Tar

4.2. Problem 1

The 7-point stencil DRP scheme is used to obtain the solution of the initial value problem.
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The discretized linearized Euler equations and radiation and outflow boundary conditions are
given in ref. 1. In this problem, the mean flow is parallel to the z-direction. As a result, radia-
tion boundary conditions are imposed on the left, top and bottom boundaries of the computation
domain. At the right boundary, there is outflow. Here, outflow boundary condition (16) is used.

Figure 14 shows the computed density contours at ¢ = 30. The exact solution is shown in
dotted lines. But the dotted lines cannot be seen because the difference between the numerical
and the exact solution is less than the thickness of the lines. Figure 15 gives the computed den-
sity waveform and the exact solution at t = 30 along the line y = 0. At this time, the acoustic
pulse and the entropy pulse are separated from each other. Figures 16 and 17 show the com-
puted density contours and waveform along y = 0 at ¢ = 60. At this time, the acoustic pulse
catches up and merges with the entropy pulse. The merged pulse leaves the right boundary of
the computation domain as a single entity. By examining the numerical solution at later times,
we find no significant reflections off the boundaries of the computation domain.

2
c

g

o.%

50.0
0.05

st
a
S k. ? e -l re
50.0 100.0 ~100.0 -50.0 0.0 50.0 100.0

' ~100.0 -5%0.0 00
x x
Figure 4. Densily contours ot t = 30. Figure 15. Density waveform along the x—axis at t = 30.
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4.3. Problem 2

This problem can be made identical to Problem 1 by applying a coordinate rotation of 45 de-
grees. In this case, radiation boundary conditions are imposed at the bottom and left boundaries
of the computation domain where there is an inflow. Outflow boundary conditions are imposed
on the top and right side of the computation domain.

Figures 18 and 19 show the computed density contours and the waveform along the line
T = y together with the exact solution at ¢ = 80. Again, the difference between the computed
and the exact contours are too small to be noticed. At ¢ = 80, the entropy pulse and the acoustic
wave pulse are about to merge and then exit through the upper right-hand corner of the compu-
tation domain. A careful examination of the computed results at different time levels reveals that
no significant reflection of waves occurs at the boundaries. Based on the above and other ex-
amples, we believe that radiation boundary condition (15) and outflow boundary condition (16)
are almost transparent to outgoing disturbances provided they are in the resolved wave number

range.
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Figure 18. Density contours at t = 80. Figure 19. Density waveform dlong the x=y line ot t = 80.

5. CATEGORY 4 PROBLEMS

5.1. Wall Boundary Conditions for High-Order Schemes

Unless all the first-order derivatives of the Euler equations are approximated by first-order
finite difference, the order of the resulting finite difference equations is higher than that of the
original partial differential equations. When this is the case, the finite difference equations will
support solutions that have no counterpart in the original partial differential equations. Those
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are spurious solutions. They can be excited by initial conditions or generated at the surface

of discontinuity such as at a wall. Also, with higher-order governing equations, the number of
boundary conditions required for a unique solution is larger. The set of wall boundary condi-
tions, appropriate for the Euler equations, is no longer sufficient. For high-order schemes, we,
therefore, need a new set of wall boundary conditions that would provide a unique solution with-
out producing spurious waves. Here the wall boundary conditions of ref. 4, developed with the

above reasonings in mind, are used.

5.2, Problem 1, Reflection by a Flat Plate

This problem was considered in ref. 4. To ensure that the solution of the finite difference
scheme satisfied the governing equations as well as the boundary condition at the boundary
points on the surface of the plate, a set of wall boundary conditions based on the use of ghost
values was developed in ref. 4. In this reference, the qualities of these wall boundary conditions
were examined quantitatively through an analysis of the problem of a plane acoustic wave train
incident on a plane wall. The results indicated that only an insignificant amount of spurious nu-
merical waves was generated. Further, the numerical boundary layer adjacent to the wall, formed
by the spatially damped spurious numerical waves of the computation scheme, was no more than
two mesh points thick. This strongly suggested that the proposed wall boundary conditions
could yield high-quality numerical solution. In this work, the wall boundary treatment of ref. 4
is used. Figures 20 and 21 show the computed pressure contours at ¢ = 30 and 60. By compar-
ing the contour patterns of the two figures, the mean flow convection effect becomes evident. To
an accuracy corresponding to the thickness of the contour lines shown, the computed results are

identical to the exact solution.
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Figure 20. Pressure contours at t = 30. Figure 21. Pressure contaurs of ¢ = 60.
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5.3. Problem 2, Oscillating Piston in a Wall

The problem is axisymmetric. Here it is solved as a two-dimensional problem in the r-z-
plane where (r, z,8) are the cylindrical coordinates with origin centered at the center of the pis-
ton. The governing equations are

Ou Op
E-FE;—O (17)
Ov  Op
5 T3 =0 (18)
dp Ov v Ou
5£+-a7+;+(—9;—0. (19)

The boundary condition on the wall surface, £ = 0, is

u= 0, >R
| esinwt, r< R

where R is the radius of the piston.

At the axis of symmetry, r = 0, equation (19) is singular and should not be used. We note
that as r — 0, v — 0 so that 2 — -‘g—ﬁ. Thus, for the mesh points lying on the axis of symmetry,
the following equation is used in lieu of (19).

_ Op Ov  Ou _
r=0, o +25-+5-=0. (20)

The present problem is three-dimensional. Radiation boundary condition (15) is not appro-
priate. The three-dimensional version of (15) applicable to this problem is

o 8 1) |"
(5{+?ﬁ+ﬁ) vi=0 (21)
p
where R = (z2 + r2)%,

We solve equations (17), (18) and (19) by the 7-point stencil DRP scheme. Figure 22 shows
the computation domain. Along the axis of symmetry (17), (18) and (20) are used. On the top
and right boundary regions radiation boundary condition (21) is used. Below the wall and pis-
ton surface, a row of ghost points, each with a single ghost value p, _; (¢ = 0,1,...,100), are
included in the computation. The ghost values are chosen so that the wall and piston surface
boundary conditions are satisfied as in Category 1, Problem 2 and Category 4, Problem 1. The
mesh point at £ = 10, m = 0 (¢, m are the indices in the r- and z-directions) corresponds to
the edge of the piston. Here, the boundary condition is discontinuous. In the computation, we
choose to set u to be equal to the mean value at this location.
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In this problem, because of the use of equation (20) instead of (19) at r = 0, there is an
abrupt change in the governing finite difference equations between the first two columns of mesh
points on the left side of the computation domain. In addition, there is a rapid change in the
boundary condition at the edge of the piston. Short wave length spurious numerical waves are of-
ten generated in these regions of rapid changes. This was noticed immediately in our trial runs.
To eliminate these waves, artificial damping terms are added to the DRP scheme as discussed in
section 3. An artificial mesh Reynolds number, R = (Az)32, of 5 is used in the numerical com-
putation. With the inclusion of the artificial selective damping terms, spurious waves are effec-

tively eliminated in the numerical solution.
Figure 23 shows the computed zero-pressure contours (p = 0) at one-quarter period of a cy-
cle. There is excellent agreement with the exact solution. Figure 24 shows the computed pressure

waveform along the axis of the piston at each quarter cycle. As can be seen, the agreement with
the exact solution is very good. It is believed that for problems of this kind, the DRP scheme,
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together with the wall boundary condition of ref. 4, can provide very accurate time-domain solu-
tions.

6. CATEGORY 5, THE NOZZLE PROBLEM
6.1. Formulation

The one-dimensional nozzle flow equations are solved by the 7-point stencil DRP scheme. At
the left boundary of the computation domain, see figure 25, radiation boundary conditions, which
allow the incoming sound wave to propagate into the computation domain and at the same time
permit the reflected waves to leave the computation domain, are to be imposed. Here, these ra-
diation boundary conditions are developed from the asymptotic solutions of the governing equa-
tions.

To the left of the computation domain, the duct has a constant area. In this region, the gov-
erning equations for small amplitude disturbances are

a|rP| o |Mptu
5 ||+ 5 | Mutp| =0 (22)
P ‘T Mp+u

where M is the mean flow Mach number. The general solution of (22), which is valid outside the
computation domain all the way to £ — —oo, consists of three arbitrary functions, F', G and H.
It may be written in the form,

o 1 i 1 i 1 .
_ _ z_ _ t).
:; 1 F(H_M t)+ g G(M t)+ 11 H(l—M+> (23)

In (13), F represents the incoming acoustic wave. To match the given incoming wave, we let

e ()]

G represents an incoming entropy wave that is zero for the present problem. H represents the
reflected acoustic waves that is unknown until after the problem is solved. By eliminating H
through differentiation, we derive the following nonhomogeneous radiation boundary condition

1 9 0 p 1 2we T
(1-M5¥‘%) ;‘) =T i 1—M2°°S[°’(1+M_t)]' (24)
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This equation is used to update the solution at the left boundary points of the computation do-
main.

The outflow at the right boundary is supersonic. All the disturbances will be convected out
of the computation domain automatically. No special outflow boundary condition is needed. The
spatial derivatives of the governing equations are discretized using backward difference stencils at

the right boundary points.

6.2. Steady State Solution

A two-step procedure is used to compute the transmitted sound waves. The first step in-
volves the computation of the mean flow. For this purpose, the right side of (24) is set equal
to zero. To speed up the computation, the exact analytical solution is used as the initial condi-
tion. But this is not the solution of the finite difference equations of the DRP scheme. The differ-
ence between the exact and the numerical solution contributes to the initial residuals. The initial
residual (based on infinite norm) is of the order of 1073. This is shown in figure 26. As the com-
putation proceeds in time the residual decreases gradually. But the rate of decrease is very slow.
Figure 26 shows the time history of the convergence of the numerical solution to the steady state.
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to steady state. (Residudl according to infinite norm)

To accelerate the rate of convergence, we use the technique of “canceling-the-residual” dis-
cussed in ref. 7. In this method, small source terms are added to the right side of the govern-
ing equations to momentarily reduce the residual to zero. But when the computation resumes,
the residual in the next time step is not completely zero. However, because of the added source
terms, it is usually several orders of magnitude smaller than before. In figure 26, the two abrupt
decreases in the residual is due to the application of this accelerated convergence technique. Of
course, when small source terms are added to the finite difference equations, the steady state so-
lution is slightly changed. But the exact numerical solution differs from the exact analytical so-

166

RR ik

| e 11

e LI N NN TR I R



lution generally by the order of 1072, Thus, as long as the added source terms are of the order
10~° or smaller, the change in the numerical steady state solution is of no consequence to the
overall accuracy of the result. In the present computation, the steady state solution has a numer-
ical noise level limited only by the machine truncation error as shown in figure 26.

6.3. Numerical Solution

After the numerical solution settles down to a steady state condition (with low numerical
noise level), the right-hand side of equation 24 is turned on slowly at the boundary points on the
left. This allows the incoming acoustic waves to enter the computation domain. The numerical
computation continues until a time-periodic state is attained. The time variation of the com-
puted pressure field of the transmitted acoustic waves at the nozzle exit is shown in figure 27.
Plotted in this figure also is the exact solution. There appears to be very little difference between
the numerical and the exact solution. This good agreement indicates that although the sound
wave is many orders of magnitude smaller than the mean flow, it can be directly computed with
high accuracy by the DRP scheme.

7. CATEGORY 6, GUST-BLADE INTERACTION PROBLEM

We formulate the mathematical problem in two entirely different ways. Both problems are
solved by the 7-point stencil DRP scheme. The good agreement between the two solutions as-
sures that the numerical solution is correct.

7.1. Gust-Blade Problem as a Scattering Problem

We will regard the gust as the incident disturbance. When impinging on the flat plate, a
scattered field of acoustic and vorticity waves is generated. The total disturbance field near the
plate is the sum of the incident disturbance and the scattered pressure and velocity fluctuations.
Let the scattered field be denoted by a prime then

5 =O.lsin[%(§i—t)] 1+ o ]. (25)

On substituting (25) into the linearized momentum and energy equations, the governing equa-
tions for the scattered field are found that may be written as

= ||+ M [ +—|p|=0 (26)
ot Oz Mp+u Oy o'

= <
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The wall boundary condition on the plate becomes

"= _01sin |~ (X _ e F
v' = —0.1sin [8 (M t)] (1—e"7). (27)
To allow the scattered field to be turned on gradually, we have added the last factor to the right
side of (27). This factor becomes unity when ¢ is much larger than .

The problem is antisymmetric with respect to the plate so that we may use a reduced com-
putation domain as shown in figure 28. On the left and top boundaries, the radiation boundary
condition (15) is imposed. On the right boundary, the outflow boundary condition (16) is im-
posed. On the bottom boundary, (27) is to be satisfied over the region of the flat plate. This is
enforced by adding a row of ghost points below the plate. For the rest of the boundary, the anti-
symmetric conditions
p(wv Y, t) = —p(l’, Y, t)
u(z, —y,t) = —u(z, Y1)
v'(z, —y,t) = v'(z,y,t)

(28)

are used. The present problem is solved as an initial value problem (zero initial disturbances) so

that no Kutta condition is required.

4 /‘
radiation boundary nonhomogeneous
| " condition 44— radiation boundary
condition

outflow outflow
boundary — boundary
condition condition

ghost points

one row of ghost points
Figure 28. Computation domain for the scattered field. Figure 29. Computation domain for direct simulation.

At the leading and trailing edge of the plate there is an abrupt change in the boundary con-
dition. This inevitably results in the generation of spurious numerical waves. To eliminate these
waves, artificial selective damping terms are added to the DRP scheme. Since artificial damping
is needed primarily around the plate, the mesh Reynolds number is taken to be 11—5 for all mesh
points lying in the rectangular region within 3 mesh points from the plate. Far away from the
plate, a mesh Reynolds number of 10 is found to be adequate. A Gaussian distribution with a
half-width of 3 mesh points is used for transition from the former value of mesh Reynolds num-

ber to the latter.
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7.2. Direct Simulation of Gust-Blade Interaction

Instead of solving for the scattered field, one can compute the total field directly. The gov-
erning equations are the linearized momentum and energy equations that are the same as (26)
except that v' is to be replaced by v. For the total field, the boundary conditions are

v = 0.1sin [g- (% - t)] (29)

at the boundaries of the computation domain away from the plate and
v=0 (30)

at the wall.

Now at the left and top boundaries of the computation domain, we have a combination of
the inflow gust disturbance given by (29) and the radiated sound field. On using the asymptotic
solution of ref. 1 to represent the outgoing acoustic field, the velocity and pressure field in the
boundary region may be written in the form

F(vrat=s) u(9) 0

0=14) | ~ . [Tz

= YO8 | g . (=

’ 1 v(l) +Olsm[8 (M t)] (1) (31)

where V(8) = [M cos + (1 — M?sin? 6)%]. (r,6) are the polar coordinates with origin at the
center of the plate. The unknown function F' of the outgoing acoustic waves may be eliminated
by differentiation. This gives the nonhomogeneous radiation boundary condition

(voa 5 3) |2] =195 (5 - vtm) =[5 G-

0
ESIHCRINE

(82)

Figure 29 shows the computation domain and the various boundary conditions. Nonhomo-
geneous radiation boundary condition (32) is to be satisfied at the left and upper boundary of
the computation domain. The nonhomogeneous terms are turned on slowly by multiplying them
with the factor (1 — e~ ¥). On the outflow region, the gust solution satisfies the outflow bound-
ary condition identically. Thus, the same homogeneous outflow boundary conditions as before are
applied to the right boundary region of the computation domain. Antisymmetry condition (28)
is, again, used at the bottom boundary outside the flat plate. Artificial selective damping is also
required around the flat plate. The same mesh Reynolds number distribution as discussed above
is used.
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7.3. Numerical Results

In implementing the second formulation, it was found, because of the use of backward dif-
ference stencil in the boundary region, low intensity acoustic waves were radiated out from the
upper left corner of the computation domain. This spurious source of noise caused a slight con-
tamination of the numerical results. The first formulation was implemented by Z. Dong. In this
case, the nonhomogeneities were on the plate boundary condition. No spurious source of noise

was created.
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Figure 30 shows the calculated distribution of radiated sound intensity along the line z = 95.

Figure 31 and 32 show the corresponding distribution along the lines y = 95 and z = —95, re-

spectively. In spite of the fact that the computed results of the second formulation are slightly
contaminated by spurious numerical noise, there is good agreement between the two sets of re-
sults. All the local directions of peak noise radiation are in agreement with each other. Time
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constraint has prevented us from developing a counter-measure to eliminate the numerical noise.
We believe that had we been able to suppress the spurious noise source at the upper left corner,
the two formulations would give identical results indicating strongly that the computed results
are correct.
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THE CONSTRUCTION OF HIGH-ACCURACY SCHEMES FOR ACOUSTIC
EQUATIONS

Lei Tang and James D. Baeder
University of Maryland
College Park, MD

SUMMARY

An accuracy analysis of various high order schemes is performed from an interpolation
point of view. The analysis indicates that classical high order finite difference schemes, which
use polynomial interpolation, hold high accuracy only at nodes and are therefore not suitable for
time-dependent problems. Thus, some schemes improve their numerical accuracy within grid
cells by the near-minimax approximation method, but their practical significance is degraded by
maintaining the same stencil as classical schemes. One-step methods in space discretization,
which use piecewise polynomial interpolation and involve data at only two points, can generate a
uniform accuracy over the whole grid cell and avoid spurious roots. As a result, they are more
accurate and efficient than multistep methods. In particular, the Cubic-Interpolated Psuedo-
particle (CIP) scheme is recommended for computational acoustics.

INTRODUCTION

The emergence of computational acoustics as a discipline has focused more attention on
the numerical accuracy requirements for time-dependent problems, which classical finite
difference schemes seem to satisfy poorly. Thus, several improved schemes have been proposed.
Two typical examples of them are: the Dispersion-Relation Preserving (DRP) finite difference
schemes(1], and the compact finite difference schemes with spectral-like resolution[2], which
indeed generate a higher accuracy within grid cells. Unfortunately, they have the same
computational costs as classical high order schemes. Since the ultimate goal of applying a high
accuracy scheme is to reduce the necessary number of grid points, and therefore improve
numerical efficiency, these improved schemes are not much better than classical schemes in
practice.

This paper analyzes various high order schemes from an interpolation point of view in
order to determine their suitability for time-dependent problems. The analysis shows that the
accuracy deficiency of classical high order schemes results from the application of polynomial
interpolation. If one applies one-step methods in space discretization, which use piecewise
polynomial interpolation, then high computational cost can be avoided. Numerical results
indicate that third order one-step schemes can satisfy the accuracy requirements of computational

acoustics. In particular, the Cubic-Interpolated Psuedo-particle (CIP) schemel3] is recommended
for computational acoustics, which is the most efficient third-order accuracy scheme.

(BAIBING RAGE BLANH ROV FlCME)
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At last, note that in order to clearly indicate the role of interpolation in the numerical
solution of differential equations, only the linear convection equation

i+a2u--=0 (a>0) (1.1)

ot o
is discussed in this paper.

THE ANALYSIS OF CLASSICAL HIGH ORDER SCHEMES

Standard textbooks (e.g. ref. [4]) indicate two approaches to construct high order finite
difference schemes in space: explicit and implicit formulas. If one considers the approximation
of the first order derivative du/dx at the ith node of a uniform grid of spacing Ax, and use the
nodal values of u and du/dx at the M nodes to the right and N nodes to the left of the point i, then

the corresponding finite difference scheme is

M M
2 a;u;,; = Ax- Zﬁ; (1, )iej (2.1

' =N ju-N
where a; and B; are constants, and not all a; are zero, and f§, # 0. The scheme (2.1) is explicit

if B; =0, and implicit (or compact) if f§; # 0 when j #0.

Expanding both sides of (2.1) in Taylor series of Ax, e.g.
w,, =u, +(u,),Ax+ %(un),.sz + -31—’(um),.Ax3 +..4 -'-:-'-(u"),.Ax" +...

s = = () A+ ), A% =) A et S ) A
2! 3 n!

the second order central scheme for (u,); is

W), = E‘—ﬂzzx‘—‘f-‘l—-é—(um),.sz ¥ 2.2)
Notice that the second order of such a scheme does not come from accurately evaluating the
second order derivative term in the Taylor series expansions of the solution, but from balancing
the contribution of second order derivative terms from different points i —1 and i +1 at a certain
grid point i. Obviously, such balances occur only at nodes. Thus, the second order accuracy of
such a scheme only holds at nodes, not within the grid cells. Furthermore, if we classify our
solutions into two categories: low curvature components (e.g. sin(x/10)), and high curvature
components (e.g. sin(10x)), then such balances would have a significant influence on the
numerical accuracy within grid cells only for high curvature components.

For time independent problems, the accuracy deficiency of such a scheme does not
appear explicitly because the nodal values of the solution are fixed. One is only interested in the
nodal values of the solution. So “the quality of CFD schemes is generally ranked by the order of

(Taylor series) truncation”[1]. However, for time dependent problems, this criterion is not

sufficient. For example, the exact solution of the linear convection equation (1.1 is Ux~at),

and if U} (x) represents the solution function over the grid cell [x,_;,x;] at n time step, the nodal
value of solution at the ith node and n+1 time step would be N
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" =U; (x; — ah?) 2.3)
So, if local CFL number i = aAt/Ax is less than one, u*' would be equal to the solution value
at a certain interior point within the grid cell [x,_,, x;] at n time step, i.e. U (§), where

Xy <&=x—pAx < x
Therefore, different from time independent problems, one is now interested in the accuracy of a
numerical scheme over the whole grid cell, not only at nodes. This motivates further examining
finite difference schemes from an interpolation point of view.

A classical finite difference scheme is equivalent to locally representing the solution by a
Taylor polynomial. The truncation error of a nth order Taylor polynomial p_(x) is

)= (x—xl)(x—.xzz)...(x— x,) @)

e, (x)=u(x)-p,(x =g
‘ 7 X, <X, <...<X, (24)
where x; < £ < x,. For low curvature components, the truncation error is very small because of
(u,,)mg <<1. Also the behavior of the polynomial

7 O, (x)=(x-x)(x-x,)...(x-x,) 2.5)
is not important. Thus, classical high order schemes are still suitable for time-dependent low-
curvature solutions.

However, for high curvature components, the behavior of the polynomial ¢,(x)
significantly influences the truncation error e,(x) because of a large (u,.).-¢- Consider the
standard sixth order central scheme for (u ),:

1
e

The solution is approximated locally in the range x;_;, < x < x,,; by a polynomial p,(x):
ps()=ax® +bx’ +cx* +d’ +ex’ + fx+g
with pg(x,,;)=u,;,j=3,-2,-1,0, 1, 2, 3. The truncation error of this approximation is

=X 3) (X —X,3)
37!" 32 (), Q.7

(—u;_3+9u,_, —45u_, +45u,,, ~u,, +u,;) (2.6)

£, () = u(x) - py(x) = &

Xi3 X;i A1 X i1 Xi i+3

Fig.1 The distribution of ¢,(x)
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where x,_, < €< x,,, Fig.1is aplotof ¢,(x):
O, (x)=(x—x,_;)..(x— x;,5) 2.8)

which shows that for large values of n, say, n27, the values of ¢,(x) vary greatly throughout the
interval x, , < x<x,, The values in [x,_;,x,_,] and [x,,,x;,;] become much larger than the
values in the middle of [x,_,x,,,]. As n increases, this disparity also increases[.

Theorem 2.1 For each n, let p,(x) be the polynomial interpolaht to f(x)=€", xeR,
in the points 0, 1, ..., n. Then ‘

ﬂf—pnﬂlo‘u] —0 as n—e
if and only if | & |< 7/3.[6]

This means that increasing the order of a Taylor polynomial interpolant does not necessarily
increase the interpolation accuracy, and at least six points per wavelength are required for a good
interpolation of solution. Further, repeatedly applying the standard sixth order central scheme
(2.6) on the intervals [x,,x,],[x,, x;],....[ xy_s. Xy ], there are six eigenmodes within each celil7],

The large truncation errors in [x,_;,x;_,] and [x,,,,x;,,] will appear as spurious roots.

So, for time-dependent high-curvature components which are typical for computational
acoustics, if one reduces the number of grid points to make less points than this critical value pet
wavelength for classical finite difference method, then “a consistent, stable, and convergent high

order scheme does not guarantee a good quality numerical wave solution”t 4.

THE NEAR-MINIMAX APPROXIMATION METHODS

The last section demonstrates that for time-dependeni high-curvature solutions, it is
necessary to reduce ¢,(x) within grid cells. Naturally, the first approach considered is the near-
minimax approximation methods, i.e. applying a polynomial interpolant at the Chebyshev points.

Consider once more the sixth order central scheme (2.6). Equivalent to (2.8),

¢, (x) = (x +3Ax)(x + 2Ax)...(x — 3Ax) (-3Ax < x < 3Ax)
If we set Ax =1/3, then the interpolation points are:
0, £1/3, £2/3, *1 3.1

Theorem 3.1 Let n21 be an integer, and consider all possible monic polynomials of
degree n. Then the degree n monic polynomial with the smallest maximum on [-1,1] is

the modified Chebyshev polynomial f:,(x), and its maximum value on [-1,1] is

172"1.15] |
So, the smallest possible value of max |¢, (x)| can be attained with a polynomial
¢7(x)=-7i2(61)-=x7—%x5+%x3—-67zx (-1€x<0)
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Then one obtains the Chebyshev points:
0, +£0.4338837388, +0.7818314826, +0.9749279125 (3.2)

Consider the construction of the sixth order central scheme on a more general grid:

KA KAX  Ax  Ax  kAx kAx
X3X2 X X Xe1 Xe2 X3

It can be shown, after some algebraic operations, that
M 3
i=t

where ay=1/eif, ay=—(1/ey+1/ey)/dif, ay=1/djerf, and dy=1+ky, dp=1+k+ky,
a=k(2+k), e,=k(2+2k +k), f=2Ax]1/e,—(1/e,+1/e,)/d’ +1/d?,]. Thus for the
equally spaced interpolation points of (3.1), ’

a,=225, a,=-0.45, a, =0.5 (3.4)
and for the Chebyshev points of (3.2), k =0.801937737, k, =0.445041868,

Ax =0.4338837388 and then
a, =2.076521402, a, =-0.797473384, a, = 0.228243471 (3.5)

Fig.2 is a plot of modified wavenumber k vs wavenumber k for (3.4) and (3.5), which
indicates that a polynomial interpolant at the Chebyshev points can significantly enlarge the
resolution range of a numerical scheme. However, the resulting oscillatory behavior of a
minimax method is not desired. Therefore, the DRP schemes directly apply the dispersion
relation to modify classical high order explicit formulas [1] (the same idea is used on the implicit

formulas by the compact finite difference methods with spectral-like resolution [2]).

9 1] Ll | | | 4
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Fig.2 The curve of k vs k
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More general than (2.1),
M
u (x)= 1 Y au(x+ jAx) (3.6)
ij=-—N
The DRP schemes apply a Fourier transformation to (3.6), then
oy = I & -
ikin(k) = (Kx' Y oe™ )ia(k)

j=-N
where a(k) = ?17-:-[_: u(x)e"®dx, and k is the wave number. Define the discrete representation of

the exact wave number as
M

-t Z o™ (3.7

j=-N

k=
The phase error can be expressed as

E= [ Jeax~BAdf d(kax) = fnliK - 3 el

2

dK (3.8)

j=-N
Then, for the sixth order central scheme (3.3), the DRP schemes choose @, and , to attain
fourth order, and determine «, to minimize the phase error of (3.8). The data of Tam and Webb

are [1]:
a, =2.39779929, a, = —0.56823942, a, =0.07955985 (3.9)

And Tam and Shen improve them further tol81:
a, =2.31264714, a, =-0.5001177, a, =0.06252942 (3.10)

which are closer to the standard values of (3.4).

From Fig.2, it is observed that the result for the DRP scheme (3.10) agrees very well with
the dispersion relation to the extent that it is very close to the result for (3.5). It indicates that
high order schemes are not necessarily equivalent to high accuracy schemes. If a Taylor
polynomial of some degree is being used, then there exists another polynomial of much lower
degree that will be of equal accuracy. More importantly, different from classical schemes,
increasing the order of the DRP schemes necessarily improves their numerical accuracy within
grid cells. Unfortunately, on the other hand, the DRP scheme (3.10) still use the same stencil as
the sixth order central scheme (2.6), so the numerical efficiency is not improved. This is because
they keep the polynomial interpolation, which is very sensitive to the choice of interpolation
points. Then some parameters are needed to attain a certain order, and some to satisfy the

dispersion relation. If the accuracy of approximating U;'(x) can be automatically improved by

increasing the order of an interpolant, then the necessary number of free parameters would be
reduced. Actually, such an approach exists, i.e. one-step methods in space discretization, which

use piecewise polynomial interpolation. '
THE CONSTRUCTION OF HIGH ACCURACY SCHEMES

Numerical solution of differential equations involves two steps: 1) discretize the
differential equations; 2) solve the resulting algebraic equations. The numerical stability and
accuracy are related to the first step. Indeed, as we discussed above, the discretization step
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includes an interpolation or approximation of solution. Each discretization scheme is equivalent
to a certain interpolant. Then a good interpolant would lead to a more accurate and also more
stable numerical scheme. Now let us see how to interpolate the solutions of differential equations
accurately.

Consider the linear convection equation (1.1):

ou du
-ét—-+ag—0 (a>0) (1.1)

If we approximate the time derivative u, alone, and leave the space derivative u, analytic, then
(1.1) can be converted into a set of O.D.E.:

o2 = [ATa- F(x) @.1)

Define the left- and right-hand eigenvector matrices to be [X]" and [X] respectively, and [A] as
the diagonal matrix with the eigenvalues A, of [A] along the diagonal, then the solutions of (4.1)
are

- WEX | rixtaz -yl 7
i(x)= Y Ce"t +[XYAV[X] f 4.2)
=1
where 7, are the eigenvectors.

Further, from the so-called o ~ A relation, one finds that indeed, the finite difference

methods use the Taylor polynomial to approximate the exponential functions s Therefore,
the first order approximation of solution is the piecewise linear interpolation:

Ulx)=u] +(u ) (x—x;) 4.3)
and within [x;_, x;],
n WUy
; = ——= 44
() = @4)
which is the first order backward scheme, and within [x,,x;,,],
n u;' - ll?
(u ) = *‘Ax (4.5)

which is the first order forward scheme. From the exact solution u(x—at), it is natural to
introduce the " upwind " concept which is very important to numerical stability:

u =y +5"'—ix“";'(—am) (4.6)

Actually, (4.6) is the first order form of the CIP scheme.

In this level, almost all numerical methods give the same result, and also the same
accuracy, i.e. first order. However, from constructing second order schemes, the difference
between each method will appear, and lead to the different accuracy within grid cells.

Define a second order approximation as
U,"'(x)=u{'+(u,:),"'(x—Jc,-)+517(um),-"(x--Jt,-)2 4.7)
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The CIP scheme sets (u, ) as a free parameter to evaluate (u,, )}

n 2 n 2 n n
(uy ) = 'Zx‘(ux )i —Zx—z(u,' —uy) (4.8)
then
=+ (u )N (—ade)+ [ -Al—x—(ux )y - ﬁ( ul ~ul))(~adt)?
" 1 1 (4.9)
(u )" =(u); +'2[Zx_(u")"" -Zf(u{' ~u )l(—adt)
which is second order accurate in both time and space.
A more general way is to evaluate (u, ), explicitly by u,, u;_;, and (u,)_;:
Uiy = u; — (b, ),-Ax+%(un ) Ax® (4.10)
(u, )iy = (u )y —(uy ) Ax 4.11)
then
2
(uy); = ’A;(“i —u;y) = (U )iy (4.12)
2 2
(ug ) = zx—z-(u.- —Uy)- ;(u, Ji-t (4.13)

where (4.12) is the second order implicit formula. Obviously, it is also second order accurate,
because the second order of this scheme comes from accurately evaluating the second order

derivative term. If one uses (u,); instead of (u,),_, in (4.13) by (4.12), one would get (4.8) again.

Moreover, there are three second order explicit formulas. As mentioned above, these
schemes are equivalent to locally representing the solution in the range [x;_ 5, x; ], or [x;_, X, ],
or [x; x;,,] by a quadratic polynomial. Apparently, compared with the above two second order

accuracy schemes, the “effective stepsize” of these explicit formulas doubles, and therefore in
order to keep the same accuracy as one-step methods, it is necessary to reduce the stepsize. More
importantly, these explicit formulas generate spurious roots which degrade their numerical
accuracy within grid cells. So, increasing the order of a numerical scheme by a larger stencil is
not a good idea.

A numerical example illustrates this fact. Consider the linear convection equation (1.1)
with @ =1, and initial condition

u(x,0)=0.5exp[—ln2(-§-)2] (-20< x<450) 4.14)
Apply the Trapezoidal scheme in time discretization:
W=y ézf[(u, ()] (4.15)

which is second order accurate in time and unconditionally stable. In space discretization, the
second order implicit formula (4.12), and two different second order explicit formulas are
considered: one is the second order central scheme given by (2.2), and the other is second order
upwind scheme:

1 3 1
(u,); =2§'(E"‘ =2u;, +-2—u,-_2) (4.16)
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Also considered is the second order form of the CIP scheme (4.9).
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Fig.3 The comparison of various 2nd order schemes (Ax =1, u = 0.8,z = 400)

Fig.3 shows that although the structures of truncation errors are different for two
explicit formulas, and they generate different oscillation positions, the difference between their
accuracy is small. Also it is true for the accuracy difference between the second order implicit
formula and the second order form of the CIP scheme. However, as expected, there is a large
accuracy difference between the second order explicit formulas and the second order accuracy
schemes (4.9) and (4.12).

It is also noteworthy that even for continuous solutions, similar to 2nd order central
scheme, the 2nd order upwind scheme produces numerical oscillations. So, numerical oscillation
is not related to “the apparent contradiction between the physical one-way propagation of waves

and the symmetrical central differenced schemes which are direction independent”[9] which is
only important to numerical stability. The numerical oscillation results from the accuracy
deficiency of the numerical scheme. It will be shown later that with accuracy improvement, the
numerical oscillation will disappear.

Continue to think about a third order accuracy scheme:

U,-"(x)=u{'+(u,:),."(x—x,-)+:_;—l(ux,,),f'(x—x,.)2+%(um),-"(x—x,.)3 (4.17)

The CIP scheme introduces an additional parameter (u, )", combined with the previous nodal
condition u;,:

Uy =] = (] Ax+ (g )} A 12— (e )] AX° /6

{ (w )y = (u ) —(u ) Ax+(u,, ) Ax* /2
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to evaluate (u, ) and (u,.);:
(u )t =—6(ul —ul )/ Ax* + [A(u, )" +2(u)l ]/ Ax
(g ) = 6[(u, )" +(u )N, ]/A =124 =], )/ AX°

Finally one gets
(WP = 0l + () (—ade) + [=3u] —ul )/ AP + (2w, )} +(u ) )/ Ax J(~ade)?
() + (u )R )/ AP =2(u] —ul' )/ Ax® J(~adt)® 4.18)

(u, ™ = (u )" +2[-Yu] —ul VAR +(2(u, ) +(u ), )/ Ax](—adt)

| B )+ (] A 2] — )/ A% J(—aAt)
which is third order accurate in both time and space.

However, similar to the difficulty which the explicit formulas meet for constructing a
second order accuracy scheme, there is no additional nodal conditions for the implicit formulas
to construct a third order accuracy scheme without balances. If the solution within the grid cell

[x;_y, x;] is approximated by D*u=0, we find that the CIP scheme makes full use of the nodal
conditions: u;, u;_y, (u.);, (u.)_;. So, we would like to say that the CIP scheme is the most
efficient third order accuracy scheme.

If one wishes to extend the CIP scheme approach to construct a fourth order accuracy
scheme, one must introduce an extra condition besides those four nodal conditions. One could
introduce a higher order derivative, or an additional evaluation, or an extra interior point within
the grid cell [x;_;,x;]. However, then the numerical efficiency will degrade. Recall that the
ultimate goal of using high order schemes is to reduce the number of grid points necessary for a
certain accuracy requirement, and thus to enhance the numerical efficiency. So, if the numerical
efficiency of a higher order scheme degrades, we would rather choose a lower order scheme with
a finer grid, especially an adaptive grid.

0.5

0.4

0.3

U 0.2

0.1 .
O} o—o—tue—ax \‘*--o,—e-o—oi

-0.1
380 390 400 410 420

X
Fig.4 The comparison of DRP schemes and CIP schemes (Ax =1,z =400)
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Fortunately, the CIP scheme satisfies the general accuracy requirements well. In Fig.4,
the results of the CIP scheme are compared with that of the DRP scheme in spacel8] and the
third order Jameson scheme in time for the problem (4.14). Both the dissipation and dispersion
errors of the CIP scheme are smaller. Further, consider the DRP scheme in both time and
spacel8], which is a fourth order scheme in space and an optimized four-level scheme in time.
Fig.4 shows that the dispersion error of the CIP scheme is still smaller, and the DRP scheme
reduces the dissipation error only a little. Moreover, the stability limit of the DRP scheme is:
1 <0.22857, and 2000 iterations with u =0.2 are used to obtain this result at t=400. On the

other hand, a similar result is obtained by the CIP scheme after only 500 iterations with u=0.8.
In Fig.4, the result of a fourth order form of the CIP scheme which includes the information from
second order derivative term is also shown. It is seen that the amplitude is further improved such
that the result is indistinguishable from the exact solution.

CONCLUSION

The definition of numerical accuracy according to the order of (Taylor series)
truncation is not sufficient for time-dependent problems, especially for computational acoustics.
A uniform accuracy over the whole grid cell is required, which is represented by the order of the
corresponding piecewise polynomial interpolant. In general, a third-order one-step scheme can
satisfy the accuracy requirement. We recommend the CIP scheme for computational acoustics.

Further work should be concentrated on the treatment of discontinuity.[w]
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SUMMARY

In this study, upwind schemes and MacCormack schemes are evaluated as to their suitability for
aeroacoustic applications. The governing equations are cast in a curvilinear coordinate system and
discretized using finite volume concepts. A flux splitting procedure is used for the upwind schemes,
where the signals crossing the cell faces are grouped into two categories: signals that bring information
from outside into the cell, and signals that leave the cell. These signals may be computed in several
ways, with the desired spatial and temporal accuracy achieved by choosing appropriate interpolating
polynomials. The classical MacCormack schemes employed here are fourth order accurate in time and
space. Results for category 1, 4, and 6 are presented. Comparisons are also made with the exact
solutions, where available. The main conclusions of this study are finally presented.

INTRODUCTION

Application of numerical techniques for the evaluation of acoustic wave propagation has been
the subject of recent research, with the current emphasis on reducing community noise and developing
quieter aircraft. Higher order schemes are necessary for the evaluation of wave propagation. In this
paper, the resolution properties of upwind and MacCormack schemes are evaluated. Both second and
fourth order accurate time discretizations have been employed. The upwind schemes discussed in this
work have the following advantages. They have built-in dissipation and do not require an explicitly-

* Work done under contract NAS1-20102.
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added numerical viscosity. At the far field boundaries, the signals entering the computational domain
may be turned off, eliminating reflection of all normal waves. A spatially third-order accurate version of
the present class of upwind scheme has been applied to a number of classical acroacoustics problems.
For comparisons, Gottlieb and Turkel's [1] extension of the MacCormack scheme, the 2-4 scheme, and a

fourth order accurate temporal discretization of the MacCormack scheme, the 4-4 scheme, have also

been used for the solution of the benchmark problems.

NUMERICAL SCHEMES AND SOLUTION PROCEDURE

Category 1 problems test the dissipation and dispersion properties of computational schemes for
one dimensional wave propagation. The discretizations used in the upwind and MacCormack schemes
are first given. The two stage time integration is illustrated for the upwind scheme and the four stage

time integration for the MacCormack scheme. Consider the model problem,
a_U + a_U_ =0
at  ox
The 2-3 upwind scheme may be written,

uP =ue -={ur -ut]”

ety _ L7 (p) A [y L1
v =3 U; fU;P _E{Ui "U.'}
where superscript (p) denotes the predictor stage. The quantities UF and U" are defined as,
rop +iu vy -
Uf=U, + S[Um Ul.]+6[Ui v_]

U.'L =U,, +%[U.~ _Ui—l]+é[Ui-l _Ui—2]

The 4-4 MacCormack scheme may be written,
At
m _yym
U‘i =U; . [AQ}] :

ooy Miag)
U®=U +2Ax[ 0]
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U® =y - E[AQ,] (4c)
U =U§”’+El}x[AQ. +2A0, +2A0; +AQ,] 0

where the superscripts (1), (2), and (3) denote the intermediate stages. The difference operators AQ's

are given by
Ag:éﬁm-ﬂm4+uqr’ (5a)
A0, =¢[10,-8v,, +U,,|" (5b)
AQ, = %[wi -su,_ +U,,]” (5)
AQ, = % [w,-sv,, +U,,]" (5d)

Problems in categories 4 and 6 involve the solution of the linearized 2-D Euler equations. The
effectiveness of wall boundary conditions are tested in category 4. The noise radiated by a flat plate
subjected to a gust is computed in category 6. The numerical methodology, using explicit time
integration for the solution of the governing Euler equations, was developed by Sankar and is reported in
Sankar et al [2]. A brief description is provided here. The computational formulation starts with the 3-D
compressible Euler equations in a Cartesian coordinate system:

q+Ex+Fy+G; =0 6)

Here g is the flow properties vector,
T
g =[p.pu,pv.pw,e] 0

E, F, and G are the inviscid fluxes. The flow field ¢ is decomposed into a mean flow component and
a perturbation component,

q=g+q (8)
The magnitude of the perturbations are usually much smaller than the mean flow. Therefore, the

instantaneous fluxes may be expressed as perturbations about the mean flow fluxes. A linearization
about the mean quantities permits the evaluation of the flow fluxes from the mean quantities,
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A=0E /9dq;B=0F {dq;C =0G /dq ©

The matrices A, B, and C are the Jacobians of the fluxes E, F, andG, respectively. When the above
decompositions are substituted into equation (6), and the unsteady Euler equations for the mean flow are
subtracted, a system of equations for the perturbation results,

(@), +(Aq')y +(Bq)y +(Cq'); =0 (10)

Equation (10) is discretized using standard finite volume schemes as follows. Consider a control
volume surrounding node (i,j,k). The governing equation may be cast in an integral form on such a
control volume. The divergence theorem is invoked to convert the volume integral to surface integrals,

to yield

j%dV+ﬁ[Aq’f+Bq’}+Cq'1€].ﬁds=0 (11)
1% S

If the coefficient matrices A, B, and C could be computed at the centers of the cell faces in some
fashion, the above equation may be written

Vol.

i,j.k

[%]i,j,k + Z{[Af +bj + CIZ]. nAS}q’ =0 (12)

where Vol. . k is the volume (3-D) or area (2-D) of the control volume.

3

A number of schemes may be devised for the solution of equation (12), which may be written in a form
suitable for time integration as, '

dg __\s

——=—-—3%H 13

-7 2Hq (13)
Both two and four stage Runge-Kutta time integrations have been implemented in thé code. For the
upwind scheme, the matrix H may be split and grouped into two matrices which have only positive or
negative eigenvalues, using a similarity transformation. These ,mg,t[igés are 'chmputed at the cell faces
(i+1/2,j), (-1/2,j), etc. using Roe averages of the mean flow. The positive eigenvalues correspond to the
waves traveling downstream and the negative values to the upstream propagating waves. The flux Hgq’

is finally computed as
Hq'=H'q,+H g ,, (14)

The term H*q; , which represents the flux associated with waves traveling from left to right, is
computed using the ¢” values that are weighted towards the nodes upstream or left of the (i+1/2) plane.
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Similarly, the term H™qj, which represents the flux associated with waves traveling from right to left, is
computed using an interpolation that is weighted towards the nodes that are to the right of the face
(i+1/2). With a sufficiently high order of upwind-weighted interpolation, high formal accuracy may be
achieved. In the current calculations, though, a third order upwind-biased interpolation has been used.
The difference operators for the x direction are given by

q: =q;,,- +%(qi’+l.j_qil,j)+%(qi’,j -qi’—l,j) (15a)
G =G, + %(q.-’ ~qlu;) ¥ é(q:“.,- ~ql2;) (15b)

The MacCormack scheme adopts a procedure similar to the one used for the 1-D problem. The fluxes
are evaluated using the node points to the left/bottom of the cell face or those on the right/top during
alternate sweeps.

RESULTS AND DISCUSSION

Results for categories 1, 4, and 6 are now presented. Figures la, 1b, and 1c show the computed
and exact solutions for the Gaussian pulse propagation problem at time t=100, 200, 300, and 400. The
CFL number for all the calculations is 0.2. In figure 1a, the 2-4 MacCormack scheme with Ax=1.0 and
At=0.2 is seen to produce oscillations and has a large dissipation. In figure 1b, the 2-3 upwind scheme
has a much larger dissipation. There was only a marginal improvement when the CFL number was
reduced. Use of a four stage time integration also did not improve the solution when the value of Ax
was fixed at 1.0. But there is a dramatic improvement when the spatial resolution is increased. The
results from the 2-4 MacCormack scheme with Ax=0.25 is compared with the exact solution in figure
Ic. There is a small amount of dissipation but there is very little difference even at t=400. This clearly
shows that spatial resolution is a critical factor in wave propagation studies.

Figures 2a, 2b, and 2c show the computed and exact solutions for the spherical wave propagation
problem at time t=400. Figure 2a depicts the results from the 4-4 MacCormack and the 4-3 upwind
schemes. Here, the frequency w=n/8, Ax=1.0 and At=0.01. There are 16 points per wavelength and the
MacCormack scheme resolves the wave accurately. The upwind scheme exhibits some dissipation and
furthermore, propagates the wave not at the correct speed at large distances from the source. In figure
2b the frequency w=n/4, with the same Ax and At. Now there are only 8 points per wavelength and the
computed solutions are not good. The upwind scheme has substantial dissipation and damps out the
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wave beyond x=100. To further illustrate the importance of spatial resolution, the same case was run
with a step size Ax=0.5. In addition, the two stage time integration was used and the CFL number was
purposely increased to be 20 times the value used in figure 2b. The comparison, though not very good,
is still much better in figure 2c.

For the category 4 problem, the following wall boundary conditions were specified:

&P _ % g M _p V=0 (16)

on on on

At the other three boundaries, boundary conditions were specified as follows. For the MacCormack
schemes, all the flow variables were set to zero. Radiation conditions were not enforced and this is
expected to produce some reflections. For the flux splitting scheme, there is an easy way of ensuring
that no external waves enter the computational domain. This is achieved by setting the incoming wave
(either H'q} or H g}) to zero, as shown in the diagram. At the top boundary B ¢, =0.

A'q, =0 Aqr=0
—> 44—

r A A AN A4

The pressure dlsmbuuons for problem 1 in category 4, shown in figures 3a and 3bat t-45 and =100,
respectively, have been obtained usmg the 4-4 MacCormack scheme with Ax=1 0 and At-O 25 In ﬁgure

soluuon close to the outﬂow boundary duc to reﬂecuon These oscrllauons were seen to be less
pronounced when the flux sphttmg scheme was rmplemented Flgures 4a 4b 4c and 4d show
comparisons of the wall pressure at different time levels from the two schemes The pressure
distributions at earlier time levels of t=30, 45 and 60 before the pulse reaches the downstream
boundary, are compared with the exact solutrons in ﬁgures 4aand 4b. As can be seen in 4a, the 4-4
MacCormack scheme provides excellent agreement, except for some dissipation at the peaks. The 4-3
upwind scheme has a larger dissipation and the peaks are under-predicted in 4b.

The pressure drstnbutxons at time levc]s =75, 100, and 150 are shown in figures 4c and 4d. Again, the
4-4 MacCormack scheme produces excellent results away from the outflow boundary Due to the

implementation of simple outflow conditions, reflections from the boundary are seen to produce
oscillations which propagate farther into the computational domain with time. In ﬁgure 4d, the 4-3

&
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upwind scheme exhibits more dissipation, but the reflections are not quite as severe as for the
MacCormack scheme.

Results for the noise radiated by a flat plate in a gust are now presented. The root mean squared
pressure is required at a distance of x=%95 and y=%95. For this problem, the MacCormack scheme was
chosen because of the large dissipation in the upwind scheme. At the four boundaries, the fluxes were
computed using the appropriate conditions for the outgoing waves. Thus, the incoming waves
represented by the terms A* and B* at the left and bottom boundaries, and A™ and B~ at the right and
top boundaries, respectively, were set equal to zero. Figure 5a shows the rms pressure contours. Five
dominant lobes on the top and bottom may be identified. Also, the solution is seen to be symmetric
above and below the plate. The pressure distributions at x=1935 for the top half plane (0 < y <100) are
shown in figure 5b. As expected, the values at the upstream plane are very low. But in the downstream
direction there is a single well-defined peak, the location of which is in good agreement with the
solutions presented by Atassi and Tam et al in this workshop. For the pressure distributions at y=195
(not shown here), the rear lobes are well predicted. But the signal drops off in the forward direction due
to dissipation, even with the MacCormack scheme.

CONCLUDING REMARKS

A spatially fourth order accurate MacCormack scheme and a third order upwind scheme have
been applied for the solution of the benchmark problems. Both two and four stage Runge-Kutta time
integrations have been implemented. The MacCormack scheme provides very good solutions, while the
upwind scheme exhibits significant dissipation. The importance of adequate spatial resolution has been
emphasized. The use of appropriate one-sided fluxes at the boundaries allows one to turn off non-
physical incoming waves. Radiation boundary conditions are necessary to prevent reflected waves from
contaminating the solution in the computational domain.
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Figure 1. Comparison of exact and computed solutions of Gaussian pulse 'propagation.
Symbols: exact solution, lines: computed solution. (a) 2-4 MacCormack scheme, Ax=1, CFL=0.2
(b) 2-3 upwind scheme, Ax=1, CFL=0.2 (c) 2-4 MacCormack scheme, Ax=0.25, CFL=0.2.
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Figure 3. Pressure distributions obtained using 4-4 MacCormack scheme. (a) t=45 (b) t=100.
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SUMMARY

This paper describes an implementation of a high order finite difference technique and its appli-
cation to the category 2 problems of the ICASE/LaRC Workshop on Computational Aeroacoustics

(CAA). Essentially, a popular Computational Fluid Dynamics (CFD) approach (central differenc-

ing, Runge-Kutta time integration and artificial dissipation) is modified to handle aeroacoustic
problems. The changes include increasing the order of the spatial differencing to sixth order and
modifying the artificial dissipation so that it does not significantly contaminate the wave solution.
All of the results were obtained from the CM5 located at the Numerical Aerodynamic Simulation
Laboratory. It was coded in CMFortran (very similar to HPF), using programming techniques
developed for communication intensive large stencils, and ran very efficiently.

INTRODUCTION

The occasion of this workshop is testimony to the fact that CAA has matured into a discipline
that is somewhat distinct from CFD. Proper propagation of the high frequency, small amplitude
waves (compared to hydrodynamic disturbances) associated with aeroacoustics is essential to
any successtul CAA algorithm, while they often are not considered in CFD. In fact, many CFD
algorithms damp out these waves to accelerate the solution to a steady state.

The algorithm presented here is an adaptation of a popular CFD method. The original scheme,

developed by Jameson [1], has many desirable features. These include robust shock capturing,

ood convergence rates and relaxed stability requirements. Also, since it is an explicit algorithm,
1t is simple to code and performs quite well on parallel processors.

Some of the features that make the original algorithm undesirable for noise predictions include
the low order spatial differencing and the nature of the artificial dissipation. The second order
spatial operator has very poor wave resolving capabilities. To properly propagate a wave, the
second order scheme needs 30 to 40 grid points per wavelength. Considering the high frequency
Wages that must be resolved, very fine grids are necessary, making the probfem computationally
stiff.

The artificial dissipation, while having good shock resolving capabilities, can significantly
contaminate the acoustic solution. In general, this scheme adds second order dissipation to the
entire domain (although in small amounts) and is quite dispersive near discontinuities. Adding the
second order dissipation terms to the smooth regions will hamper the advantages of increasing the
order of the spatial operator. Also, the dispersion errors generated near discontinuities will likely

!Work supported by NASA GSRP Fellowship NGT-51118
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convect into the smooth regions affecting the wave propagation there. The modified algorithm
increases the order of the spatial operator and provides a dissipation that has good shock capturing
qualities while keeping the scheme high order in smooth regions.

An additional advantage is the performance of the algorithm on parallel processors. Explicit
schemes, such as the Jameson scheme, are known to run efficiently on these machines [2]. The
modifications made here, though, certainly affect the parallel performance. For instance, increas-
ing the spatial order increases the stencil size, thus increasing the interprocessor communication,
which leads to poor performance. Modified coding strategies are implemented in the code to
reduce the communication time. They have been evaluated and found to make the performance
comparable to the original, efficient scheme [3].

NUMERICAL ALGORITHM

The Workshop problems considered here are designed to evaluate a scheme’s ability to model
nonlinear acoustics. The one dimensional Euler equations in conservative form are used to solve
a wave steepening problem and the shock tube problem. The domain is sufficiently large so that
there are no boundary condition effects. As mentioned earlier, an adaptation o¥ the Jameson
scheme is used. The second order spatial operator is replaced by a sixth order operator derived
from Taylor series expansions. An alternative dissipation, considerate of CAA issues, is imple-
mented as a replacement for the one proposed by Jameson. The dissipation has the form

) 1— D*(Q) v>a
F = F + (1)
s D%(Q) v<a

_where 7 1
_ |Pica — 2P + Piyi| (2)
, P14+ 2P + Py

F' is the filtered flux, F is the unfiltered flux, D?(Q) is a second order dissipation operator, D®(Q)
is a sixth order operator (both operating on the solution, Q) and « is a free parameter. For ¢ > 1
the second order dissipation is turned off, resulting in a sixth order scheme everywhere. When

a < 0 the scheme has second order dissipation everywhere. Finally, for 0 < a < 1 some regions
may have second order dissipation while others have sixth, depending on the solution.

RESULTS

In this section, results for the category II problems are presented. For all calculations a CFL
number of 0.5 was used. Two different values of a are used to generate the results. A value of 1
is used to illustrate the behavior of the sixth order scheme. Results for a combination of second

and sixth order dissipation are also obtained by using @ = 135. This number was obtained by trial
and error on problem 1 (the same value is used on problem 2).

Figure 1 contains density traces at different sample times for the wave steepening problem
(problem 1) for @ = 1. Noticeable oscillations are observed in front of and behind the shock.
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There also appears to be a growth in amplitude of the wave before it shocks. These problems are
1

somewhat suppressed when a = %= is used. This is illustrated in figure 2. The oscillations are
significantly attenuated. There is an undesirable damping of the wave amplitude before it shocks
(t = 10.0). The wave amplitude at the final sample time (¢ = 300.0), though, is invariant with
the type of dissipation.

Figures 3 and 4 contain density traces at different sample times for the shock tube problem.
Again, nonphysical oscillations are observed near discontinuities when only sixth order dissipation
is used. The addition of the second order dissipation damps these oscillations with minimal
smearing of the shock.

CONCLUSIONS

An implementation of a high order finite difference technique and its application to the category
2 problems of the ICASE/LaRC Workshop on CAA is presented. The scheme is essentially an
adaptation of the well known Jameson Runge Kutta scheme. The modifications include increasing
the order of the spatial operator and implementing a more appropriate dissipation function. It
has the advantages of being simple and getting good performance on parallel processors (a 3D

Navier-Stokes version of this algorithm achieves 1.25 GFLOPS on a 128 processor CM5 3{) It
has been demonstrated in this paper that the scheme performs quite well on nonlinear problems.
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FOR NONLINEAR WAVE COMPUTATIONS

M. Ehtesham Hayder*
Institute for Computational Mechanics in Propulsion
Ohio Aerospace Institute
NASA Lewis Research Center
Cleveland, OH 44135

Abstract

We present results of benchmark problems of the
category 2. This category of problems is designed
to test the nonlinear wave propagation properties of
a computational scheme. We chose three high or-
der spatially accurate algorithms for our computa-
tions. These are the Dispersion- Relation- Preserving
(DRP) scheme proposed by Tam and his colleagues,
a fourth order extension of the MacCormack scheme
proposed by Gottlieb and Turkel and an Essentially
Non Oscillatory (ENO) scheme proposed by Shu and
Osher.

1. Introduction

High order accurate schemes are essential for the
computation of the noise source. These schemes have
very little numerical dissipation. Numerical solutions
with such schemes are very good in the smooth flow
region. In this study, the test problems focus on the
numerical solution of nonlinear waves. For this type
of flow, high order schemes, because of their lack of
numerical dissipation, usually generate spurious nu-
merical oscillations near the shock. One may add ar-
tificial numerical dissipation to these schemes to sup-
press spurious oscillations. Tam and his colleagues
developed a class of high order schemes, known as
the DRP schemes! : 2 : 3 for aeroacoustic compu-
tations. They proposed adding a selective artificial
damping to capture nonlinear waves in the flow field.
Instead of adding artificial dissipation, one may also
choose a scheme which is high order accurate and also
sufficiently dissipative. The fourth order extension of
the MacCormack scheme proposed by Gottlieb and
Turkel4, also known as the 2-4 scheme, is spatially
fourth order accurate and is also dissipative. Inher-
ent dissipation allows this scheme to capture weak
shocks. There are many shock capturing schemes
used for fluid dynamics simulations. Most of these

*Work funded by NASA Cooperative Agreement
NCC3-233 through the ICOMP program.

schemes fail to maintain high order accuracy near the
shock. As indicated eatlier, high order of accuracy is
essential for the noise computations and a low or-
der shock capturing scheme may not be suitable for
noise computations. Recently a class of high order
shock capturing scheme has been developed. These
schemes are known as the the Essentially Non Oscil-
latory (ENO) schemes®: 8 7. They maintain high
accuracy even very near the shock and may exhibit
only minor oscillations. ‘

In this study, we examine the DRP schemes with
artificial dissipation? : 3. We also examine the fourth
order extension of the MacCormack scheme by Got-
tlieb and Turkel* and an ENO scheme® : 7, We
present the governing equations and the test prob-
lems in section 2. Descriptions of the schemes and
discussion of the results of our test problems are pre-
sented in sections 3 and 4 respectively.

2. Test problem

We solve the one-dimensional Euler equation
written in the following form '

Qt+fs=0

where

pu
f=|r+p
puH

P=(y=1)(E- 7o)

g= E+P
P
whete p, u, P, E and H are the density, velocity, pres-
sure, total energy and enthalpy respectively. We solve
two model problems with the following initial condi-

tions.
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2.1 Test Problem 1
Initial conditions are given as

u= %c-hz(g)’

P=$(1+7;1u)7’=1‘ :

=1 +7 u)ﬁ“f

The computational domam is -50 < x < 350.

2.2 Test Problem 2
Initial conditions are

u = 0

P = 4.4, x<-2
P=27+1 7co.[i’iﬂ)l], -2<2<2
P = 1 z>2

p = (vp)*

The computational domain is -100 < x < 100,

8. Numerical Schemes

3.1 The DRP Scheme

Tam and Webb! developed a numerical algo-
rithm known as the Dispersion Relation Preserving
(DRP) scheme for computational acoustics. They
chose the coefficients of their spatial discretization
scheme by requiring the Fourier transform of the finite
difference scheme be a close approximation of that of

the partial derivatives. Coeﬂiqlents of the finite differ-

ence time integration method were chosen such that
the Laplace transform of the finite difference scheme
is a good approximation of the partial derivative. In
summary, their scheme for our test problem can be
written as
1S
K} =~— a,-ﬂ‘H (3.1)

Az =%

d )
Qrt = QF + At) bK}

j=0
=0, a8 = —a_; = 0.79926643, a3 = —a_3 =
— 0.18941314, ag = —a.s = 0.02651995, b =
2.30255809, b; = — 2.49100760, b; = 1.57434093

and b = — 0.38589142. This scheme is formally
fourth order accurate in space and third order ac-
curate in time. In a later paper Tam and Shen? re-
vised the values of the coefficients a; to obtain best
overall numerical wave characteristics for a 7 pomt

stencil. Revised a; coefficients are a; = —a_; =
0.770882380518, a3 = —a_3 = — 0.166705904415,
204

and a3 = —a_g = 0.029843142770. We used these
values of the a; coefficients for our computations in
this paper. Tam and his collt:ague.'s2 3 proposed an
artificial selective damping term to remove spurious
numerical oscillation from the solution of nonlinear
waves. Thus, the equation (3.1) becomes

3 3

1 Ustencsl
Kt =—__ a..._—zc.?.
' Az Lo iR AzRitencit (£, 39

where %tencit = [¥maz — ¥min| is the difference be-
tween the maximum and the minimum velocity in the
stencil. Unless otherwise mentioned, in this study,
we chose all constants as recommended by Tam and
Shen3. They are, R,tencit =0.1, co = 0.3276986608486,
¢y = — 0.235718815308, ¢c; = 0.086150669577 and
cg = — 0.01428118469. Coeflicients of the artificial
damping are chosen to damp high frequency ertors.
Near a sharp gradient, the proposed scheme with the
selective artificial damping loses its formal accuracy
(in the sense of an expanded Taylor series).

8.2 Fourth Order MacCormack Scheme -

Gottlieb and Turkel? extended the standard
MacCormack scheme to a spatially fourth order ac-
curate scheme. This is a widely used scheme in flow
calculations. We used this scheme for jet flow simu-
lations®. This scheme has a predictor and a corrector
stage and for our test problem may be written as:

The predictor step with forward differences

Q:i=QF+ { (fﬂ+1 )= (Fya = 54}

The corrector step with backward differences

or+ =g+ Qr

I =

e AT = Fim) = (Fiea = Fica)]

This scheme is second order in time and_becomes

fourth-order accurate in the spatial derivatives when

alternated with symmetric variants. We define L,
as a one dimensional operator with a forward differ-
ence in the predictor and a backward difference in
corrector. Its symmetric variant L; uses a backward
difference in predictor and a forward difference in the
corrector. For our computations, the sweeps are ar-

ranged as

Qu+l = LIQ“
Qn+2 = LzQ"+l

1 31
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8.3 Essentially Non-oscillatory Scheme

Essentially Non-Oscillatory schemes were devel-
oped to capture shocks and maintain the high order
accuracy of the solution. In this paper, we examine
the ENO-Roe scheme for spatial discretization and
a Runge-Kutta method for time integration. Both
these schemes are proposed by Shu and Osherf 7,
For our present computations, we chose third order
accuracy for both space and time. The Runge-Kutta
scheme is may be written as

Ql___Qﬂ+AtL(Qn)
2_3 n 1 1 3 1
Q=@ +,Q + JALQY

n _1 n 2 2 2
" = §Q +§Q +'3‘AtL(Q2)

where L is the finite difference approximation of —f;.
The ENO-Roe is an ENO scheme based on the fluxes
and selects the locally ‘smoothest’ stencil using di-
vided differences. The details of this scheme are given
in Shu and Osher”.

4. Results

We used 201 grid points for our computations
of the test problems. Characteristic boundary con-
ditions were used at the boundaries. In all our fig-
ures, we show profiles of pressure. In Figure 1.1, we
show the evolution of the pulse in time. This solution
was computed using the fourth order MacCormack
scheme. The computed solutions with this scheme
show undershoots ahead of the shock. In Figures 1.2
and 1.3, we compare solutions with three schemes at
t=10 and t=200. We observe sharp shock profiles
with the MacCormack scheme. Solutions of the test
problem 2 are given in Figure 2. In Figure 2.1 we
show the initial pressure profile and the solutions ob-
tained by using three schemes at t=60. Details of the
solutions at this time level are shown in Figures 2.2
and 2.3. In Figure 2.2 we see minor oscillations with
the DRP scheme for R, = .1. With R, = .05, the arti-
ficial dissipation becomes larger and and it essentially
eliminates all oscillations. However, in Figure 2.3 we
observe a significant smearing of the shock due to the
larger artificial damping. From these two test prob-
lems, we found that the fourth order MacCormack
scheme gave a sharp shock, but it had a large under-
shoot ahead of the shock. We did not use any artifi-
cial damping with this scheme. The undershoot of the
computed solution can likely be damped or eliminated
by using artificial dissipation. The DRP scheme with

the selective damping gave essentially smooth solu-
tions. One needs to use the proper amount of artifi-
cial dissipation to ensure the quality of the solution.
The third order ENO-Roe scheme gave clean shocks.
The ENO schemes are likely to give very good solu-
tions for problems with shocks. As is known, they
can be very expensive to compute. Among the three
schemes we studied, the fourth order MacCormack
scheme was computationally the most inexpensive.
The DRP scheme was observed to be a few times
more expensive than the fourth order MacCormack
scheme. Even though there were some oscillations
and also smearing of the shock, in general solutions of
with all three schemes appear to be reasonable within
the range of our present study.
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TIME ACCURATE APPLICATION OF THE MACCORMACK 2-4 SCHEME
ON MASSIVELY PARALLEL COMPUTERS!
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SUMMARY

Many recent computational efforts in turbulence and acoustics research have used higher order
numerical algorithms. One popular method has been the explicit MacCormack 2-4 scheme. The
MacCormack 2-4 scheme is second order accurate in time and fourth order accurate in space, and is
stable for CFL’s below 2/3. Current research has shown that the method can give accurate results
but does exhibit significant Gibbs phenomena at sharp discontinuities. The impact of addin
Jameson type second, third and fourth order artificial viscosity was examined here. Categor I%
problems, the nonlinear traveling wave and the Riemann problem, were computed using a CFL
number of 0.25. This research has found that dispersion errors can be significantly reduced or
nearly eliminated by using a combination of second and third order terms in the damping. Use of
second and fourth order terms reduced the magnitude of dispersion errors but not as effectively as
the second and third order combination. The program was coded using Thinking Machine’s CM
Fortran, a variant of Fortran 90/High Performance Fortran, and was executed on a 2K CM-200.
Simple extrapolation boundary congitions were used for both problems.

INTRODUCTION

What is called the MacCormack 2-4 scheme was published in 1976 by Gottlieb and Turkel 51]
The method is a predictor corrector scheme that is second order accurate in time and fourth order
accurate in space. The fourth order accurate derivative in space is often cited as being needed
to accurately resolve the nonlinear behavior of the flow, especially if turbulence quantities are to
be resolved. The split accuracy makes the method truly time accurate when the time and space
errors are of approximately equal magnitude. Simple tests such as solving the traveling wave
problem for acoustic waves readily shows that wave speed is not accurately reproduced at CFL’s
significantly larger than 0.25. Therefore it can be ‘said that time accuracy occurs at a CFL of
about 0.25 while overall stability can be achieved for CFLs of 2/3 or less. As applied to the Euler
equations in a single space direction, the stencil is given as

8Q | 8f _
R+4=0
T = Q- T 8 - fha) =0 N2
QFf = QTP+ Q- BT -8+ BT, i=2.N

1Work supported by NASA Langley Research Center under grant NAG-1-1479
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Similar to the second order MacCormack scheme, this method can be time split into separate
spatial operators. The time split operator sequence is illustrated by the following equation.

M1 = Lo(At)Lo(At)QF

Where L.(At,) is the one dimensional predictor corrector operator sequences. Time splitting
improves the size of time step for which the method is stable. The operators must be applied in a
symmetric sequence to maintain order of accuracy. To avoid biasing errors, each spatial operator
is alternated between between a forward-backward and backwa.rd-forward sequence of predictor
corrector application. The MacCormack method, its characteristics and application are discussed
in greater detail in Hudson [2].

The modified equation for the linear wave equation shows that the largest terms of the dif-
ferencing error are second, third and fourth order derivatives of the solution variables. Artificial
viscosity based on similar order terms was investigated. MacCormack and Baldwin [5] developed
the use of the second derivative of pressure pressure as part of the coefficient to the damping terms.
This feature causes the coefficients increase the applied damping in regions of strong gradients
and to reduce damping in smooth regions. Second order differencing was used for the pressure
derivative. Jameson et al. [4] is cited in Hirsch (3] as having developed the practice of using several
derivatives of differing order as part of the damping function. The artificial viscosity terms applied
in this work combine these two concepts. Three terms are developed representing second, third
and fourth order damping. These terms are applied individually in two combinations; 1) second
and third order damping terms and 2) second and fourth order damping terms. The coefficient
of each damping term has a unique constant a that has been optimized tor its effectiveness. The
damping terms are applied to the conservative fluxes and yield the following set of equations.

FA = f — epsZ — eps)ZY + epsWEY
Where 7
epsgz) = agAZ(Iul + C).J.E‘.‘!’.EM‘J

Pi+11+2pi+pi—1

lpit1=pitpil

3
ep"g ) = a3Azz(!u' + C).' Pit1+2pi+pi-1

epst®) = a Az (|ul + ¢); it1=2pitpizi]

Y pisv1+IpitPi

For the workshop problems the constants had the following values: a; = 0.25,a; = .9, and
a4 = 0.1. These constants were optimized for the traveling wave problem but were found to be
very effective for both the traveling wave and the Riemann problem.
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RESULTS
PROBLEM 1

Three cases of the traveling wave problem were solved: case 1 used the basic numerical scheme
without any artificial damping, case 2 used second and third order damping terms and case 3
used second and fourth order damping terms. The wave calculation is presented in Figure 1
showing a comgosite of the nine solution times required. Only the density variable is shown since
it adequately shows the wave profile and the numerical influences on the solution.

Significant dispersion error can be seen to occur early and to persist across solution times
for case 1. The correct wave form should maintain peak wave magnitude until the shock forms.
Solution time 20 occurs before the wave forms a shock and yet it shows dispersion increasing the
wave magnitude. Beginning with solution time 30 the wave peak decreases in magnitude but the
wave speed and the area under the wave curve were accurately maintained. The dispersion at
the front and trailing edge of the wave is considered minor. However, the dispersion occurring at
the top of the wave completely destroys any resemblance of a physically correct wave shape. The
ma.gniftude of the oscillations appears to be roughly proportional to the magnitude of the initial
wave tront.

Case 2 provides the best overall matching of the wave form and speed. A combination of
second order dissipation and third order dispersion damping are used for this case. As expected
it provided the best control of dispersion error in the solution. Figure 2 shows a composite of
the nine solution times. The most significant improvement is the correct rendering of the wave
magnitude at time 20. The wave magnitude maintains constant amplitude from the initial wave
shape and shows only a small amount of wave shape distortion. g‘he wave magnitude begins
decreasing at time 30. The reduced dispersion makes the decreasing profile much smoother. The
reduced dispersion also significantly reduces the distortion of the wave shape near the peak, but
a lot of improvement is still desirable. The wave speed and overall shape are correct.

Case 3 uses second and fourth order dissipation damping. This solution was a significant
improvement over the undamped case. The dispersion error was significantly reduced from the
undamped case but was not quite as good as the case 2 results. Case 3 results are shown in
Figure 3. The wave leading edge dispersion was also reduced in this case. The wave speed
and general shape are accurately maintained. The purely dissipative damping of this case has
produced significant improvements in the wave shape. But, it still lags the results produced by
the combination of dissipative and dispersive damping of case 2.

PROBLEM 2

Problem 2 is the Riemann shock tube problem and the solutions have again been solved in a set
of three cases: a) undamped, b) damped by second order dissipation and third order dispersion,

and c) by a combination of second and fourth order dissipation. Figures 4, 5, and 6 show the
results for these three cases respectively.

In the undamped solution (case a), variable magnitudes in each of the flat regions are accurately
produced, as are the shock, contact surface, and front and back edges of the expansion wave. The
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dispersion error at each of the discontinuities is the obvious problem with this solution. Oscillations
at the top of the shock wave are the most significant.

Case b, use of second and third order damping, shows spectacular elimination of dispersive
oscillatory errors. However, this improvement 1s not without cost. The shock has smeared; the
contact surface speed has decreased; and, the point of increasing density at the beginning of the
expansion wave has been smeared. But these effects are fairly minor. Tge expansion wave is still
in the correct place. The contact surface has been delayed about the distance traveled in ten time
units and the shock is not smeared any wider than one wavelength of the undamped oscillations

in case a.

In case c, dissipation was again able to significantly reduce the magnitude of the dispersive
errors in the solution. This solution would generally be acceptable for all discontinuities except
the shock itself. Significant oscillations at the shock are still large and persist over a greater
distance than the shock smearing that occurred in case b. Magnitudes ang discontinuity speeds
for this case were the same as for the undamped case, including the contact surface.

CONCLUSIONS

The results of this investigation show that combinations of damping terms can be very effective
in reducing error introduced into the solution from the differencing scheme. Each damping term
was found to contribute both dissipation and dispersion error. Yet, as according to conventional
analysis, the even order terms contributed primarily dissipation and the odd order term con-
tributed primarily dispersion behavior. The MacCormack 2-4 scheme has significant dispersion
errors especially at the high pressure side of a shock. The addition of dissipation is limited in its
ability to reduce these errors, as evidenced by the results of the second-fourth order combination.
The second-third order combination produced the results most like the ideal wave forms for the
test <s)roblems. Interestingly, the second-third order combination produced the only error in the
speed of the contact surface for the Riemann problem. Overall, the combination of second and
tE_ird order terms provided the best elimination of numerical errors.
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Figure 1. Catagory II Problem 1, Density p
solution times t=10,20,30,40,50,100,150,200, and 300.
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SUMMARY

Three common finite difference schemes are used to examine the computation of one-dimensional
nonlinear wave propagation. The schemes are studied for their responses to numerical parameters such
as time step selection, boundary condition implementation, and discretization of governing equations.
The performance of the schemes is compared and various numerical phenomena peculiar to each is
discussed.

INTRODUCTION

The emergence of computational aeroacoustics(CAA) as a discipline distinct from computational fluid
dynamics has brought with it a need to develop efficient, reliable numerical schemes. Much is known
from CFD concerning performance of particular algorithms, but their application to acoustic problems
merits further investigation. In this work, the centered-time centered-space algorithm, and both the
second and fourth-order MacCormack explicit predictor-corrector algorithms are applied to two model
problems: nonlinear propagation of an acoustic pulse, and wave propagation in a shock tube. These
schemes are examined for their ability to propagate discontinuities, damping and dispersion
characteristics, and their sensitivities to various numerical considerations.

Common Numerical Considerations

For the schemes to be discussed, several numerical specifications are common to all three. For
example, for problem 1, the grid used consisted of 401 evenly spaced points where —50 < x £350 so
that Ax =1.0. Similarly for problem 2, a grid of 201 evenly spaced points is used in all computations
with —100 < x <100 so that again, Ax =1.0. Additionally, a time step of either At =.25 or Ar=.50 is

used in all computations. Initial calculations with Az=,75 and At =1.0 proved unstable for all
schemes.

* Work done on contract at Lockheed Engineering and Sciences Company, NAS 1-19000.
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The boundary condjtions used in all ca]culations are based on characten'stics theory. By noting that
1 -u is conserved at

. 2
outflow, requiring no incoming acoustic or entropy waves reduces these quantities to Py and the
following relations can be obtained:

ap .\ dp ' i
Inflow: ——+(u=-a,)===0 1 |
ow E (u-a,) . (1)
du ou !
—+(u—-a,)—=0 2
et u=a)S @
' !
? \dp i

Outflow: Py (u+ ,)—=0 3
ow o ( a ) Ew 3 I
ou du
—+(u+a,)—=0 4 :
ot (u+a,) ox 4)
where !
14 ' ' : 5
p=£ ®
14 : :
al=p™! (6) I
i
and y=1.4. Derivatives are implemented using first-order one-sided differences. g
Cemered T1mc Centered-Spacc Algonthm é
For hnear problems the centered-time centered—space(CT CS) scheme reproduces the exact solutlon i
with the proper selection of time step and is second-order accurate in both space and time!. Its margmal E
stability characteristics make it highly desirable for its ability to perfectly advect initial disturbances in =
applications where the propagation speed is constant. However, for our model problems, the =
propagation speed is not constant and it is natural to ask how the scheme performs in this case. The =
discretized equations are E
p:n-o-l u—l (pu)ﬁ'1 (pu),_l =0 2
2At 2Ax ' '€ E
pr W —u +u Uy — U - Py — Py g

p. - p:'—l + uu pH-L p.-L w:‘ :+1 ﬁ—l =0

2At 2Ax 2Ax © =
For both problems 1 and 2 thlS parncular mscreUZanon(referred 1o as attempt 1’) becomes unstable %

early in the flow evolution. Changing At from .50 to .25 does not help, though some high frequency
content apparent in the solution for Ar= .50 is removed from the smaller time step calculations. In an

1 Ry

1Roache, Patrick J. Computational Fluid Dynamics, Hermosa Publishers, 1972, pp. 53-55.
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effort to stabilize the calculations, equation(7) is re-discretized(attempt 2) wherein the momentum term
is broken up, i.e., '

n+l

P; _p:_l

2At

+p! Uy — UL, +u Piv —PL =0
2Ax 2Ax (10

This discretization also fails to stabilize the calculations and the only noticeable change over attempt 1 is
an introduction of undesirable high frequencies for both problems 1 and 2. In a further attempt at

stabilization, the coefficients p] and u; of equation (10) can be spatially averaged:
pt=p™ + Pl +PLy \ Uiy — Uiy + Ui H UL PR =Py _ 0 (11)
2At 2 2Ax 2 2Ax

This change(attempt 3) reduces the high frequency oscillations introduced by breaking up momentum in
the continuity equation, but gives no real improvement. Finally, spatial averaging of difference
coefficients may be applied to all three governing equations(attempt 4) which further removes the high
frequency content and stabilizes the calculations to much later values of time. However, ultimately this
attempt also fails to produce a stable solution. A snapshot of the four attempts is given in figure 1 for

At=.50. For problem 2, the first three attempts become unstable almost immediately. The fourth
attempt yields a somewhat stable, although erratic solution as depicted in figure 2. Note that the ill-
behaved compression front is only slightly amplified as it travels to the right. The leftward propagating
expansion wave remains somewhat well-behaved and as in problem 1, reducing At from .50 to .25
removes some of the high frequency oscillations. In summary, the CTCS scheme, despite all efforts at
stabilization, fails to give acceptable results for either problem considered.

Second-Order MacCormack Scheme

Using MacCormack's method of second order, the discretized equations have the form:

Predictor
¢ _ n_ At_ r_ n
P =p; Ax[(pu)i (pu)H] (12)
N [ . 1 .
u, =u’ ——| u (u"' —u,-"_l)+":(P.-" _pi—l)]
AAx pi (13)
P =.P: “'A_;[“: (P.' "P.'u-l)"" wi (“." - )] (14)
(pu), = piu; (15)
Corrector
a+l __ l n * _é.t_ X -_— )
P = ) {pi +pi Ax[(pu)iu (pu)i ]} (16)
a1 { " . At[ sf . * 1 . *
et ity
2 Ax i an
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4+ n . A “«f & . *(u’ g
)24 1= %{pi +p; —_Kxi[ui (pi+l — b )+ »; (u“l — )]} (18)

(pu):" = p s (19)

For this method, there is no problem with stability for either time step for either problem. However, for
problem 1, the propagating wavefront becomes more spread out over space at later time as At is
decreased from .50 to .25. For both time steps, the wavefront location as a function of time is the same.
For the CTCS scheme, various forms of the discretization were used in attempts to achieve stability.
While stability is not the issue for this scheme at these time steps, the same attempts at varying the form
of the discretization are tried again to see their effects on a well-behaved scheme. It was found that
breaking up the momentum term in the continuity equation discretization as well as averaging of the
difference term coefficients in the tl%overning equations made only slight changes in the results. One
noticeable result for problem 2 is the introduction of high frequencies behind the compression front
when At is lowered from .50 to .25. All attempts give very similar results and those of attempt 1

appear as figure 3.

Fourth-Order MacCormack Scheme

Both the CTCS and the MacCormack scheme examined so far are of second order in both time and
space. A spatially fourth-order MacCormack scheme was implemented to study the effect of spatial
order on the computations. The discretized equations for this method are the same as those of the
second-order MacCormack except for the forward and backward spatial differencing operator used. In
particular, differences are replaced with their fourth-order counterparts in all equations, i.e.,

29\ _ 707 -80% + o7,
-‘2@- " = —7¢i. +8¢;1 - ¢.-‘+z ;
(ax). - 6Ax (21) %

Adjacent to the computational boundaries, second-order differences are used. In the fourth-order
results, fewer high frequency oscillations are observed than in the second-order results for both
problems at both Az=.50 and A¢= .25 and in general, the solutions are better resolved than those of
the second-order MacCormack method. As in the second-order MacCormack method, the computations
seem nearly insensitive to the form of the discretization used, so that breaking up the momentum term in
continuity as well as spatial averaging of difference coefficients has negligible effect. A comparison of
the two MacCormack methods for both problems is given in figure 4.

CONCLUSION

Three finite difference schemes commonly used in CFD have been examined for their application to
acoustic propagation. The CTCS scheme appears inadequate for these nonlinear model problems and is,
in fact, unstable. The two MacCormack schemes, while stable, fail to resolve the discontinuous
wavefronts arising in the problem solutions and are perhaps, poor candidates for solution of these
problems. This work illustrates the need for a thorough understanding of applied algorithms with
regard to the impact of choices such as time step, forms of discretization, and boundary condition
implementation, as all exert a strong influence on the quality of the computed solution.
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Figure 1 - CTCS pressure solution for problem 1, Az=.50
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Figure 3 - MacComack second-order pressure solution for
~problems 1 and 2, attempt 1
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ABSTRACT

This paper describes predictions of model problems in computational aeroacoustics. Two
problem classes are considered. The first (Workshop Category III, Problem 1 and 2) considers
two-dimensional wave propagation and non-reflecting boundary conditions in the presence of a
mean flow. The second ( orishop Category IV, Problem 1) examines wall boundary conditions.
For the last problem we introduce the Impedance Mismatch Method (IMM) to treat the solid
wall boundaries. In this method the solid wall is simulated using a wall region in which the
characteristic impedance is set to a different value to that in the fluid region. This method has
advantages over traditional solid wall boundary conditions including simplicity of coding, speed of
computations and the ability to treat curved boundaries efficiently. Several numerical examples
are given in addition to the Workshop Problems. The discretization of the Euler equations is
performed in all cases with a Dispersion-Relation-Preserving (DRP) algorithm. The numerical
results are compared with either analytical solutions or solutions obtained using traditional solid
wall boundary conditions.

INTRODUCTION

In aeroacoustic computations, special consideration must be given to the accuracy of the nu-
merical scheme and the implementation of solid wall boundary conditions. Computational acoustic
algorithms must describe unsteady, small scale, high-frequency quantities. This means that they
must have high-order temporal and spatial accuracy, and minimize dispersion and dissipation. Re-
cently, Tam and his co-workers introduced a Dispersion-Relation-Preserving (DRP) scheme (Tam
and Webb, [1]). This algorithm is used in this paper. The philosophy behind the DRP scheme
is that it attempts to reproduce the dispersion relationship of the partial differential equation in
the discretized problem. This can only %e achieved over a specified range of wavelengths with a
known error in numerical dispersion and dissipation. The algorithm used in this paper is formally
fourth-order accurate in space and second-order accurate in time; however, it was a seven-point
spatial stencil and a four-time level discretization to achieve its optimized (iispersion properties.

Another important problem is the implementation of solid wall boundary conditions. For
inviscid flow the boundary condition at a solid wall is that the normal velocity is zero. For low-
order finite-difference schemes or finite-volume schemes, the imposition of solid wall boundary
conditions can usually be carried out in a straightforward manner. For high-order finite-difference
schemes, treatment of this condition is complicated. Here we introduce a very efficient method
to implement the solid wall boundary condition. We call this the Impedance K/Iismatch Method

1Work supported by NASA Langley Research Center under grant NAG-1-1479
3Research Assistant
3Boeing Professor of Aerospace Engineering, Associate Fellow ATAA
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(IMM). This method can be applied easily to high-order finite difference schemes. Actually, in this
method, no special wall boundary conditions need to be implemented at all. All that is needed
is to define a wall region and set a different characteristic impedance in this region. Since this
method does not involve any changes in the stencil, it can be used to represent the geometry of
any object without difficulty. Also, it makes the computation much faster and the coding is very
simple compared to other methods of dealing with so}l)id wall boundary conditions.

WAVE PROPAGATION COMPUTATIONS USING THE DRP SCHEME
(Workshop Category III, Problem 1 and 2)

In this paper the two-dimensional linearized Euler equations are solved. The DRP method
developed by Tam and Webb [%}] has been used to discretize these equations. The DRP scheme is
a fourth-order central finite difference scheme in space and is second-order in time. In addition,
it is optimized to minimize the dispersion and dissipation over a specified range of wavelengths.
The detailed procedure for the development of the scheme is given by Tam and Webb [1’11 Here
only a brief review of the DRP scheme is given. A seven-point stencil in space is used. The key
point is how to fix the coefficients in the stencil to minimize the dispersion and dissipation over a
specific range of wavelengths. The technique to evaluate the coefficients involves first taking the

ourier transform of the discretized spatial derivative with respect to the spatial variable. This
leads to an expression for the numerical wavenumber as a function of the exact wavenumber. Four
of the unknown coefficients in the algorithm are determined from a Taylor series expansion by
the requirement of fourth-order accuracy in space. The remaining two coefficients are found by
minimization of the difference between the numerical and exact wavenumbers over a finite range of
wavenumbers. For a uniform grid the scheme is non-dissipative and the coefficients are symmetric.
A similar procedure, using a Laplace transform is used to optimize the time derivatives.

It is known that high-order finite difference schemes invariably generate spurious waves. These
oscillations are generated in regions of steep iradients that could be physical or numerical, such
as a shock or a change in the grid spacing. The presence of these spurious oscillations inevitably
renders the computed solution unacceptable. Artificial damping must be added to the numerical
scheme to eliminate these spurious waves. In this paper selective artificial damping (Tam et al
[22‘ has been used. This damping has the characteristics that it removes the spurious short waves
while having a negligible effect on the long waves which constitute the known useful band of
wavelengths for the numerical simulation. - - o .

Non-reflecting boundary conditions are needed at the outer boundaries of the computational
domain. The asymptotic, non-reflecting boundary conditions of Tam and Webb [1! ﬁave been
used in this paper. These boundary conditions become increasingly accurate as more terms in the
asymptotic expansion are used and as the boundary moves further from the source region. When
only acoustic waves exit the computational domain, a radiation boundary condition is needed.
When the outgoing waves include acoustic, entropy, and vorticity waves, the outflow boundary
condition is used. For Workshop Category 111, Progiem 1, only the downstream boundary is the
outflow boundary, the other three are radiation boundaries. =~ - - ~ : -

Figure 1 shows the computed density contour at time ¢t = 50, At = 0.07677 for Problem III.
1. It can be seen that the entropy pulse has partially gone through the outflow boundary, no
reflection is observed. Figure 2 is the corresponding density distribution along the z-axis. An
interaction between the acoustic and entropy pulse has occurred. The computed results have been
compared with published results and the agreement is good. This example demonstrates that the
DRP scheme and the asymptotic non-reflecting boundary conditions work well.
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When there is a mean flow in both the z and y directions, the non-reflecting boundary condi-
tions must be modified; however, they can still be gerived from the asymptotic analytical solutions.
For a radiation boundary, the set of equations has the same form as that used in Problem 1; how-
ever, the polar coordinates are now based on the mean flow direction instead of the z-axis direction.
For the outflow boundary, the pressure equation is the same as for the radiation boundary. The
equations for the density and velocity are the Euler equations, with additional terms accounting
for the y-direction mean flow. For problem 2, the outflow boundary conditions are applied on
ihe upper and right boundaries. The radiation boundary conditions are used on the other two
oundaries.

Figure 3 shows the computed density contour at time ¢t = 80. Figure 4 is the corresponding
density distribution along the z = y axis. It can be seen that the whole wave pattern has
been convected in the 45° direction, and part of the wave has gone through the boundaries. No
reflections are observed. The computed results have been compared with published results and the
agreement is good. These examples demonstrate that the DRP and the asymptotic non-reflecting
boundary conditions have good isotropic properties.

COMPUTATIONS OF ACOUSTIC REFLECTION AND SCATTERING
USING THE IMPEDANCE MISMATCH METHOD
(Workshop Category IV, Problem 1)

From classical acoustics theory (Kinsler and Frey [4]), it is known that when a normal incident
plane wave in a fluid medium impinges on the boundyary of a contiguous second medium, a reflected
wave is generated in the first medium and a transmitted wave appears in the second medium. The
ratio of the pressure amplitudes of the reflected and transmitted waves to those of incident wave
depend on tge characteristic impedances (poao) of the two media. When the second medium has
a much higher characteristic impedance, then most of the wave energy is reflected. As the ratio of
the characteristic impedance of the second medium to the first approaches infinity, all the incident
waves are reflected. ’Fhe second medium acts like a solid object. Thus, setting a higher impedance
in a certain region can be used to simulate the effect of a solid object in this region. This was the
ba.s%)c1 idea of the IMM; however, the numerical implementation requires some modification of the
problem.

Based on the above idea, the impedance of the scattering body may be set to 30 times that of
the ambient region in numerical simulations. The speed of sound inside and outside the body is
kept the same. This means that the wave speed is constant throughout the domain and permits
the CFL number to be kept at almost the same value as when no object is present. For physical
problems, the linearized Euler equations in non-conservative form have the mean density and speed
of sound outside the spatial derivatives. At the interface the pressure and the normal velocity are
continuous. When this method is used directly in two-dimensional cases, instability occurs, if the
same time step size is used. This is because of the large discontinuity in the equation coefficients
(po)- Indorder to avoid this instability and maintain the time step size, an auxiliary problem is
proposed.

For the auxiliary problem, new variables are defined: p = p/po, & = upo, # = p/po. A
set of equations, equivalent to the linearized Euler equations in a uniform density medium, are
introduced in the form

227



2
gu 9P _
3t+g“’ 0 - (2)
Op N
6t+a°3z-0 (3)

The equations are written in one-dimensional form for simplicity. This set of equations is the
same as that in the physical problem in the fluid region and wall region, but not at the interface,
since pg is piecewise uniform and has a jump at interface. We impose the condition that the new
variables are continuous at the interface of the two media. If the second region is to mimic a
solid wall, then the mean density in the wall region must be set to a very low value, instead of a
higher value than that in first region. Since po is alway unity in the first (or real fluid) region, the
physical solution is then obtained in this region from the auxiliary problem. The accuracy of the
computations depends on the density ratio; the smaller the value, the more closely the solution
simulates the solid wall. However, test calculations have shown that this density ratio can not be

set infinitely small to avoid instability.

In order to simulate the infinite wall using the IMM for the Workshop Category IV, Problem
1, an extra wall region is needed as shown in Figure 5. In this wall region, the mean density is
set equal to 1/30. 5I‘he thickness of this wall region is chosen to be 40Ay. This thickness could
be smaller, but in that case the source would be too close to the non-reflecting boundary of the
computational domain, and some wave reflections would occur at the lower boundary. It will be
seen in some following examples that this problem does not exist for scattering computations. An
extra wall region is needed only when the source is close the boundary. In the new computational
domain, the computations can be carried out directly. No stencil change is needed and no special
solid wall boundary conditions are implemented. This makes the computation fast. Even though
the extra wall region increases the computational domain size, the overall computation time is
decreased. Figure 6 shows the calcula.teg pressure contours associated with the acoustic pulse at
t = 100, At = 0.05. At this time, the pulse has reached the wall and has been reflected, creating a
double pulse pattern; one from the original source and the other from an image source below the
wall. Tge mean flow convects the pulse so that the entire pressure pattern is moved downstream.
Figure 7 shows the corresponding computed pressure wave form along the line z = 50, which
asses through the center of the pulse. ’}I)'he analytical solution is also plotted on the same figure.
t can be seen that the agreement is reasonable though some small errors can still be seen in the
reflected wave form; both in the amplitude and phase. The amplitude error is mainly due to the
choice of the wall mean density. The phase error is caused by the fact that the location of the
wall can not be defined exactly. The error for the wall position is within one step size. However,
this error can be minimized if enough grid points are used between the source and the wall.

A second example of the use of the IMM concerns the reflection of a periodic acoustic wave
train by a solid wall in the absence of a mean flow. The geometry of the domain is the same as
that in the previous example (Figure 5). The acoustic wave train is generated by a time periodic
source in the energy equation. The simulation is carried out with zero initial conditions. After
the transient solution has propagated out of the computational domain, the pressure fluctuation
is periodic in time. 10 grid points per wavelength are used. Figure 8 shows the computed pressure
contours adjacent to the solid walf) at time ¢ = 180 in the right half of the computational domain.
The interference pattern is due to the cancellation between the incident wave and reflected wave.
Figure 9 gives the corresponding pressure wave forms along the y-axis. The analytical solution is
also plotted. The agreement between the computed and analytical solutions is good.
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A third example given here is the scattering of a periodic acoustic wave train by a thin flat
plate of finite len’fth as shown in Figure 10. L = 25, A = L/4; this is approximately 6 grid points
er wavelength. The computations are conducted using two methods: the IMM a.ng the solid wall
Eound conditions developed by Tam and Dong (3]. The thickness of the plate must be Ay in
the IMM, though the thickness is zero in the solid wall boundary condition method. That is, in
the two rows of length L, the mean densitg is 1/30 in the IMM as the pressure on the two sides
of the plate is different. f‘igure 11 shows the pressure contours computed using the IMM at time
t = 194. The diffraction pattern behind the plate and the scatterinﬁ pattern in front of the plate
can be seen clearly. Figure 12 shows the corresgonding ressure distributions along the upper
boundary of the computational domain obtained from both the IMM and the solid waﬁl boundary
condition method. The agreement between the two solutions is good. The computation time for
the IMM is 67 percent of that needed for the solid wall boundary condition method. The coding
in the IMM is extremely simple, compared with the solid wall boundary condition method. In
the IMM, the amount of coding work and the computing time do not change at all when there is
an scattering object in the domain. This is the biggest advantage of the IMM.

CONCLUSIONS

In the first part of this paper a Dispersion-Relation-Preserving (DRP) scheme was used to
compute the wave propagation of initially Gaussian pulses with mean flow in z-direction and at
45° to this direction. ’lphe numerical simulations demonstrated that the DRP and the asymptotic
non-reflecting boundary conditions worked well in both cases. Then, the Impedance Mismatch
Method was introduced to simulate solid wall boundaries. This method was applied to several two-
dimensional reflection and scattering problems. The method was also compared with a traditional
solid wall boundary condition method. Some advantages and disadvantages of this method have
been revealed. The advantages of the IMM are: no special solid wall boundary conditions need
to be implemented; no stencil changes are involved in the presence of solid objects; the coding
is very easy; the computations are much faster than when the traditional solid wall boundary
conditions are used; and there is no difficulty for any geometry. No matter whether the solid
boundary is flat or curved, the amount of coding wori and the computation time are the same.
The disadvantages of the IMM are: the accuracy of computations Xepends on the value of the
mean density in the wall region; there is an ambi{fuity in the wall position of one grid spacing;
and an extra wall region is needed for sources and walls close to the edge of the computation
domain. The IMM is a promising method for simulations of acoustic scattering, diffraction and
reﬂacl:tion problems. Further development is underway to apply this method to three-dimensional
problems.
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SUMMARY

Various problems from those proposed for the Computational Aeroacoustics (CAA) workshop
were studied using second and fourth order staggered spatial discretizations in conjunction with
fourth order Runge-Kutta time integration. In addition, an absorbing buffer zone was used at the
outflow boundaries. Promising results were obtained and provide a basis for application of these
techniques to a wider variety of problems.

INTRODUCTION

In this work, problems from categories three, four, and six were attempted which tested the
chosen numerical scheme’s ability to resolve acoustic waves with minimal isotropy, damping, and
dispersion. Additionally, outflow and wall boundary conditions were required which would
properly handle the particular problem geometry. A staggered spatial discretization was employed
to resolve the difficulties in the interior domain. This arrangement was chosen because of the
simplification of physical boundary treatment and an improvement in dispersion characteristics
without addition of artificial damping. At the outflow boundaries, an absorbing buffer zone was
used in which the original equations are modified in such a way that no wave will be reflected
from the outer boundary of the buffer zone. The virtue of this treatment is that local acoustic
boundary conditions need not be applied at the computational boundary.

The two approaches mentioned were used in all of the problem solutions. Any changes in
implementation were a result of the inclusion of stationary or oscillatory solid boundaries. With
this in mind, the rest of this discussion proceeds with a description of the staggered spatial
discretization and the absorbing buffer zone. The problems that were attempted are then
introduced beginning with category three, continuing to problem two of category four, and ending
with category six. Each of these cases is presented with any special boundary treatment required
by the geometry as well as the results. Finally, the work is closed with some conclusions and
thoughts for future consideration.

STAGGERED DISCRETIZATION

The staggered technique, which has been used in the solution of a variety of problems [1, 2],
entails calculating the primitive variables at only a specified collection of points. In this work, the
scalar quantities were all solved at the same point, whereas the vector quantities were calculated
at different points. In order to illustrate this, focus on a small portion of the grid in the interior of
the domain comprised of five points (figure 1).

*This is a portion of research being conducted by the author for inclusion in a Doctoral Dissertation with The
George Washington University.
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Figure 1: Staggered discretization for the linear problem.

This piece of the grid may be thought of as a cell with a grid point in the middle and a grid
point at the midpoint of each cell wall. Scalar quantities are obtained at the cell center and the
components of the vector quantities are calculated at the sides. The entire computational domain
may be thought of as a collection of these cells with the variables determined at the specified
points (figure 1).

Having set up the computational grid, the question now arises as to how to discretize
equations on to this grid. The linearized Euler equations will serve as an example of how this is
accomplished, since 51 of the problems investigated in this work involve their solution on a
uniform grid. The linearized Euler equations in Cartesian coordinates may be written

%te s 8(Mg;+ W) a(M,gay+ Voo | W
% + <9(M,g:c +2) 6(2?1‘) -0 | (2)
%’ti + a(gf") + é(M’g;’Lp ) (3)
O, Ao i) i) | )

where p and p are the déhsify and pressure, u and v are the z and y components of velocity, and
M, and M, are constant mean flow Mach numbers in the z and y directions.

A staggered semi-discrete form of the equations which has O(Az?) accuracy is given by

% - _'2%!.; (Pitrj - pi-15) = %(p"‘jﬂ = pi1) = ﬁ (CRVIELS) .
2 (= ) ©
g‘i'_g_:ﬁl = -;Z‘; (u‘-+3/3,,- - u,'_l/z,,') - EAZ—’; (ui+1/2.:i+1 - ‘ui+1/2.1'-1)
—ZI'; (Pi+1.:' = P-'.j) (6)
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