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ABSTRACT

Phase-diversity techniques provide a novel observational method for overcoming the effects of turbulence and instrument-induced aberrations in ground-based astronomy. Two implementations of phase-diversity techniques that differ with regard to noise model, estimator, optimization algorithm, method of regularization, and treatment of edge effects are described. Reconstructions of solar granulation derived by applying these two implementations to common data sets are shown to yield nearly identical images. For both implementations, reconstructions from phase-diverse speckle data (involving multiple realizations of turbulence) are shown to be superior to those derived from conventional phase-diversity data (involving a single realization). Phase-diverse speckle reconstructions are shown to achieve near diffraction-limited resolution and are validated by internal and external consistency tests, including a comparison with a reconstruction using a well-accepted speckle-imaging method.
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1. Introduction

An important goal in ground-based astronomy is to improve the angular resolution that can be achieved. The angular resolution is nearly always limited by phase aberrations introduced by atmospheric turbulence. For the special case of ground-based solar astronomy, the spatial resolution is typically limited to about 0".5 for short-exposure images (≤ 20 ms) and to about 1"0 for long-exposure images (≈ 1 s). Many basic processes on the sun, however, take place at scales below 1"0. The photon mean free path in the lower photosphere corresponds to about 0".1 at disk center. Magnetic structures may occur on even smaller scales. For example, magnetic elements outside of sunspots have typical diameters smaller than 0".2 (Keller 1995). Despite their small size, these small structures are believed to play an important role in large-scale phenomena such as the solar magnetic dynamo or irradiance variations. To understand a variety of solar phenomena, it is, therefore, indispensable to reach a spatial resolution well below the seeing limit and possibly approaching the diffraction limit of existing and future, large solar telescopes.

A number of sophisticated techniques have been conceived to combat the deleterious effects of atmospheric turbulence in astronomical imaging in general. Among these are speckle imaging, phase diversity, and phase-diverse speckle imaging. In this paper we evaluate the use in solar astronomy of phase-diversity and phase-diverse speckle, referred to jointly as phase-diversity techniques. To undertake this evaluation, we have applied phase-diversity techniques to solar-granulation data collected with the Swedish Vacuum Solar Telescope (SVST) on La Palma. A subset of these data was also processed with a conventional speckle-imaging method to demonstrate consistency between accepted and novel restoration techniques. Phase-diversity techniques are particularly attractive for solar astronomy because (1) they require relatively simple and inexpensive instrumentation, (2) they perform well with relatively few images in high-signal regimes, (3) they lead to a joint estimation of the object and the wavefront, and (4) they obviate the need for complicated calibration.

In the following section we summarize three relevant fine-resolution imaging techniques: conventional speckle imaging, phase diversity, and phase-diverse speckle. Phase-diversity techniques, including phase diversity and phase-diverse speckle, have been implemented differently by the Environmental Research Institute of Michigan (ERIM) group and researchers at the Stockholm Observatory that operate the SVST (referred to herein as the SVST group). These implementations are described in Section 3. Section 4 provides details of the data collection and processing. Results derived from applying phase-diversity techniques to various data subsets are presented in Section 5. A speckle restoration is also included in this section to provide an external reference. Conclusions regarding the suitability of phase-diversity techniques for solar imaging are drawn in Section 6.

2. Fine-Resolution Imaging Techniques

Speckle imaging is a relatively mature technique for obtaining fine-resolution images in the presence of atmospheric turbulence. This technique requires the collection of many short-exposure images of a static object. The exposure time for each frame must be short enough that the evolving atmosphere can be regarded as frozen during the exposure. Clever processing of this short-exposure time series affords the restoration of fine-resolution information that would be irretrievable if a single, long-exposure image were collected (Dainty 1984). Speckle imaging requires the collection of many images (typically 100 or more) so that the ensemble average over the class of all possible realizations may be approximated by an arithmetic average over a finite number of realizations. Speckle-imaging methods have been successfully adapted to the solar-imaging problem (Keller & von der Lühe 1992, de Boer & Kneer 1992, von der Lühe 1993, 1994).

Another technique whose aim is the restoration of fine-resolution images in the presence of phase aberrations is the method of phase diversity, first proposed by Gonsalves (1979, 1982). Högboom (1988) independently proposed a special case of this same technique, calling it the focal-volume method. Phase diversity requires the simultaneous collection of two (or more) short-exposure images. Typically, one of these images is the conventional focal-plane image that has been degraded by the unknown aberrations. A second image of the same object is formed by perturbing the unknown aberrations in some known fashion. This can be conveniently accomplished with a simple beam splitter and a second detector array that is translated along the optical axis. An image collected in this second optical channel will contain the effects...
of the unknown phase aberrations but will also be influenced by the intentional defocus, which adds a known quadratic phase. It is somewhat remarkable that estimates for the object and the unknown aberrations can be made from these two images, given the known quadratic phase diversity. The first use of the method of phase diversity to retrieve fine-resolution solar images was recently reported (Löfdahl & Scharmer 1994a,b).

Intuition suggests that in stressing regimes (e.g., poor seeing or weak signal levels) a single pair of phase-diversity images may not contain enough information to estimate jointly and with high fidelity the object and wavefront. Even under favorable conditions for which phase-diversity is able to produce good wavefront estimates, we have observed that object information at isolated spatial frequencies may be irretrievably lost, resulting in object estimates with significant artifacts. These cases motivate a third fine-resolution imaging technique, referred to as phase-diverse speckle (Paxman, Schulz, & Fienup 1992a, Paxman & Seldin 1994). As its name suggests, phase-diverse speckle blends the fundamental concepts of phase diversity and speckle imaging. Phase-diverse speckle requires the simultaneous collection of one conventional short-exposure image and at least one short-exposure image with phase diversity, for each of multiple atmospheric realizations, as depicted in Figure 1. This makes for a relatively simple data-collection scheme. Fortunately, the primary strengths of the two constituent methods, namely the added information content in a sequence of short-exposure images and the wavefront identification provided by phase diversity, persist. Two different processing approaches have been demonstrated with real phase-diverse speckle data by Löfdahl and Scharmer (1994b), referred to here as partitioned phase-diverse speckle (PPDS, see section 3.2.) and by Seldin and Paxman (1994), called joint phase-diverse speckle (JPDS, see section 3.1.).

In order to draw precise distinctions between these fine-resolution imaging methods and to establish notation, we present our working data-collection model. We concentrate on the data-collection model for phase-diverse speckle, from which it can be seen that phase-diversity and speckle-imaging data sets are special cases. The incoherent isoplanatic image-formation process is well modeled by the following discrete convolution:

\[ g_{jk}(x) = \sum_{x'} f(x') s_{jk}(x - x') , \]  

where \( f(x) \) is the object array, \( s_{jk}(x) \) is an incoherent point spread function (PSF) corresponding to the \( j \)th atmospheric realization and the \( k \)th diversity channel, \( g_{jk}(x) \) is the corresponding noiseless image, and \( x \) is a two-dimensional coordinate. The size of the noiseless image array is determined by the field of view (FOV) of the detector, whereas the size of the object array should extend well beyond the FOV. Of course any detected images will contain noise. The detected data set is represented by \( \{d_{jk}\} \), where

\[ d_{jk}(x) = N[g_{jk}] , \quad j = 1, 2, \ldots, J \quad k = 1, 2, \ldots, K . \]  

and where the general noise operator \( N[\cdot] \) introduces photon noise, additive Gaussian noise, and/or any other noise sources that are appropriate. The data set contains image frames from a total of \( J \) atmospheric realizations and \( K \) diversity channels, where typically \( K = 2 \). Phase diversity is introduced by including a known phase function in the system's coherent transfer function (Goodman 1968). 

\[ P_{jk}(u) = P(u) \exp[i\phi_j(u) + \theta_k(u)] , \]  

dequation (3) where \( P(u) \) is a binary function that serves as an appropriately scaled model of the telescope pupil function, \( \phi_j(u) \) is an unknown phase-aberration function with contributions from the \( j \)th atmospheric realization and the fixed telescope aberrations, \( \theta_k(u) \) is a known phase-diversity function associated with the \( k \)th diversity channel, and \( u \) is the discrete spatial-frequency variable. The phase-diversity function, \( \theta_k(u) \), will be zero in the conventional channel and quadratic in the channel with defocus. It is convenient to parameterize the phase-aberration function using coefficients for an appropriate set of basis functions (such as Zernike polynomials):

\[ \phi_j(u) = \sum_{m=1}^{M} \alpha_{jm} \psi_m(u) . \]  

dequation (1) The incoherent PSF, \( s_{jk}(x) \), is just the squared modulus of the discrete Fourier transform (DFT) of the coherent transfer function in equation (3). Thus the noiseless image, \( g_{jk}(x) \), implicitly depends upon both the object and aberration parameters.

The goal of phase-diverse speckle is to estimate the common object and each of the \( J \) phase-aberration
functions (or equivalently the aberration parameters) from the \( JK \) detected images, given the known phase-diversity functions and the binary pupil function. Notice that this model accommodates conventional phase diversity when \( J = 1 \). When \( K = 1 \), the data set corresponds to conventional speckle data. Although conventional speckle processing seeks an object estimate, no attempt is made to estimate the individual phase-aberration functions associated with the atmospheric realizations.

3. Implementation of Phase-Diversity Techniques

Both the ERIM and SVST research groups have been working on phase-diversity techniques for several years. Although the data-collection paradigm and basic goals are common to both groups, the processing implementations differ, reflecting differing research paths, emphases, and insights. In this section we summarize the salient features of these differing implementations and quote references that provide details of the processing.

3.1. ERIM Implementation

A guiding philosophy of the ERIM group has been to model the forward problem (data collection) as accurately as possible and to use this model as the basis for solving the inverse problem (object and aberration estimation) using estimation-theoretic tools.

3.1.1. ERIM noise model and likelihood function

A Poisson noise model was selected because such a model accurately accommodates the combined effects of signal-dependent photon noise and additive Gaussian CCD readout noise. The number of photoconversions that occur at each detector element will be a Poisson-distributed random variable with a mean value prescribed by the noiseless image, \( g_{jk}(x) \), given in units of mean detected photons per pixel. Although not explicitly shown here, an artificial bias is added to the noiseless image to model the readout noise (Snyder, Hammoud, & White 1993). Assuming that the detected signal at each detector element is statistically independent, the probability of acquiring a data set \( \{d_{jk}\} \), given the object and the aberration parameters for each atmospheric realization, is given by

\[
\Pr[\{d_{jk}\}] = \prod_{j=1}^{J} \prod_{k=1}^{K} \frac{g_{jk}(x)^{d_{jk}(x)} \exp(-g_{jk}(x))}{d_{jk}(x)!} .
\]

We use the principle of maximum likelihood to solve the inverse problem. We jointly estimate the object and aberration parameters by maximizing the log of the likelihood function,

\[
L(\hat{f}, \hat{\alpha}) = \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{x} [d_{jk}(x) \ln \hat{g}_{jk}(x) - \hat{g}_{jk}(x)] , \quad (6)
\]

where a constant term that has no bearing on the maximization procedure has been dropped and the phase-aberration parameter estimates, \( \hat{\alpha}_{jm} \), have been lexicographically arranged into a single vector, \( \hat{\alpha} \). We use the caret symbol, \( \hat{\cdot} \), throughout to indicate an estimate. Because aberration parameters for all \( J \) realizations are estimated simultaneously along with the object parameters, we refer to reconstructions as joint phase-diverse speckle (JPDS) estimates.

3.1.2. ERIM optimization algorithm

The method of preconditioned conjugate gradients (Luenberger 1984), a conventional nonlinear-optimization technique, is employed to maximize equation (6) over the set of object pixel values and phase-parameters. Conjugate-gradients optimization is an iterative procedure that, at each iteration, requires a single gradient computation and a line search involving repeated likelihood evaluations. A closed-form expression for the gradient of the log-likelihood function has been derived (Paxman, Schulz, & Fienup 1992b, Paxman & Seldin 1994) and is used extensively in the iterative search.

3.1.3. ERIM regularization

The maximum-likelihood estimates of the object pixels can be somewhat sensitive to noise and may require a regularization strategy in which resolution in the estimate is traded for noise suppression. There are many candidate regularization strategies, however in this implementation the method of sieves (Snyder & Miller 1985) is employed. This is accomplished by constraining the object estimate to be of the form

\[
\hat{f}(x) = \sum_{x'} \hat{f}(x') v(x - x') , \quad (7)
\]
which is the convolution of an artificial Poisson point process, \( f(x) \), with a smoothing (or sieve) kernel, \( v(x) \). The maximum-likelihood formulation remains unchanged. However, instead of estimating the object, we now estimate the new underlying process, \( f(x) \). The final object estimate is formed from \( f(x) \) and \( v(x) \) using equation (7). The choice of an appropriate sieve is the subject of ongoing research, but the Gaussian kernel (Snyder & Miller 1985) has been quite effective.

3.1.4. ERIM treatment of edge effects

In principle, the size of the FOV is limited by the extent of the detector array or a field stop. However, the \( N \times N \) FOV over which the convolutional imaging model in equation (1) is valid will depend on anisoplanatic effects. We therefore treat an \( N \times N \) subframe of data as an effective FOV (as if it were collected by a detector array of that extent), and we estimate the object-pixel values associated with these elements. In addition, we estimate object-pixel values within a guard band of width \( B \) pixels surrounding the effective FOV. Although these guard-band pixels do not have a corresponding detector element within the effective FOV, they influence the data in two distinct ways. The first is through PSF sidelobes. For example, a bright object point in the guard band will create PSF sidelobes that spill into the effective field of view. The second mechanism derives from random image translations that occur as a result of differing tilt components among the atmospheric realizations in a phase-diverse speckle data set. Thus the main lobe of a PSF associated with an object point in the guard band may be directly sensed by detector elements within the effective FOV when the tilt component for a particular realization provides the right translation. The size of the guard band is selected so that the influence of pixels far from the effective FOV is negligible. Another appealing aspect of the guard-band method is that, unlike apodization techniques (Paxman & Crippen 1990), the measured data are unperturbed. Finally, the guard-band method allows for the reliable retrieval of object pixels up to the edge of the detector-limited FOV, so long as the effective FOV is defined to abut the detector-limited FOV.

3.2. SVST Implementation

The purpose of the SVST-group implementation is to develop a fast and reliable method for obtaining nearly diffraction-limited images with the SVST in La Palma. The code has been operational since the spring of 1993 and is the first phase-diversity code used to demonstrate, through several consistency tests (Löfdahl & Scharmer 1994a,b), that the technique works on real data. This is mainly due to the successful implementation of methods to deal with image boundary effects and for registration of focused and defocused images pairs.

3.2.1. SVST noise models and metric

The SVST code is based on two modifications of the error metric of Gonsalves and Chidlaw (1979), which relies on a Gaussian additive noise model. This model allows the estimation of the optimum object to be performed implicitly while the estimation of the optimum wavefront is done explicitly, which leads to a straightforward and computationally efficient code. However, the expression for the optimum object cannot be used directly because it leads to unlimited amplification of noise at spatial frequencies where the transfer functions of the focused and defocused images simultaneously approach very small values. This happens because the expression for the restored object gives a best fit to the data, including its noise. Of course what is needed is an expression for the restored object which is as accurate as possible, which means that the observed images must be filtered to reduce noise in the restored object. We have also found that high noise levels give slower convergence in the iterative determination of the wavefronts.

Our first modification to the error metric of Gonsalves and Chidlaw, therefore, is to introduce a noise filter, which is applied both to the observed focused and defocused images, in the expression for the error metric.

The second modification consists of accounting for the possibility that the signal-to-noise ratio (SNR)
may be significantly different for the image channels, as in the case of beam-splitters that do not distribute light in equal proportions. With these two modifications the error metric becomes

$$L_j = \sum_u |H_j D_{j1} - \hat{P}_j S_{j1}|^2 + \gamma |H_j D_{j2} - \hat{P}_j S_{j2}|^2 , \quad (8)$$

where, in contrast to the ERIM formulation, the summation is in the Fourier domain rather than the image domain. $S_{jk}$ is an estimate of the optical transfer function (OTF), which is the Fourier transform of the estimated PSF. $H_j$ is the noise filter, and $\gamma$ is given by

$$\gamma = \sigma_1^2 / \sigma_2^2 , \quad (9)$$

where $\sigma_1$ and $\sigma_2$ are the RMS values of the noise of the two channels. With $H_j = 1$ and $\gamma = 1$, the error metric of Gonsalves and Chidlaw (1979) is recovered. Following their derivation, which means estimating $F$ independently for each realization $j$, leads to an expression for the estimated Fourier object,

$$\hat{P}_j = H_j \frac{D_{j1} \hat{S}_{j1} + \gamma D_{j2} \hat{S}_{j2}}{|\hat{S}_{j1}|^2 + |\hat{S}_{j2}|^2} , \quad (10)$$

where $\ast$ used as a superscript denotes the complex conjugate. The corresponding error metric can be written as

$$L_j = \sum_u |E_j|^2 , \quad (11)$$

where the Fourier-domain error function is defined as

$$E_j \equiv H_j \frac{D_{j2} \hat{S}_{j1} - D_{j1} \hat{S}_{j2}}{\sqrt{|\hat{S}_{j1}|^2 + |\hat{S}_{j2}|^2}} . \quad (12)$$

Earlier analysis (Löfdahl & Scharmer 1994b) has shown that this method leads to good estimates of the wavefront parameters but that in poor seeing the restored objects are contaminated by artifacts from poor SNR at isolated spatial frequencies. These artifacts are removed by combining the results of two or more realizations to calculate the restored Fourier object in a fashion that is well known in the literature,

$$\hat{P} = H \frac{\sum_{j=1}^J D_{j1} \hat{S}_{j1} + \gamma D_{j2} \hat{S}_{j2}}{\sum_{j=1}^J |\hat{S}_{j1}|^2 + \gamma |\hat{S}_{j2}|^2} , \quad (13)$$

where the OTFs must include the shifts necessary to bring all images into co-alignment. The filter $H$, but refers now to several atmospheric realizations. These filters are specified in Section 3.2.3.

Because phase estimates derive from partitioned data whereas object estimates derive from these phase estimates in conjunction with a full phase-diverse speckle data set, we refer to this processing approach as partitioned phase-diverse speckle (PPDS).

3.2.2. SVST optimization algorithm

The expansion for $f_j$, equation (4), allows us to write $S_{jk} = S_{jk}(\alpha_{jm})$, and therefore $E_j = E_j(\alpha_{jm})$. Due to the nonlinear dependence of $E_j$ on $\alpha_{jm}$, the minimum has to be found iteratively from an initial estimate, usually $\phi_j \equiv 0$. This is implemented by approximating changes in $E_j$ by

$$\delta E_j \approx \sum_m \frac{\partial E_j}{\partial \alpha_m} \delta \alpha_{jm} , \quad (14)$$

and seeking corrections to the coefficients, $\delta \alpha_{jm}$, such that the minimum of $L_j$ is found in the next iteration. This linearization results in a matrix equation of the type

$$A \cdot \delta \alpha + b = 0 , \quad (15)$$

where the elements of $A$ and $b$ are sums of different combinations of $E_j$ and its partial derivatives with respect to the aberration parameters (see Löfdahl & Scharmer 1994b). These derivatives involve the transformed images, $D_{jk}$, the OTFs, $\hat{S}_{jk}$, and the OTF derivatives, which are evaluated analytically. Note that $A$ is an $M \times M$ matrix, where $M$ is the number of aberration parameters. This equation is solved with the singular value decomposition (SVD) method, as described in Section 3.2.3.

3.2.3. SVST regularization

In the SVST implementation, two methods of regularization (noise suppression) are employed: (1) the observed images are low-pass filtered and (2) the wavefront estimate is restricted by zeroing the least significant singular values of the system matrix $A$.

In order to provide noise reduction, the filters $H_j$ and $H$ must be specified. Since the main priority is to obtain good, restored images, it seems reasonable to choose $H$ such that the combined RMS error from noise and the filter is minimized in the restored object.
This leads to

\[ H = 1 - \langle |N_1|^2 \rangle \left( \frac{\sum_{j=1}^{J} |\tilde{S}_{j1}|^2 + \gamma |\tilde{S}_{j2}|^2}{\sum_{j=1}^{J} D_{j1} S_{j1}^2 + \gamma D_{j2} S_{j2}^2} \right), \tag{16} \]

where \( \langle \cdot \rangle \) denotes an expectation value. In practice, the second expectation value is estimated with a smoothing operation and the removal of noise peaks in the high frequency regime, see (Löfdahl & Scharmer 1994b) for details.

The filter area expands automatically with the number of included realizations, as information is added in \( F \) at isolated frequencies and as the noise influence is reduced at high frequencies by the averaging of many realizations. The single-realization filters, \( H_i \), are defined as the special case where the sum is over one realization.

Solving the matrix equation (15) directly for a large number of wavefront parameters gives poor convergence, or even divergence, in the iterative procedure and poor wavefront estimates. One conjecture is that this happens because the focused and defocused images do not contain enough information to distinguish between too many wavefront parameters. The matrix equation is therefore solved by means of the SVD method. The SVD method rearranges the equations, so that solutions are sought for orthogonal linear combinations of the parameters. These combinations are sorted in order of significance, as expressed by the singular values. Solving only the system of equations with singular values larger than a cutoff level, defined as a fraction of the largest singular value, restricts the solution to the subspace spanned by the most significant linear combinations, corresponding to the retained equations.

Recent experiments within the SVST group have shown that using a cutoff level of 0.02 permits Zernike parameters up through the 12th radial degrees and azimuthal frequencies and generates wavefronts that conform better to Kolmogoroff covariance. This value of the cutoff level was found by trial and error to give only a 1% increase in the converged value for the error metric \( L \). The SVD method eliminates the problem of over-parameterization in a simple and automatic way, independent of the type of object used to determine the wavefront parameters. It also significantly improves the convergence of the iterations, thus enhancing the speed of the code.

With the low-order wavefront expansion used for the current work, the inversion problem is well-conditioned. We therefore used a cutoff of 0.0001, which effectively de-activates the regularizing property of the SVD method.

### 3.2.4. SVST treatment of edge effects

The error metric of Gonsalves, as expressed in the Fourier domain, does not include the effects of boundaries of the images. Using FFTs to perform the convolutions needed for the calculation of the error functions and its derivatives produces severe wrap-around effects which can lead to very large errors in the derived wavefronts when using small sub-fields. This problem is avoided by transforming the error function and its derivatives to the image plane. Parseval’s relation permits the summation in equation (11) to be calculated in the image domain. Observing that the wrap-around errors in the image-domain error function, \( \epsilon_j \), are concentrated to the boundaries of the array, we use an array size that is large enough that the wrap-around effects are accommodated outside the effective FOV. The summation is then restricted to the FOV. Apodizing with a modified Hanning window function with a flat profile over the FOV further removes a high frequency pattern from the discontinuities at the array boundaries (Löfdahl & Scharmer 1994b).

Like the ERIM algorithm, the technique affords the accurate and efficient computation of the convolution in equation (1) using FFTs. Furthermore, unlike pure apodization techniques (Paxman & Crippen 1990), the measured data are unperturbed in the \( N \times N \) area.

### 4. Solar Data

#### 4.1. Data Collection

The data were collected with the 47.5 cm SVST in La Palma on April 27, 1993 (see Löfdahl & Scharmer 1994b for details). The multi-image, real-time frame selection system (see Schärmer & Löfdahl 1991) monitored the fine-structure content in the focused channel and was set to select and store the best 100 image pairs out of 1500 recorded during 30 second intervals. The best seeing at the SVST usually occurs intermittently, so the series used for this analysis was recorded during 6 seconds of good seeing at 14:19 UT. This interval is short enough that no significant evolution of the granulation structure can take place. Observations were made through a 5.4 nm wide interference filter centered at 470 nm. The known quadratic phase

\[ F. \]
difference of the two image channels corresponds to a phase shift at the edge of the aperture equal to \(0.985 \pm 0.06\) waves.

Images were recorded by two synchronized EEV video CCD cameras operating at 50 Hz (20 ms exposure time) and digitized to 8 bits by two Kontron DEC/IPS image processing systems. The image scale is \(0'0706\) and \(0'0732\) per pixel in the \(x\) and \(y\) directions respectively. (The mean value, \(0'0719\) was used for the inversions.) The image scales of the two image channels differ by less than 0.1\%, and the images are rotated by less than 0.1 degrees relative to each other.

4.2. Preprocessing

The frames in the two channels were corrected with their corresponding dark current and gain table calibrations. The gain table was determined by randomly moving the telescope and averaging a large number of frames. Since the bias level of the cameras changed with illumination, the bias was determined from covered parts of the CCD sensor and taken into account in the data reduction. Image-restoration techniques can be sensitive to small but consistent errors in the gain table. Despite the excellent results reported by Löfdahl and Scharmer (1994b), a thorough analysis of the sensitivity of phase-diversity restorations to camera calibration errors has not been undertaken. Therefore, a careful calibration procedure was followed here to mitigate the influence of calibration errors on our analysis. Following the procedure in (Keller, Stenflo, & von der Lühe 1992), the gain table correction was improved by decomposing the Fourier transform of the average image into a high-frequency domain and a low-frequency domain. It is then assumed that the signal in the high-frequency domain is due to errors in the gain table only. The true average image may then be found with an appropriate low-pass filter. Each frame in the sequence is then corrected by multiplication with the ratio between the low-pass filtered and the original average frame according to

\[
d_{j,k}^\text{corrected} = d_{j,k} \sum_{j=1}^{100} \frac{\tilde{d}_{j,k}}{\sum_{j=1}^{100} d_{j,k}},
\]

where \(\tilde{\cdot}\) represents the spatial low-pass filtering. The focused and defocused channels are treated separately.

Each defocused image was further adjusted so that its mean intensity was the same as its corresponding, focused image. A close inspection of the defocused images revealed a very weak, horizontal strip-pattern that could not be removed with the gain-table calibration. This pattern was removed in the following way: for each image the average column was determined by averaging along the horizontal direction. A high-order Legendre polynomial was subtracted from the average column to extract the high-frequency strip pattern and to remove any variations due to solar structures. This difference was then subtracted from every column in an image.

Shifts between consecutive frame pairs were determined via cross-correlation and then removed. The same shifts were applied to both channels, and only full pixel shifts were performed in order not to affect any high-spatial-frequency solar signal. Note that this prealignment was performed to accommodate the speckle reconstruction and is not required for phase-diverse speckle. Finally, \(128 \times 128\) pixel subframes were extracted in such a way that the average shift between focused and defocused subframes amounts to less than a pixel.

The entire sequence of 100 preprocessed image pairs is publicly available and can be obtained by contacting the authors at the Stockholm Observatory.

4.3. Processing

The \(128 \times 128\) subframes were selected with a center region of \(70 \times 70\) pixels that contains fine image details that are useful for assessing restoration fidelity. This central region, or effective FOV, corresponds to a \(5'0 \times 5'0\) patch, which is small enough to satisfy an isoplanatic imaging assumption (Löfdahl & Scharmer 1994a,b). Both the conventional speckle and SVST-group restorations use all the data in the larger \(128 \times 128\) subframes, but in both cases the restorations are most reliable over the center region due to edge effects. The ERIM restoration procedure does not use data outside the \(70 \times 70\) center region, but the larger subframes were utilized in some cases to obtain a better initial object estimate within the guard band of size \(B = 21\) pixels. All comparisons between restorations are made over this central area, and henceforth we will restrict our attention to this region.

Five examples out of the sequence of 100 pairs of preprocessed subframes are found in Figure 2. The top row contains conventional, focused images in the \(5'0 \times 5'0\) central region, and the defocused counterparts are found below. The RMS contrast (defined
here as the ratio of the standard deviation to the mean intensity) averaged over the entire sequence is 7.6% and 4.8% for the focused and defocused images, respectively. Examples of very good seeing are shown in Figures 2(a) and (b). Figure 2(c) is an average case, and (d) and (e) are examples of aberrated images that yield poor conventional phase-diversity restorations. It is interesting to note the dramatic effect of defocus on the image in (d).

To facilitate comparisons of restorations, both the ERIM and SVST groups parameterized the phase aberrations with Zernike polynomials 4 through 15. From previous experience we knew that this level of wavefront parameterization leads to a well-conditioned inversion problem. The two tilt components, Zernike polynomials 2 and 3, provide sub-pixel positioning of the estimated PSFs. For the case of JPDS, these parameters are included in the joint-estimation process. For PPDS, they are derived in post-processing by cross-correlating the phase-diversity object estimates. If the data were not prealigned, then the use of these polynomials would be even more critical. Another important parameter is the registration between the conventional and diversity channels. Typically, the ERIM approach is to estimate these parameters along with the aberrations and the object. However, to keep the implementations as similar as possible we decided to use predetermined values. The technique used here for estimating these parameters from the average of the data in the two imaging channels is discussed by Löfdahl and Scharmer (1994b). Other system parameters, such as the amount and the sign of diversity and the pixel spacing, were the same for both implementations as well.

5. Results

In this section we compare estimates made with: (1) ERIM phase-diversity techniques, (2) SVST-group phase-diversity techniques, and (3) conventional speckle imaging. We show that the two implementations of phase diversity yield virtually identical object and aberration estimates, but that these object estimates are susceptible to artifacts, indicating a clear need for phase-diverse speckle estimation. We show quantitatively that JPDS is slightly better than PPDS. The internal consistency of the phase-diverse speckle estimates is demonstrated by analyzing estimates derived from disjoint data sets, and external validation is obtained by comparing these restorations with the speckle restoration. Finally, the influence of anisoplanatism is considered.

5.1. Implementation Invariance for Phase Diversity

The ERIM and SVST group's approaches to phase-diversity techniques are quite distinct. The noise model, estimator, optimization algorithm, regularization, and edge treatment are some of the ways in which the techniques differ. Despite these differences, we have discovered strong evidence to indicate that in most cases the different implementations yield, for all practical purposes, identical solutions. The first evidence of this is presented here for the case of conventional phase-diversity; i.e., restoration from a single pair of images.

Figure 3 contains the conventional phase-diversity object estimates derived from each of the 5 pairs of images in Figure 2. The data in Figure 2 were selected because the restorations derived from them offer a nice comparison of the two implementations. The first trend to note in Figure 3 is that the ERIM restorations in the top row have slightly higher spatial frequency content than the SVST group's restorations in the bottom row, which is a direct consequence of the different approaches to object regularization. The attempt to restore more fine detail can have the undesirable side-effect of boosting high-frequency artifacts, creating a slightly mottled appearance. Typically, when the SVST group's noise filter is applied to an ERIM restoration, the resulting estimate is visually indistinguishable from the SVST restoration. Thus, the overall features in the restorations from the two implementations are often quite similar, but the SVST group's restorations appear to be low-pass filtered versions of the ERIM estimates.

A useful measure of similarity between two estimates, \( \hat{f}_1(x) \) and \( \hat{f}_2(x) \), is via the normalized RMS error, \( \epsilon \), defined via

\[
\epsilon^2 = \frac{1}{N^2} \sum_x \left[ \hat{f}_1(x) - \hat{f}_2(x - x_r) \right]^2
\]

\[
\left( \frac{1}{N^2} \sum_x \hat{f}_1(x) \right)^2
\]

where \( x_r \) brings \( \hat{f}_2 \) into registration with \( \hat{f}_1 \). and averaging is done over \( N^2 \) pixels. The misregistration \( x_r \) is estimated to sub-pixel accuracy by interpolating the peak of the cross-correlation of the two estimates. Phase-diversity estimates were made for the entire sequence of 100 image pairs, and the average error between the two implementations is \( \epsilon = 1.5\% \).
with a standard deviation of 1.0%. Figures 3(a) - (c) contain estimates for which the match is very good, with errors of 0.8%, 1.2%, and 1.2%, respectively. Figure 3(a) is an example of a high-quality phase-diversity restoration because it compares favorably with phase-diverse speckle restorations presented in subsequent sections (see Figure 8). Visual cues can be taken from the central portion of the restorations, where there is a narrow intergranular lane and a small, bright feature at the tip of the arrow. This small feature is slightly brighter in the ERIM restoration, reflecting a higher concentration of energy due to the recovery of higher spatial frequencies. On the other hand, granules can be observed on some of the larger granules. When the SVST-group noise filter for each of the restorations in Figures 3(a) - (c) is applied to the corresponding ERIM restoration, e drops to 0.4%, 0.9%, and 1.0%, respectively, the mottle disappears, and the differences in the restorations become visually imperceptible.

The restorations in Figures 3(b) and (c) degrade somewhat with respect to (a), but what is also notable is that the ERIM and SVST group's restorations share the same features, even when they are false. For example, the small features near the narrow intergranular lane at the center of the image are smeared into nearby granules in both of the restorations in (c). Referring back to Figure 2(c), it is clear why these features, which are blurred severely in the original data, are not fully recovered. Careful inspection of Figures 3(a) - (c) reveals that, despite differences in spatial frequency content, features such as granule shape and intensity variations along the granule edges are virtually identical.

Greater differences between implementations are observed in Figures 3(d) and (e), with $\epsilon = 4.0\%$ and 2.1%, respectively. The SVST group restoration is superior to the ERIM restoration in (d), particularly with respect to the large granule in the lower left. Conversely, the ERIM restoration in (e) does not display the stripe artifact that runs at an angle through the SVST restoration. Neither of these restorations is particularly good, however. The trend observed across the 100 restorations is that large discrepancies between implementations are observed rarely and only for cases when the blurring is too severe for conventional phase diversity to be effective.

The other major component of phase-diversity restoration is the estimation of the phase aberration. In Figure 4 we show 12 scatter plots of Zernike coefficients estimated from the two implementations for polynomials 4 through 15. In each sub-graph the coefficients estimated by the two implementations for each of the 100 image-pairs are scattered about the line $y = x$. We note immediately the high correlation between the aberrations derived from the two implementations. Aside from one or two outliers, the aberration estimates are very consistent. One measure of agreement is formed by taking the square root of the mean over the pupil of the average, squared wavefront difference (averaged over 100 realizations). This measure of RMS difference between implementations is a negligible 0.043 wave. This is well below the well-known Marechal aberration-tolerance condition of 1/14th wave RMS phase error (Born & Wolf 1980). Systems that meet the Marechal condition are considered to be well-corrected, producing imagery for which the degradation would be difficult to perceive. Thus, the aberration estimates from the two implementations yield point-spread functions that are visually indistinguishable.

5.2. Partitioned vs. Joint Estimation in Phase-Diverse Speckle

Aside from implementation invariance, important conclusions to draw from the results presented in Figure 3 are that even an above-average conventional phase-diversity restoration like the one in (c) still suffers from residual blur, and that in some cases the restorations are dominated by artifacts. This observation was made by Löfdahl and Scharmer (1994b) and led to a partitioned phase-diverse speckle (PPDS) estimation strategy (Section3.2.1.) in which pairs of restorations were combined to produce much higher quality object estimates. Similarly, Seldin and Paxman (1994) demonstrated that restorations from the same data using a joint phase-diverse speckle (JPDS) algorithm (Section 3.1.1.) became better and more consistent as image pairs were added. From these results it is clear that there is a distinct advantage to using phase-diverse speckle instead of conventional phase diversity. Given the need for phase-diverse speckle, a natural question to address is whether there is an advantage to using the joint-estimation approach as opposed to a partitioned technique.

As with conventional phase diversity, we find that object estimates derived from the JPDS and PPDS algorithms are virtually identical, with a negligible difference of $\epsilon = 0.3\%$ when the entire sequence of 100 image pairs is used. Not surprisingly, the JPDS and
PPDS restorations are also visually identical, as observed in Figures 8(b) and (c), respectively. Intuition suggests that JPDS would provide better estimates of both the object and the aberrations because the ratio of the number of measurements to parameters increases significantly with the addition of each new pair of aberrated images of the same object. However, the JPDS and PPDS restorations are so similar for these data that we are left to wonder if there is a distinct advantage to a joint-estimation approach in this regime.

The object estimates alone do not tell the whole story, and so the accuracy of the phase aberration estimates must also be considered. Given two aberration estimates, one from conventional phase diversity and the other from JPDS, we seek to quantify the accuracy of each. To do this without the aid of a simulation, we generate an estimated point-spread function, \( \hat{s}_{jk} \), from each wavefront, convolve it with the corresponding object estimate, and compare the resulting image estimate to the measured image. We define a fidelity metric for the \( j \)-th wavefront estimate, \( \hat{\phi}_j \), in a normalized mean-squared error sense as

\[
R^2(\hat{\phi}_j) = \frac{\frac{1}{N^2} \sum_k \sum_x [d_{jk}(x) - \hat{g}_{jk}(x)]^2}{\frac{1}{N^2} \sum_x \hat{f}(x)^2}, \tag{19}
\]

where averaging is done over \( N^2 \) pixels, and \( \hat{g}_{jk} \) is formed from \( \hat{f} \) and the estimated point-spread function, \( \hat{s}_{jk} \), which is a function of \( \hat{\phi}_j \), via the convolution

\[
\hat{g}_{jk}(x) = \sum_{x'} \hat{f}(x') \hat{s}_{jk}(x - x'). \tag{20}
\]

Note that the numerator of equation (19) is identical (aside from a sign change) to the log-likelihood function for phase diversity under an additive Gaussian noise model (Paxman, Schulz, & Fienup 1992b). Smaller values of \( R \) imply a better match of the object and aberration estimates to the data. We evaluate \( R(\hat{\phi}_j) \) for \( j = 1, 2, \ldots, 100 \) for both the ERIM JPDS wavefronts estimates and the SVST-group phase-diversity wavefront estimates. When evaluating \( R \) for the JPDS aberration estimates, the 100-realization JPDS restoration in Figure 8(b) is used for \( \hat{f} \). Similarly, the SVST-group conventional phase-diversity aberrations estimates are evaluated using the 100-realization PPDS object estimate in Figure 8(c).

Figure 5 is a scatter plot of \( R(\hat{\phi}_j) \) for PPDS versus \( R(\hat{\phi}_j) \) for JPDS. The mean fidelity metric for the JPDS wavefronts is 1.3\%, compared with 1.5\% for phase diversity. Since the object estimates used to generate the fidelity metric differ by only 0.3\%, we can conclude that most of the error is due to sources other than the object. In 97 of 100 cases, the fidelity metric for the JPDS aberration estimate is less (better) than the wavefront derived with conventional phase diversity, and the fidelity metrics are very close for the other 3 cases. There is a fairly strong linear correlation that indicates that the rise and fall in fidelity metric tracks fairly well for the two cases. Nonetheless, it is clear that there are 15 to 20 cases for which the phase-diversity fidelity metric is significantly worse in a relative sense. In an absolute sense we are observing only very small improvements in the aberration estimates, which improves the fidelity metric by only a fraction of a percent. Apparently, phase-diversity wavefront estimates are so good in this regime that there is little room for improvement when using JPDS. Even so, it remains necessary to use multiple realizations to obtain a good object estimate via PPDS.

5.3. Internal Consistency of Phase-Diverse Speckle Estimates

Both conventional phase diversity and phase-diverse speckle imaging have been investigated extensively with past simulation studies. These simulations are an important component in establishing the credibility of phase-diversity image restoration. An even more important step was taken by using real solar granulation data to demonstrate the consistency of aberration estimates from neighboring image patches (Löfdahl & Scharmer 1994b). A measure of internal consistency with respect to object estimates was demonstrated with the same data set for the case of JPDS (Seldin & Paxman 1994) applied to a small number of realizations. In this case several JPDS
restorations were made using different sets of images collected within seconds of each other, and these restorations were shown to be highly consistent with each other. We explore this in more detail here using many more realizations, to further demonstrate the consistency of object estimates.

Object estimates are a random process with a mean and a variance, and any one restoration is a sample drawn from such a process. Like other random processes, the mean of an object estimate can be estimated using a sample mean derived from independent trials. The same is, of course, true for estimating the variance. We define our trials as restorations of the same object with different input data. For example, we formed a conventional phase-diversity restoration for each of the 100 image pairs, and from these 100 restorations we computed a sample mean and variance. We also formed samples of 2-realization JPDS restorations by partitioning the sequence of 100 pairs into 50 disjoint sets, containing \( J = 2 \) image pairs each. The same partition of the sequence into disjoint sets was done for the cases of \( J = 5, 10, 25, \) and 50 realizations, and restorations were made for every set. Examples of one restoration for each of the 6 cases investigated are shown in Figure 6. The 1- and 2-realization restorations in Figures 6(a) and (b), respectively, have visible artifacts, but restoration quality is quite good in the 5-realization case in Figure 6(c). It is difficult to see much variation across the 10-, 25-, and 50-realization restoration examples in Figures 6(d) - (f), respectively.

To quantify the stability of the JPDS estimates as a function of the number of realizations, we consider the sample variance about the sample mean. This is a measure of internal consistency: if the variance of restorations formed from disjoint sets of data decreases as the number of realizations increases, then we conclude that restorations become more consistent with more realizations. If this variation is also quite small, then we can also conclude that any random false detail is too small to be considered problematic. A common method for measuring the variance of an estimator about its mean is via the coefficient of variation (Frieden 1983), the square of which is defined at each pixel as

\[
c_v^2(x) = \frac{1}{L} \sum_{\ell=1}^{L} \left( \frac{\tilde{f}_\ell(x) - \bar{f}(x)}{f^2(x)} \right)^2 ,
\]  

where \( \tilde{f}_\ell \) is the \( \ell \)th sample from a set of \( L (= 100/J) \), \( J \)-realization restorations, and

\[
f(x) = \frac{1}{L} \sum_{\ell=1}^{L} \tilde{f}_\ell(x) .
\]  

Figure 7 plots the spatial average of \( c_v(x) \), denoted by \( \bar{c}_v \), as a function of the number of realizations. By averaging over the pixels, we characterize the variation about the mean at a pixel with a single number. The error bars on this plot represent the confidence in \( \bar{c}_v \) to within one standard deviation. The standard deviation of \( \bar{c}_v \) was computed as the square root of the variance of equation (21), which takes into account the correlation of \( c_v(x) \) from pixel to pixel. We note that Figure 7 displays a monotonic behavior from which we conclude that estimates become more consistent as realizations are added. Also, the greatest gains in consistency are made for small numbers of realizations, and \( \bar{c}_v \) is less than 1% for \( J = 10 \). Beyond this point the gains are small, supporting our visual assessment of the sample restorations in Figure 6. Figure 7 does not indicate how the mean images change as a function of number of realizations. The RMS error between any pair of mean images has an average of about \( \varepsilon = 0.3\% \), which reflects a high consistency for the expected restoration regardless of the number of realizations used.

5.4. External Consistency of Phase-Diverse Speckle Restorations

In the previous section we cited past evidence and presented new results that confirm the internal consistency of phase-diverse speckle object estimates. External validation of phase aberration estimates from conventional phase diversity has been demonstrated via the fixed aberrations of the SVST. These aberrations were estimated over time as the SVST turret position changed and were shown to evolve according to theoretical predictions (Löfåldahl & Scharmer 1994b). Speckle imaging provides another independent way to validate the object estimates. For this work, the Fourier amplitudes have been reconstructed with the Labeyrie (1970) method, whereas the phases have been estimated with the Knox and Thompson (1974) technique. The Fourier amplitudes were calibrated with a model of the Earth's atmosphere by Koff (1973). Fried's (1966) parameter, the only free parameter of the atmospheric model, was estimated with the spectral ratio technique (von der Lühe 1984) to be \( r_o = 18.5 \) cm. A detailed description of the im-
plementation of the above-mentioned techniques has been given by von der Lühe (1993).

Figure 8(a) contains the speckle reconstruction, which should be compared with the 100-realization phase-diverse speckle estimates from JPDS and PPDS in (b) and (c), respectively. Note that the overall features are identical in all 3 restorations, including subtle intensity variations along the edges of some granules. There is no evidence of artifactual details in either of the phase-diverse speckle restorations. In fact, the speckle restoration appears to be slightly smoother, with less high-frequency detail. To reinforce the important point that 100 image pairs are many more than required for phase-diverse speckle, we show examples of JPDS and PPDS 5-realization restorations in Figures 8(d) and (e), respectively. It is clear that excellent restorations can be obtained with a factor of 20 fewer realizations than used for (b) and (c). Because a reliable speckle reconstruction like that in (a) could not be obtained with so few images, phase-diverse speckle can be viewed as an important method for improving both the spatial and the temporal resolution of ground-based observations.

The restorations in Figures 8(b) and (c) differ from the speckle restoration in (a) with an error of $\epsilon = 2.0\%$ and have an error of only $\epsilon = 0.3\%$ between them. Some of the disparity is due to differences at high spatial frequencies, but we have found that small differences exist at low spatial frequencies as well. Figure 9 plots the radially-averaged power spectra of the 3 restorations. Each spectrum was formed by first applying a Hanning window to the restoration, performing a 2-D Fourier transform, and then taking the magnitude-squared. After appropriate scaling, each spectrum was integrated over annuli in the spatial-frequency domain. As expected, the JPDS and PPDS spectra are very consistent out to 80% of the diffraction-limited cutoff frequency, and differences beyond this point can be attributed to differing regularization techniques. We note that the power in the speckle reconstruction begins to depart from the others at about half of the cutoff frequency, and that the speckle reconstruction appears to have approximately 30% more power than the others up to this point.

Defining contrast as the ratio of the standard deviation to the mean, we find that the contrast of the speckle restoration is higher (12.6%) than either of the phase-diverse speckle estimates (11.0%). One plausible explanation for this could be due to an insufficient representation of the phase aberrations with only the first 15 Zernike polynomials. It has been demonstrated in simulations that with a zonal (pixel-by-pixel) parameterization of the pupil, the full contrast of the object can be recovered (Seldin, Paxman, & Elske 1995). These same simulations consistently underestimated the contrast when using only the first 15 Zernike polynomials. On the other hand, the speckle reconstruction relies on a model for the atmospheric turbulence and does not account for fixed telescope aberrations. So the possibility of an underlying model mismatch remains, and the correctness of the restored contrast remains an open issue that is best studied with controlled experiments. Despite this significant difference in contrast, we conclude that the phase-diverse speckle estimates are consistent with and provide finer detail than the reconstruction obtained with an accepted speckle-imaging technique.

5.5. Evidence of Anisoplanatism

Space-variant blur is encountered when objects extend beyond the isoplanatic patch associated with the intervening atmosphere. The imaging model used here is space-invariant, and any anisoplanatism should degrade the quality of the restorations. Phase-diverse speckle object reconstructions are susceptible to geometric distortions associated with anisoplanatism because of the underlying assumption of a time-invariant object across all realizations. Furthermore, intuition suggests that JPDS wavefront estimates, unlike PPDS wavefront estimates, could also be hurt by these inter-realization geometric distortions. The fact that both PPDS and JPDS succeed so well here is due in part to the selection of an appropriately-sized image patch, which was guided by previous analysis of this data sequence by Löfdahl and Scharmer (1994b).

Despite the successful restorations obtained with these images, there is still evidence of anisoplanatism in this sequence. To characterize the geometric distortion, each image, $d_{jk}$, in the sequence was resampled (destretched) to match the estimated image, $\tilde{g}_{jk}$ (eq. [20]), formed from the 100-realization JPDS estimate in Figure 8(b). The destretching for the $j$th realization is estimated by computing the correlations between $d_{jk}$ and $\tilde{g}_{jk}$ on a $3 \times 3$ grid of the images for both the conventional and diversity channels. The 9 shifts obtained from the $3 \times 3$ grid of correlations are averaged over the two channels, and a coordinate transformation that defines the destretch-
ing function is formed by interpolating between the average shifts at the center of each segment. The degree of distortion, or image warping, can be summarized with a single number

$$w = \sqrt{x_d^2 + y_d^2},$$  \hfill (23)

where $x_d$ and $y_d$ are the RMS shifts in the two directions computed over all segments. Thus, large values of $w$ reflect large deviations from a global shift and a higher degree of warping across the image.

Figure 10(a) plots $w$ (in units of pixels) versus the fidelity metric, $R$, for each of the 100 JPDS phase aberration estimates. There is a clear correlation (0.74) between $R$ and the amount of distortion - realizations with the worst distortion yield the worst fidelity metric. In contrast, there is no apparent correlation between the RMS of the estimated aberrations and $R$, indicating that the strength of the turbulence is not the primary source of poor estimates. A new sequence of destretched images, $d_{jk}$, was created, and the fidelity metric was recomputed via equation (19) using $d_{jk}$ in place of $d_{j}$k. Note that the same phase aberration estimates were used to compute the “destretched” fidelity metric, and that the most improvement in this metric occurs for the cases with large distortion. Remarkably, the improvement in the average fidelity metric after destretching is 3 times greater than the corresponding improvement when moving from conventional phase diversity to phase-diverse speckle. Figure 10(b) also suggests that aberration estimates are not hurt by the joint-estimation approach at this level of anisoplanatism. Although the improvement in the fidelity metric is only a fraction of a percent, we conclude that all phase-diversity techniques would benefit from the accommodation of anisoplanatic effects, particularly in the presence of stronger turbulence. An obvious approach would be to apply JPDS or PPDS to destretched data. Alternatively, parameters in an anisoplanatic-imaging model could be directly estimated from the original data (Paxman, Thelen, & Seldin 1994).

6. Conclusions

In this investigation, we have evaluated phase-diversity techniques, including two implementations of these techniques, and provided credibility for the scientific utility of these relatively novel observational techniques for solar astronomy. Using data collected with only modest instrumentation, we have reconstructed near diffraction-limited images of solar granulation.

6.1. Comparison of Implementations

The ERIM and SVST implementations of phase-diversity techniques have been compared. In spite of significant differences in noise model, estimator, optimization algorithm, regularization, and edge treatment, the phase-diversity estimates were found to be virtually identical. The invariance of estimates under differing noise models can be understood by considering the similarities of the Poisson and additive Gaussian noise models for this application. Poisson noise is proportional to the square root of the intensity at each detector element. In addition, when the intensity is sufficiently large, the cumulative distribution function for each Poisson random variable is well-approximated by a normal distribution (Feller 1968). For low-contrast images such as aberrated and/or defocused images of solar granulation, the Poisson noise will be approximately constant across the image, thus resembling additive Gaussian noise. In fact, our reconstructions suggest that the Gaussian noise model is entirely adequate for imaging solar granulation. However, the Poisson model is the more general of the two for describing photo-detection events, and it can also be expanded to accommodate additive Gaussian noise sources, such as CCD readout noise. A Poisson model may be important when using low-noise cameras to image high-contrast scenes such as sunspot umbrae with umbral dots or for photon-limited imaging scenarios such as narrow-band solar imaging or nighttime astronomy.

An advantage of the Gaussian noise model is that it leads to an optimization search within a reduced-dimension parameter space. The resulting estimation algorithm, as currently implemented by the SVST group, requires significantly fewer operations than the current ERIM algorithm, when operating with a sufficiently small number of aberration parameters, $M$. The SVST algorithm computations are dominated by Fourier transform calculations. The total number of FFTs required to perform a phase-diversity reconstruction is $I \cdot (7 + 4M)$, where $I$ is the number of iterations. For the data analyzed here, iterations were stopped when the RMS of the change of the wavefront was less than $10^{-3}$ radians, which is quite conservative. This stopping criterion led to an average of about $I = 12$. Quality reconstructions are obtained if iterations stop when the metric changes less than
0.5%, giving \( \langle f \rangle = 4.7 \). With \( M = 12 \) and \( I = 5 \), it takes \( 275J \) FFTs to process \( J \) realizations with the SVST program.

The ERIM algorithm is also dominated by two-dimensional FFTs. Approximately \((3V+4)JK\) FFTs are computed per iteration, where \( V \) is the number of likelihood evaluations made during the conjugate-gradient line search. Because this expression is independent of the number of aberration parameters, \( M \), there is no additional computational cost per iteration for a fine parameterization of the wavefront. For the data analyzed herein, \( V = 10 \) and typically the number of iterations performed was \( I = 60 \). These processing criteria are very conservative. We have shown that visually indistinguishable object estimates are produced when relaxing the line search to \( V = 5 \) and stopping the iterations when the metric changes by 0.02%, giving approximately \( f = 40 \). Using \( V = 5 \), \( I = 40 \), and \( K = 2 \) we see that the ERIM code requires approximately \( 1520J \) FFTs, considerably more than is required for the SVST code. In cases with \( M \) sufficiently large, such as a zonal aberration parameterization (i.e. using pixels in the pupil), the ERIM code probably has a computational advantage, owing to the independence of the FFT count per iteration on \( M \). It should be remembered that neither of the algorithms has been truly optimized with respect to computational efficiency.

Another implementation issue is whether estimates are made in a joint or a partitioned fashion. Object estimates were found to be virtually identical using JPDS and PPDS. However, JPDS aberration estimates were found to be slightly more consistent with the data than were the PPDS estimates. Although the small improvement in aberration estimates produced by JPDS is of little practical value in the reconstructions shown, it does suggest that a joint-estimation strategy could be of value when imaging in the presence of stronger turbulence or in regimes of reduced signal strength. We also believe that improvement due to joint estimation is currently limited by anisoplanatic effects that vary from realization to realization and by the under-parameterization of wavefronts. Both ERIM (Seldin, Paxman, & Elste 1995) and SVST groups have found evidence that 15 Zernikes is an under-parameterization of the wavefronts, but the optimal number of wavefront parameters remains an open issue.

When comparing the two approaches to treating edge effects, we see that both methods effectively handle problems associated with objects that extend beyond the FOV. The ERIM guard-band method allows for the reliable retrieval of object pixels up to the edge of the detector-limited FOV, providing more efficient use of camera pixels and rendering a method for utilizing interesting phenomena recorded along the camera borders.

6.2. Comparison of Techniques

Although estimated wavefronts were found to be essentially the same for all phase-diversity techniques, our results reiterate that phase-diverse speckle object estimates are significantly better than phase-diversity estimates. This can be understood by considering the OTFs involved. The OTFs for any one realization tend to reach very low values at isolated spatial frequencies, and the inversion of single-realization data can give false detail at these spatial frequencies. However, these troublesome spatial frequencies vary from realization to realization so that when multiple realizations are used, the likelihood of restoring false detail is dramatically diminished. Furthermore, we have quantitatively shown that estimates become increasingly more consistent as the number of realizations is increased. The added value of additional realizations can only increase when anisoplanatism is accommodated.

Conventional speckle imaging can also be compared with phase-diverse speckle. Speckle imaging has the hardware advantage that only a single speckle camera is required. On the other hand, simple optical designs have been implemented that put both diversity images on a single camera, at the expense of reduced FOV. Speckle imaging also offers a computational advantage, requiring only \( J \) FFTs of size \( N^2 \). Phase-diverse speckle has an important advantage in that excellent object reconstructions can be derived from a relatively few \((J \approx 5)\) realizations, whereas speckle imaging requires a much larger number \((J \approx 100)\) of realizations. With fewer realizations required, phase-diverse speckle can more readily be used for time-series observation of the evolution of solar phenomena. Whereas conventional speckle requires a separate speckle calibration step that relies on an atmospheric model (von der Lühe 1993) that normally doesn’t accommodate fixed telescope aberrations, phase-diverse speckle requires no such step and is not hurt by fixed aberrations. In fact, because phase-diverse speckle estimates individual phase aberration realizations, these estimates can be averaged
to determine fixed aberrations (Löfdahl & Scharmer 1994b).

6.3. Future Directions

Although there are issues which deserve greater study, including optimal wavefront parameterization, the effects of anisoplanatism, and the effects of atmospheric evolution during an exposure time, we conclude that phase-diversity techniques are sufficiently mature to be used routinely for solar observations. A new phase-diversity beam-splitter that puts two diversity channels on a single large CCD, giving each a useful FOV of approximately \(700 \times 1000\) pixels, has recently been installed at the SVST. This is available as a common-user instrument. Excellent data, consisting of time sequences (several hours in duration) of active regions, have already been obtained. In addition, scientific data, consisting of images of bright points, pores, sunspots, plages, and network magnetic fields in white-light, \(H\alpha\), and \(\text{MgI}\) that cover up to several hours have been recorded with a multi-camera system at the Vacuum Tower Telescope at Sacramento Peak. Preliminary analysis of both data sets confirm our expectation that phase-diverse speckle opens a new observational window, providing excellent spatial and temporal resolution over extended periods of time.

We are also in the process of migrating phase-diverse speckle methods to faint-object regimes, including narrow-band observations in solar astronomy and nighttime astronomical observations. As an example, we have recently used phase-diverse speckle to successfully correct for residual aberrations in an adaptive-optics system when imaging binary stars (Seldin, Paxman, & Ellerbroek 1995).
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Fig. 1.— Data-collection scheme for phase-diverse speckle. A conventional short-exposure image and an additional short-exposure image that is intentionally defocused are simultaneously collected for each of multiple atmospheric realizations.

Fig. 2.— Examples of preprocessed data. Five realizations of conventional (upper) and diversity (lower) data are shown. Examples of good seeing are shown in (a) and (b). The image pair in (c) represents an average case, and (d) and (e) contain images from which conventional phase-diversity restorations are poor.

Fig. 3.— Examples of phase-diversity object estimates from ERIM (upper) and the SVST group (lower). The five restorations in (a) - (e) are derived from the corresponding data in Figure 2.

Fig. 4.— Scatter plots of Zernike coefficients of estimated aberrations using 2 phase-diversity implementations. The SVST and ERIM estimates for the entire sequence of 100 images for coefficients 4-15 are shown. The high correlation is strong evidence of implementation invariance.

Fig. 5.— Scatter plot (over realization) of the fidelity metric $R(\phi_j)$ for SVST-group phase diversity versus ERIM phase-diverse speckle. $R$ reflects the accuracy of the aberration estimates, and we observe that the joint phase-diverse speckle approach yields a better fidelity metric in 97 out of 100 cases.

Fig. 6.— Representative object restorations for different numbers of realizations. The restorations in (a) - (f) are derived using $J$ image pairs for $J = 1, 2, 5, 10, 25, 50$, respectively. Note that we show only one of many candidate restorations for each value of $J$, but the same input image-pairs are always retained as $J$ is increased. The restorations are quite consistent for $J \geq 5$.

Fig. 7.— Spatially averaged coefficient of variation, $\bar{c}_r$, in the object estimate as a function of number of realizations, $J$. The error bars were computed using the variance of $\bar{c}_r$ and are one standard deviation above and below the estimated value.

Fig. 8.— Speckle and phase-diverse speckle restorations. (a) 100-realization speckle-imaging restoration; (b) 100-realization ERIM joint phase-diverse speckle restoration; (c) 100-realization SVST-group partitioned phase diverse speckle restoration; (d) 5-realization ERIM restoration; (e) 5-realization SVST-group restoration.

Fig. 9.— Radially-averaged power spectra for speckle, ERIM joint phase-diverse speckle (JPDS), and SVST-group partitioned phase-diverse speckle (PPDS) restorations. The diffraction-limited cutoff frequency has been normalized to unity.

Fig. 10.— Scatter plots of degree of distortion, $n$, versus fidelity metric, $R$, before and after destretching of the data. (a) The fidelity metric for the 100 ERIM phase-diverse speckle aberration estimates is correlated with the distortion; (b) After destretching the images, these same estimates yield fidelity metric values that are smaller on average and much less correlated with the original distortion.
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