NASA Conference Publication 3263

Dual-Use Space
Technology Transfer
Conference and
Exhibition

Volume I

Proceedings of a conference and exhibition held at
Lyndon B. Johnson Space Center

Houston, Texas

February 1-3, 1994







NASA Conference Publication 3263

Dual-Use Space
Technology Transfer
Conference and Exhibition

Volume |l

Compiled by

Kumar Krishen

Lyndon B. Johnson Space Center
Houston, Texas

Proceedings of a conference and exhibition held at
Lyndon B. Johnson Space Center

‘ Houston, Texas

February 1-3, 1994

National Aeronautics and
Space Administration

1994






CONTENTS

INTRODUCTION
PLENARY SESSION

KEYNOTE ADDRESS

Session Cl1: INNOVATIVE MICROWAVE AND OPTICAL
APPLICATIONS
Session Chair: G. D. Arndt
Microwave Sensor fOr ICE DEtECtION .vuuvuueurenrrrneenrersrecnecearnrereneensesronsssrsensessassrsssnssssssssosesanss 1

Determination of the Residence Time of Food Particles During Aseptic
SEEFZAION .. eveeeeeetirtiieernreeeertanseerisss e s ecrrtrrrra s s eerunrs s s sresesnaanssssasessrasssssnnnarsen 7

Electromagnetic Probe Technique for Fluid Flow Measurements............coveveiveinsecersrenrecsneans 15

Dual Use of Image Based Tracking Techniques: Laser Eye Surgery and Low

Vis1ONn Prosthesis....uuuceeeemeiiiiiiiiirieiiiiiiinirnrine et seressie e s s s seasesenaessenns 23
Session C2: COMMUNICATIONS AND DATA SYSTEMS
Session Chair: Andrew Benjamin
ESTL High Rate Optical Communications System (EHROCS).......ccovvevririiininnisiiirenrennrennan 31
A Mobile Communications Space Link Between the Space Shuttle Orbiter
and the Advanced Communications Technology Satellite .........veererriirninnieeriennsieerennn 42
TDMA Algorithm for the Space to Space Communications System ...........c.ouveeeiieininsiinnac .48
Transition from NASA Space Communication Systems to Commercial
‘ CommuniCation PTOQUCES......coveererrsererrrarestesrnessirnesssssessseesessenesnertessessssenessnmssssss 60
Session C3: COMMUNICATIONS SIGNAL PROCESSING
AND ANALYSIS
Session Chair: Robert Panneten
Scattering Effects of Solar Panels on Space Station Antenna Performance......c..ccoevvvemvvuvenrnnnns 67
Dynamic Environment Communications Analysis Testbed (DECAT) and Its
Applications to Dual Use Space Technology ............ccvueeemmemmmuinimunmiuicniiciinniiniinennens 74
Software-Implemented Fault Tolerance in Communications SyStems ...........eceeuuiiiierererencrennns 82

Signal Processor Developments by Personnel of the JSC Signal Processing
SECLION. 1o evereeeeeiieireie sttt rr s ttistanatsts s ent i trrassaastssssstatstaseastrsassesaarbartasnrarae 90

iid



Session C4: APPLICATIONS DERIVED FROM CONTROL
' CENTER DATA SYSTEMS

Session Chair: Marvin LeBlanc
The DASH Data Sharing SYSLEIM ....euvueriirrieieiiiimiiisiissiriiismssseiatisiseessesennanerssssinmssesess 103
Adaptation of a Control Center Development Environment for Industrial
0 PIOCESS COMMIOL ... uveeeuteenrerarserseessnieseessusesssasneessssesssssntessssssssessssesssaesnsessasnesssaens 111
Adaptation of Control Center Software to Commercial Real-Tlme Display-
Applications......... ereesetirreraesenrenerirenaeane sereesanirsssrannssereiseserrassizersrerestressensvensen 119
Session G3: INTEGRATED VEHICLE HEALTH MANAGEMENT
Session Chair: . Wayne McCandless
Dual-Use Aspects of System Health Management.........coccoceevrerersereevcarsaeseesnns ereeeereeeresans 127
Reacnon]etDnveElectxomcs...............' ....................... erreversettiennnnerreaesennerrransninessensiibes 147

A Multichannel Data Acquisition Module with State-Based Feature R&ognition
for System Health Management ...................... seerrreeresssenearnes veena sreeseraransranaeenaces 153

Session G4: ADVANCED AVIONICS
Session Chair: John Ruppert

Multi-flight-phase GPS Navigation Filter Apphcatlons to Terresmal Vehicle
Navigation and PositiOning.........covevvvviiererrumenmnisisineemmssnsess s (R 159

Automated Launch Operations .................... .......... e raennres 160
Session H1: HUMAN FACTORS TECHNOLOGY DUAL USE
Session Chair: John Schuessler

Human Factors Engineering: Current and Emerging Dual-Use Applications..........c..ccevveeeees 167

Research on Personal Protective Equipment for Dual-Use Technology and

Technology Transfer .....ccuueeriirmiiiiiiiiiiiiirir et reeris e st e s ra e resssannressens 174
Session H2: HUMAN PERFORMANCE EVALUATION
Session Chair: Barbara Woolford
Advanced Video Analysis Needs for Human Performance Evaluation ..., 187
Use of Video Analysis System for Working Posture EValuations.........c.euesceecrscnsenseesscnens 195
Application Reuse Library for Software, Requirements, and Guidelines..........c.cocseverersrerseenee 203

NASA’s Man-Systems Integration Standards: A Human Factors Engineering
Standard for Everyone in the Nineties..........uuuvieiiriiiiiieimimmieemimii e enens 211

iv



Session H3: SYSTEMS/PROCESSES IN HUMAN
SUPPORT TECHNOLOGY
Session Chair: John Schuessler

Solar Photovoltaic Powered Heat PUIMD....ccccceeovueeericcicrecrontecrsssneeensssssssssssansesssses

Kinetic Study of Methyl Acetate Oxidation in a Pt/AlgOg Fixed-Bed Reactor

Solid State Oxygen Sensor DevelOPMENL..............cu.eereeerirrereareersssrersanseesesnnesesnesss

Performance Enhancement of Heat and Mass Transfer Devices With

Electrohydrodynamics (EHD)........covccrireeeemeemsssssesisieiomeesnssmencesasissrsonesnnenses

Session L1: HUMAN FACTORS AND HABITATION
Session Chair: R. Bond

Human-Computer Interaction with Medical Decision Support Systems.......ccocevcnnnee.
Development of Shelf Stable Tortillas for Space Missions..........ccccccvveiieveniininiiinnnee
Large-Scale Numerical Simulations of Human Motion...........crceeiivieiemmmnnniniineennen,

Advanced Life Support Systems: Opportunities for Technology Transfer..........cce....

Session L3: MEDICAL CARE
Session Chair: J. Homick

A Feasibility Study for Perioperative Ventricular Tachycardia Prognosis and
Detection and Noise Detection Using a Neural Network and Predictive

Linear Operators.......cc.coeveeienenes tereesersrenarnasireasereens vevrsesseresnarrissesssenransenes
Session M1: MATERIALS AND STRUCTURES 1
Session Chair: David Hamilton

Vibration Control of Deployable ASTROMAST Boom - Preliminary

EXPEIiMENES . ...cvuuiiiiniiieiienisitnriiiisreeessirsrtntars s st estasssssensssesensssssssssneesns
Structural Health Monitoring of L.arge Structures ...........cceeeiiireenirnerierinsioneiccnseernnes
An Analytical Tool for Fracture COontrol...........ccoveeeriemmesiviniiiiiiiniiniieenrenineecnen.

Design and Fabrication of NDE Standards for Fracture Control..........ccccevviirececncinee

Modal Test Technology as Non-Destructive Evaluation of Space Shuttle

SUUCIUIES . ovuvneieeeirnrnenirerrsrsernaersnnerecassesassssnssnsnsesserssnssesssnnsssansesrnnsssssnsse

Development of Advanced Alloys Using Fullerenes ..........coovvvveiiiiiiiiiissniiinnennnenneenes

............

............



Session M2: MATERIALS AND STRUCTURES Ii
Session Chair: Lubert Leger

Timenite as a Dual-Use Material .. cvuuvieeieeriiiniriiiiiieietnerruieineeseensenssacrssessnssncensesssesanssssen 347

The Materials Chemistry of Atomic Oxygen With Applications to
Anisotropic Etching of Submicron Structures in Microelectronics

and the Surface Chemistry Engineering of Porous Solids .......cc..cccvvereiiinnsereeccraranenenn. 354
Application of Chlorine-Assisted Chemical Vapor Deposition of Diamond at
LOW TEIPEIAtUTES ... cecvvvinriirineeeimmnmuineiessssmruessnnssessssrmnessassessmmnnsnsssseesssnsnsessnnnss 368
Adaptation of an Ammonia Detecting Paint to Commercial Applications............ccocervrrernan 374
Development and Testing of Textile Fibers in the JSC Crew and Thermal
Systems DIVISION.....cooiiiiiiiiiivcrrttiiniiiereissioreciimeastesettiisirasseststisnnssessnsessesasansessans 383
Session P2: POWER 1
Session Chair: Dave Belanger
Electric Auxiliary Power Unit (EAPU) for the Space Shuttle..........ccooovvveemrierirreenrinrennnnnn. 389
Session P3: POWER 11
Session Chair: Dave Belanger

A PC Based Time Domain Reflectometer for Space Station Cable Fault

ISOIAtION....ccuiiniriiiii i e e e e e s r e 395
Space Batteries and Their Role in Dual Use Technology ..........ccovvvriireienirieinsinennieenenienen. 404
Session P4: POWER I
Session Chair: Bill Boyd
Proton Exchange Membrane Fuel Cells for Space and Electric Vehicle
Applications—From Basic Research to Technology Development ............ceeeeeinrrnnennns 409
Ozone as a Laundry Agent on Orbit and on the Ground.............cccovirrvmeiiirmeniiiiinenrnniiencieecnns 421
Session R1: PERCEPTION AND VISION TECHNOLOGIES
Session Chair: Thomas W. Pendieton
Object Recognition and Pose Estimation of Planar Objects from Range Data.........cccoccoeruenene. 427
Microwave Imaging of Metal ObJECtS.....curiiicrimrimnseririireenieniiiiinneeieiinre s sesensssses 435
Robotic Vision chhniques for Space Operations.......c.csceeereeeecceresserrisicssoneesescsaessarnassseses 441
Perception for Mobile Robot Navigation: A Survey of the State of the Art...........cceeeienneees 446

vi



Session R2: AUTOMATION TECHNOLOGIES
Session Chair: Kathléen Jurica

Computer-Aided Operations Engineering w1th Integrated Models of Systems

ANA OPEratioNS ... .ocevmunniienniiiriaeiiernnrreeseese b s ieanrvrs e nsanse s s es e s s e nnes
A Prototype Supervised Intelhgent Robot for Helplng Astronauts IR ‘
Failure Environment Analysis Tool Apphcatlons....;;:.’......; ............ ....................
NASA Scheduling TechnOIOZIES . ......vevreviiiiiveeisiionistosieesssnsressssesnesersenssssnones

Config - Integrated Engmeenng of Systems and Operatlons ...................................

Session R3: ROBOTICS TECHNOLOGIES
Session Chair: Reginald Berka

Lyndon B. Johnson Space Center (JSC) Proposed Dual-Use Technology

Investment Program in Intelligent Robotics......... TR e
Dual-Use Technologies for the Mining, Prooessing, and Energy Industries ...............
Virtual Reality Applications in Robotic Sirnulations ...........................................
A Distributed Telerobotics Construction Set..........cccvvvrivvreririncnneneniennnne

Dual Use Display Systems for Telerobotics........covvereninmneenierincnsenrcncnrnrannsacns

Session S1: INFORMATION ACCESS
Session Chair: Chris Culbert

A New Machine Classification Method Apphed to Human Penpheral

Blood LeukoCYtes .. ovvuneennieeierienseshireimsenecanan i e ererie e
Spatial Data Management System (SDMS)......... B PSP PP

A Method for Automatically Abstracting Visual Documents............ O S

Session S2: INTELLIGENT SYSTEMS
Session Chair: v Wade Webster

CLIPS: TheC Language Integrated Productxon System........... R

A Feasibility Study for Long-Path Multiple Detection Using a Neural

N EEWOTK . vviietiiieirirersseeseeresnseseersssssresnsesessrssssncssisesesssensssssnsnssssoncesnsnes

Intelligent Computer-Aided Training Authoring Environment...........ccccoovnviininee

vii

.............

.............



Session S3: SOFTWARE ENGINEERING 1

Session Chair: Susan Gerhart
Reengineering Legacy Software to Object-Oriented SYSEMS. ....oevuviiiivimmmisirieriimninenineensnne. 595
A Measurement System for Large, Complex Software Programs............ccccuviisiirerunneerereeaenes 601
Session S4: SOFTWARE ENGINEERING II
Session Chair: Ernest Fridge

Understanding Software Faults and Their Role in Software Reliability
1Y 07 3 11T O PSPPI PPPTT RPN 609

Experiences in Improving the State of the Practice in Verification and

Validation of Knowledge-Based SYSIEmS.......cu.vevereieenmmmmiiierreniiieensssermmmsiinieceannanes 617

Session S5: MATHEMATICS, MODELING AND
SIMULATION
Session Chair: Sam Veerasamy
Recent Advances in Wavelet TECHNOIOZY .ec.vuueemmirirrinnrieriieriiiiineiieeeerrse e e s eanes 625

A Method to Compute SEU Fault Probabilities in Memory Arrays with
ErrOr COITECHOM . .cevvvuneeerrtiinniaiiirieinescerrrasssissseereesnrstaies rrnsranssssssessntsnnssensannnnses 633

Computer Simulation: A Modern Day Crystal Ball? ......oooeviiiiiiiiiiieceinnn, 638
Session S6: NETWORKS, CONTROL CENTERS, AND
DISTRIBUTED SYSTEMS
Session Chair: Zafar Tacqvi
Average Waiting Time in FDDI Networks with Local-Priorities.........coourvirmeriricinviecnricnnaas 643
The Electronic Documentation Project in the NASA Mission Control
Center ENVIIONMENT......ccccrveeeererssiuvinrrenuvenrmeesssnsssnsssessssssnssseensnes ereerrrseresernnnssnes 649
Session T1: MARKETING AND BARRIERS
Session Chair: Robert Brown
Invention Driven Marketing ......ocvvviiiemiiinniiiii i et 657
Session T2: BUSINESS PROCESS AND TECHNOLOGY
TRANSFER

Session Chair: Russ Cargo

Weapons to Widgets: Organic Sysfems and Public Policy for Tech

N 72T (- O PSP OOON 667
Business Process Re-engineering—A Precursor to Technology Transfer..........ccocvviiiininnnnn 675
FuzzyCLIPS from Research t0 Product...........oivevmvovinieininsinniiineen e 679

viii



Session T3: NEW WAYS OF DOING BUSINESS

Session Chair: John P. Van Blois
Improved Ways of Doing Business Between Industry and Government............ceveveveneerenereenns 681
National Aero-Space Plane Programl..............ceeriiimimiiemmiiimeermmsiinsaseses 689
Session T4: TECHNOLOGY TRANSFER METHODS
Session Chair: Ken Cox
Speeding the Payoff: New Paradigms in Technology Transfer.........ccccocevmrericenirnnnnenennracenes 721
Accelerating the Improvement of Software Practice: Squeezing 20 Years
into an 8-Year Time Capsule........cureriirevmerireiimimnerensernsseiensocsneraneesssssnessarnsesuarrosss 738
The Meeting of Needs: Success Factors in Government/Industry
Technology Transfer.........ocviimviiniiiiiniiiie i s e eeesasas 750
Unique Strategies for Technical Information Management at Johnson
SPACE CNLET ....eeeiiienniiiiiiier et i eerc et et e e e aae s e s s raa s s e saa s s ereat e tnbaeeannas s rnnas 756
Session TS5: TECHNOLOGY TRANSFER—EXAMPLE I
Session Chair: Jack Aldridge
The Retinal Funduscope Demonstration Project .........ccovieivecreeiimmniiniiinicrmensstinerresseneesnnsse 769
Depth Imaging from Eastman Kodak Company.......c..ouermimiiiiiieoinieommmremes 777
Session T6: TECHNOLOGY TRANSFER—EXAMPLE II
Session Chair: Kyle Fairchild
Artificial Bone from Space Shuttle Tile.......ccovmveeiiiiiiiiiiieicnsi it srareeass e 781
Developing Technology Commercialization Infrastructure..........cooveiesviimmimniiieniieniiiinnennnn. 787
Session T7: TECHNOLOGY TRANSFER “HOW TO”
Session Chair: George Ulrich
Licensing NASA TeChNOIOZY . .ucvviiuuireiirminiiirrnnnssiseisirsttnnsescseasostoessesersesssssrosaessnnsssones 803
Technology as a Commercial RESOUICE.......cuvvieneiiriieisurmiinrinicsnssisesssessssssnesssssssas 809
AUTHOR INDEX ... ...ioiiiiiiiiinimiiiniiiiiiimieesseiiiiesmmesmssmsii st ot sesnsmessrns 819

ix



Session P2: POWER 1

Session Chair: Dave Belanger



Johnson Space Center - Houston, Texas

Electric Auxiliary Power Unit PROPULSION AND POWER DIVISION
(EAPU) for Space Shuttle
) P Michael Le 2/2/94

ELECTRIC AUXILIARY POWER UNIT (EAPU)

FOR o211/ 7
THE SPACE SHUTTLE

by
Michael Le
David Belanger
NASA Johnson Space Center

Presented at

Dual-Use Space Technology Transfer Conference
February 1-3, 1994

Johnson Space Center - Houston, Texas

Electric Auxiliary Power Unit PROPULSION AND POWER DIVISION
EAPU) for Space Shuttle
( ) P Michael Le 2/2/94
BACKGROUND

O While the hydrazine fueled Auxiliary Power Unit (APU) continues to support
successful Space Shuttle flights, there have been many concepts proposed to
replace the APU’s for the following reasons:

o Hazards associated with servicing and operating hydrazine fuel system

o Extensive ground servicing and refurbishment

o Reliability issue
O In 1992, Lamar University conducted a study to determine if an alternate
power system could replace the APU favorably from a weight and performance
standpoint.

o CONCLUSION: A high power density fuel cells would trade evenly in
weight with increased operational life and on-orbit power availability
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ELECTRIC APU SYSTEM CONCEPT
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Johnson Space Center - Houston, Texas

Electric Auxiliary Power Unit | PROPULSION AND POWER DIVISION
EAPU) for Space Shuttle e : ;
{ )y pace = Michael Le 2/2/94

EAPU- TEST OBJECTIVES
O TO DEMONSTRATE FEASIBILITY OF REPLACING THE HYDRAZINE FUELED
APU WITH AN ELECTRIC DRIVEN SYSTEM.

o DEMONSTRATE FEASIBILITY OF A HIGH CURRENT DENSITY FUEL
CELL AS POWER SOURCE

o OBTAIN DESIGN AND OPERATIONAL PARAMETERS FOR THE EAPU
SYSTEM COMPONENTS

o IDENTIFY ADDITICNAL DEVELOPMENT NEEDS
O TO PROVIDE TRAINING OPPORTUNITIES FOR ENGINEERS
O TO DEVELOP TESTING CAPABILITIES NOT PRESENTLY IN EXISTENCE
O TO PROVIDE POTENTIAL TECHNOLOGY TRANSFER OPPORTUNITIES

Johnson Space Center - Houston, Texas

| Electric Auxiliary Power Unit PRopuLsiON AND POWER DIVISION -
(EAPU) for Space Shuttle
Michael Le 2/2/94

* 4-CELL SUBSTACK FUEL CELL OFF LIMIT TEST

- INVESTIGATE OPERATIONAL LIMITS OF THE EXISTING ORBITER FUEL CELL AT THE
ENERGY AND POWER DEMANDS REQUIRED TO OPERATE THE HYDRAULIC SYSTEM

* 1.3 KW-HR PROTOTYPE FLYWHEEL SYSTEM TEST
- OBTAIN DESIGN AND OPERATIONAL PARAMETERS

- DETERMINE THE ABILITY OF THE FLYWHEEL TO PROVIDE PEAK POWER AS
DEMANDED BY AN ELECTRIC MOTOR

* HYDRAULIC SYSTEM LOADS TEST
- DEFINE HYDRAULICS LOADS AND RATES PROFILE
- DEVELOP POWER AND ENERGY REQUIREMENTS

- DETERMINE COOLING REQUIREMENTS
- MOTOR/CONTROLLER/SPEED REDUCER

* INTEGRATED EAPU SYSTEM TEST
- DEMONSTRATE FUNCTIONAL AND PERFORMANCE CAPABILITY OF AN EAPU
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Electric Auxiliary Power Unit PROPULSION AND POWER DIVISION
EAPU) for Space Shuttle
( ) P Michael Le 2/2/94
EAPU STATUS

o FUEL CELL TEST
- Initiated check-out testing of the test support equipment

- Anticipate power-on test in February ‘94

o MOTOR/GENERATOR
- Commercial 25HP motor is being procured; delivery in Mar. ‘94

o 1.3 Kw-Hr PROTOTYPE FLYWHEEL TEST

- Flywheel assembly and test being completed
- Plan to deliver to JSC in Feb-Mar. ‘94
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Johnson Space Center - Houston, Texas

Electric Auxiliary Power Unit PROPULSION AND POWER DIVISION

EAPU) for Space Shuttle
( ) P Michael Le 2/2/94

DUAL-USE TECHNOLOGY OPPORTUNITY
* Lessons learned from this test could be used to aid in a design and
development of an electric car or bus system.

o Performance and operational characteristics of the fuel cells, flywheel
system, power management system

o Effective use of government facilities and experiences in the technology
transfer process
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A PC BASED TIME DOMAIN REFLECTOMETERFOR 7/ "/

SPACE STATION CABLE FAULT ISOLATION

Michael Pham and Marty McClean Sabbir Hossain, Peter Vo and Ken Kouns
Propulsion and Power Division Propulsion and Power Department
NASA/JSC Houston, Texas Lockheed Engineering and Sciences Co.

’ Houston, Texas

KEYWORDS

Time Domain Reflectometer, Fault Detection and Isolation, Space Station Cable

ABSTRACT

Significant problems are faced by astronauts on orbit in the Space Station when trying to
locate electrical faults in multi-segment avionics and communication cables. These
problems necessitate the development of an automated portable device that will detect and
locate cable faults using the pulse-echo technique known as Time Domain Reflectometry.

A breadboard time domain reflectometer (TDR) circuit board was designed and developed
at the NASA-JSC. The TDR board works in conjunction with a GRiD lap-top computer to
automate the fault detection and isolation process. A software program was written to
automatically display the nature and location of any possible faults. The breadboard system
can isolate open circuit and short circuit faults within two feet in a typical space station
cable configuration. Follow-on efforts planned for 1994 will produce a compact, portable
prototype Space Station TDR capable of automated switching in multi-conductor cables for
high fidelity evaluation. This device has many possible commercial applications, including
commercial and military aircraft avionics, cable TV, telephone, communication,
information and computer network systems.

This paper describes the principle of time domain reflectometry and the methodology for
on-orbit avionics utility distribution system repair, utilizing the newly developed device
called the Space Station Time Domain Reflectometer (SSTDR).

INTRODUCTION

The utility distribution system for the Space Station delivers essential fluid and avionics
utilities to all system elements such as the nodes, habitation and laboratory module, and
many of Freedom's external orbital replacement units (ORU's). The utilities are distributed
with the aid of two integrated fluid and electrical utility trays per segment of the Space
Station connected together at termination points of trays. These trays provide environmental
protection to the lines from contamination and damage from micrometeroid/orbital debris
(MMOD), atomic oxygen (AO), and ultraviolet (UV) rays. By design, the utility avionics
line connections are to be performed by EVA using EVA-compatible Zero-G electrical
connectors. Maintainability and repairability of these utility and avionics lines are major
concerns.
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Design requirements were identified early in the development of the Space Station. For
utility distribution, the design must meet the following requirements:

* minimize on-orbit installation and maintenance time
» allow for EVA assembly while meeting EVA time constraints
* provide accessibility for on-orbit repair.

In general, the electrical cable on-orbit may fail in two different ways; (1) a short circuit
caused by damaged wire insulation, bent connector pins and metallic particles in
connectors, or (2) an open circuit caused by a broken wire due to EVA damage or
meteoroid impact or an open connector.

In the event of such a cable failure, the space station contractor proposes to use the
following EVA maintenance scenarios:

Avionics systems that have suffered damage will be removed end-to-end from the utility
tray and a replacement line will be installed end-to-end. The sections of "the remove and
replace units” of one truss segment vary in length from 23 to 45 ft. Avionics line
maintenance is considered as a one crew member task. The EVA crew-member would
perform the steps shown in the timeline of Table 1. The timeline shows that the remove
and replace scenario of one avionics line segment is about 41 minutes. And this will be
repeated until the exact failed segment is found and replaced. Some systems have as many
as 6 segments to be replaced. This remove and replace approach would be EVA intensive
and has extremely high cost for logistics of all avionics lines segments.

Table 1
Timeline for avionics line removal and replacement task
Time

No, Crew Task description Assumptions _ (Min-sec)
1 EV1 Open tray cover of segment end exposing In position on PWP 1:00

Segment -to-segment connection of Secure tray cover in

avionics lines open position
2 EV1 Disconnect 0-g connector of one end of 0:30

failed line

3 EV1 Translate along length of segment tray, Translate via SSRMS;  5:00
opening tray covers and releasing clamps Loosen lines from

on failed line, , clamps
4 EV1 Disconnect 0-g connector of second end of 0:30
failed line
S EV1 _Remove failed line 10:00
6 ___ EV1 Connect0-g connector of replacement line 0:30
7 EV1 Translate along length of segment tray, 15:00
installing line in tray, closing line clamps,
8 EV1l Connect 0-g connector of second end of 0:30
- replacement line
9 EVl Close tray covert
Estimated Task Time with 20% overhead 41:24
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NASA/JSC has developed an alternate technique to pin-point the location of the fault. It is
based on the time domain reflectometer (TDR) concept. The TDR technology has been
around for years. Several companies such as Tektronix, Biddle Instruments, Hewlett
Packard, Cabletron, Anristu offer such devices. But they are industrial or commercial
units, and none would meet the requirements of the space station environment. Hence, a
prototype TDR system was developed at JSC, referred in this paper as the Space Station
Time Domain Reflectometer (SSTDR), that is compact, portable for astronaut usage and
has the ability to pin-point faults in a multi-conductors cable.

Unlike any TDR device on the market, the SSTDR is integrated with a lap-top computer.
The computer in the SSTDR system is used to store cable and connector data, and to

interpret the TDR waveform. Because, the software which is used for controlling the
operation of the TDR and manipulation of data, is stored on the computer hard disk, the
future program changes can be made with little or no hardware change. Thus program
improvements and program modifications to fit specific type cable or cable configuration
needs may be implemented easily. The biggest advantage of a PC based TDR is that the
base line waveform and configuration of a cable can be stored on the computer hard disk or
optical disk which can be retrieved for comparison with the real time data of the cable under
test. :

The SSTDR system also contains a switch matrix so that any set of two conductor cables
can be selected from a bundle of cable under computer command. The ease of use, the
flexibility, the custom programmability, and the ability to locate electrical faults multi-
conductor cable in a faster and more efficient manner, make the SSTDR a unique
instrument for cable fault detection and location.

This paper describes in detail the Space Station Time Domain Reflectometer. It also
describes the implementation and capabilities of the system and gives insight into potential
growth features.

SSTDR PRINCIPLES OF OPERATION

A time domain reflector works on the same principles as radar. Ultra-fast rise time voltage
steps (Vi) are sent down the cable under test. The step signal travels along the cable until it
finds an impedance mismatch causes a reflection. The reflection returns to the cable end
and is received by a sampler circuit (Figure 1 ).

If the reflection is caused by a short or an open in the cable, a voltage step is reflected back.
The reflected voltage (Vr) is superimposed on the advancing initial step and will appear as
a step-up or step-down transition on the display, depending on whether it is reflected in-
phase or out-of-phase with respect to the initial step. The reflected voltage is step-up for an
open circuit and step-down for a short circuit fault.

The position of the mismatch will appear at a point on the reflection-time data directly
proportional to the linear position of the cause. The distance of the mismatch, the fault is
derived from measuring the time lapse, in nanoseconds, between the sending of the step
and the reception of its reflection. Because the approximate velocities of propagation of
such step functions in cables of different construction are known, the distance to the fault in
feet is the product of the measured time lapse and the known velocity of propagation in feet
per nanosecond. Because the pulse travels "there and back”, it is convenient to use half the
value of the velocity of propagation.
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Figure 1 (a)-(c): Principle of Fault Location using TDR.

SSTDR HARDWARE

The SSTDR design is the only time domain reflectometer system that uses a portable GRiD
lap-top computer integrated with the TDR circuit. The GRiD computer contains the high
level software which controls the operation of the TDR, the data base for the cable under

- test, and the base line cable signature. The TDR circuit board consists of a microcontroller,
a pulse generator, a timebase circuit, a sampling circuit and a switching circuit. A block:
diagram of the hardware used in the pre-prototype SSTDR is shown in Figure 2.
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Figure 2: A Block diagram of SSTDR system.

The pulse generator produces a 25 microsecond, 600 milivolt pulse every 250
microseconds. The pulse rise time of 1 nanosecond gives a fault location resolution of
approximately 1/3 of a foot.

The timebase circuit generates precisely timed strobes to the pulse driver and sampler
circuit. The digital portion of the timebase contains a 20 MHz precision clock and a
programmable digital counter to produce a pulse every 250 microseconds. The output of
the digital counter is used to trigger a delay counter which provides 50 nanosecond
resolution to the sampler time delay. The end of the delay counter signal is used to generate
a timebase interrupt request to the processor to inform that a sample is being taken. The
output of the delay counter is also provided to an analog ramp circuit for further control
delay. The voltage of the ramp circuit is compared to the output of a digital to analog
converter such that, every time the comparator produces a sampling pulse, it is delayed by

1 nanosecond from the previous pulse. Thus, the TDR waveform can be broken down into
discrete samples, and each advanced in time by 1 nanosecond. '

The sampling pulse activates the sample/hold circuit. The signal from the sample hold
circuit is fed to the 10 bit A/D converter of the Intel 80C196KC microcontroller. The A/D
conversion is activated by an interrupt request signal from the digital timebase delay circuit.
The single board microcontroller operates at 16 MHz. A 128K EPROM is used to store the
system and application software and a 64K RAM to store temporary data and to perform all
necessary functions of the TDR board. The communication to the host computer (GRiD) is
done via a RS-232 port.

The host computer is a 386SL, 25MHz, lap-top system manufactured by GRiD Inc. The
software for data manipulation, TDR control, and graphic display is resident on the hard
disk.
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A computer controlled switching circuit is used to select a particular set of wires from a
cable bundle. The operator can select any pair of cables by entering appropriate connector
pin numbers.

SSTDR SOFTWARE

The SSTDR software consists of two separate components - the software resident in the
TDR board microcontroller and the other in the GRiD computer. The software in the TDR
board is written in FORTH language and is primarily used to control the timing function of
the pulse generation and sampling circuit, data acquisition and for temporary storage of the
waveform data (Figure 3).

The host software resident in the GRiD computer is written in ADA language. It stores the
data, processes it and displays the wave form. Besides data manipulation, a graphical user
interface was developed to interface with the operator. The operator can select the mode of
operation, cable configuration, type of connector and particular set of cables to be tested.
The flow chart for operation sequence of the SSTDR is given in the appendix.

The SSTDR has two operation modes: manual mode and automated mode. The manual
mode enables the user to select any particular pair of wires and analyze the cable. In the
manual mode, the SSTDR can also be used as a general purpose cable analyzer. In the
automated mode, however, the operator can test a specific space station cable
configuration. In this mode, the SSTDR , under software control, tests all individual
cables in sequence. By using a switching matrix, the SSTDR sequentially switches
through all conductors in the cable system and tests them.

In both of these modes, the SSTDR can automatically detect and locate any fault if the data
base is resident in memory for a particular cable under test. The data bases consists of
nominal information about the cable under test and acceptable tolerance windows for
impedances of these cable paths. The data base may also incorporate a base line waveform
of a fault-free cable which can be used for comparison with the waveform from a cable
under test to perform fault diagnosis.
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Figure 3: General system software structure.

LABORATORY TEST RESULTS

During the course the SSTDR development, cables with known fault locations were tested
with a prototype unit and both hardware and software were verified for their accuracy in
estimating the location of the fault. Figure 4 (a)-(3) shows some of the results obtained

during our test run. The test results show that a typical open or short faults can be located
within a couple of feet.
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Figure 4(a)-(c): Examples of waveforms obtained in the laboratory tests.
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CONCLUSION

Time Domain Reflectometry can be successfully applied to detection and location of faults
in 2 multi-conductor cable system. The PC based SSTDR unit can successfully locate
faults to within a couple of feet. The advantage of a PC based system that any future
enhancement of the software can be easily installed in the system. The custom feature of
this system lends itself to many commercial and diversified applications. including
commercial and military aircraft avionics, cable TV, telephone, communication,
information and computer network systems.
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Space Batteries Have a Multi-directional Technology Transfer

SOURCES OF SPACE BATTERIES
¢ Commercial Cells - Technology transfer into NASA
* Specially Contracted Cells - Technology transfer out of NASA

COMMERCIAL CELLS
* Technology from commercial sector is transferred into NASA

¢ Alkaline, Zinc-Air, and Ni-Cd cells used in instruments, cameras, radios,
etc. in crew compartment

¢ Ni-MH cells being investigated for hazard issues prior to allowing use in
crew compartment '

¢ Other new chemistries evaluated as they arise for applicability to NASA

SPECIALLY CONTRACTED CELLS

¢ NASA contracts with industry for cells specifically designed for NASA
use

» Commercial sizes or level of hazard protection require special NASA
design modification to provide required size and/or sufficient hazard
protection

e Research contracts to develop new cell sizes and/or chemistries
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NASA-JSC Specific Cell Designs
SOURCES
* Direct contract with JSC battery office
* Small Business Innovative Research Program

DIRECT CONTRACT WITH BATTERY OFFICE
* Mutually beneficial contract between NASA and vendor

* Li-BCX cells - needed specific cell design for desired rates and
required hazard protection

¢ Investigation into feasibility of thermally sensitive thin film that
could be incorporated into jellyroll cell designs to prevent internal
cell shorts

¢ Research into innovative solid-state cell

* Development of large capacity, high rate zinc-air cells

NASA-JSC Specific Cell Designs (continued)
SMALL BUSINESS INNOVATIVE RESEARCH (SBIR) PROGRAM

¢ Contract with the government through the SBIR program but monitored
by the battery office

¢ Development of lithium polymer cells
¢ Development of rechargeable zinc-air cells
* Development of rechargeable nickel-zinc cells

* Development of improved metal hydrides for better nickel-metal
hydride (Ni-MH) cells

¢ Development of rechargeable silver-metal hydride (Ag-MH) cells
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Features of NASA-JSC Specific Cells

Cell Chemistry Voltage  Capacity Energy Density
(Vi [An] [Wh/kg]
Li-BCX C, D, and DD cells 3.2 6,13, & 25 350
Available and in use.
High Rate Zinc-Air 1.1 30 350
In development and under test.
Large Capacity Zinc-Air 1.2 200 440
In development and under test.
Rechargeable Zinc-Air 1.2 15 150 - 200
In development - values are estimates.
Lithium polymer
In development - values are estimates. 3-4 2-10 75
Silver-Metal Hydride 11 50 80

In development - values are estimates.

Battery Test Capabilities at JSC

FACILITY AVAILABLE FOR CELL AND BATTERY TESTING

Acceptance

Open Circuit Voltage, Load Voltage, Weight, Dimensional Check

Electrical Characterization and Performance

Capacity Discharge (constant current or constant resistance).

Calorimetry, Shelf-life

Abuse

Vibration, Mechanical Shock, Short Circuit, “Smart Short,” High

Temperature Exposure

Certification for Flight

Combination of tests mentioned above
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Battery Technology Transfer is Mutually Beneficial

* NASA benefits from the research and development activities of industry
when commercial battery technology is transferred into NASA.

¢ Industry benefits from NASA and Government research funds that
allow the development of new and/or improved battery technology that
can be used by NASA and then commercialized by industry.
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ABSTRACT

The proton exchange membrane fuel cell (PEMFC) is one of the most promising electrochemical
power sources for space and electric vehicle applications. The wide spectrum of R&D activities on
PEMFC:s, carried out in our Center from 1988 to date, is as follows (1) Electrode Kinetic and
Electrocatalysis of Oxygen Reduction; (2) Optimization of Structures of Electrodes and of
Membrane and Electrode Assemblies; (3) Selection and Evaluation of Advanced Proton
Conducting Membranes and of Operating Conditions to Attain High Energy Efficiency; (4)
Modeling Analysis of Fuel Cell Performance and of Thermal and Water Management; and (5)
Engineering Design and Development of Multicell Stacks. The accomplishments on these tasks
may be summarized as follows:

1. A microelectrode technique was developed to determine the electrode kinetic
parameters for the fuel cell reactions and mass transport parameters for the Hy and O reactants in
the proton conducting membrane.

2. High energy efficiencies and high power densities were demonstrated in PEMFCs

with low platinum loading electrodes (0.4 mg/cm? or less), advanced membranes and optimized
structures of membrane and electrode assemblies, as well as operating conditions.

3. The modeling analyses revealed methods (i) to minimize mass transport limitations,
particularly with air as the cathodic reactant; and (ii) for efficient thermal and water management.

4, Work is in progress to develop multi-kilowatt stacks with the electrodes containing
low platinum loadings.
INTRODUCTION
The proton exchange membrane fuel cell (PEMFC) is one of the most promising electrochemical
power sources for space and electric vehicle applications. As illustrated in Figure 1, this type of
fuel cell has the best prospects for attaining high energy efficiencies and high power densities. The
other advantages are:

1. It's a low temperature fuel cell system, and, thus, the start-up time could be quite
fast. ' ‘

2. It uses a polymeric electrolyte (a perfluorinated sulfonic acid membrane) which is
made conducting, by the absorption of only water.
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3. This type of fuel cell has very good prospects for long lifetimes, as has been
demonstrated by a 100,000 hour lifetime in single cells.

The wide spectrum of R&D activities on PEMFCs, carried out in our Center from 1988 to date, is
represented in the flow chart. In the following sections, presented are the highlights of the work
which has been carried out to date and also in progress.

ELECTRODE KINETICS AND ELECTROCATALYSIS OF OXYGEN REDUCTION

The slow kinetics of the oxygen reduction reaction is the main cause of efficiency losses in fuel
cells. This loss in efficiency also has an effect of reducing the attainable power density. However,

in order to have a viable power system, a minimum efficiency (in terms of power density) of 40%
to 50% is desirable. To elucidate the electrode kinetics of oxygen reduction at the platinum Nafion
interface, a microelectrode technique (1) was developed in our Center. The schematic of the cell is
shown in Figure 2. This technique was used to determine the electrode kinetic parameters for
oxygen reduction on platinum as well as of the diffusion coefficients and of the solubilities of
oxygen in the electrolyte. The results showed that the Tafel behavior for oxygen reduction is very
similar to that in aqueous acid electrolytes but that the exchange current densities were higher at the
platinum proton exchange membrane interface. As in the case of aqueous electrolytes, reaction
order for the reaction with respect to oxygen is unity. The studies at different temperatures yielded
the activation energy for the reaction which was again of the same order as the aqueous
electrolytes. This study also was shown to yield the diffusion coefficient and solubilities of
oxygen in the membrane. It was found that the diffusion coefficients about an order of magnitude
lower in the polymer electrolytes, but the solubilities are, however, considerably higher.
However, the product of the diffusion coefficient times solubility is higher in the polymer
electrolytes than in the aqueous electrolytes, thus accounting for lesser mass transport problems in
the proton exchange membrane fuel cells. An interesting aspect of the microelectrode study is that
the electrode kinetic parameters which were obtained on the smooth platinum microelectrode were
within an order of magnitude of those obtained on the high surface area electrocatalyst in the fuel
cell electrodes in PEMFCs.

In a separate study, platinum alloy electrocatalysts were evaluated for the oxygen reduction reaction
in proton exchange membrane fuel cells. This involved comparison of the electrocatalytic activity
for oxygen reduction reaction (ORR) on carbon supported binary platinum alloys (Pt/Cr, Pt/Mn,
Pt/Fe, Pt/Co, Pt/Ni) with that of a conventional Pt/C electrocatalyst (all electrodes containing the
same Pt loading, 0.3 mg/cm ). Figure 3 shows the iR corrected Tafel plots indicating the
enhancement in electrocatalytic activities towards ORR exhibited by all the binary platinum alloys
(2). In addition to the electrode kinetic studies in proton exchange membrane fuel cells, in situ X-
ray absorption spectroscopic studies were conducted to determine the electronic and geometric
properties of the alloys at potentials in the fuel cell operating range. Of all the alloys, the platinum
chromium alloy has shown the highest enhancement in electrocatalytic activity. The results of the
electrochemical and X-ray absorption spectroscopic studies showed correlations between the
electrocatalytic activities and the geometric as well as electronic properties of the alloys, i.e. Pt-Pt
bond distances and Pt d-band vacancies (Pt 5 d orbitals) in the form of volcano type relationships.

OPTIMIZATION OF STRUCTURES OF ELECTRODES AND OF MEMBRANE AND
ELECTRODE ASSEMBLIES

Following the work of Srinivasan and co-workers at Los Alamos National Laboratory from 1985
to 1988, a wide variety of studies were carried out in our Center to enhance the performance of
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proton exchange membrane fuel cells for space and electric vehicle applications. These studies
consisted of:

1. A determination of the effect of the platinum content on the fuel cell performance.

2. Preparation of electrodes with different Teflon contents in the active and diffusion
layer and their evaluation in fuel cells.

3. Changing the conditions of hot-pressing during the preparation of the membrane
and electrode assemblies.

The effect of increase of platinum content on the performance is akin to that of increase of pressure
and can be attributed to the increase in electrocatalytic activities. However, the performances

obtained even with a very ultra low platinum loading of 0.1 mg/cm? was quite good. The effective
utilization of the platinum with the ultra low platinum loading was quite high (3). Figure 4
illustrates the effect of platinum loading on the power density vs. current density plot. This figure
shows that at current density of about 500 mA/cm?2 the amount of platinum required per kilowatt is
only 1.2 grams per kilowatt while with the state-of-the-art electrodes it is about 10 times this value.
Optimization of the Teflon content in the diffusion layer and the catalytic layer is therefore of vital
importance. The Teflon content of about 50% in the active layer and 40% in the diffusion layer
showed the best performance in our studies (4). In respect to the optimization of the conditions for
the preparation of the membrane and electrode assemblies, it was found that a high temperature is
more favorable for attaining a better performance in fuel cells. The temperature also depends on
the glass transition temperature for the membrane. With some experimental membranes from the
Asahi Chemical Company, it was found that even though the glass transition temperature is around

140° hot-pressing at about 155 - 160° produces a better behavior.

SELECTION AND EVALUATION OF ADVANCED PROTON CONDUCTING MEMBRANES
AND OF OPERATING CONDITIONS TO ATTAIN HIGH ENERGY EFFICIENCIES AND
HIGH POWER DENSITIES

A detailed study of the effect of the membranes and of the operating conditions was carried out
using DuPont's Nafion®, Dow experimental and Asahi Chemical's Aciplex®-S membranes (5). A
comparison of the performance of fuel cells with the three types of membranes is shown in Figure
5. The results of the studies such as the one as shown in this figure as well as those at different
temperatures and pressures have been analyzed. Correlations have been drawn with the
physicochemical properties of the membranes. A typical example is shown in Table I. One of the
most important physicochemical parameters is the water content of the membrane. (The
membranes with higher water contents have higher sulfonic acid contents and thus show better
performances in PEMFCs.) The conductivity is directly related to the water content of the
membrane and attaining the maximum conductivity is essential from the point of view of reducing
the slope of the linear region in the current potential plot.

MODELING ANALYSIS OF FUEL CELL PERFORMANCE AND OF THERMAL AND
WATER MANAGEMENT

One of the toughest challenges in developing proton exchange membrane fuel cells is to reduce the
mass transport overpotentials particularly when air is used as the cathodic reactant. For space
applications there is hardly any choice other than using pure hydrogen and pure oxygen as
reactants but for terrestrial applications air is the unique choice for the cathodic reactants. A
comparison of the performances of PEMFCs with Hy/O, and Ha/air as reactants illustrates the
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significant problems when air is used. Further, for terrestrial applications such as electric vehicles,
it is essential to work at very low pressures (ideally at 1 atm pressure). Mass transport
overpotentials have an effect on the slope of the linear region of the cell potential vs. current
density plot and also can cause the departure of this plot from linearity at low current densities. A
systematic study was conducted in our Center to elucidate other problems causing these effects (6).
In this study, where O2/He, Oo/Ar and Oy/N» gas mixtures were used, the cell potential current
density plot with these gas mixtures is shown in Figure 6. This figure shows that with a lighter
inert gas, He, the mass transport effects are somewhat less than with Ar or N2. Ar, N3 and air
exhibit the same type of current potential behavior. The mathematical analysis of this behavior
showed that the increase of the slope in the linear region is due to the mass transport problem in the
catalyst layer while the departure from linearity is caused by problems by films of water or droplets
of water in the diffusion layer.

A problem which is related to the mass transport problem is also thermal and water management.
At the present time, the fuel cell performance is quite satisfactory at low to intermediate current
densities, but with the need for operating the fuel cells at relatively high power densities, it is
necessary to operate at higher current densities. As stated in the previous section, the proton
conducting membrane operates most satisfactorily when the water content has its maximum value.
In the fuel cells which have been developed to date, the humidification of the membrane has been
shown to be important. At the higher current density, it is also necessary to remove a considerable
amount of heat. For instance, if the fuel cell were to operate at about 2 A/cm?2, the electricity
generation corresponds to 1.2 watts/cm2 while the heat generation rate is about 1.8 watts/cm?2. A
modeling analysis was carried out of the thermal and water management problems (7). Different
methods of cooling (air cooling, liquid cooling and evaporative cooling) were examined. The
results showed that when air is used as the cathodic reactant, the evaporative cooling method
appears to be most beneficial (Table II).

ENGINEERING DESIGN AND DEVELOPMENT OF MULTI-CELL STACKS

During the period from about 1984 to date, considerable progress has been made in attaining high
power densities and high energy densities in single cells. The work at Ballard Power Systems,
Inc. has also demonstrated that high levels of performance could be obtained in multi-cell stacks.
At Ballard, the fuel cells have been developed using electrodes with high platinum loading. At the
present time, the toughest challenge is of an engineering nature, i.e. developing multi-cell stacks
with low platinum loading electrodes and also finding solutions to the mass transport problems and
thermal and water management. Our Center is currently engaged in the development of multi-cell
stacks (1 and 10 kW) using electrodes made in-house. The electrodes which would be used will
be fabricated either using the rolling or the spraying method. Due consideration of the flow
patterns in the bipolar plate, humidification of the reactant gases and of the operating conditions
(temperature, pressure, flow rate) will be taken into account. Modeling analysis of the multi-cell
stack in respect to the electrochemical performance, thermal and water management are also being

carried out. For the 1 kW stack, the electrode area will be 150 cm?2, whereas for the two 10 kW
stacks, the electrode areas would be either 300 or 600 cm2.
CONCLUSIONS
The accomplishments on these tasks may be summarized as follows:
1. A microelectrode technique was developed to determine the electrode kinetic

parameters for the fuel cell reactions and mass transport parameters for the Hp and O3 reactants in
the proton conducting membrane.
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2. Three fold activity enhancements for ORR have been demonstrated with Pt/cr alloys
electrocatalysts. Studies using in-situ XAS spectroscopy have revealed important foundamental
insights into ORR electrocatalysis.

3. High energy efficiencies and high power densities were demonstrated in PEMFCs

with low platinum loading electrodes (0.4 mg/cm? or less), advanced membranes and optimized
structures of membrane and electrode assemblies, as well as operating conditions.

4, The modeling analyses revealed methods to (i) minimize mass transport limitations,
particularly with air as the cathodic reactant; and (ii) for efficient thermal and water management.

5. Work is in progress to develop multi-kilowatt stacks with the electrodes containing
low platinum loadings.
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Table I. Physico-chemical Characteristics of Perfluorinated Sulfonic Acid Polymer Membrances

for PEMFCs
Membrane Equiv. Weight, _Thickness Water Content, Conductivity,
g/mols SO3 in dry state, % o-1cem-1
um
Dow 800 125 69 0.118
Aciplcx®-s 1000 120 43 0.108
Nafion® 1100 100 34 0.059
Membrane Eo, V Tafel slope, Resistance, 1900
Dow 0.983 62 0.106 25
Aciplex®-S 1.017 63 0.111 30
Nafion® 0.990 52 0.168 40
Table II. Mass Flow of Ambient Air Required for Cooling PEMFC
Current Cell Potential Heat to be # of
Density \% Removed Stoichiometric
Mass of Air
200 0.702 3.488 1.42
400 0.604 8.384 2.34
600 0.513 14.527 2.71
800 0.426 21.881 3.00
1000 0.340 30.430 3.40
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OZONE AS A LAUNDRY AGENT ON ORBIT AND ON THE GROUND -

William N. Agosto, Lunar Industries, Houston, Texas

ABSTRACT

Ozone (0,), is the strongest commercial oxidizing agent for
aqueous 8ystems and may be ideal for space station
laundering operations. It can be generated electronically
from air in situ. It kills virtually all microorganisms,
attacks many organics and inorganics, and breaks down stable
ring structures of benzene and related oils when coupled
with ultra violet radiation. It cleans and disinfects in
cold water without the need for detergent. It leaves no
residues. Ozone permits up to 907 wash water recycling and
it eliminates wash time, water volume, and recycling
problems of a detergent rinse. Ozone is self purging and
converts spontaneously to oxygen. It can be rapidly purged
by well established catalytic and thermal processes. Scaling
of an ozone laundering system for space station may have
commercial applications in a consumer model for home use.

INTRODUCTION

Ozone, (0,) is the triatomic form of oxygen and the
strongest commercial oxidizing agent next to fluorine, which
is the most chemically active element. Ozone oxidizes many
organic and inorganic compounds and kills a broad spectrum
of bacteria, algae, and viruses thousands of times faster
than chlorine. It converts to oxygen spontaneously without
leaving a residue. Accordingly, it cannot be stored
practicably but is easily generated just before use by uv
irradiation or corona discharge in air. It has a lifetime of
several hours in air and about a half hour in water at room
temperature which is ample for chemical action and
sterilization. It decomposes rapidly over 100°C and by
catalytic action at room temperature.

COMMERCIAL USES OF OZONE

Ozone is 12 to 13 times more soluble in water than oxygen,
accordingly its most widespread use is in water purification
and waste water treatment (1).

Potable Water Treatment

Ozone destroys virtually all forms of bacteria and viruses
in potable waters thousands of times faster than chlorine.
It increases settling of suspended colloids, removes tastes,
odors, and colors. It oxidizes cyanides, phenols, algae, and
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sulfides 1like H,S to sulfates. Since it destroys most
dissolved organics, it prevents formation of carcinogenic
trihalomethanes that result when chlorinated waters react
with residual organics. It also destroys detergents,
pesticides, humic, fulvic, and tannic (organic) acids. And
it precipitates the hydroxides of iron, manganese, lead,
mercury, nickel, cerium, and silver by raising the metals to
their highest oxidation state (1). The Los Angeles municipal
water system uses 10,000 pounds of ozone per day and has
been operating for 8 years. Many European cities ozonate
their water supply.

Wastewater Disinfection

One of the largest applications of ozone is the disinfection
of secondary or biologically treated wastewater. Ozone is
used when a high quality chemical-free effluent is required
for flow into reservoirs or fishing areas. Chlorine kills
trout and other biota, and unlike chlorine, ozone does not
affect the pH (acidity) of the water body (1).

Industrial Applications

Multiton quantities of ozone are used to destroy cyanides in
the paint, plating, photographic and mining industries; as
well as phenols in paper mills, coke mills, o0il refineries,
and thermoplastic resin manufacture. Currently, these are
the largest industrial waste applications. The use of ozone
obviates the need to transport hazardous chemicals or wastes

(1).

Ozone is also used to clean water for HVAC chillers and
industrial cooling towers where it is reported to reduce
scale build up and inhibit corrosion associated with
chemical additives that would otherwise be used to prevent
scaling., In addition, ozone is used in aqua culture for fish
farms hydroponics and in agriculture to remove pesticides
from produce.

High Purity Water and Water Polishing

Breweries and bottled water plants ozonate their water to
remove residual taste, odor, and for sterilization.
Sterility of pharmaceutical deionized and distilled waters
is maintained with ozone. Organic contaminants on the
surface of electronic components are removed with ozonated
deionized water (1).
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Odor Control

Probably the largest number of ozone generators in the U.S.
is used for sewage odor control. More than 1000 ozone
generators are used in wastewater treatment plants and
wastewater pumping stations. Other industrial odors
controlled by ozone include those from dairy processing
plants, fish processing, rubber compounding, commercial
kitchens, rendering plants, food processing, and
pharmaceutical fermentation (1).

Commercial Laundries

In a new application, ozone has been introduced as the prime
cleaning agent some in large institutional laundry systems.
It reduces washing time by 207, chemicals by 457, and water
consumption up to 907 by recycling the wash water with
concomitant cost reduction. Ozone laundering is a cold water
process and energy consumption is also substantially reduced
according to reports from a Westin Hotel in Rancho Mirage,
California where a pilot system is now in operation. Similar
systems are in operation at nursing homes and prisons in
Florida. Since ozone destroys fecal matter as well as body
fluids and odors, little or no detergent is required for
these applications. Bleach is compatible with ozone and is
used for whitening (2).

Aqueous Ozone Dosages

Ozone concentrations vary anywhere from 0.5 mg/liter for
mild potable water disinfection to 15 mg/liter for organics
destruction in municipal wastewaters. Accordingly, low
concentrations are effective for aqueous purification and
disinfection (1).

OZONE GENERATION PROCESSES

There are many ways to generate ozone in the laboratory but
only two processes are commercial, 1) ultraviolet
irradiation of air or oxygen, and 2) silent corona discharge
through air or oxygen with high voltage ceramic or glass
electrodes (1).

Ultraviolet (uv) Generators

UV models produce only grams/hour (fractions to a few ounces
per day) of ozone and are used primarily for odor control in
food processing plants, kitchens, air ducts, and dumpsters.
The energy efficiency of uv generators are low at about 20
kwh per pound of ozone generated but they are typically
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lighter, draw less power, and require less air preparation
than the corona discharge systems. :

Corona Discharge Generators

Energy consumption for corona discharge generators is
typically 7-10 kwh per pound of ozone generated from air. In
addition, air preparation draws 2-3.5 kwh/1b. Accordingly,
power consumption is the main operating cost.

Typically air feed corona discharge systems require several
stages of air filtering down to submicron size, a compressor
as well as an air cooler and dryer before ozonation. A
contact sparger system mixes ozone with influent water and
residual ozone is neutralized in a destruct unit. In
addition, cooling water or air is normally required for the
electrodes of corona discharge systems to prevent
degradation in the efficiency of ozone generation.

OZONE AS A LAUNDERING AGENT ON SPACE STATION

Ozone may be the ideal cleaning agent for laundering
operations on space station. It is generated in situ out of
ambient air, it requires no additives, cleans and disinfects
in cold water, destroys body fluids, wastes, and odors, and,
unlike soap, it leaves no residue. Soap removal is a major
problem in wash water recycling of closed system laundries,
The use of ozone as a cleaning agent would obviate the
problem since up to 90%Z of the ozonated water can be
recycled. Wash time and water volume are also reduced
because detergent rinsing is unnecessary.

Ordinarily, ozone does not attack stable ring structures
like oils and benzene. However, it does react with those
compounds in the presence of ultra violet radiation.
Accordingly, it may be possible to clean up oils and related
soils in a space station laundry by irradiating the washload
with solar uv during the ozone wash cycle.

One commercial application of an ozone laundry system on
space station may be a scaled down washer suitable for the
consumer market. Penetration of the home laundry market
could be highly profitable. Reduction in detergent eifluents
and water recycling are attractive features, especially
where water is scarce or expensive. New designs for highly
efficient and simplified ozonators that are under
development enhance the prospects.

Ozone Hazard

Ozone is not a poison in the sense of entering into body
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chemistry. For example, it does not combine with the blood
the way oxygen does. However, as a strong oxidizing agent,
it is highly dirritating to the respiratory tract even at low
concentrations. At least one research group has reported
that ozone preferentially attacks cancer cells over normal
tissues (3).

Ozone has the advantage that it is self purging. It
destructs rapidly between 350 and 400°C and at approximately
38°C in commercially available catalytic reactors. All
moderate to large scale commercial ozonation systems include
catalytic destruct units to prevent ozone contamination of
the ambient. The end product of ozone destruction is oxygen.

CONCLUSIONS

Ozone laundering systems appear ideal for space station
applications for the following reasons:

1. Ozone is a cleaning and disinfecting agent that can be
generated in situ.

2. It is a cold water wash process.

3. Water volume is reduced because detergent rinsing is
eliminated.

4. Ozone and leaves no residue. Accordingly, up to 907
wash water recycling can be achieved.

5. Wash time is reduced 20%.

6. Residual ozone can be readily converted to oxygen in
commercial catalytic and/or thermal units.

Due to scaling considerations, the development of an ozone

laundry system for space station may lead to consumer
applications.
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Abstract

The Extravehicular Activity Helper/Retriever (EVAHR) is a robotic device currently under
development at the NASA Johnson Space Center that is designed to fetch objects or to assist in
retrieving an astronaut who may have become inadvertently de-tethered. The EVAHR will be
required to exhibit a high degree of intelligent autonomous operation and will base much of its
reasoning upon information obtained from one or more three-dimensional sensors that it will carry
and control. At the highest level of visual cognition and reasoning, the EVAHR will be required to
detect objects, recognize them, and estimate their spatial orientation and location. The recognition
phase and estimation of spatial pose will depend on the ability of the vision system to reliably
extract geometric features of the objects such as whether the surface topologies observed are planar
or curved and the spatial relationships between the component surfaces. In order to achieve these
tasks, three-dimensional sensing of the operational environment and objects in the environment
will therefore be essential.

One of the sensors being considered to provide image data for object recognition and pose
estimation is a phase-shift laser scanner. The characteristics of the data provided by this scanner
have been studied and algorithms have been developed for segmenting range images into planar
surfaces, extracting basic features such as surface area, and recognizing the object based on the
characteristics of extracted features. Also, an approach has been developed for estimating the
spatial orientation and location of the recognized object based on orientations of extracted planes
and their intersection points. This paper presents some of the algorithms that have been developed
for the purpose of recognizing and estimating the pose of objects as viewed by the laser scanner,
and characterizes the desirability and utility of these algorithms within the context of the scanner
itself, considering data quality and noise..
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1. Introduction

There has been considerable recent research devoted to the development of intelligent free-

flying robots that can assist in space operations.1-2 One such robotic device, the Extra Vehicular
Activity Helper/Retriever (EVAHR), is intended to operate in relatively close proximity to a human
operator, assisting with tasks such as fetching a tool, retrieving objects that may have drifted away
from the primary work area, or even retrieving an astronaut who may have inadvertently become
de-tethered. Early results from tests using a Manned Maneuvering Unit (MMU) propelled EVAHR
on a Precision Air Bearing Floor (PABF) to simulate the frictionless environment of space
demonstrated that it was possible to retrieve both large and small objects using computer vision to
sense the operational environment and to employ a speech recognition system for understanding

human voice commands to direct the robot’s actions.3# Studies are currently underway to assess
the operational characteristics of the sensors aud robot control mechanisms in microgravity with
experiments on NASA’s KC-135 aircraft.

The ability of the EVAHR to sense its operational environment is central to its functionality as
an autonomous or semi-autonomous device since it must be able to recognize objects, track them,

estimate their spatial poses, and estimate their motion parameters over time.>67 Because of the
heterogeneous nature of these tasks, it is ultimately likely that several sensors with complementary
capabilities will be employed to achieve different goals depending upon the current state of the
world (the world model), the task to be achieved, and the characteristics of the sensors

themselves.3 For example, images from a color camera are useful for identifying objects based on
their visible spectral characteristics but it difficult to estimate pose from two-dimensional images.
Conversely, a laser scanner can provide three-dimensional coordinates for points on a scanned
object, but no color information is available. The remainder of this paper focuses on processing
actual image data from a laser scanner, and documents a method for segmenting objects into their
primary planar regions, recognizing them, and estimating their spatial poses.

2. Laser Scanner Characteristics

The sensor employed for the studies whose descriptions follow is a laser range scanner that
measures distances based on the phase shift of a modulated signal carried on an infrared laser
beam. The range values returned by the scanner are represented by 12 bit integers that span a
single ambiguity interval of approximately 15.2 meters. This means that a difference of one range
unit (out of 4096) represents a distance change of about 4 mm. The scanuer is able to produce a
dense range image by employing a rotating mirror whose rotation axis can be tilted. The scanner
simultaneously provides two separate range and reflectance (intensity) images that are fully
registered.

The quality of the range data provided by the scanner is affected by several factors which
generally relate to the composition of the surface material, its reflectivity characteristics, its
geometry, and the orientation of surface normals relative to the scanner itself. The most infiuential
among these factors is the reflectivity of the surface material. For extreme cases in which a
scanned region is composed of a highly specularly reflective material, reliable range estimates are
not expected since the laser beam will be reflected away from the sensor.

For less extreme cases involving diffuse reflective surfaces, however, the quality of the data is
highly dependent on the albedo of the surface. These dependencies can best be illustrated by
examining the quality of the range images acquired by scanning black and white planar surfaces
(sheets of paper) that were oriented perpendicular to the optical axis of the scanner. As a measure
of data stability, the local standard deviation (sigma) for range values was computed within a row.
This local standard deviation was based on the center range value and the nearest 8 neighbors
within the row. It was observed that the local sigma varied by as much as 3 range units. For such
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cases, in excess of 99% of the range samples could be expected to fall within 3 sigma (+ 9 range
units) of the mean value. For the test case under discussion, this translates into a local variation of
approximately +33 mm over a distance of 8 mm. For the black surface, the quality of the data was
significantly worse. Local standard deviations as high as 9 range values were observed meaning
that a 3 sigma test would include range values as far as + 100 mm over this limited region of a scan
line. The local standard deviations for reflectances varied up to 30 units for the white surface and
up to 8 units for the black surface.

The implications of these observed local variations are very important when designing algorithms
that attempt to segment the image into component regions such as planes and curved surfaces. For
example, the magnitude of the local variations in range values makes it extremely difficult to
segment planar surfaces based on a local geometric constraint such as surface normal consistency.
Furthermore, even on white objects, it is difficult to recognize the curvature of objects smaller than
100 mm since the magnitude of local range variation is large relative to surface size. If the data is
smoothed by a classical filtering mechanism, finer details that are necessary to recognize an object
and/or estimate its pose may be lost. Hence, algorithms that depend on local geometry are less
likely to succeed than those that take a more global approach to object analysis. The results of both
local and global algorithms that were developed are presented in the next section.

3. Finding Planes, Recognizing Objects and Estimating their Spatial Poses

The local instability of range values observed for the laser scanner makes scene segmentation
using locally computed surface normals exceptionally difficult unless the range values are
smoothed using a reasonably large filter. Applying such a filter, of course, results in a loss of
scene detail but does make it possible to find planes that are large relative to the size of the filter.

An approach that was found to be both more computationally efficient and robust was to grow
surfaces based on local range and reflectance difference constraints. It was determined that after
applying a 7X7 mean filter, planes that were not highly oblique to the sensor axis could be
successfully grown by adding to regions neighboring image elements whose smoothed reflectance
and range values did not differ by more than 40 and 1.5, respectively. This provided the basis by
which planar regions could be segmented and the segmented planes used for object recognition and
pose estimation. Figure 1 shows one object, a simulated Orbital Replacement Unit (ORU), to
which the plane segmentation algorithm was applied. This ORU consists of a rectangular solid to
which an H-shaped handle is attached by an intermediate short cylindrical section. When viewed
by the laser scanner and rendered as a solid model, the ORU appears as in Figure 2. With respect
to the observed noise characteristics that had to be dealt with algorithmically, Figures 3 and 4 are
more revealing, however.

Figure 3 shows a wireframe rendering of the scanned ORU with the bright line profile across
the main body and H-shaped handle being isolated in Figure 4. It should be noted that the raw data
across the major left surface should be linear, but is extremely “busy”. It is this effect that makes
the segmentation of planes using surface normals difficult since inconsistent directions based on
local patches are computed unless large smoothing filters are applied. On the other hand, using a
region growing approach based. on propagating the local constraints of reflectance and range
similarities, it is possible to successfully segment the scene into its planar regions as shown in
Figure 5. It should be noted, however, that these successfully segmented planar regions are
somewhat deceptive since when viewed from the perspective of the laser scanner the true variation
of the original data is not evident. Figure 6 shows the same segmentated image data but from a
different viewpoint. It should be noted that there are several areas of high variation. In particular,
the H-shaped handle has range values that vary by as much as the width of the handle’s vertical
substructures. Hence, the level of noise is relatively large compared to the feature itself.
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Figure 3: ORU as a wireframe model graphically reconstructed from range data

Figure 4: a single line (profile) of laser range data across the ORU
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Figure 5: laser range data segmented into planar regions

Figure 6: variations in laser range data from planar regions

The method by which the primary planar features of the ORU were recognized was based on
the areas of the observed planes. Since the original sensor data as shown in Figure 6 has extreme
variations in the form of hills and valleys, however, incorrect areas for the planar features would
be computed unless the data were forced to conform to the best plane equation that fits all of the
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range points belonging to a segmented feature. This was achieved by computing the plane
equation using a least squares fit of all the points in each segmented planar feature and
backprojecting each point in the segmented planar feature onto the computed plane. Figure 7
shows the points in the adjusted three-dimensional range image that results when this process is
applied to the data in Figure 6.

Figure 7: laser range data after conformal mapping to extracted planes

After the planar conformal mapping of the original data has been achieved, the area of each
feature is computed and compared against the areas of planar features in the model base, and
correspondences between observed and model features are established. Since, this feature
matching method is based on computed surface areas, it is necessarily sensitive to occlusion.
However, once surfaces have been grown, it is possible to compute other features that would be
useful for recognition such as the vertices and line segments that result from the intersections of
planes. Four or more features are sufficient to provide the basis for feature matching and pose
estimation.

For the current study, pose is estimated by orienting the model such that three of its surface
normals match the orientations of the corresponding planes in the observed dzta and such that the
intersection point of these three planes is translated to be consistent with the analogous observed
intersection point. The wireframe overlay in Figure 8 demonstrates that the proper spatial pose for
the ORU model is computed such that its features correspond to those in the original range image
data.

4. Conclusions

A method has been presented for segmenting planar regions from laser range and reflectance
data which is useful for recognizing objects and estimating their spatial poses. The method, which
is based on local constraint propagation, permits successful planar segmentation even in the
presence of significant noise, but postprocessing of the three-dimensional data in the segmented
regions is required to accurately characterize and use the planar regions.
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Figure 8: overlay showing correctly estimated pose for ORU model
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ABSTRACT

The procedure of microwave imaging by maximum entropy method is
discussed. First, the relationship between the induced current on the metal
object surface and the scattered field is introduced. Our imaging concept is
to reconstruct the induced current on the object surface from the measured
scattered field. The object configuration will be provided by the induced
current which is zero everywhere except on the object surface. Future
work is also included with focus on the application of microwave imaging
to both NASA and industry.
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I INTRODUCTION

To achieve the highest resolution in microwave imaging has been a goal for a long time for
scientist and engineers attributed largely to its academic significant and the understandable
commercial and military values. The quality of microwave imaging is judged by how
faithfully the microwave image represents the spatial distribution of the object of interest.

In the most direct form, imaging a three-dimensional object can be accomplished by using a
range-gated, short-pulse radar with a pencil-beam antenna. The antenna beam and the range
gate are systematically scanned throughout the three-dimensional volume, and the intensity
of the signals received is displayed as a function of the spatial coordinates being
interrogated. Because the spatial resolution is established by the angular and range
resolution of the sensor, the image is obtained directly, without subsequent processing.[1]

The relative simplicity of forming the image, which requires minimal data processing, and
the fact that the image can be obtained while the object is stationary constitute the
advantages of the direct imaging method. The principal disadvantages of the direct method
are:

* A high degree of spatial resolution requires subnanosecond pulses and large apertures,
posing practical limitations.

* The cross-range resolution, obtained from the antenna beamwidth, degrades as the range
increases.

* The spatially limited irradiation of the object omits interactions and coupling that may
occur when the entire object is simultaneously irradiated.

Synthetic imaging means the imaging is obtained by synthetic means when results of many
observations of the object at different frequencies and angles are coherently combined, and
the short-pulse, and large aperture antenna are still very important to produce a faithful
imaging of the objects.

In this paper, we will investigate the imaging of a metal object by single frequency
microwaves. First we will introduce our imaging concept. The relationship of the induced
current on a metal object surface and scattered field is introduced, and then maximum
entropy method will be used to reconstruct the induced current on the object surface, thus
reveal the object configuration.

II. THE MAXIMUM ENTROPY METHOD FOR MICROWAVE
IMAGING

From electromagnetic theory we know that once the radiated field is known, the induced
current (tangential electric field) on the surface of a metal object can be found by the
boundary conditions. The induced current is therefore known at every point. According to
the Huygens' principle, each point can then be treated as a radiating element, and the total
scattered field can be obtained by integrating over the entire object surface.

For microwave imaging, this means that if we are able to determine the induced current
which is
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J =0 inside the object
J #0 outside the object

we will be able to reconstruct the image of the object. The general relationship between the
induced current on the metal object surface and the scattered field can be expressed as
surface integration of the Green's function. For example, if the induced current on the
object surface is in the x-direction, we will have[2]

E,(r,r) = [[Ur,r' )] (¢ )ds
where

Ur,r')

_exp(=ikie—=r]) 1 3* (exp(~iklr-r)
T 4ap-r| kK ordr\  A4mr-r|

the numerical model of the above imaging problem with the random error added is
E=UJ+€&

where J =[Jl,12, ..... ,JN] is the vector which contains the data of the image to be
reconstructed, N is the number of current elements on the metal object surface,
E=[E,E,,.....,E,] is the vector which contains the measured data for the scattered field

from which the induced current is to be reconstructed, and € =[g,,&,,.....,&,] is the vector

representing the error, M is the number of measurement points and U is a matrix of size
MXN.

The concept of maximum entropy is related to that of probability density and it determines
an image J =[J,,J,,.....,Jy ] which maximizes the function

N M 1 N
S =YInJ,-1Y —| YU, J,—E
k=1, i=1 O; \k=1,
where the first term is the entropy of the image, and the second term is a quadratic term
which represents noise. This maximum problem can be solved iteratively.

The maximum entropy criterion is as follows. First, the difference between the computed
fields and the measured fields is to be minimized at the same time the entropy of the
scattering current is also to be minimized. The entropy is an indication of the fluctuation of
the scattering current from cell to cell. The global maximum entropy is the case where the
scattering current is a constant, but constant scattering current may produce a large
discrepancy between the computed fields and the measured fields. By minimizing the
difference, together with maximizing the entropy, a compromise is reached where the
variation of scattering current from cell to cell is smooth but at the same time the resulting
computed field is different from the measured field by a tolerable amount.
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III. THE SCATTERED FIELD BY A FLAT METAL OBJECT

Consider a planar radiating aperture A, defined as the area on the aperture plane z =0 over
which the tangential field is non-zero. The electric field in the aperture plane is entirely x-
directed

E, (x,y) = E, (x,y,0)

the radiated field exits in the half-space z 2 0. In the far field region, the electric field at
point P(x,y,z) or P(r, 8,¢) with direction cosines (&,f3,7) can be expressed as[3]

E(r,6,0) = j-zk—f-exp(— Jjkr)F (o, B)u,y-u,c]

and the corresponding magnetic field is

H(6,8) = jomexp(-r)F, (e, B -u,a + u,(1- ) ~u 5]

where Z is the plane-wave impedance of the medium and

1 = = .
Foeopy=z [ [ EnGry)exp|jk(ax+ By)ixdy
is the angular spectrum which is Fourier transformation of the radiation aperture field.

Suppose that we have a flat metal object which is parallel to the incident aperture of which
the radiating field is expressed by their angular spectra and the distance between the object
and the incident aperture is z.

Over the surface of the conducting plate, the total tangential electric field must be zero to
satisfy the boundary condition. When dimension of the object is large in comparison to the
wavelength, the local diffraction effects are negligible. By the tangent-plane approximation
of physical optics, the aperture field assumes that the field on reflection is the same over the
conducting plate as if it were part of an infinite plane. This is the simplest the aperture field
corresponding to the scattered field can be taken to be the negative of the tangential
component, therefore the induced current, of the incident field over the conducting plate,
and zero elsewhere in the x-y aperture plane. From the above discussion we can see that
when the incident aperture field is entirely x-directed, the induced current on the object
surface will be also x-directed. Therefore the same angular spectrum method can be used to
find the scattered field.

One example of the plane radiating aperture is horn antenna. The aperture field distribution
of a horn antenna can be expressed as

: 2 2
E, (x,y)=E, cos(-%) exp[—--Jzic-(i;; + -;,:]]

The angular spectrum describing the radiating field is

438



F(aﬁ)-— ° - X,(Y} +Y;)

where

M _]azlEﬂf 2 Al ([2 a [A 2a)]
— | B Fl e — e
%= 2 XP [F(\f;uE V2 + (V2 2 27 |

, 21,7 {Zb (21, 28, ) ([2 b [41; 2B,)]
Y; = exp(ﬁ F —_ —H x4 F - E T+

4 2 N \Na2 V2o a4 ) "\Ya,2 V2 4
o (e T e L2 (2 b [ 28]
Y; =.|2n 1 || ——-1/—-&—— F —+1/ £

1 2‘”“’( 2 W2 V2 2 )T W2tV 2

and
_ /1
ﬁ-;- "'ﬁ+bk
_p_=
h.=B bk

and F(x) is the Fresnel Integral

x 2
F(x)= jo exp(—— J EIZ—‘-—}Vu

The advantage to use the angular spectrum method to find the radiating field is that we can
assume the aperture field incidence instead of assuming the plane wave incident. From the
above example we can see that the incident wave can be expressed analytically.

In the process of imaging reconstruction, to find the scattered field from the known source
is called the forward modeling and to find the imaging from the measured ( or simulated )
scattered field is call the inversion. Because the inversion process by maximum entropy
method is to be solved iteratively, the simplicity of the forward model is a must for a
successful imaging method.

IV. FUTURE WORK

As stated in the previous section, the imaging of a flat metal object with known planar
incident aperture field consists of the following steps

* The radiated field distribution in the z=0 space is calculated by the radiating aperture
field.
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* The radiating aperture for the scattered field is obtained, which is the negative tangential
part of the radiated field obtained in the previous step; the diffraction effect is neglected.

¢ The scattered field is calculated.

» The measured scattering field is simulated by adding a random error to the scattering field
obtained from the calculation.

* Maximum entropy is used to reconstruct the tangential component on the object surface,
thus the shape of the object.

Our future work on the microwave imaging will be set up the experiment system and
display the reconstructed metal object image on the computer screen. In the mean time, we
will study the effects of a) frequency of the incident wave, b) viewing angle and area, c)
size, shape, material and orientation of the object on the quality of the image of the object.
The object image obtained from the magnitude and phase of the scattered field and the
object image obtained from scattered field magnitude only will also be studied.

We will also work on the image of the metal object covered by dielectric materials. The near
field image will be emphasized because of the practical importance and the potential high
quality of the image because of the high signal/noise ratio.

ACKNOWLEDGMENT

Founding of this project is provide by NASA/JSC.

REFERENCES:

[1]Mensa, D.L., High Resolution Radar Cross-Section Imaging, Artech House,
1991

[2 Baribaud, M., "Microwave imagery: analytical method and maximum entropy method",
J. Phys. D: Appl. Phys., vol.23, no 3, p.269-289

[3] Clark, R.H., and Brown, J., Diffraction Theory and Antennas, Ellis Horwood
Ltd., Chichester, England,1980.

440



Robotic Vision Techniques for Space Operations
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ABSTRACT

Automation and robotics for space applications are being pursued for increased productivity,
enhanced reliability, increased flexibility, higher safety, and for the automation of time-
consuming tasks and those activities which are beyond the capacity of the crew. One of the key
functional elements of an automated robotic system is sensing and perception. As the robotics
era dawns in space, vision systems will be required to provide the key sensory data needed for
multifaceted intelligent operations. In general, the three-dimensional scene/object description,
along with location, orientation, and motion parameters will be needed. In space, the absence of
diffused lighting due to a lack of atmosphere gives rise to: (a) high dynamic range (108) of
scattered sunlight intensities, resulting in very high contrast between shadowed and specular
portions of the scene; (b) intense specular reflections causing target/scene bloom; and (c) loss of
portions of the image due to shadowing and presence of stars, Earth, Moon, and other space
objects in the scene. In this work, developments for combating the adverse effects described
earlier and for enhancing scene definition are discussed. Both active and passive sensors are
used. The algorithm for selecting appropriate wavelength, polarization, look angle of vision
sensors is based on environmental factors as well as the properties of the target/scene which are
to be perceived. The environment is characterized on the basis of sunlight and other illumination
incident on the target/scene and the temperature profiles estimated on the basis of the incident
illumination. The unknown geometrical and physical parameters are then derived from the
fusion of the active and passive microwave, infrared, laser, and optical data.

I ion for Vision and Rem nsin

NASA has identified five strategic enterprises: Mission to Planet Earth (MTPE), Aero-
nautics, Human Exploration and Development of Space (HEDS), scientific research, and space
technology. In each of these areas there is a need for remote sensing and vision. For the MTPE
Program, one major task is the observation of the Earth and its atmosphere in order to provide
estimation of resources, and sense, monitor, and model the environment. The HEDS program
deals with space infrastructure including robotic missions and human expeditions and
settlements. The need for autonomous systems for servicing, maintenance, repairs, docking,
assembly, planning, monitoring, diagnosis, control, and fault recovery is of paramount
importance for this enterprise. The NASA scientific missions are aimed at acquiring knowledge
about the universe, matter, and the process for the evolution of life. Much of the research in
this area involves remote observations of celestial bodies, phenomena and processes. These
observations are carried out in various parts of the electromagnetic spectrum. In all the NASA
strategic enterprises, the need for automation and robotics has been established for or-
biter/station/satellite servicing, astronaut assistance, equipment transfer, docking and berthing,
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inspection, remote monitoring, rocket staging, telescience, and assembly of structures and
systems. In support of all the tasks involving vision and sensing, technologies will be required
to assure the perception of objects, scenes, and phenomena in space. In general, key sensing
data will be needed for the three-dimensional scene/object description, including location,
orientation, motion parameters, and surface/subsurface properties. The need and status for the
vision technology applied to robotics and automation have been research by NASA over the
past decade and have been summarized by Krishen [1,21. For the remote sensing applications,
the processed sensor data should provide surface properties such as roughness, dielectric
constant, emissivity, reflectivity, temperature, orientation, and slope.

The ultimate goal of vision and sensing systems is to be able to acquire required scene/object pa-
rameters at any time, location, or illumination condition. This assured vision has been the
subject of fusion by Collin, Krishen, and Pampagninl3]. The possibility of this happening rests
on understanding the reflectance, emission/absorption, and scattering properties of
objects/scenes based on physical interaction of the illuminations and the material composition of
the object/scene. Once this is approximately realized thorough mathematical and empirical
methods, it is then applied to identifying sensing strategies. For example, the environment is
monitored in terms of the radiation received form the sun or any other source. Based on this
known radiation environment, the scattered and emitted radiation in various parts of the
electromagnetic (EM) spectrum can be estimated. Then a selection of the sensor parameters can
be accomplished and vision data acquired. The data can be used to provide the needed
parameters using physical and phenomenological models. One key element of this approach is
to use active and passive sensors located in various parts of the EM spectrum. The combi-
nation of needed sensors and modes for these sensors will depend on the object/scene para-
meters and the accuracy to which they need to be determined. In this paper, a scheme for new
multisensor approach to sensing and vision will be described.

I Object/ScencPa Estimat

The natural space environment consists of intense light and dark period. At a nominal
altitude of 270 nmi, the sunlight intensity will fluctuate between about 60 minutes of extreme
brightness (13,000 ft-c) and 30 minutes of darkness. Furthermore, due to the absence of
atmosphere, light is not diffused/scattered. Consequently, the unenhanced images have large
contrast with intensity changes of the order of 10. The intense specular reflections combined
with camera performance can cause bloom and Faunhofer/Airy rings resulting in scene obscurity.
Further complexity results from other objects, such as stars, moon, sun, Earth, and other
satellites in the field of view (FOV). Object reflectivity can also pose problems for the vision
systems. Most space systems are painted white or finished with smooth, specular materials to
provide highly reflective surfaces. The ubiquity of white surfaces intensifies the problem of
relying on photometric data for object identification/discrimination. A secondary source of
concern affecting vision is the absence of gravity. For free-flying and tethered objects there
would be an increased number of positions and orientations in which the objects may be found
due to the lack of disturbances caused by aerodynamic and gravitational forces.
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There is also a wide range of temperatures from a few degrees Kelvin to hundreds of degrees
exhibited by objects and scenes. The surface reflectance can range from 0.07 for lunar soil and
thermal protection to 1 for polished metallic surfaces.

A crucial step in the estimation of object/scene parameters is the monitoring and intelligent use
of environmental information in space. The spacecraft and other space objects to be recognized
by a robot have a definite geometry and consist of materials manufactured here on the Earth.
Furthermore, their orbits and general orientations can also be initially available or estimated. For
the lunar or Mars surface, there is similar data available in terms of surface orientation as a
function of sun and Earth location or time. With this type of information available from objects
and scenes in space, one can develop the surface illumination intensity pattern using
computerized model of the sun radiation intensity. This can also be extended to provide initial
temperature and emissivity estimates using Planck's law and the Rayleigh-Jeans approximations.
Figure 1 illustrates the initially estimated data from orbital and illumination considerations.

The second step in the approach is to calculate scattering and emission patterns based on known
geometry and orbital parameters. For the lunar surface these calculations can be done on the
basis of surface height and slope distributions. Once the scattering and emissions are estimated,
the selection of active and passive sensors can be effectively done. The sensors include
microwave, millimeter wave, laser, infrared, and optical types.

The operating frequencies, polarization and look angles for these sensors can also be selected for
the object/scene viewing. This selection provides the initial estimation of the required
parameters. The laser scanner can be utilized as an initial estimate for the velocity and
orientation of the object. This can be followed by another sensor such as an active microwave
radar to estimate the roughness of the scene/object. Once some roughness estimate is made, a
radiometer can be used to estimate the dielectric constant. The dielectric constant, along with
the initial value of the incident radiation can then be utilized to select appropriate infrared
sensor to map the scene/object. In the last step, if the optical image is available, the data can be
fused to provide the synergism needed to refine the estimates of roughness, dielectric properties,
and temperatures. The overall flow is briefly shown in Figure 2.

The fusion of data including sensor information takes into account physical scattering and
emissivity models and estimates more accurately the object/scene parameters and/or provides
new parameters that could not be estimated by the sensors on an individual basis. For example,
the fusion of active and passive microwave data could lead to the estimaiion of roughness,
dielectric properties, and the root mean square height distribution.

III.  Status of the Sensor Fusion

The initial work on sensor fusion as described in this paper was carried out by
identifying objects, parts of which are occluded, shadowed, or wiped by intense specular
reflection. This work resulted in a patent[4]. The algorithm developed calculates radar scattering
cross sections (RCS) for the visible portion of the object. Then a minimization technique is
used to compare measured RCS with the calculated ones. The object geometry is then perturbed
to minimize the difference between measured and calculated values. This procedure leads to a
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better geometrical description of the object. This work was then generalized for the lunar
outpost geometry using multisensors[3.6]. An algorithm was developed based on the general
discussion presented in Section II of this paper. The description of the object/scene is provided
by fusing the appropriate data using physical models. Fuzzy description models are used to
alleviate the difficulty of collecting highly-calibrated data. So that the responses of the sensors
are identified as very low, low, medium, high, very high, etc., as opposed to numbers. This
approach has yielded results using simulated lunar scenes. A spatial map of the needed
parameters can be generated through this schemel6l.

IV.  Concluding Remarks

The sensor fusion described in this paper advances the state of the art by using unique
algorithms based on physical models of scattering and emission from space objects and scenes.
The ultimate objective is to be able to switch sensors automatically according to the parameters
that need to be estimated through observation. Currently, these models are being refined at JSC
and experimental verification plans being developed for the multisensor fusion using laser,
optical, visible, infrared, microwave, and radiometer data.
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ABSTRACT

In order for mobile robots to navigate safely in unmapped and dynamic environments they must perceive their
environment and decide on actions based on those perceptions. There are many different sensing modalities that
can be used for mobile robot perception; the two most popular are ultrasonic sonar sensors and vision sensors.
‘This paper examines the state-of-the-art in sensory-based mobile robot navigation. The first issue in mobile robot
navigation is safety. This paper summarizes several competing sonar-based obstacle avoidance techniques and
compares them. Another issue in mobile robot navigation is determining the robot’s position and oriemtation
(sometimes called the robot’s pose) in the environment. This paper examines several different classes of vision-
based approaches to pose determination. One class of approaches uses detailed, a priori models of the robot’s
environment. Another class of approaches triangulates using fixed, artificial landmarks. A third class of approaches
builds maps using natural landmarks. Example implementations from each of these three classes are described and
compared. Finally, the paper presents a completely implemented mobile robot system that integrates sonar-based
obstacle avoidance with vision-based pose determination to perform a simple task.

1 INTRODUCTION

In order for mobile robots to navigate safely in unmapped and dynamic environments they must perceive their
environment and decide on actions based on those perceptions. Although there are many different ways to sense the
world, most robots use ultrasonic sonar sensors and visions sensors. Typically, mobile robots use sonar sensors to
avoid collisions with objects in their environment and vision sensors to localize themselves within their environment.
The former is necessary in unmapped or dynamic environments to ensure the safety of the robot and the safety of its
surroundings. The latter is necessary because, over time, errors accumulate in the robot’s internal location sensors.
This paper first looks at several different approaches to sonar-based obstacle avoidance and then examines several
different approaches to using vision sensing to localize.

2 OBSTACLE AVOIDANCE

Obstacle avoidance for mobile robots is a topic of much current research. In recent years, two sophisticated ob-
stacle avoidance methods have been implemented: Vector Field Histogram (VFH) [3] and Navigational Templates
(NaTS) [20]. These two methods take very different approaches to representing the obstacles in the mobile robot’s
environment. VFH is the more traditional approach and will be examined first.

2.1 Vector Field Histogram

The VFH obstacle avoidance algorithm uses a two-dimensional Cartesian grid, called the Histogram Grid (illustrated
in Figure 1), to represent data from ultrasonic range sensors. Each cell in the Histogram Grid holds a certainty value
that represents the confidence of the algorithm in the existence of an obstacle at that location. This representation
was derived from the certainty grid concept originally presented in [18].

The central idea behind a certainty grid is to fuse sonar readings over time to eliminate errors in individual sonar
readings. In a typical implementation, each cell of the grid array would represent say a 10cm by 10cm square of the
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Figure 1: Left figure a robot and an environment. Right figure shows the Histogram Grid of obstacle locations that
VFH has created after the robot has moved.

Figure 2: The Polar Histogram has “mountains” in the  Figure 3: In NaTs each obstacle or group of obstacles
direction of obstacles. VFH steers the robot toward a  is spun. The spin tells the robot to which side of the
“valley” in the direction of the target. obstacle it should pass.

environment and the array covers the entire environment space. As the robot travels through the environment, its
sonar sensors are continuously being fired and returning range readings to objects. Since the approximate location
of the robot at any time is known through odometry and the direction of each sonar sensor is known, the location of
objects in the grid array can be estimated. Each time an object is detected at a particular cell location, the value of
the cell is increased and the values of all the cells between the robot and this cell are decremented (since they must
be empty). The cells have minimum and maximum values, which have been chosen arbitrarily for computational
convenience.

To perform the actual obstacle avoidance using the Histogram Grid, VFH creates an intermediate data representation
called the Polar Histogram. The purpose of the Polar Histogram is to reduce the amount of data that needs to be
handled for real-time analysis while at the same time retaining the statistical information of the Histogram Grid,
which compensates for the inaccuracies of the ultrasonic sensors. In this way, the VFH algorithm produces a
sufficiently detailed spatial representation of the robot’s environment for travel among densely cluttered obstacles,
without compromising the system’s real-time performance. The spatial representation in the Polar Histogram can
be visualized as a mountainous panorama around the robot, where the height and size of the peaks represent the
proximity of obstacles, and the valleys represent possible travel directions (see Figure 2). The VFH algorithm steers
the robot in the direction of one of the valleys, based on the direction of the target location.

When VFH is combined with an ultrasonic filtering routine called EERUF (Error Eliminating Rapid Ultrasonic
Firing) [2] it is uniquely suited to high speed obstacle avoidance. Experiments on a robot at the University of
Michigan have demonstrated obstacle avoidance in the most difficult obstacle courses at speeds of up to 1.0 m/sec

2.2 Navigational Templates

One problem with VFH and other obstacle avoidance methods is that it can be difficult for high-level ‘processes
to influence low-level behaviors. For example, there is no way to tell VFH to which side of an obstacle it should
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pass. Navigational Templates (NaTs) are a method for combining high-level, qualitative guidance with low-level,
quantitative control. NaTs come in two forms: substrate NaTs (s-NaTs) and modifier NaTs (m-NaTs). An s-NaT
defines a gradient field indicating for each position in space the best direction of travel to accomplish the navigation
task. This substrate is independent of any obstacles in the environment. m-NaTs are used to model obstacles in the
environment. An obstacle or group of obstacles is represented by an m-NaT that has a spin, which constrains the
robot’s motion. The spin can be clockwise or counter-clockwise. The robot uses the s-NaTs to determine the general
direction of travel and uses the m-NaTs to determine how to avoid obstacles. Figure 3 shows an environment with
several m-NaTs and the robots path through the environment.

NaTs has been implemented on several mobile robots. Experiments demonstrate eﬁ'ectwe obstacle avoidance at top
speeds of about 0.2 m/sec. Most importantly, NaTs allow higher-level processes to influence the spin of obstacles and
determine the robot’s response when it encounters those obstacles. For example, when passing people in a hallway,
the robot could always pass to the right of person, even if this wasn’t the optimal strategy. This is not possible with
traditional obstacle avoidance techniques, such as VFH.

3 LOCALIZATION

All of the obstacle avoidance algorithms discussed in the previous section rely on the robot knowing where it is in
the environment, so that it can calculate a travel path to its goal location. Robots keep track of their position and
orientation (or their pose) in their environment by using wheel encoders. However, due to wheel slippage, etc. the
robot’s internal calculations of its location will accumulate errors. Over time these errors can become significant.
Therefore, the robot needs a way of determining its pose in the environment using exterior references, which is called
localization. This section will look at three different approaches to localization. The first approach uses CAD-like
models of the environment, the second uses triangulation to fixed landmarks and the third uses naturally occurring
visual cues.

3.1 Using CAD-like models

A popular and successful way of determining position and orientation is to match visual features to a 3-D, CAD-like
world model that has been given to the robot. There are several different, working instantiations of this approach
including Harvey [8], Mobi [13], FINALE [12] and COSIM [19]. The basic approach of each system is the same: 1)
The robot has a detailed, 3-D model of its environment; 2) A robot action is performed and the model is used to
predict the location of visual features that the robot should see after performing the action; 3) The locations of these
visual features is compared with corresponding features in an actual image taken by the robot and the robot position
is then updated. The major difference between systems is in the visual features that they use. Harvey uses vertices,
Mobi uses vertical edges that fall within a small band across the center of the image, FINALE uses horizontal and
vertical edges and CoSiM uses horizontal edges. Because many of these systems are similar and in the interest of
brevity, only one will be examined in detail-COSIM.

3.1.1 COSIM

The COSIM system consists of a mobile robot with a single black and white camera and a 3D model of the robot’s
environment. COSIM determines its position and orientation by comparing a simulated image generated from the
3D model with an actual camera image. This process consists of five components:

1. Camera calibration routines that use the model and images to determine effective focal length, and the x and
y pixel dimensions.

A fast and crude orientation corrector that uses vanishing point analysis.
. An algorithm to match 2D image points to 3D model features.

A reverse projection algorithm to produce two sets of 3D match points from a 3D model and 2D image points.

oo W

An algorithm for determining a registration vector that gives the rotation and translation necessary to align the
two sets of 3D points. This registration vector can be used to determine the camera’s position and orientation
relative to some fixed coordinate frame that is inherent to the 3D model.
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Figure 4: Example object tags showing the basic pat-  Figure 5: CARMEL?’s three object triangulation using
tern and objects with bit pattern of 0, 5, 10 and 17. the circles method.

These five components work together as follows: First, camera calibration (1) is performed to obtain the camera’s
intrinsic values, which are crucial in all of the other calculations. Calibration will have to be repeated anytime
the camera is replaced or when the optical system is adjusted. Next the robot starts moving through the modeled
environment and takes images. Each image is analyzed to determine the deviation between the position of the
vanishing point in the image from its expected position based on the model and dead reckoning information. This
step (2) assumes that there exists a pair or more of dominant parallel lines in the environment (the baseboard lines
between the walls and the floor are used in the actual implementation). This technique corrects gross orientation
errors very quickly, which allows for expectation matching of features to be performed robustly. COSIM matches
image features to model features using a technique based on searching small regions in the image space for particular
oriented features (lines) and their intersections. Then a global consistency check is performed in 2D space that
eliminates gross matching errors. This produces a set of image points and a matching set of model points. These
points are then reverse projected to 3D space. Finally, using a technique based on [1] the two sets of matched 3D
points are used to find a correction vector ¢. The correction vector is made up of two vectors, a unit rotational
quaternion and a translation vector. The correction vector can be used to align the robot with the model, both in
position and orientation.

3.2 Using fixed landmarks

Model-based system require a complete model of the environment. This can expensive to produce and maintain.
Triangulating to fixed landmarks in the environment can provide position and orientation information without the
overhead of a 3-D model. Landmark-based systems rely on a small set of distinctive landmarks that can be seen over
a large portion of the environment. Triangulation requires distinct, point-like landmarks that can be recognized from
any direction and from long distances. These landmarks can be natural (see [16, 22] for a system that use natural
landmarks) or artificial. There are numerous references for triangulation, including [21, 14]. The triangulation
approach will be demonstrated in this subsection by examining a robot system, CARMEL, which uses artificial
landmarks whose locations have been acquired previously by the robot. First, the landmark recognition system will
be described and then the landmark triangulation algorithm will be given.

3.2.1 Landmarks

CARMEL’s vision system consists of an object.tag design and an algorithm for detecting and distinguishing those
tags. The object tag consists of a black and white stripe pattern. An example object tag is shown in Figure 4. The
basic stripe pattern is six evenly spaced horizontal black bands of 50 mm width, with the top of the top band and
the bottom of the bottom band spaced 1000 mm apart. The white gaps between the black bands correspond to the
bit positions in a five-bit word. A white space between two bands corresponds to an “off” bit, while filling the space
with black corresponds to an “on” bit. The five bits between the six bands can then represent 32 unique objects.

The actual algorithm for extracting objects from an image requires no preprocessing of the image. The algorithm
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makes a single pass over the image, going down each column of the image looking for a white-to-black transition
that would mark the start of a potential object. A finite state machine keeps track of the number and spacing of
the bands. After finding enough bands to comprise a tag the algorithm stores the tag id and pixel length. Once
a column is complete, the eligible objects are heuristically merged with objects found in previous columns. The
distance between the top of the top band and the bottom of the bottom band, in terms of the number of pixels in the
image, is then used to estimate the actual distance from the camera to the object. The algorithm has an effective
range of about 12 meters. See [9] for a detailed description and analysis of the vision algorithm.

3.2.2 Triangulation

The landmark recognition algorithm returns a heading and a distance to any landmark. The triangulation algorithm
requires only the relative heading between any three known landmarks to determine the robot’s location and orienta-
tion. Referring to Figure 5, landmark 1, landmark 2, and the robot form one circle (circle A). Even though the robot’s
location is not known, there are only two possible circles because the angle between landmarks as viewed by the
robot is known. Landmark 2, landmark 3, and the robot also form another unique circle (B). From the information
available (landmark locations and the angles a and ) the equations of the circles can be determined. The two circles
intersect at landmark 2 and the robot’s location. Landmark 2’s location is already known and the robot’s location is
the other intersection point. Below is the algorithm for circle intersection. Refer to Figure 5 for variable definitions
used. A landmark’s position is denoted by (Lz¢, Lyi) where i represents the number of the landmark. A landmark’s
orientation from the robot is denoted by Losi.

1. Properly order landmarks, see below.

.« = Lo2 — Lol. if .« is too small or equals 90° or 270°, return with error because division by 0 will occur.

d12

2
3. 8= Lo3 — Lo2, if g is too small or equals 90° or 270°, return with error because division by 0 will occur.
4 2sin(a)

. ra=

— _d23
5. rb= 55 (B)

—_ d
6. la_'ft_axl'\%?)'
7. lb:iZtLalnz(ﬁj

8. Let v12z and v12y be the unit vector from landmark 1 to landmark 2.
9. Let v232 and v23y be the unit vector from landmark 2 to landmark 3.
10. caz = pl2z — la(v12y)
11. cay = p12y + la(v12z)
12. ebz = p23z — 1b(v23y)
13. ¢cby = p23y + 1b(v23z)
14. Return an error if the centers of the two circles are too close (we used 10 units).
15. If v is very large, then return error.
16. Let cbaz and cbay be the unit vector from the center of circle B to the center of circle A.
17. d2r = 2rbsin(y)
18. ¢2m = rbcos(y)
19. Robot x position = Rz = 2mz — Lz2+ 0.5
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20. Robot y position = Ry = 2my — Ly2 + 0.5
21. ¢ = arctan(—f—ﬂ—:%%), the heading of landmark 1 from the true robot position.
22. If ¢ > 0.0 then robot orientation error = —(Lol — ¢) else robot orientation error 360° + ¢ — Lol

23. Return with solution

For this algorithm to work properly, both @ and # must be less than 180°. When this condition holds we say that
the landmarks are “ordered” properly. Properly ordered landmarks assure that the desired solution (out of the two
solutions possible) is found. Properly ordered landmarks have the following two features:

1. They are labeled consecutively (1,2,3) in a counterclockwise fashion,

9. The angle between landmarks 1 and 2 (8) and the angle between landmarks 1 and 3 (a) must be less than
180°.

This triangulation algorithm is analyzed and compared with other triangulation algorithms in [5].
3.3 Using visual cues

A drawback to landmark triangulation is that it relies on knowing the exact location of fixed landmarks and on being
able to see them from anywhere in the robot’s environment. Such assumptions make these algorithms difficult to use
in environments such as office buildings, where the field of view is very restricted. In these environments it may not
be possible to localize at any place, instead, the robot may have to do place recognition. Place recognition involves
using naturally occurring visual cues to determine whether or not the robot is at one of a number of predefined
locations in the environment. For example, in an office environment, the robot could use visual cues to determine in
which room it is located. However, when the robot is traveling between rooms it does not know its precise location
in the environment. Representations that store only interesting places and information about how to travel between
interesting places are called topological maps and were pioneered by Brooks [4] and Kuipers [15]. Topological maps
have become quite popular in mobile robotics and there are many implementations, including [6] and [17}. This
section will focus on one particular system, RPLAN [10].

RPLAN consists of two modules, a sonar sensing module that detects interesting places in an indoor, office-like
environment and a vision module that identifies those interesting places. Interesting places are openings that the
robot finds as it follows a hallway or follows a wall. These openings presumably lead to new spaces that the robot can
explore. At each of these openings, the robot takes an image. Vertical edges are extracted from a black-and-white
image by a modified Sobel edge detector (see Figure 6). A second image is analyzed in the same way as the first,
but it is offset by 18cm from the first image. Once there is a list of edges from this pair of images the edges are
matched across the image using the direction of transition of the edge (i.e., was the edge from light to dark or dark
to light?), length, and location. The pixel shift in the matched edges from the first image to the second image (called
the disparity) is calculated and used to determine a rough distance to the edge. Each visual cue, thus, has three
scene-independent features: direction, length, and distance. These cues are stored and then, when the robot comes
back to the same place, it can match the cues that it sees with those that it has stored and determine its position.
Experiments in natural, unaltered environments, show that by using a combination ot sonar and vision information,
place recognition can be extremely robust.

4 AN INTEGRATED SYSTEM

Obstacle avoidance and vision sensing are not issues that should be studied separately, as they are both necessary
for an intelligent mobile robot. In this section, I look at a completely implemented system that performs a task using
both sonar-based obstacle avoidance and vision-based sensing. The robot is CARMEL, a Cybermotion K2A base
with a ring of 24 sonar sensors and a rotating camera (see Figure 7). CARMEL has all of its processing entirely
on-board in the form of three PCs. CARMEL’s task is to explore a 20m by 20m arena, locate ten objects and
approach each object. This task was part of the AAAT’92 robot competition, which CARMEL won [7].

CARMEL’s strategy was to mark the 10 objects with the barcode tag described in subsection 3.2.1 of this paper.
CARMEIL then moved to predetermined points in the arena and performed a visual sweep for objects, noting
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Figure 6: An actual image and its visual cues. Figure 7: The mobile robot CARMEL.

their locations. When all of the objects 'were mapped, CARMEL then proceeded to approach each one, choosing
the object nearest its current location as the goal. While moving between objects, CARMEL avoided randomly
placed obstacles using the VFH obstacle avoidance algorithm described in subsection 2.1. For the competition run,
CARMEL’s maximum speed was set at 0.5 m/sec, approximately twice the speed of the other robots. CARMEL also
had various high-level error recovery routines that allowed it to cope with unexpected situations, such as blocked
paths or objects that had been incorrectly located. CARMEL could also triangulate its position using the algorithm
described in subsection 3.2 of this paper. However, due to some last minute code changes, the triangulation routines
were never invoked during the competition run.During the competition, CARMEL found and visited all 10 objects
in just under 10 minutes, about twice as fast as any other robot. Details of CARMEL’s software design can be found
in (11].

5 CONCLUSION

Perception is an important issue in mobile robot research. If a mobile robot cannot perceive its environment correctly
and efficiently, then it will not be able to perform even simple tasks. Sonar sensors and vision sensors are often used
for mobile robot perception and they are each suitable for different things. Sonar sensors are typically used to avoid
collisions, whereas vision sensors are typically used to perform localization. Robot designers should carefully chose
the correct sensor for their task. A successful robot system, such CARMEL, can be developed by carefully integrating
sonar and vision sensing.
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ABSTRACT

CONFIG 3 is a prototype software tool that supports integrated conceptual design evaluation
from early in the product life cycle, by supporting isolated or integrated modeling, simulation,
and analysis of the function, structure, behavior, failures and operation of system designs.
Integration and reuse of models is supported in an object-oriented environment providing
capabilities for graph analysis and discrete event simulation. Integration is supported among
diverse modeling approaches (component view, configuration or flow path view, and
procedure view) and diverse simulation and analysis approaches. Support is provided for
integrated engineering in diverse design domains, including mechanical and electro-mechanical
systems, distributed computer systems, and chemical processing and transport systems.
CONFIG supports abstracted qualitative and symbolic modeling, for early conceptual design.
System models are component structure models with operating modes, with embedded time-
related behavior models. CONFIG supports failure modeling and modeling of state or
configuration changes that result in dynamic changes in dependencies among components.
Operations and procedure models are activity structure models that interact with system
models. CONFIG is designed to support evaluation of system operability, diagnosability and
fault tolerance, and analysis of the development of system effects of problems over time,
including faults, failures, and procedural or environmental difficulties.

INTRODUCTION

The core of engineering design and evaluation focuses on analysis of physical design. Thus,
today's computer-aided engineering software packages often do not provide enough support
for conceptual design early in the life cycle or for engineering for operation, fault management,
or supportability (reliability and maintainability). Benefits of engineering for operations and
supportability include more robust systems that meet customer needs better and that are easier
to operate, maintain and repair. Benefits of concurrent engineering include reduced costs and
shortened time for system development. Integrated modeling and analysis of system function,
structure, behavior, failures and operation is needed, early in the life cycle.

Conventional system modeling approaches are not well suited for evaluating conceptual
designs early in the system life cycle. These modeling approaches require more knowledge of
geometric or performance parameters than is usually available early in design. More abstracted
models can support early conceptual design definition and evaluation, and also remain useful
for some later analyses. Component-connection models provide one such useful abstraction,
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and discrete events are another. Discrete event simulation technology combines both
abstractions, for evaluation of conceptual designs of equipment configurations in operations
research (3). CONFIG uses these abstractions, with some enhancements, to define and .
evaluate conceptual designs for several types of systems.

The initial CONFIG project goal was to support simulation studies for design of automated
dlagnosnc software for new life-support systems (9). The problem was to design an "expert
system" on-line troubleshooter before there was an expert. The design engineer could use a
model of the system to support what-if analyses of failure propagation, interaction,
observability and testability. This activity is similar to Failure Modes and Effects Analysis (5),
but uses comparative simulations of failure effects to develop diagnostic software.
Conventional simulation software was not up to this challenge, but discrete event simulation
software has been. CONFIG supports the use of qualitative models for applying discrete event
simulation to continuous systems,

A major design goal for CONFIG is to support conceptual design for operations and safety
engineering. Major tasks in conceptual design are design definition, evaluation (by simulation
and analysis) and documentation. Operations engineering focuses on the design of systems
and procedures for operating, controlling and managing the system in normal or faulty
conditions. Safety engineering focuses on prevention of hazardous effects and conditions in
the physical system or its operation. In these types of engineering, complex interactions and
interfaces among system components and operations must be a focus.

Another design goal of CONFIG is to bridge the gaps between physical design engineering and
other types of engineering. Component-connection representations are well suited for
modeling and defining physical system designs (as structures of interacting components) and
operations designs (as structures of interacting actions), as well as interactions between system
components and operational actions. Discrete event models have been used for this type of
modeling for queueing and scheduling problems, but can be extended to support conceptual
modeling in operations and safety engineering. This type of modeling is also compatible with
systems engineering function diagrams (1).

CONFIG 3

The project approach has been to incrementally integrate advanced modeling and analysis
technology with more conventional technology. The prototype integrates qualitative modeling,
discrete event simulation and directed graph analysis technologies for use in analyzing normal
and faulty behaviors of dynamic systems and their operations. The prototype has been
designed for modularity, portability and extensibility. A generic directed graph element design
has been used to standardize model element designs and to promote extensibility. This directed
graph framework supports integration of levels of modeling abstraction and integration of
alternative types of model elements.

Enhanced Discrete Event Simulation Capabilities

In traditional discrete event modeling and simulation, state changes in a system's entities,
"events”, occur discretely rather than continuously, at nonuniform intervals of time.
Throughout simulation, new events are added to an event list that contains records of events
and the times they are scheduled to occur. Simulation processing jumps from one event to the
next, rather than occurring at a regular time interval. Computation that results in creation of
new events is localized in components, which are connected in a network. Any simulation run
produces a particular history of the states of the system. Statistical simulation experiments,
usmg random variables in repeated simulation runs, are used to compare design alternatives.
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To enhance this discrete event simulation approach to accommodate continuous systems, a
number of new concepts and methods were developed. These include component models with
operating modes, types of links connecting components ("relations" and "variable clusters"),
state transition structures ("processes”), methods for representing qualitative and quantitative
functions ("process language"), and a new simulation control approach.

Digraph Analysis Capabilities

The CONFIG Digraph Analyzer (DGA) makes graph analysis techniques available for
evaluating conceptual designs of systems and their operations. The DGA is based on
reachability search, and is implemented generically for application to the many types of graph
data structures in CONFIG. DGA can support analyses of completeness, consistency and
modularity. Analysis of failure sources and impacts can be done by tracing the paths from a
given failure.

System Modeling

Devices are the basic components of a CONFIG system model. Relations are basic connectors
for building topological model structures with devices. Device behavior is defined within
operating and failure Modes, which contain mode dependent and mode transition Processes.
Modes are connected together in a mode transition digraph which delineates the transition
dependencies among the individual modes. A Thermal Bus System model, shown in the
Figure, illustrates a CONFIG model of a system of connected devices (heat exchangers,
valves, sensors, accumulator, etc.) for removing heat. The behavior of each device depends
on its current mode and on changes in its input received from other devices via relations or via
the global flow path manager.

Device Processes define changes in device variables as events with time delays, which are
conditionally invoked and executed during a simulation. Processes define time-related
behavioral effects of changes in device input variables, both direction of change and the new
discrete value that will be reached, possibly after a delay. Faults and failures can be modeled in
two distinctly different ways. Failure modes can be used to model device faults. Mode-
transition processes can be used to model latent failures or triggering failures that prevent or
cause mode changes. Relations connect devices via their variables, so that state changes can
propagate along these relations during simulations. Related variables are organized into
variable clusters, to separate types of relations by domain (e.g., electrical vs. fluid
connections). Relations can also be used to make connections between system Devices and
Activities in operations models.

Flow Path Modeling

Flow is a property of many systems, whether the substance flowing is a liquid or information.
There are two difficulties in modeling flows with local device processes. First, flow is a global
property of the topology of the modeled system and the substances flowing within it. Second,
while dynamic changes in system structure and flow can occur during operations, process
descriptions involving flow must often rely on assumptions of static system topology. These
factors would limit the reusability of device descriptions to a limited set of system structures.

A flow-path management module (FPMM) has been implemented to address these problems.
The FPMM is separate from the module implementing local device behavior, but the two
modules are interfaced via flow-related state variables in the devices. When FPMM is notified
during simulation of a local change in device state, it recomputes the global effects on flows
produced by the local state change. The FPMM then updates the state of flow in all affected
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devices. This design permits the user to write reusable local device process descriptions that
do not depend on any assumptions concerning the system topology.

FPMM uses a simplified representation of the system, as a collection of aggregate objects, or
“circuits.” Further abstraction is achieved by identifying serial and parallel clusters in the
circuit (6). In many cases, configuration determination alone is sufficient to verify flow/effort
path designs, or to establish flow paths for a continuous simulation, for reconfiguration
planning, and for troubleshooting analysis (see Ref. [2] on cluster-based design of procedures
for diagnosis, test, repair and work-around in a system).

Operations modeling

Activities are the basic components of a CONFIG operations model, and are connected together
in action structures with Relations. They represent procedures or protocols that interact with
the system, to control and use it to achieve goals or functions. Each activity model can include
specifications for what it is intended to achieve or maintain. Activity behavior is controlled in a
sequence of phases, ending in an evaluation of results. Activity behavior is defined by
processes that model direct effects of actions, or that control device operation and mode
transitions to achieve activity goals. Relations define sequencing and control between activities
and connect Devices with device-controlling Activities.

Operations models are designed to support operation analysis with procedure models. These
models are designed to support analysis of plans and procedures for nominal or off-nominal

operation. The procedure modeling elements are designed for reuse by intelligent replanning
software, and for compatibility with functional modeling in systems engineering.

Model Development and Integration Capabilities and Approach

CONFIG provides intelligent automation to support nonprograinmer and nonspecialist use and
understanding. CONFIG embeds object-oriented model libraries in an easy-to-use toolkit with
interactive graphics and automatic programming.

CONFIG provides extensive support for three separable yet tightly integrated phases of user
operation during a modeling session: Library Design, Model Building, and Simulation and
Analysis. This includes a graphical user interface for automated support of modeling during
each of the phases including the development of object-oriented library element classes or
templates, the construction of models from these library items, model inspection and
verification, and running simulations and analyses.

The integration between the phases enables an incremental approach to the modeling process.

- Lessons learned from analyses can be repeatedly and rapidly incorporated by the user into an
initially simple model. Suppon for these phases as separate user activities fosters the
achievement of concurrent engineering goals. Different users can define library elements, build
models, and analyze models at different times depending on area of expertise and availability of
resources. Support for the model building phases spans all types of modeling that can be
performed in CONFIG including component structure, behavior and flow, and activity goals
and structure.

Hosting
CONFIG is implemented in software that is portable to most Unix work stations. The
Common LISP Object System (CLOS) is a highly standardized language, with compilers for

most of the commonly available work stations. The user interface was implemented using the
Common LISP Interface Manager (CLIM), another standardized tool built on CLOS.
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CONCLUSIONS

CONFIG is designed to model many types of systems in which discrete and continuous
processes occur. The CONFIG 2 prototype was used to model and analyze: 1) a simple two-
phase thermal control system based on a Space Station prototype thermal bus, 2) a
reconfigurable computer network with alternate communications protocols, and 3) Space
Shuttle Remote Manipulator System latching and deployment subsystems (7). The core ideas
of CONFIG have been patented (8). CONFIG 3 has added capabilities for graph analysis and
for modeling operations and procedures.

The CONFIG prototype demonstrates advanced integrated modeling, simulation and analysis
to support integrated and coordinated engineering. CONFIG supports qualitative and symbolic
modeling, for early conceptual design. System models are component structure models with
operating modes, with embedded time-related behavior models. CONFIG supports failure
modeling and modeling of state or configuration changes that result in dynamic changes in
dependencies among components. Operations and procedure models are activity structure
models that interact with system models. The models support simulation and analysis both of
monitoring and diagnosis systems and of operation itself. CONFIG is designed to support
evaluation of system operability, diagnosability and fault tolerance, and analysis of the
development of system effects of problems over time, including faults, failures, and procedural
or environmental difficulties.
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ABSTRACT

The development status is described of a prototype supervised intelligent robot
for space application for purposes of (1) helping the crew of a spacecraft such
as the Space Station with various tasks such as holding objects and
retrieving/replacing tools and other objects from/into storage, and for purposes
of (2) retrieving detached objects, such as equipment or crew, that have
become separated from their spacecraft. In addition to this set of tasks in this
low Earth orbiting spacecraft environment, it is argued that certain aspects of
the technology can be viewed as generic in approach, thereby offering insight
into intelligent robots for other tasks and environments.

Also described are characterization results on the usable reduced gravity
environment in an aircraft flying parabolas (to simulate weightlessness) and
results on hardware performance there. These resuits show it is feasible to use
that environment for evaluative testing of dexterous grasping based on real-time
visual sensing of freely rotating and translating objects.

INTRODUCTION

Numerous facets contribute to achieving robotic intelligence. This paper, based
on a more complete presentation in [1], describes many of these facets and
attempts to relate them to the central theme of a software architecture that
enables a sufficient level of robotic intelligence, and thus, real work in real
environments under supervision by exception.

The essence of intelligent systems is that they are capable of collecting and
applying knowledge of the situation gained at execution time and correlating it
with other knowledge to take effective actions in achieving goals. Intelligent
systems are composed of sensors for perceiving both the external and internal
environments, effectors for acting on the world, and computer hardware and
software systems providing intelligent connection between the sensors and
effectors.

Part of the processing by these computer systems is symbolic in a nonnumeric
sense and thus enables practical reasoning, or the behavior which in humans
we call intelligent. The intelligent system we will be addressing, the
Extravehicular Activity Helper/Retriever (EVAHR), is a supervised, intelligent,
mobile robot with arms and end effectors Intelligent robots of this nature are
required for long-term operations in space and are mandatory for space
exploration to improve safety, reliability, and productivity, while enabling large
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cost savings through minimizing logistics [2].
PROBLEM STATEMENT

Long-term space operations such as the Space Station have requirements for
capabilities for rescue of EVA crew and retrieval of equipment. A space station
cannot chase separated crew or equipment, and other vehicles such as the
Space Shuttle will not usually be available. In addition to the retrieval of drifting
objects, another need is for robotic help to EVA crewmembers in various tasks
such as holding objects; retrieving and replacing tools and other items from and
into storage; performing inspections; setting up and dismantling work sites;
performing servicing, maintenance, and repairs; and deploying and retrieving
payloads. Modeling, simulation, and analysis studies of space exploration
missions have shown that supervised intelligent robots are enabling for human
exploration missions [3, 4].

The free-flying, supervised intelligent robot called EVA Helper/Retriever
(EVAHR) is being prototyped as a potential solution to the crew helper and
detached crew and equipment retrieval need. EVAHR is a technology test-bed
providing evaluation and demonstration of the technology included for the
following three purposes: 1) Robotic retrieval of objects which become
detached from their spacecraft; e.g., astronauts adrift from the Space Station.
2) A robotic crew helper around a spacecraft; e.g., inspector, "go-fer," holder,
maintainer, servicer, tester, etc. 3) A "generic" prototype supervised, intelligent
autonomous robot (for planetary surfaces with different mobility such as wheels
or tracks and for terrestrial applications with appropriate adaptations).

Early supervised intelligent robotic systems with initial capabilities to meet real
needs are beginning to emerge from laboratories and manufacturers. It is now
possible, in our opinion, to construct robots capable of accomplishing several
specific high level tasks in unstructured real world environments.

The ability to acquire and apply knowledge and skills to achieve stated goals in
the face of variations, difficulties, and complexities imposed by a dynamic
environment with significant unpredictability is our working definition of "robotic
intelligence." This does not require a broad-based general intelligence or
common sense by the robot. However, doing the work needed to accomplish
goals does require, in general, both mobility and manipulation in addition to
reacting, or deciding "intelligently" at each step what to do. Further, supervised
intelligent robots are required for human-robot teams where supervision is most
naturally provided by voice.

Certain aspects of the EVAHR technology, which provide the capability for
performing specified tasks in a low-Earth-orbiting spacecraft environment, can
be viewed as generic in approach, thereby offering insight into intelligent robots
for other tasks and environments. This is because the design of the software
architecture, which is the framework (functional decomposition) that integrates
the separate functional modules into a coherent system, is dictated in large
measure by the tasks and nature of the environment. And because both the
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goal-achieving tasks and the partially unpredictable nature of the environments
are similar on Earth and in space, the software architecture can be viewed as
generic - as can many of the software modules, such as the Al planner, world
model, and natural language interface. Other software is bundled with certain
hardware. This leads to the concept of a modular, end-user customized robot,
put together from modules with standard interfaces [5-7] such as users do with a
personal computer, yet maintaining real-time response.

APPROACH

The end goal for intelligent space robot development is one or more operational
robots as part of human/robot teams in space. Prior to that, an evaluation of
performance in space will be required.

Our approach to development of operational robots as part of human-robot
teams in space is a systems engineering approach with an iterative, three-
ground-phase requirements prototype development, tested in both ground and
aircraft simulations of space, followed by evaluation testing of a flight test article
in space. We adapt and integrate existing technology solutions.

The EVA Helper/Retriever ground-based technology demonstration was
established to design, develop, and evaluate an integrated robotic
hardware/software system which supports design studies of a space borne crew
rescue/equipment retrieval and crew helper capability. Goals for three phases
were established. The Phase | goals were to design, build, and test a retriever
system test-bed by demonstrating supervised retrieval of a fixed target. Phase Il
goals were to enhance the test-bed subsystems with significant intelligent
capability by demonstrating arbitrarily oriented target retrieval while avoiding
fixed obstacles. The objectives for Phase Ill, which is currently in progress, are
to more fully achieve supervised, intelligent, autonomous behavior by
demonstrating grasp of a moving target while avoiding moving obstacles and
demonstrating crew helper tasks. Phase il is divided into two parts. Phase IHA
goals are to achieve real-time complex perception and manipulator/hand
control sufficient to grasp moving objects, which is a basic skill both in space
retrieval and in accomplishing the transition from flying to aitaching to a
spacecraft. Phase lIIB goals are to achieve a software architecture for
manipulation and mobility, with integrated sensing, perception, planning, and
reacting, which guarantees safe, robust conduct of multiple tasks in an
integrated package while successfully dealing with a dynamic environment.

Our overall testing approach is short cycle run-break-fix with increasing
integration and more relevant environments; such an approach finds design
and implementation problems early when they are lowest cost to fix.

The'performance characteristics of the EVAHR hardware enable (or defeat) the

"intelligent™ behavior of the robot as "animated” by the software. We are testing
only a subset of the Phase [IIB hardware in Phase IlIA.
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The hardware subset includes a seven degree of freedom arm (Robotics
Research K807i), a five degree of freedom, compliant, force-limited dexterous
hand, a laser range imager (Perceptron), a stereo video camera system (Teleos
Prism 3), a panftilt unit, a 700 Megaflop computational engine employing i860s
and transputers, and an Inertial Measurement Unit (IMU) of accelerometers and
gyros.

During Phase 1llA we are using a subset of our reaction plan architecture while
we are exploring two new approaches to the software architecture for Phase
HIB. The first is a version of the 3-tiered, asynchronous, heterogeneous
architecture for mobile robots [8-10] adapted to include manipulation. The
second is a version of the SOAR architecture [11] applied to robots [12]. SOAR
is of interest because of its capabilities in learning, including recent work in
situated, interactive natural language instruction [13].

For each approach we are conducting evaluation testing of minimal prototype
architecture implementations to obtain some evidence of their strengths and
weaknesses for our tasks before selecting one for larger scale implementation
in Phase llIB.

Safety is a major issue in human-robot teams, especially in space. Since
robotic motion control programs cannot be considered safe unless they run in
hard real time, an approach which addresses this issue in a different manner
from that of the 3-tiered architecture is needed for comparative evaluation. We
are pursuing the development of one such approach [14].

The pivotal problem in successfully coupling symbolic reasoning with the ability
to guarantee production of a timely response is that the timing of actions taken
by a real-time system must have low variances, so that the effects of those
actions on unfolding processes can be predicted with sufficient accuracy. But
intelligent software reserves the option of extended searching, which has very
high variance. Therefore, when building a system that must act in real time as
well as reasoning, one can choose to either 1) Subject the Al component of the
system to hard deadlines. This effectively embeds the Al reasoner within the
real-time system, and under time pressure, results in loss of intelligent function.
2) Refuse to subject the Al component of the system to hard deadlines, and
have the real-time subsystem "do its best" with whatever commands the Al
subsystem can generate in time. This effectively embeds the real-time
subsystem within the Al system, and under time pressure, results in loss of
timely control. 3) Refuse to subject the Al component of the system to hard
deadlines, but let the Al components "negotiate” with the real-time subsystem to
obtain a feasible schedule for task execution. This does not embed either
subsystem within the other, and with proper selection of the real-time
executive's task schedule, has the promise of remaining functional under time
pressure. The 3-tiered approach is a category three approach, whereas we
interpret SOAR to be a category two approach.

We can now summatrize the state of the art. Simple control systems can get
away with seeming to be "fast enough," but that approach becomes potentially
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very dangerous in more complex systems, particularly in intelligent systems
where the set of tasks being executed changes over time. In a system that may
perform any subset of N possible tasks, there are 2N possible combinations of
tasks, and it becomes impossible to test the performance of each combination
by hand when N is large. Therefore, it becomes imperative to have automated
support for obtaining a guarantee that the system can always perform in hard
real time.

THREE-TIERED SOFTWARE ARCHITECTURE

Combining all prior knowledge and knowledge sensed during a task requires
that planning in advance can only be guidance, with control decisions as to
what to do postponed until such time as the situation is being sensed and the
task is being executed. This is the essence of Agre and Chapman's theory of
plans-as-advice [15], and is a design principle underlying the 3-tiered
approach. The three tiers are the planner, the sequencer, and the reactive
controller. The responsibility of the planning layer is to determine which tasks
would accomplish the goal, and in what approximate order. Thus, the planning
layer forms a partially ordered set of tasks for the robot to perform, with temporal
constraints. The Al planner which we are evaluating for this application is the
AP Planner [16]. It may be possible to use SOAR for this application.

The sequencing "middle" layer is responsible for controlling sequences of
primitive physical activities and deliberative computations. Operating
asynchronously from the planner, yet receiving inputs from that layer, the
sequencer takes the sketchy plan and expands it, based on the current
situation. Thus, the hierarchical plan expansion happens at execution time
rather than at the deliberative stage. To implement the sequencer, data
structures called Reactive Action Packages (RAP's) are used to represent tasks
and their methods for executing [9].

At the lowest level, the reactive controller accepts sensing data and action
commands, sensorimotor actions that cannot be decomposed any further, from
the sequencer. For example, "move," "turn,” or "grasp” are all examples of
action commands that are passed on to the hardware. The reactive controller
also monitors for success or failure of these commanded activities.

PHASE IlIA RESULTS TO DATE

Results from Phase Il have been reported previously [17]. Some preliminary
results from Phase [lIA have also been reported [18-23].

SOAR Evaluation for Phase IlIB
SOAR was selected for study as a promising candidate system for the EVAHR

planning system. SOAR is a symbolic Al architecture which emphasizes
problem-solving, planning, and learning.
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One major advantage of SOAR is its ability to learn by taking a new experience,
and saving the sequence of steps to the goal as a "chunk." This chunk is in the
form of a set of production rules, and if the same scenario is encountered in the
future, the associated chunk will execute without having to search for the correct
sequence as it did initially.

From our experience with Hero-SOAR, a subset of SOAR for a Hero robot, we
know that the reactivity of SOAR is an important capability needed to respond to
the environment quickly. SOAR may be seen as a system with a planner, which
plans in the traditional sense yet with no actual data structure produced; a
mechanism to execute the plan; and a fast replanning ability.

Phase IlIA Computer Simulation Results

Software modules for grasping of free-floating objects in a zero-g, 6-DOF
environment have been described in previous sections. Results of performance
testing of these modules as subsystems are described in this section. The
modules have also been integrated and tested in our orbital and KC-135
simulations[24], and these results are also described below.

Search is the first visual function to be performed when there is no knowledge
about the location of an object of interest. It is carried out as follows[25,26]:
EVAHR's front hemisphere is divided into concentric "rings," and each ring is
further divided into sectors, each of which is enclosed by the FOV of the sensor.
Each search starts from the center ring and spirals outward until an object is
found. ‘

Algorithms for image-based pose estimation have been implemented. Several
objects were chosen for testing. These objects include some orbital
replaceable units (ORU), a star tracker, a jettison handle, and some wrenches.

To test the robustness of the software, 500 tests were run on each test object
with actual poses of the object randomly oriented using a random number
generator in (simulated) images. Noise was added to the "range" component of
the image to test the sensitivity of the algorithms to noise. There were two
indications from the test results: 1) Most estimation errors are less than 5
degrees (with up to 3 percent noise in range); 2) The performance of the pose
estimation software gradually degraded with increasing noise in range
measurements.

The rotational state estimator uses intermittent delayed poses from the pose
estimator software to provide the arm trajectory planner with current estimates of
the target's rotational state at the rate of 100 Hz. The estimator utilizes an
extended Kalman filter because of the inherent nonlinear nature of rotational
dynamics. The effects of varying various parameters on the performance of the
standalone rotational state estimator have been reported [19]. Testing on the
integrated rotational state estimator shows it converges within 4 pose estimates
(about 4 sec) and maintains error estimates of less than 3 degrees, which meets
requirements.
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The relative translational state estimator used for the KC-135 experiment does
not use an inertial coordinate system. The equations describing the dynamics
are nonlinear. Therefore, the estimator design is based on an extended
Kalman filter. The results of its performance in the KC-135 simulator show an
accuracy similar to that for the orbital case[27].

Integrated software testing in the orbital simulation has concentrated on and
produced results in two areas: (1) determining the overall system performance
against grasping different moving targets with random initial states and (2)
determining the computational requirements for the pose estimation software,
using rate and delay as parameters. Grasp impact dynamics calculations are
made to verify that the target is not knocked away during the grasp or by a prior
collision with the arm. Under these conditions, the system has achieved a >70-
percent successful grasp rate for both objects tested. The state estimates have
less than 1 inch and five degrees of error.

Results from the second suite of tests show that pose estimation rate and delay
also have a direct effect on the time-to-grasp in successful tests. Assuming
pose estimation rate and delay of 0.1 sec, we were able to estimate that six i860
processors would be sufficient to achieve these rates and delays.

AIRCRAFT REDUCED GRAVITY ENVIRONMENT

Some microgravity research can be conducted inside an aircraft simulating
space by flying vertical parabolic flight paths, but only for very limited amounts
of time. During Phase IlIA we are flying a subset of the EVAHR Phase 1lIB
hardware and software aboard the NASA Reduced Gravity Program's KC-135
aircraft. This aircraft flies a series of parabolic trajectories resulting in
approximately 15 sec of near microgravity (<.01-g) in the cabin during each
parabola. The robotic arm, hand, vision sensor with panftilt system, and IMU
(Inertial Measurement Unit of accelerometers and gyroscopes) is attached to
the floor of the aircraft. During microgravity, an object is released, tracked by
the vision system, and grasped by the hand. All of these objects have a
complex construction with multiple graspable points.

On several KC-135 preliminary flights, data characterizing the reduced gravity
was collected from an IMU placed on the cabin floor. Video recordings also
were made of objects floating during the reduced gravity interval. The vertical
acceleration fluctuated significantly about zero-g. Fluctuations between 75 mg
and -75 mg were commonplace. These fluctuations caused the released object
to accelerate toward either the ceiling or floor of the airplane. Lateral
accelerations were also observed and were due to air turbulence, flight path
corrections, or other effects.

An evaluation of 38 parabolas was performed, and the trajectory duration

determined. This interval started when the target was released and continued
until the target hit the inside of the airplane fuselage, or was touched by
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personnel, or left the FOV of both video cameras. The results indicate 2/3 of the
parabolas have 4 seconds or less of usable microgravity.v

These results, especially the trajectory durations, do not match well with the
extrapolation to the KC-135 of time-to-grasp results from the orbital simulation
presented above.

In a separate flight of the KC-135, we exercised the unintegrated hardware
subsystems (except the stereo cameras) independently. All of the hardware is
designed to operate in a 1-g environment and might behave differently in the
KC-135 in microgravity or after the 1.8-g pullout at the bottom of the parabolas.
Motions and operations representative of those that will be used in later object
tracking and grasping evaluations were used in these tests. All equipment was
determined to operate without measurable changes in behavior from that
expected.

CONCLUSIONS

The need for crew help and retrieval of detached crew and equipment in space
has been identified. Evaluation of the practical realization of a potential solution
has passed several successful milestones, but is still ongoing, with many of the
critical developments yet to come. The potential solution described here is an
initial attempt to build and understand a prototype of a supervised intelligent
robot for use in space. ltis also potentially useful in terms of the software
architecture for many U.S. economy-related robot applications on Earth.

Both our Phase Il and Phase llIA results demonstrate that manipulation requires
greater accuracy of sensing and perception than does mobility. integrated
testing with our Phase IlIA computer simulation has not only shown that we
have a workable software design, but has also afforded us systems engineering
analyses supporting computer hardware design for achieving real-time complex
perception processing (sensor to percept) and grasp control (percept to action)
for freely moving objects.

Our future plans are first to complete the metrology of the manipulator and joint
calibration of both vision-system-manipulator pairs. We are recoding the laser
scanner pose estimation software to run in real time on the i860 network. The
tracker and translational state estimator are currently running in real time on
i860's. The manipulator trajectory controller and grasp planner are running in
real time on the transputer network. Grasp testing using targets mounted on the
object-motion unit are being conducted in preparation for the KC-135 vision-
guided grasping flights. Then we have several moving object grasp evaluation
flights to conduct. Phase 11IB developments are dependent on the selection of a
final software architecture from the preliminary prototyping efforts which are
underway using a set of crew helper tasks, scenarios, and computer simulation
environments with human-injected unpredictable events to assess the value of
the many goal-planning and real-time reaction aspects of the supervised
intelligent robot design.
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ABSTRACT

Understanding risks and avoiding failure are daily concerns for the women and men of NASA. Although NASA's
mission propels us to push the limits of technology, and though the risks are considerable, the NASA community
has instilled within it, the determination to preserve the integrity of the systems upon which our mission and, our
employees lives and well-being depend. One of the ways this is being done is by expanding and improving the tools
used to perform risk assessment. The Failure Environment Analysis Tool (FEAT) was developed to help engineers
and analysts more thoroughly and reliably conduct risk assessment and failure analysis. FEAT accomplishes this by
providing answers to questions regarding what might have caused a particular failure; or, conversely, what effect the
occurrence of a failure might have on an entire system. Additionally, FEAT can determine what common causes
could have resulted in other combinations of failures. FEAT will even help determine the vulnerability of a system
to failures, in light of reduced capability. FEAT also is useful in training personnel who must develop an
understanding of particular systems. FEAT facilitates training on system behavior, by providing an automated
environment in which to conduct "what-if" evaluation. These types of analyses make FEAT a valuable tool for
engineers and operations personnel in the design, analysis, and operation of NASA space systems.

INTRODUCTION

FEAT was developed as part of an effort to find ways to better identify and understand potential failures that threaten
the integrity of NASA systems. Past and current methods of failure assessment consists of developing often
enormous amounts of documentation in the form of Failure Mode Effect Analysis (FMEA) worksheets. Engineers
create these worksheets by attempting to exhaustively enumerate potential system failures and consequences.
Hazards analysis is performed in a similar manner; experts are gathered together and are asked to brainstorm about the
hazardous manifestations of various failures. System knowledge and experience are necessary for ensuring the
comprehensiveness of this approach. However there are troubling drawbacks to this technique. First, there exists
the difficulty of anticipating every scenario. Analysis is also inherently constrained by the limits of actual
experience. Further, such methods lack consistency and do not enforce a standard level of coverage. Although there
is certainly much to be credited to knowledge acquired through experience, it is not sufficient to avoid unanticipated
interactions which may lead unexpectedly to undesirable consequences. As many industries have learned, sometimes
experience comes at too high a cost. Those at NASA have been looking for better ways to anticipate failure and for
tools to assist in "designing out” potential problems. FEAT was developed to address this problem.

TECHNICAL APPROACH

FEAT is a software application that uses directed graphs or, digraphs, to analyze failure paths and failure event
propagation. The behavior of the systems to be analyzed is represented as a digraph. Then, the digraph model of the
system, is used by FEAT to answer questions concerning the cause and effects of events which are captured in the
model. Therefore, the first step in using FEAT is to create the digraph model of the system in which one is
interested. Once FEAT has analyzed the digraph, it has the information it needs to perform cause and effect analysis.

What are digraphs? Directed graphs are graphs that consists of a set of vertices and a set of edges, where

there is an edge from one vertex a to another vertex b . The vertices are drawn as circles and the edges are drawn as
arrows. The direction of the arrows indicates a causal relationship between the vertices (see figure 1). The vertex
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from which the edge begins, is called its source; and the vertex at which the edge terminates, is called its target.
Direct graph theory is an accepted and established area of mathematical study. Therefore we will only introduce it in
this paper, to the extent necessary for an understanding of how it is used in FEAT. The interested reader may find
further information by consulting the literature.

Figure 1

The structure of the digraph can be represented by a matrix, and consequently can be easily implemented in a
computer. The conversion from digraph to matrix is straightforward and is illustrated below in figure 2. "This
matrix is called the adjacency matrix (reference 1), and is the basis from which other information about the graph
can be derived. The matrix of the graph is obtained by entering either zero or one, depending on whether or not an
edge connects two vertices. The presence of an edge from a to b in figure 1, indicates an entry of one (1) into the
corresponding matrix entry. However, since there is no edge from a to c, a zero (0 ) would be entered in the
corresponding matrix entry.

[ 3-28 ]
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OO =T
OO0

Figure 2
Additional information can be added to the digraph, by applying logical operators to express conditional statements.
FEAT uses AND and OR operators to accomplish its analysis. The AND operator is represented on the graphasa -

vertical bar with a horizontally placed arrow at its center. An OR operator is simply two or more edges whose target
is the same vertex. Theses operators [figure 3], and their use in FEAT [figures 4 & 5], are described below.

>0 o

OR-GATE AND-GATE

Figure 3
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Event A

Event C

Event B

Event A OR Event B causes Event C

Figure 4

The "AND" gate is shown in Figure 5. The AND gate is used when both event A and Event B must occur in order
for Event C to occur. Conversely, if only Event A occurs or, if only Event B occurs, then Event C does not occur.

Event A
Event C
Event B
Event AAND Event B cause Event C

Figure §

Analytical Capabilities The reachability of an event refers to whether there is a path by which other
events in the digraph can be reached. A given event is said to reach another, if the first event can caunse the second
through some path of the graph. Using the adjacency information derived from the digraph, reachability can be
computed for every event and pair of events in the digraph. Analysis can be conducted upstream or downstream from
an event node. (References 2, 3 and 4 provide a much more detailed discussion of digraphs and reachability.)
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Reachablhty information allows FEAT to answer the following questions about a modeled system:

‘What happens to the system if "Event A (and Event B and Event C and ...)" occurs?

‘What are the possible causes of "Event A"?

What common cause could account for the simultaneous indication of numerous events?

What is the susceptibility of the system to new ¢vents given that one or more events has already
occurred, or the system has been reconfigured due, for example, to maintenance?

F’QF’>

Digraph Example The following example demonstrates how a digraph might be implemented for a light
and switch. The digraph provides a methodical way in which to express the topology and behavior of a system. Itis
worth noting that the digraph itself may have various constructions for the same information contained in it,
depending on who created it. Different modelers may lay out the digraph differently. However, for a properly
constructed digraph, the same information will be captured. In the following example [figures 6 & 7], power source
A provides current to switch A which connects to the bulb. Similarly, power source B can energize the bulb.

Power
Light Bulb
—[ }+—% &
Power
Source B
[ —0 o Lignoroam =
 — Switch B
— Power Source
Ground

Figure 6
Light bulb and Power Source Schematic

Switch A Fails Open

Switch A

Output Fails Light Ground

Source Ground
Failure

Power Source
A Fails

(") Light Fails
Power Source \
B Fails

Output Fails Bulb Failure

Switch B Fails Open

Figure 7
Digraph of Light bulb Schematic

« If "Power Source A Fails" or "Switch A Fails Open" then "Switch A Output Fails”. This

is an example of OR logic and is shown in the digraph by the arrows leading into "Switch
A Output Fails".
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« If output from both switches A and B fail, then they will cause the "Power at Light to
Fail". This logic appears as an AND gate on the digraph (the vertical line). In this case,
the AND gate reflects redundancy designed into a system.

Why digraphs?

Directed graphs are useful because they visually depict the logical topology and dependency relationships of
physical and conceptual systems and processes. Because they capture causal effects between events, they can be used
to describe system behavior. Directed graphs are also easily converted into a matrix and, becanse of this, can be
readily analyzed in a computer. Creating and laying out the digraph of a system, also formalizes the method of
evaluation during the analytical process, and provides a standard representation convention. Finally, digraph analysis
is mathematically sound, since methods for determining connectivity paths of the digraph vertices can be
mathematically proved.

DIRECTED GRAPHS AND FEAT

Digraph construction is facilitated by use of an editor specifically designed for the task. Such an editor is included in
the FEAT package which consists of two programs: Digraph Editor and FEAT,

Digraph Editor

The Digraph Editor facilitates construction of the digraph model by allowing the user to create event nodes, edges,
and the logic operators, and to connect and arrange them into a digraph. Event nodes and edges are laid out and
connected using the logic operators. The pieces that make up a digraph are supplied in a digraph toolbox from which
items may be selected. These items are placed on the screen and arranged to produce the system digraph.

Other information is needed to complete the digraph and to make it usable by FEAT. Event nodes have an associated
text block, which includes information that will identify the event node to FEAT, describe the event for the user, and
relate the event to a drawing which contains the component to which the event pertains. This information is
extracted from tables that the user creates. Digraph Editor uses the tables to automatically generate a mnemonic
reference that FEAT will use to identify the event.

Digraph Editor also provides a number of tools for validating and verifying the model as it is being developed.
Digraph Editor will check tables for duplicate entries, check nodes for incorrect form, and determine whether a
selected node has a duplicate in the digraph. Digraph Editor also contains an algorithm that allows the user to
analyze small or incomplete digraphs, while still in the editor. Once the digraph is completed and the paths in it are
analyzed, FEAT can return answers {0 questions regarding the behavior of the modeled system.

Currently, digraph models are created manually by selecting and arranging digraph components; the modeler must
interpret drawings and other sources of information to generate the digraphs. This is a laborious task.
Consequently, efforts are underway to develop methods to automatically translate schematics and drawings into
corresponding digraph models.

Digraph Editor is currently only available for the Macintosh II class of computer.
FEAT

FEAT is the portion of the package that analyzes single or multiple digraphs, and graphically displays causes and
effects of events. Propagation results are shown both on the digraphs and on an another associated graphical
representation, such as a schematic or block diagram. FEAT uses a multi-step algorithm, described in Reference 2,
to compute reachability for each event and pair of events in the digraphs. Events are identified to FEAT through the
mnemonic that is generated by Digraph Editor. Queries about the behavior of the system are made by selecting
events and telling FEAT to return all of the causes of that event (targeting), or by telling FEAT o return all of the
effects of that event (sourcing). FEAT displays all of the single events, and all pairs of events that may cause a
selected event. Multiple events may also be selected and analyzed, FEAT allows some events to be temporarily
removed from the analysis so that answers can be obtained about a reconfigured system.
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FEAT also contains a feature which allows users to atiach to a schematic, formatted database information and
graphics. In this way, component descriptions, parts lists, drawings, etc, may be displayed in conjunction with a
schematic. .

One of the major advantages of FEAT, as discussed in Reference 2, is that it allows the analysis of very large
systems. Large systems can be digraphed by creating and connecting a series of smaller digraphs. FEAT understands
when propagation occurs across the digraphs.

Planned enhancements to FEAT include the following: increasing the speed with which reachability is computed by
improving FEAT's computational algorithm; provision of a method for computing and displaying probabilities of
events occurring; and computation and display of the time it takes for an event to propagate through the graph.

FEAT is currently available for the Macintosh IT class of computer and for UNIX/X-Windows/OSF-Motif systems.
No programming skill is required to use FEAT. However, a course in digraph modeling is quite helpful in learning
how to construct system models.

DIGRAPHS AT NASA
Why NASA chose digraphs

NASA's interest in digraphs began as part of the Shuttle Integrated Risk Assessment Project (SIRA). SIRA was
initiated in the wake of the Challenger accident, in an effort to find better ways of assessing risk and preventing
failure. Digraphs support such analysis by providing end to end cause and effect analysis of modeled systems.
Digraphs also provide a standard and methodical approach for conducting safety analysis and risk assessment.
Digraphs capture information in an easily retrievable format, and facilitate the transfer of design information. FEAT
takes advantage of these characteristics in 2 way that aids engineers and analysts with design, assists safety engineers
with risk assessment, and promotes understanding of system behavior, thereby making FEAT a good tool for
training inexperienced persons.

n don ?

The first system to which digraph analysis was applied was the Space Shuttle Main Engine System (SSME). Since
then, acceptance of digraphs and the use of FEAT has extended in several directions. Most recently, FEAT has been
formally released to the Space Station Freedom Program (SSFP) Technical Management Information System
(TMIS), as Digraph Data System (DDS) Release 1.0. DDS will, through TMIS, be available to SSF Engineering
and Integration, SSF Combined Control Center, and the various Work Packages and their contractors. A Macintosh
Powerbook version of FEAT will be deployed as a Development Test Objective (DTO) on the STS-52 flight
scheduled for October 1992. Reliability and Maintainability personnel at NASA-JSC, are using FEAT to construct
a model of the Simplified Aid for Extra-Vehicular Activity (EVA) Rescue (SAFER). FEAT is also being used to
model the redesigned Servo Power Amplifier (SPA) for the Remote Manipulator System (RMS).

Proponents have used FEAT for a variety of analytical tasks, such as Fault Tolerance Analysis and Redundancy
Management (FT/RM), Fault Detection, Isolation, and Recovery (FDIR), and "What-If" analysis. Within the Space
Station Freedom Program, FEAT is being used in the performance of Integrated Risk Assessment for the station,
which includes Failure Mode and Effects Analysis (FMEA), Hazards Analysis (HA), and FT/RM. FEAT has also
been established as a baselined tool in the Mission Operations Combined Control Center, where flight controllers
will use FEAT models to assist with real-time monitoring tasks. FEAT's role is expanding in both Space Station
and in Space Shuttle.

Space Station The Space Station Engineering Integration Contractor (SSEIC), is using FEAT to perform
integrated risk assessment. This tasks consists of performing the analysis to assure the station design is safe,
reliable, and has an acceptable level of risk (reference 5). The space station design consists of modules designed and
built by the United States, and of modules which will be designed and built by NASA's international partners. The
work to be performed by NASA is divided into four Work Packages distributed among different centers.
Additionally, a variety of contractors are working in support of the Work Packages. Consequently, system
integration is a paramount concern of the program. SSEIC is tasked with ensuring the integration of these various
factions and is using digraph-based FEAT, to work the integration problem. Specifically, FEAT supports the
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following areas of the Integrated Risk Assessment process:
1. Reliability Analysis
2, Safety Analysis
3. Integrated Risk Analysis
4, Integrated Risk Assessment

The models being developed for the station Integrated Risk Assessment will eventually be provided to Mission
Operations personnel for use in FDIR of the on-orbit station.

Space Shuttle  FEAT is scheduled to fly on STS-52 as a Detailed Test Objective (DTO). A FEAT
model of the S-band Communications System has been installed on an Apple™ Powerbook™, which will be flown
aboard the shuttle. Astronauts will use the model to perform on-board fault isolation for the S-band Communication
System. They will be able to configure the model to match the actal S-band system configuration, and then will
use FEAT to identify possible causes of failures of the S-band system.

FUTURE APPLICATIONS OF DIGRAPHS

Digraphs are gaining acceptance, within the NASA community, as a viable method for conducting many kinds of
analysis. Space Station Freedom Program and Operations, has mandated the use of digraph analysis for the Space
Station Level II Integration effort; and many others are beginning to take up the banner. Some of the potential areas
of application include the following:

lati ili

FEAT's ability to model and analyze system failures make it a natural candidate for fault isolation efforts. If a failure
event occurs, FEAT can display all of the possible single and paired causes for that event. However, in a large
system, potential causes can be enormous in number. A method of pruning the list of possible causes is then
necessary. Sensor information associated with the system can be used to remove candidate causes which occur
downstream of a known nominal condition. Incorporation of sensor data, into the analysis, can help to reduce the
number of candidate failures to a manageable sum. Then using traditional techniques, further isolation can be
accomplished. Figure 8 shows an example of such a case.
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Sensor 1

Event A EventB

Event E Event F

Event C Event D
Sensor 1
Event F may be caused be Events E or F directly or by Events A or B paired with

Events C or D through the AND gate.
Sensor 1's state is unknown.

If Sensor 1 reports nominal conditions, this implies that neither Event A or Event B occurred.
Since neither Event A or B occurred, then the AND gate condition cannot be met, and

the only way Event F can occur is if Events E or F occur. The number of events necessary
to be checked to evaluate the cause of Event F has been reduced from 6 to 2.

Figure 8

Sensor data may also be combined with FEAT to identify the potential for cascading alarms. For instance, if a fault
occurs downstream from a sensor, the sensors upstream will eventually alarm as a result of the fault. FEAT can
show the effects of a fault on the downstream sensors.

This solution is being implemented by NASA, in an extension of FEAT, called Extended Real-time FEAT (ERF).
ERF automatically prunes the list of possible faults, according to sensor information. ERF is being developed as a
part of the FDIR system for the On-orbit Control Center Complex. Mission Controllers will use ERF to resolve
off-nominal system behavior, by reducing the potential number of failure causes.
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FEAT developers are pursing the possibility of incorporating, or interfacing with, a testability analysis tool which
will help to evaluate sensor coverage in systems, and make recommendations regarding appropriate sensor locations.
ERF is dependent upon adequate sensor information and proper placement of the sensors. Properly placed sensors
provide information to quickly and accurately locate faults. The combination of FEAT, ERF and testability tools
will make a very powerful fault isolation system.

Temporal Analysis

Not every event immediately affects the next downstream event. There may be appreciable delays within an event
and between events. For example, an inappropriately shut valve, may not for some time, cause the pressure in the
system to rise to an unacceptable level. In such a situation, time delay is an important aspect of calculating the
potential failure space.

This issue will be addressed in FEAT when a modification is made to Digraph Editor to allow modelers to include
time delays within events, and delays between events. FEAT will then compute the maximum and minimum time
delay between selected events, This capability will be supplied in a future version of FEAT.

Software Modeling

Physical systems are not the only candidates for digraph analysis. Software functions and data flow can be modeled
as well. Particularly, the flow and effect of invalid/improper data can be modeled. This can provide insight to the
designer in determining mission critical software functions. Additionally, the effect of invalid data on other system
functions (both software and hardware) may be shown. For instance, a software functional component that generates
invalid data as an event; may then provide that data to other software and hardware as an invalid data input event.
FEAT can be used to model these behaviors too.

ion Ev; ion R

Digraph models can be used to determine whether or not a system design provides sufficient redundancy.
Maintenance and configuration effects on the system, can be evaluated by selectively removing (setting) components
from the system. The reconfigured system can then be evaluated for induced single and paired events. This can be
particularly useful in determining new vulnerabilities after a system has encountered failures and/or has portions of
the system secured for maintenance.

FEAT contributes to design evaluation by rapidly displaying all single events caused by the event of interest, and all
pairs of events that will result in that event. Unexpected single point common cause events are also quickly
identified. As the design is modified to provide additional redundancy, the digraph model can be updated to reflect the
changes, and the new set of single events and pairs of events can be evaluated.

Logistics Analysis

Logistics analysis addresses corrective and preventive maintenance tasks, and determines the kinds and numbers of
repair parts needed for a system. This type of analysis is associated with the reliability and availability (reference 6),
of systems. Reliability is defined as the measure of the mean time between failure (MTBF) and, concerns the
probability that a system will operate over a specified period of time. No provision is made for repair when
calculating reliability. Availability varies from reliability, in that it is a measure of the mean time to repair
(MTTR), or, the probability that the system will operate over a period of time considering that something can be
done to restore functionality lost as a result of a failure. How system repairs can be supported, or supportability, is
important to determining availability. If repairs can be made instantaneously, availability is increased. However,
long delays between failure and repairs makes the system proportionally less available.

FEAT models can help to identify critical components and the effect of their failure upon the system. Digraph
models of the system can, along with specific part reliability, help to determine priorities for inventory stocks, and
schedules for maintenance. Spare parts inventories are a major factor in determining supportability. For example,
spares for parts that cause single point common cause events should have higher prior.iy for stocking than parts that
contribute to pairs of events.
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Maintainability concems the time ‘it takes to remove and replace a component. Digraph models can identify
components prone to low reliability, and single common cause failure. Designers can then either improve the
reliability of the component or ensure that such items are accessible and easily replaced.

SUMMARY

As NASA continues to search for better and innovative approaches to new and old problems, dirécted graph analysis
has emerged as a viable addition to the methods applied to Risk Assessment. Directed graphs are a well established
area of mathematical study and analysis, and provide an easily comprehendible visual representation of cause and
effect relationships. Conversion of the digraph to an equivalent matrix is straightforward, and ailows analysis of
digraphs to be mathematically calculated and verified. The nature of matrices also makes them ideally suited for
computerized calculations, which in turn provides a vehicle for automating the task of risk assessment and failure
analysis.

FEAT uses directed graph theory to provide engineers and analysts with a powerful and flexible automated analytic
helper. FEAT can provide end to end analysis of cause and effect events, Very large systems can be modeled in
modules, then connected to form the entire system. This feature also allows digraphs to be arranged in mix and
match fashion. FEAT can detect and return information about single point failure vulnerability, failure event pairs,
common cause events, and reduced capability analysis. FEAT shows the results of event propagation on system
schematics and on the associated digraph. Digraph Editor provides a helpful way for the analyst to create digraphs.

The FEAT Project is funded by the NASA Space Station Freedom (SSF) Advanced Programs Development Office
(Code MT) and the SSF Program Office (Code MS).
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Abstract

This paper is a consolidated report on ten major planning and scheduling
systems that have been developed by the National Aeronautics and Space
Administration (NASA). A description of each system, its components, and how
it could be potentially used in private industry is provided in this paper. The
planning and scheduling technology represented by the systems ranges from
activity based scheduling employing artificial intelligence (Al) techniques to
constraint based, iterative repair scheduling. The space related application
domains in which the systems have been deployed vary from Space Shuttle
monitoring during launch countdown to long term Hubble Space Telescope
(HST) scheduling. This paper also describes any correlation that may exist
between the work done on different planning and scheduling systems. Finally,
this paper documents the lessons learned from the work and research
performed in planning and scheduling technology and describes the areas
where future work will be conducted.

Introduction

NASA has performed an extensive amount of work in the area of planning and
scheduling technology both in terms of research and real-world applications.
This paper will present this work and discuss the goals, strategies, methods of
implementation and results of each project on a case by case basis. Each
project will be described with introductory remarks, planning and/or scheduling
technology details of implementation, and closing remarks. In addition, the
relation of a project to the private sector and how it could be used therein (i.e.,
its dual-use potential) will be outlined.

NASA Planning and Scheduling Projects

SPIKE

We begin with an activity-based scheduler called SPIKE that was designed to
perform scheduling tasks for the Hubble Space Telescope (HST). It was
developed at the Space Telescope Science Institute (STScl) in Baltimore,
Maryland. SPIKE exploits Al techniques for constraint representation and for
scheduling search. The aim of SPIKE is to allocate observaticns to timescales
of days to a week, observing all scheduling constraints, and maximizing
preferences that help ensure that observations are made at optimal times.
SPIKE has been in use operationally for HST since shortly after the observatory
was launched in April 1990. Although developed specifically for HST
scheduling, SPIKE was carefully designed to provide a general framework for
similar (activity-based) scheduling problems.

HST scheduling is a large scale problem: some 10,000 to 30,000 observations
per year must be scheduled, each subject to a large number of operational and
scientific constraints. The scheduling of the HST has been divided into two
processes: the first is long-term scheduling, which allocates observations to
week-long segments over a scheduling period of one year or more in duration.
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This task is the responsibility of the SPIKE system. Individual weeks are then
scheduled in more detail by the Science Planning and Scheduling System
(SPSS), which orders observations within the week and generates a detailed
command sequence for the HST control center at NASA Goddard Space Flight
Center.

Scientists who wish to use the HST write observing programs to achieve their
goals and these are sent to STScl in machine-readable form over national and
international computer networks. They are then translated by an expert system
called Transformation into a form suitable for scheduling within SPIKE. SPIKE
treats the construction of a schedule as a constrained optimization problem and
uses a heuristic repair-based scheduling search technique. The SPIKE
algorithm has desirable "anytime" characteristics: at any point in the processing
after the initial guess has been constructed, a feasible schedule can be
produced simply by removing any remaining activities with constraint violations.
The repair heuristics used by SPIKE are based on a very successful neural
network architecture developed for SPIKE and later refined into a simple
symbolic form which has made the original neural network obsolete. The
adopted initial guess heuristic selects the most-constrained activities to assign
first, where the number of minimum conflicts times is used as the measure of
degree of constraint. If there remain gaps when all conflicting activities have
been deleted (removed), then a simplistic best-first pass through the
unscheduled activities is used to fill them.

SPIKE provides support for rescheduling operations in several ways. Two
worth mentioning in particular are the task locking and conflict-cause analysis
features. Tasks or sets of tasks can be locked into place on the schedule, and
will thereafter not be considered during search or repair. These tasks represent
the fixed points on the schedule. Conflict-cause analysis permits the user to
force a task onto the schedule, and then display both what constraints have
been violated and by which other tasks. The conflicting tasks can be
unassigned if desired either individually or as a group and returned to the
unscheduled tasks pool. The primary lesson learned from SPIKE development
(which applies to similar systems) is to build in the expectation of change from
the outset.

The implementation of SPIKE started in early 1987 and was initially based upon
Texas Instruments Explorers as the hardware and software environment. The
SPIKE graphical user interface was implemented in KEE Common Windows,
but the remainder of the system, used only Common Lisp and the Flavors object
system. At HST launch, STScl had a complement of 8 Tl Explorers and
microExplorers user for SPIKE operation, development and testing. In late
1991 SPIKE was moved from Explorers to Sun SparcStation ils as the primary
operations and development workstation. All of the Flavors code was
automatically converted to the Common Lisp Object System. The Lisp used on
the SparcStation is Allegro Common Lisp from Franz Inc. Allegro CL supports a
version of CommonWindows based on X-windows, and so the user interface
continues to operate on UNIX platforms as it did on the Explorers.
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The dual use potential for SPIKE lies in large-scale scheduling problems that
need to employ heuristics in the search algorithm. SPIKE can be modified to
accommodate a new problem domain that might be found in private industry.
For more information on SPIKE, contact the Space Telescope Science Institute,
3700 San Martin Drive, Baltimore, Maryland, 21218. The contact is Mark D.
Johnston.

T Sch ing R

Next, we take a look at research work performed for HST scheduling by the
Robotics Institute at Carnegie Mellon University which is related to the SPIKE
system described in our previous project description. This work focuses on the
short term scheduling of the HST and can best be described through an
examination of its attributes: decomposability and scalability.

Existing and planned space-based observatories vary in structure and nature,
from very complex and general purpose, like the HST, to small and targeted to a
specific scientific program, like the Submillimeter Wave Astronomy Satellite
(SWAS). However the fact that they share several classes of operating
constraints (i.e., periodic loss of target visibility, limited onboard resources, etc.)
does suggest the possibility of a common approach. The complexity of this
problem stems from two sources. First, both types of observatories have the
difficulty of the classical scheduling problems: optimization of objectives relating
to overall system performance (e.g., maximizing return of science data), while
satisfying all constraints imposed by the observation programs (e.g.,
precedence and temporal separation among observations) and by the
limitations on the availability of capacity (e.g., observations requiring different
targets cannot be executed simultaneously). Secondly, a safe mission
operation requires the detailed description of all the transitions and
intermediate states that support the achievement of observing goals and are
consistent with an accurate description of the dynamics of the observatory; it is
this aspect that constitutes a classical planning problem. Yet another
characteristic of the problem is its large scale. To effectively deal with problems
of this size, it is essential to employ problem and model decomposition
techniques, which is where the research in this project was focused.

The problem in the HST short term scheduling domain.is the efficient
generation of schedules that account for the major telescope's operational
constraints and domain optimization objectives. The basic assumption is to
treat resource allocation, or scheduling, and auxiliary task expansion, or
planning, as complementary aspects of a more general process of constructing
behaviors of a dynamic system. The natural approach to solving the problem is
then an iterative posting of constraints extracted either from the external goals
or from the description of the system dynamics; consistency is tested through
constraint propagation. In addition, the use of abstraction, model
decomposability and incremental scaling, and exploiting opportunism to
generate good solutions are techniques researched in this effort. These three
are described in more detail in the following paragraph.
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Briefly, where models are expressed in terms of the interacting state variables of
different components of the physical system and its operating environment, an
abstract model is one which summarizes system dynamics in terms of more
aggregate structural components or selectively simplifies the represented
system dynamics through omission of one or more component state variables.
In HST, problems are naturally approached by decomposing them into smaller
sub-problems separately and then assembling the sub-solutions. We can judge
how the problem solving framework supports modularity and scalability by two
criteria: 1) the degree by which heuristics dealing with each sub-problem need
to be modified when adding sub-problem assembly heuristics to the problem
solver, 2) the degree of increase of the computational effort needed to solve the
problem versus the one needed to solve the component sub-problems. Finally,
for overall sequence development, a simple dispatch-based strategy was used:
simulating forward in time at the abstract level, the candidate observation
estimated to incur the minimum amount of wait time (due to HST reconfiguration
and target visibility constraints) was repeatedly selected and added to the
current sequence. This heuristic strategy, termed "nearest neighbor with look-
ahead" (NNLA), attends directly to the global objective of maximizing the time
spent collecting science data. However, one critical tradeoff that must be made
in space-based observatory scheduling is between maximizing the time spent
collecting science data and satisfying absolute temporal constraints associated
with specific user requests.

A second sequencing strategy (to NNLA) of comparable computational
complexity that directly attends to the objective of minimizing rejection of
absolutely constrained goals is "most temporally constrained first" (MCF).
Under this scheme, the sequence is built by repeatedly selecting and inserting
the candidate goal that currently has the tightest execution bounds.

Both NNLA and MCF manage combinatorics by making specific problem
decomposition assumptions and localizing search according to these
decomposition perspectives. The difference between these two comes in that
NNLA assumes an event based decomposition while MCF assumes that the
problem is decomposable by degree of temporal contrainedness.

The research in this effort is for work done in the HST scheduling project, but
like the SPIKE effort, could be applied to similar systems (i.e., large scale) in the
private sector. More information on this research work can be found through
The Robotics Institute at Carnegie Mellon University, 5000 Forbes Avenue,
Pittsburgh, Pennsylvania, 15213. The contacts are Nicola Muscettola and
Stephen F. Smith.

ERE

The next project is the work performed at NASA Ames Research Center in
Moffett Field, California. It is related to previous work mentioned in that it is an
integrated system and involves the planning, scheduling, and control for
automatic telescopes. The project is called the Entropy Reduction Engine
(ERE) project and is focusing on the construction of integrated planning and
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scheduling systems. This project serves as the focus for extending classical Al
techniques involving automatic planners (i.e., systems that synthesize a plan to
solve a problem) in a variety of ways. In the context of closed-loop plan
execution, the ERE project is a focus for research as it relates to planning and
scheduling. The eventual goal of the ERE project is a set of software tools for
designing and deploying integrated planning and scheduling systems that are
able to effectively control their environments. ERE has two important sub-goals:
first the integration of planning and scheduling and second the study of plan
execution as a problem of discrete event control.

The ERE project defines an integrated planning and scheduling system as a
system that would able to consider alternative sets of actions, unlike the stand-
alone scheduler, which is unable to deviate from its given action set. Moreover,
the ERE project views plan execution as a problem in discrete event control;
specifically, it formalizes a plan as a simple type of feedback controller, and this
yields a new view on plan execution.

ERE itself is an architecture for producing systems that look ahead into the
future, and by so doing, choose actions to perform. The essential idea is as
follows: if a system has a limited amount of time to plan, and having planned, is
allowed to plan no further, then it makes sense for the system to make the best
use of the available time by incrementally improving its current plan until time
runs out. The algorithm ERE employs is called traverse and robustify and
follows this idea. ERE can provide a solid base for the development of
integrated telescope planning, scheduling, and control systems that help to
make this simplified management structure a reality.

ERE could be applied to private industry where a need for scheduling of
automatic telescopes in an integrated planning and scheduling environment is
required. Additional information on ERE can be obtained at NASA Ames
Research Center, Mail Stop: 269-2, Moffett Field, California, 94035. The contact
is Keith Swanson.

OoMP

Next is the application and its underlying research which were performed by the
Jet Propulsion Laboratory in Pasadena, California. It deals with a scheduling
approach called lterative Refinement and the application is called the
Operations Mission Planner (OMP).

lterative refinement is a heuristics-based approach to the scheduling of deep
space missions which are modeled on the approach used by expert human
schedulers in producing schedules for planetary encounters. Whenever the
Voyager spacecraft encounters a planet, the science experiments to be
conducted must be preplanned and ready to execute. This is a difficult
scheduling problem due to the number and complexity of the experiments and
the extremely limited resources of such a spacecraft. In general, not only are
the schedules oversubscribed, they are also dynamic. As the scientists learn
more about their objectives, the experiment requests themselves are updated.
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Thus, the mission schedule is a dynamic entity. To solve the problem, OMP is
centered on minimally disruptive replanning and the use of heuristics to limit the
scheduler's search space.

In OMP, a resource tracks how a variable describing a state of the system
changes through time and the steps which presently reserve this resource.
There are five fundamental types of resources to OMP: capacity, consumable,
renewable, continuous-state, and discrete-state. A brief description of each
follows: a capacity resource is basically a pooled resource but can have non-
integer value and may have a time varying initial capacity. A consumable
resource is one for which there is a limited supply, and once it is used, it is no
longer available (e.g., spacecraft fuel). A renewable resource is a
generalization of a consumable resource, where the resource can be
replenished (e.g., storage tape; it is used up during recording, and
"replenished" during playback). A state resource represents a resource whose
state (i.e., configuration, position, etc.) must be a certain value in order to
support some activity. A continuous-state resource is a resource in which the
state of the resource can best be described by a continuous variable (e.g., the
direction that an antenna is pointing). A discrete-state resource however is
represented by discrete values (e.g., on/off, low-gain/medium-gain/high-gain).

Associated with each of these types of resources is its definition of conflict. A
conflict for a capacity resource occurs if the system reserves more than the limit
of the pool at any moment in time. The resource is in conflict at the temporal
interval for which a oversubscription occurs.

For additional definitions, OMP defines a step as a temporal interval which
contains resource reservations. To OMP, an activity is a set of steps and a set of
constraints that link the steps together. The temporal constraints are the "glue"
that bind the steps into a logical unit. The user views an activity as the
"primitive" action that must be scheduled to satisfy a user scheduling request.

OMP's iterative planning consists of a series of techniques. Each technique is
responsible for a different aspect of the overall planning process. The first of
these techniques roughs out the plan and identifies areas of high resource-
conflict. The later techniques use the knowledge of the resource conflicts to
refine the plan and solve many of the schedule problems. The final techniques
try to solve the last of the conflicts and "optimize" the plan.

The OMP load phase is responsible for drafting an initial schedule. During the
resource centered phase, OMP becomes resource oriented. The scheduler
focuses upon a resource region which contains conflicts and uses quick and
simple techniques to fix these regions before processing another resource. By
focusing on just one resource region at a time the scheduler may fix one portion
of the schedule but create additional conflicts in other regions. The scheduler
discovers the bottlenecks by tracking these interactions between the separate
regions. Once a bottleneck has been identified, it is classified and OMP
gtte:'npts to resolve that bottleneck using techniques speciaiized for the type of
ottleneck.
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Once the conflict regions of the schedule have been resolved, OMP takes
another look at the high priority activities which have been deleted from the
schedule and tries to fit them in. At this point, OMP will perform its deepest
search in an effort to schedule just one more activity. This phase is called the
Optimization, although it doesn't produce a truly optimal schedule as would be
defined in an operations research sense. Rather, it refers to fitting in additional
activities after a conflict-free schedule has been produced. By specializing the
planning techniques, each technique can be made more efficient.

The basic concept of self-reflective search in OMP is focusing the search by
using knowledge gained from monitoring the search process. The OMP
architecture, operating as outlined in the previous discussion, provides the
mechanisms for supporting self-reflective search: the chronologies gather the
raw information, the assessment heuristics analyze the information and feed the
results to the control heuristics which focus the dispatch heuristics.

During the scheduling process, OMP keeps a chronology of the effort expended
to resolve resource conflicts. During the resource centered phases, OMP
focuses on a temporal interval within a given resource that is in conflict. Simple
heuristics are used to reduce the level of conflict in the focus region. The
chronologies keep track of the effect of these actions within the region and on
other regions which are changed as a result of the scheduling actions. OMP
first attempts to find a set of resource assignments which reduces the total
amount of conflict in the entire scheduie. If the system cannot lower the total
conflict then it will increase the effort level for the focus region. This process will
eventually cause OMP to cycle through the same regions.

The iterative planning approach to scheduling employed by OMP arose from
attempts to heuristically control the search space of mission scheduling. The
source of the heuristics were the human schedulers of Voyager, Viking, and
Spacelab who provided information on the stages of those scheduling
processes.

Most of these heuristics in OMP assume that the scheduler knows which
resources are the bottlenecks and which tasks are causing the maost difficulty for
the scheduler. The iterative planning approach assumes that the information
gained by earlier techniques can be used by the later techniques to constrain
the search space. lterative planning also assumes that the schedule will not be
changed dramatically by the later techniques.

OMP could be applied to the private sector in cases where an iterative
approach utilizing heuristics for scheduling search is required to schedule in
most any domain. The platform for OMP is a Mac ii fx or Quadra. Additional
information can be obtained by contacting Eric Biefeld at the Jet Propulsion
Laboratory, California Institute of Technology, 4800 QOak Grove Drive,
Pasadena, California, 91109-8099.

APS
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Next is the Autonomous Power System (APS) project developed at the NASA
Lewis Research Center. APS is designed to demonstrate the applications of
integrated intelligent diagnosis, control and scheduling techniques to space
power distribution systems. The APS project consists of three elements: the
Autonomous Power Expert System (APEX) for Fault Diagnosis, Isolation, and
Recovery (FDIR); the Autonomous Intelligent Power Scheduler (AIPS) to
efficiently assign activities, start times and resources; and power hardware
(Brassboard) to emulate a space-based power system. The AIPS portion of
APS served as a learning tool and an initial scheduling testbed for the
integration of FDIR and automated scheduling systems. Many lessons were
learned from the AIPS scheduler and were integrated into a new scheduler
called SCRAP (Scheduler for Continuous Resource Allocation and Planning).
The APS project domain is the intelligent hardware and software of an electrical
power system.

Similar to the scheduling of a telescope, the resources onboard a complex
spacecraft will be vastly oversubscribed, having many times more resource
requests than available resources. This makes it a paramount objective to
efficiently utilize the available resources in order to complete as many activities
as possible. The goal of the APS project is automated scheduling for space
systems with proof-of-concept demonstrations on a power system testbed. In
this scenario, the scheduler must not only know how to generate the schedule,
but must also know how to implement the schedule, and how to recover from
system or load induced deviations in the schedule.

The APS Brassboard is a power system testbed that contains a set of power
supplies, switchgear, and loads that simulate a space-based power system. In
order to more closely emulate this system, each load is given a set of attributes
resembling those of the space-based system. Each activity (i.e., load) has a
time varying profile of power demand, earliest start time and latest completion
time constraints, a priority, and a temporal placement preference. In general,
two modes of schedule generation are needed for any integrated scheduling
system. The ability to generate an initial schedule and the ability to modify (i.e.,
reschedule) an already executing schedule in the case of an anomaly. The
AIPS scheduler has two modes of schedule generation used for scheduling and
rescheduling. The scheduling engine itself is an incremental scheduler that
uses a set of activity selection and placement heuristics. ‘

Finally, the SCRAP scheduling tool employs the theory of delineating two
general categories in scheduling: predictive and reactive systems. Specifically,
predictive scheduling allows the efficient allocation of available resources to
activities by generating schedules based on predicted knowledge of the activity
and resource states. On the contrary, reaction provides easier implementation
in dynamic domains, but sacrifices resource usage efficiency caused by the lack
of knowledge used to generate schedules. SCRAP also employs the theory
that it may not be necessary to construct the initial schedule with a great level of
detail. Therefore SCRAP schedules far term activities with less effort or detail
than near term activities. It accomplishes this by using multiple levels of
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abstraction when scheduling activities. Further into the future the schedule is
constructed abstractly, while nearer to the execution time more precision is
used.

The APS project is an ongoing effort to demonstrate the use of knowledge-
based diagnosis and scheduling software in advanced space-based electrical
power systems. The SCRAP paradigm will allow for more efficient use of the
available resources in such a system.

The APS project has dual use potential in electrical power system domains that
can be modeled and which would allow for less detail in long term scheduling
and more detail in the short term. Additional information can be obtained
through Mark J. Ringer, Sverdrup Technology Inc., NASA Lewis Research
Center Group, Cleveland, Ohio, 44135.

MAESTRQ

Next is a scheduling and resource management system named MAESTRO
developed by the Martin Marietta Astronautics Group in Denver Colorado. As
its problem domain, MAESTRO was interfaced with a Space Station Module
Power Management and Distribution (SSMPMAD) breadboard at the Marshall
Space Flight Center (MSFC). The resulting combined system serves to
illustrate the integration of planning, scheduling, and control in a realistic,
complex domain.

Briefly, the functionality of MAESTRO is as follows: the Activity Editor is used to
create definitions for activities which accomplish goals desired by the user.
MAESTRO is used to select and schedule a subset of these activities, and to
save the resultant schedule(s) out to files. The Transaction Manager (TM)
serves as a communications porn, facilitating specific types of communications
between MAESTRO and the rest of the system during breadboard operation.
The Front End Load Enable Scheduler (FELES) creates schedulers of power
system events (such as closing switches) from saved schedule files. The
Communications and Algorithmic Controller (CAC) distributes schedules
among Load Centers (LCs), into which are incorporated Lowest Level
Processors (LLPs). The Fault Recovery And Management Expert System
(FRAMES) performs fault isolation, diagnosis and recoveiv for the power
scheduler during real-time contingencies.

During normal operations, a user will interact with the activity editor to create a
set of activities to be scheduled, saving these activities' definitions in an activity
library. In that or another session, the user will run the scheduler to create one
or more initial schedules of these activities. These schedules will be saved into
a schedule library.

When a power system anomaly occurs, MAESTRO will get a set of information
from FRAMES through the TM. MAESTRO follows a three-step process to
handle these messages and revise the schedule. It a) modifies the schedule to
reflect changes made to it by the power system and to remove resource and
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temporal constraint violations for activities not yet begun, b) tries to find ways to
create and schedule continuations for interrupted activities, and c¢) tries to
schedule any activities that can take advantage of the resources released by
the interruption of others.

Insofar as planning is concerned, activity continuation is the single automated
planning function within MAESTRO. However, in terms of scheduling,
MAESTRO can represent temporal constraints between activities, sometimes
necessitating the consideration of more than one continuation model at once.

MAESTRO is a tool that could be applied to a need for a system executive that
could monitor and control individual subsystems of a commercial rocket launch.
Additional information on MAESTRO can be obtained from Daniel L. Britt and
Amy L. Geoffroy at the Martin Marietta Astronautics Group, P. O. Box 179, Mail
Stop: XL4370, Denver, Colorado, 80201.

GERRY

Next is a well-known scheduling tool called GERRY that was also developed at
NASA Ames Research Center. GERRY is a general scheduling system applied
to the Space Shuttle ground processing problem at Kennedy Space Center
(KSC). It employs the approach called constraint-based iterative repair that
provides the ability to satisfy domain constraints, address optimization
concerns, minimize perturbation to the original schedule, and produce modified
schedules quickly; all of which rescheduling systems should be capable of in
general. GERRY utilizes a novel approach to rescheduling that addresses the
concerns and gives the user the ability to individually modify each criteria's
relative importance.

In terms of problems specific to GERRY's domain, there is an additional
complicating factor introduced by the Space Shuttle problem and that is
preemption. In preemptive scheduling, each task is associated with a calendar
of legal work periods that determine when the task must be performed.
Preemption effectively splits a task into a set of subtasks. It requires additional
computational overhead since for each task the preemption times must be
computed and appropriate constraint manipulation for each time assignment
must be performed.

In the Space Shuttle processing domain, rescheduling is necessitated by
changes that occur in the environment. In response, GERRY adopts the
approach of repairing the constraints that are violated in the schedule.
Constraint-based iterative repair itself begins with a complete schedule of
unacceptable quality and iteratively modifies it until its quality is found
satisfactory. In GERRY repairs are associated with constraints. Repairing any
violation typically involves moving a set of tasks to different times: at least one
task participating in the constraint violation is moved, along with any other tasks
whose temporal constraints would be violated by the move. Simply put, all
temporal constraints are preserved after the repair. Similar to many scheduling
evaluation tools, at the end of each iteration, the system re-evaluates a cost
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function to determine whether the new schedule resulting from the repairs is
better than the current solution. The system sometimes accepts a new solution
that is worse than the current solution in order to escape local minima and
cycles. In summary, the algorithm is interruptable, restartable, and outputs a
solution when terminated.

To examine the effects of this scheduling strategy, the STS-43 Space Shuttle
processing flow was used as an experiment. The results were very positive and
the experiments suggest that the constraint framework and the knowledge
encoded in this framework is an effective search tool that allows one to adjust
the importance of schedule perturbation and other objective criteria.

GERRY could be adapted to an environment in the private sector which
employed assembly line processing for construction of a product. For more
information concerning GERRY, contact Eugene Davis, Brian Daun, or Michael
Deale at the NASA Ames Research Center, Mail Stop: 269-2, Moffett Field,
California, 94035.

TMSA

Next is a concept prototype known as Time Management Situation Assessment
(TMSA) developed by the Advanced Computing Technologies Group at Boeing
at the Kennedy Space Center in Florida. TMSA was designed o support NASA
Test Directors (NTDs) in schedule execution monitoring during the later stages
of a Shuttle countdown. The system detects qualitative and quantitative
constraint violations in near real-time.

The problem domain involves the NTDs primary concern with the orderly and
timely execution of the countdown process. The cognitive model they reason
with is relatively high-level and includes a nominal (i.e., planned) model of the
countdown and a set of qualitative and quantitative constraints that define such
a countdown by specifying temporal duration and ordinal relationships between
countdown events. The NTDs monitor the current countdown and assess its
compliance with their nominal countdown model. The countdown schedule
may be revised by reordering events and/or adjusting the durations of intervals
between events. The characteristics of the domain are as follows:
A)  The situation is highly structured with a well formulated, proven set
of constraints on the schedule, and -
B) Although this is an advisory system used by experts, the criticality
of the situation places a premium on timeliness and correctness
beyond that of many applications.

The verification and validation issues in TMSA's software environment in
conjunction with the above mentioned characteristics led to an approach of the
problem algorithmically and avoided using heuristics.

Furthermore, while the countdown is formulated in terms of both events and

intervals, the constraints between intervals are such that intervals were
represented as start and end pairs of events. From the NTD's perspective
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countdown time is discrete. Pseudo events are used and are defined as events
that are not members of the universe of countdown events employed by the
NTDs. Uncertainty arises in the countdown schedule situation in that many of
the qualitative constraints between countdown events are ambiguous. In
addition, ambiguity also occurs in some quantitative duration constraints on the
length of intervals.

To solve this problem, two algorithms were developed for TMSA. These form
the reasoning kernel of the system and are designed to monitor and interpret
the legality of the temporal duration and sequential unfolding of a countdown.
The first algorithm, called the ConstraintChecker, is used to maintain a
qualitative representation of the current status of a countdown and to check the
consistency of that status with the qualitative constraints that define the legality
of a countdown. The second algorithm, known as the ScheduleMaintainer, is
used to maintain both a qualitative and quantitative representation of a
countdown. This representation includes both the current status of the
countdown and the quantitative constraints that define the legality of a
countdown. The representation is also used to generate relational assertion
vectors as input to the consistency checking algorithm. Together, the
ConstraintChecker and the ScheduleMaintainer form the core of TMSA and
exchange relations between the ordering of events.

The TMSA prototype is implemented in Smalltalk and runs on a 25 mhz 486,
under MS DOS. TMSA could be applied to a private industry domain with
similar constraints and events found in that of a Space Shuttle countdown, like
a launch of a commercial rocket perhaps. It could also be utilized in an
environment where testing of a device of some sort underwent a well-defined
procedure that employed a set of rules for its own execution. An example of this
might be the process testing of an airplane in a wind tunnel. For further
information concerning TMSA, contact Michael B. Richardson of the Advanced
Computing Technologies Group, Boeing Aerospace Operations, FA-71,
Kennedy Space Center, Florida, 32899.

MPA ISAID

Finally, there is an interactive and highly flexible scheduling system called
COMPASS developed by the McDonnell Douglas Space Systeams Corporation
in Houston, Texas. COMPASS is a constraint-based scheduler and with its
interactive trait, it provides an environment where a mixed initiative is possible;
that is, it lets the computer do what it does best (i.e., check constraints and
calculate feasible intervals) and lets the human do what he/she does best (i.e.,
provide heuristic and subjective inputs into the schedule). This results in a
cooperative production of a schedule which reflects both the hard constraints
and subjective preferences. Written in ADA with the user interface in C and X-
Windows, COMPASS is a well-designed, highly flexible scheduler that could be
modified to fit the needs of a wide variety of scheduling problems. It operates
on a number of platforms, including Sun3/4, Sun Sparc, Rational, RS6000, and
VAX/VMS. COMPASS provides both forward and backward scheduling modes
and displays a schedule in the Gantt chart format. In addition, a histogram of
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resource usage can be displayed. An example of COMPASS's modification
ease follows.

COMPASS was used as the scheduling engine in a highly successfully project
known as the Interactive Scheduling AID (ISAID). The target environment for
this tool was the Systems Engineering Simulator (SES) located at NASA
Johnson Space Center (JSC). The SES is a facility which houses the software
and hardware for a variety of simulation systems such as the Manned
Maneuvering Unit and the Remote Manipulator System. Due to the highly
flexible and well thought out design of COMPASS, it was modified to meet the
requirements of the SES. This entailed work in three discrete areas:

A) A new user interface. The SES scheduling experts had grown
accustomed to performing scheduling duties with paper
"worksheets" which represented a schedule in development in a
calendar-type format. The default interface for COMPASS
represented activities in a Gantt chart format (H bars) which was
unacceptable to the SES users. Therefore, a completely new
interface which appears like a calendar (very much like the
previous method) was developed.

B) Implementation of domain-specific SES constraints. These
constraints (or "rules") were incorporated into the scheduling
engine of COMPASS to emulate the procedure the SES
scheduling experts used when developing a schedule.

C) Optimization. This feature had not been implemented into
COMPASS prior to the ISAID project. The addition of this feature
gave COMPASS the ability to allow the user to interleave
schedule creation, revision, and optimization. The optimization
procedure itself was based on the simulated annealing of metal. It
begins with high temperatures and allows many changes to the
schedule to occur, evaluates the result according to an objective
function, compares that 1o the best schedule generated so far, and
decrements the temperature as time passes. At low temperatures,
very little change is allowed to occur to the schedule.

With these three enhancements to COMPASS, the ISAID tool found much
success and is still used on a weekly basis to generate SES schedules.

COMPASS could be applied to many scheduling domains in the private sector
due to its highly flexible design and ease of modification. For more information
about COMPASS, contact Barry Fox of the Planning and Scheduling
Technology Group at the McDonnell Douglas Space Systems Company, 16055
Space Center Boulevard, Houston, Texas, 77062.

Conclusion
This paper has presented a number of scheduling applications and research
areas, all of which are capable of being applied to the private sector. They were

designed with the capability of being modified to meet the requirements of an
application domain other than the one for which they were developed.
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Furthermore, the projects described in this paper use various planning and
scheduling strategies to meet particular goals and therefore one of them will
fulfill a number of scheduling needs in the private community. A contact person
or persons was (were) listed at the end of each project description for your
convenience.
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CONFIG - INTEGRATED ENGINEERING OF SYSTEMS AND OPERATIONS

ABSTRACT. CONFIG 3 is a prototype software tool that supports integrated
conceptual design evaluation from early in the product life cycle, by supporting
isolated or integrated modeling, simulation, and analysis of the function, structure,
behavior, failures and operation of system designs. Integration and reuse of models is
supported in an object-oriented environment providing capabilities for graph analysis
and discrete event simulation. Integration is supported among diverse modeling
approaches (component view, configuration or flow path view, and procedure view)
and diverse simulation and analysis approaches. Support is provided for integrated
engineering in diverse design domains, including mechanical and electro-mechanical
systems, distributed computer systems, and chemical processing systems.

INTRODUCTION. The core of engineering design and evaluation focuses on
analysis of physical design. Thus, today's computer-aided engineering software
packages often do not provide enough support for conceptual design early in the life
cycle or for engineering for operation, fault management, or supportability (reliability
and maintainability). Benefits of engineering for operations and supportability include
more robust systems that meet customer needs better and that are easier to operate,
maintain and repair. Benefits of concurrent engineering include reduced costs and
shortened time for system development. Integrated modeling and analysis of system
function, structure, behavior, failures and operation is needed, early in the life cycle.

Conventional system modeling approaches are not well suited for evaluating
conceptual designs early in the system life cycle. These modeling approaches require
more knowledge of geometric or performance parameters than is usually available
early in design. More abstracted models can support early conceptual design
definition and evaluation, and also remain useful for some later analyses.
Component-connection models provide one such useful abstraction, and discrete
events are another. Discrete event simulation technology combines both abstractions,
for evaluation of conceptual designs of equipment configurations in operations
research (3). CONFIG uses these abstractions, with some enhancements, to define
and evaluate conceptual designs for several types of systems.

The initial CONFIG project goal was to support simulation studies for design of
automated diagnostic software for new life-support systems (9). The problem was to
design an "expert system" on-line troubleshooter before there was an expert. The
design engineer could use a model of the system to support what-if analyses of failure
propagation, interaction, observability and testability. This activity is similar to Failure
Modes and Effects Analysis (5), but uses comparative simulations of failure effects to
develop diagnostic software. Conventional simulation software was not up to this
challenge, but discrete event simulation software has been. CONFIG supports the use
of qualitative models for applying discrete event simulation to continuous systems.

A major design goal for CONFIG is to support conceptual design for operations and
safety engineering. Major tasks in conceptual design are design definition, evaluation
(by simulation and analysis) and documentation. Operations engineering focuses on
the design of systems and procedures for operating, controlling and managing the
system in normal or faulty conditions. Safety engineering focuses on prevention of
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hazardous effects and conditions in the physical system or its operation. In these
types of engineering, complex interactions and interfaces among system components
and operations must be a focus.

Another design goal of CONFIG is to bridge the gaps between physical design
engineering and other types of engineering. Component-connection representations
are well suited for modeling and defining physical system designs (as structures of
interacting components) and operations designs (as structures of interacting actions),
as well as interactions between system components and operational actions. Discrete
event models have been used for this type of modeling for queueing and scheduling
problems, but can be extended to support conceptual modeling in operations and
safety engineering. This type of modeling is also compatible with systems engineering
function diagrams (1).

CONFIG 3. The project approach has been to incrementally integrate advanced
modeling and analysis technology with more conventional technology. The prototype
integrates qualitative modeling, discrete event simulation and directed graph analysis
technologies for use in analyzing normal and faulty behaviors of dynamic systems and
their operations. The prototype has been designed for modularity, portability and
extensibility. A generic directed graph element design has been used to standardize
model element designs and to promote extensibility. This directed graph framework
supports integration of levels of modeling abstraction and integration of alternative
types of model elements.

imulation ilities. In traditional discrete event
modeling and simulation, state changes in a system's entities, "events", occur
discretely rather than continuously, at nonuniform intervals of time. Throughout
simulation, new events are added to an event list that contains records of events and
the times they are scheduled to occur. Simulation processing jumps from one event to
the next, rather than occurring at a regular time interval. Computation that results in
creation of new events is localized in components, which are connected in a network.
Any simulation run produces a particular history of the states of the system. Statistical
simulation experiments, using random variables in repeated s:mulat:on runs, are used
to compare design alternatives.

To enhance this discrete event simulation approach to accommodate continuous
systems, a number of new concepts and methods were developed. These include
component models with operating modes, types of links connecting components
("relations" and "variable clusters"), state transition structures ("processes"), methods
for representing qualitative and quantitative functions ("process language"), and a new
simulation control approach.

Digraph Analysis Capabilities. The CONFIG Digraph Analyzer (DGA) makes graph
analysis techniques available for evaluating conceptual designs of systems and their
operations. The DGA is based on reachability search, and is implemented generically
for application to the many types of graph data structures in CONFIG. DGA can
support analyses of completeness, consistency and modularity. Analysis of failure
sources and impacts can be done by tracing the paths from a given failure.
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ling, Devices are the basic components of a CONFIG system model,
which are connected together in topological model structures with Relations. Device
behavior is defined in operating and failure Modes, which contain mode dependent
and mode transition Processes. Modes are connected together in a mode transition
digraph which delineates the transition dependencies among the individual modes.

Device Processes define change events in device variables, and are conditionally
invoked and executed with appropriate delays during a simulation. Processes define
time-related behavioral effects of changes to device input variables, both direction of
change and the new discrete value that will be reached, possibly after a delay. Faults
and failures can be modeled in two distinctly different ways. Failure modes can be
used to model device faults. Mode-transition processes can be used to model latent
device failures that cause unintended mode changes. Relations connect devices via
their variables, so that state changes can propagate along these relations during
simulations. Related variables are organized into variable clusters, to separate types
of relations by domain (e.g., electrical vs. fluid connections). Relations can also
connect Devices with device-controlling Activities in operations models.

Flow Path Modeling. Flow is a property of many systems, whether the substance
flowing is a liquid or information. There are two difficulties in modeling flows with local
device processes. First, flow is a global property of the topology of the modeled
system and the substances flowing within it. Second, while dynamic changes in
system structure and flow can occur during operations, process descriptions involving
flow must often rely on assumptions of static system topology. These factors would
limit the reusability of device descriptions to a limited set of system structures.

A flow-path management module (FPMM) has been implemented to address these
problems. The FPMM is separate from the module implementing local device
behavior, but the two modules are interfaced via flow-related state variables in the
devices. When FPMM is notified during simulation of a local change in device state, it
recomputes the global effects on flows produced by the local state change. The FPMM
then updates the state of flow in all affected devices. This design permits the user to
write reusable local device process descriptions that do not depend on any
assumptions concerning the system topology.

FPMM uses a simplified representation of the system, as a collection of aggregate
objects, or "circuits." Further abstraction is achieved by identifying serial and parallel
clusters in the circuit (6). In many cases, configuration determination alone is sufficient
to verify flow/effort path designs, to establish flow paths for a continuous simulation, for
reconfiguration planning, and for troubleshooting analysis (see Ref. [2] on cluster-
based design of procedures for diagnosis, test, repair and work-around in a system).

Operations modeling. Activities are the basic components of a CONFIG operations
model, and are connected together in action structures with Relations. They represent
procedures or protocols that interact with the system, to control and use it to achieve
goals or functions. Each activity model can include specifications for what it is
intended to achieve or maintain. Activity behavior is controlled in a sequence of
phases, ending in an evaluation of results. Activity behavior is defined by processes
that model direct effects of actions, or that control device operation and mode
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transitions to achieve activity goals. Relations define sequencing and control between
activities and connect Devices with device-controlling Activities.

Operations models are designed to support operation analysis with procedure models.
These models are designed to support analysis of plans and procedures for nominal
or off-nominal operation. The procedure modeling elements are designed for reuse by
intelligent replanning software, and for compatibility with functional modeling in
systems engineering.

Model Development & Integration Capabilities and Approach. CONFIG provides
intelligent automation to support nonprogrammer and nonspecialist use and

understanding. CONFIG embeds object-oriented model libraries in an easy-to-use
toolkit with interactive graphics and automatic programming.

CONFIG provides extensive support for three separable yet tightly integrated phases
of user operation during a modeling session: Library Design, Model Building, and
Simulation and Analysis. This includes a graphical user interface for automated
support of modeling during each of the phases including the development of object-
oriented library element classes or templates, the construction of models from these
library items, model inspection and verification, and running simulations and analyses.

The integration between the phases enables an incremental approach to the modeling
process. Lessons learned from analyses can be repeatedly and rapidly incorporated
by the user into an initially simple model. Support for these phases as separate user
activities fosters the achievement of concurrent engineering goals. Different users can
define library elements, build models, and analyze models at different times
depending on area of expertise and availability of resources. Support for the model
building phases spans all types of modeling that can be performed in CONFIG
including component structure, behavior and flow, and activity goals and structure.

Hosting. CONFIG is implemented in software that is portable to most Unix work
stations. The Common LISP Object System (CLOS) is a highly standardized
language, with compilers for most of the commonly available work stations. The user
interface was implemented using the Common LISP Interface Manager (CLIM),
another standardized tool built on CLOS.

CONCLUSIONS. CONFIG is designed to model many types of systems in which
discrete and continuous processes occur. The CONFIG 2 prototype was used to
model and analyze: 1) a simple two-phase thermal control system based on a Space
Station prototype thermal bus, 2) a reconfigurable computer network with alternate
communications protocols, and 3) Space Shuttle Remote Manipulator System latching
and deployment subsystems (7). The core ideas of CONFIG have been patented (8).
CONFC;G 3 has added capabilities for graph analysis and for modeling operations and
procedures.

The CONFIG prototype demonstrates advanced integrated modeling, simulation and
analysis to support integrated and coordinated engineering. CONFIG supports
qualitative and symbolic modeling, for early conceptual design. System models are
component structure models with operating modes, with embedded time-related
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behavior models. CONFIG supports failure modeling and modeling of state or
configuration changes that result in dynamic changes in dependencies among
components. Operations and procedure models are activity structure models that
interact with system models. The models support simulation and analysis both of
monitoring and diagnosis systems and of operation itself. CONFIG is designed to
support evaluation of system operability, diagnosability and fault tolerance, and
analysis of the development of system effects of problems over time, including faults,
failures, and procedural or environmental difficulties.
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Abstract

This paper presents an overview of the
proposed Lyndon B. Johnson Space Center (JSC)
precompetitive, dual-use technology investment
projectin robotics. New robotic technologyin
advanced robots, which can recognize and respond
to their environments and to spoken human
supervision so as to perform a variety of combined
mobility and manipulation tasks in various sectors,
is an objective of this work. Inthe U.S. economy,
such robots offer the benefits of improved global
competitiveness in a critical industrial sector;
improved productivity by the end users of these
robots; a growing robotics industry that produces
jobs and profits; lower cost health care delivery
with quality improvements; and, as these
"intelligent” robots become acceptable through-
out society, an increase in the standard of living for
everyone. Inspace, such robots will provide
improved safety, reliability, and productivity as
Space Station evolves, and will enable human
space exploration (by human/robot teams).

The proposed effort consists of partnerships
between manufacturers, universities, and JSC to
develop working production prototypes of these
robots by leveraging current development by both
sides. Currently targeted applications are in the
manufacturing, health care, services, and
construction sectors of the U.S. economy and in the
inspection, servicing, maintenance, and repair
aspects of space exploration. But the focusison
the generic software architecture and standard-
ized interfaces for custom modules tailored for the
various applications allowing end users to
customize a robot as PC users customize PC's.
Production prototypes would be completed in
5 years under this proposal.

1. Introduction

This paper suggests a large number of
opportunities for robotic manufacturers, integra-
tors, potential buyers/users of robots, commercial
technology developers, and universities to work
with the NASA JSC Automation and Robotics
Division, with NASA funding a major portion of the

development. The focusisintelligent robotics as
partial solutions to productivity problems in
several sectors of application. The stage of devel-
opment addressed is precommercial. Ineach case
dual use is a prerequisite: there must be a space
use as well as a nonspace, commercial use.
Generally, this is easily the case.

The specific motivation and rationale for this
NASA JSC proposed technology investment pro-
gram is detailed in Erickson 1. The general policy
that sets the context for the NASA technology
investment program, which will beginin 1994, is
given in Clinton and Gore 2.

Itisimportant to understand that although a
set of objectives, an approach, and a number of
tasks are suggested here, these are meant to
stimulate the creative thought process of those in
nonaerospace and aerospace industry to propose
objectives, approaches, and tasks that they believe,
due to their involvement with their commercial
buyers/users, would be economic and profitable as
a result of jointly funded developmental efforts
with NASA.

Intelligent robotics is the use of robotic
systems in solving problems in tasks and environ-
ments where the robot's ability to acquire and
apply knowledge and skills to achieve stated goals
in the face of variations, difficulties, and complex-
ities imposed by a dynamic environment having
significant unpredictability is crucial to success.
This means the robots can recognize and respond
to their environments at the pace of their environ-
ments and to spoken human supervision so as to
perform a variety of mobility and manipulation
tasks. This does not require broad-based general
intelligence or common sense by the robot.

These robots are capable of significant,
autonomous reaction to unpredictable events, yet
are subject to optional human supervision during
operation in a natural way, such as by voice. We
refer to this capability in the supervised robot as
“adjustable autonomy." Also, a key essence is that
previously acquired knowledge is combined with
knowledge acquired atine instant of task
performance.
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The overall approach can be summarized as
capitalizing on a software architecture that can be
viewed as generic and modular, and hardware
approaches that are modular, reconfigurable, and
extendible. Many of the software modules, such as
a deliberative planner, world model, and natural
language interface, can also be viewed as generic.
Other software is bundled with certain hardware;
e.g., sensing software is bundled with specific
sensor hardware. Thisleads to the concept of a
modular, end-user customized robot, put together
from modules with standard interfaces 3. 4.5 such
as users do with a personal computer. Anintegra-
ted computer aided concurrent engineering
environment that we are working on 6 is a way to
achieve close teamwork by geographically distrib-
uted "virtual" teams to develop the production
prototypes.

JSC can be a key partner in this dual-use
technology investment program in intelligent
rabotics for two reasons: (1) human space explor-
ation missions require supervised intelligent
robotics as enabling tools 7.8 and, hence, must
develop or have developed supervised intelligent
robotic systems and (2) intelligent robotic technol-
ogy is being developed for space applications at
JSC(but has a strong crosscutting or generic flavor)
that is advancing the state of the art9. 10 and is

- producing both skilled personnel and adaptable
developmental infrastructure, such as low cost
simulation environments for software testing and
integrated testbeds for complete prototype
testing. JSCalso has a Small Business Innovative
Research (SBIR) program 1! for intelligent robotics,
which is underutilized and has no commercial cost
sharing requirement. It is limited in scope to about
$0.6 million and 2 years in Phase |l efforts.

A key element in the cutting edge intelligent
robotics technology work at ISCis an understand-
ing of and solution approach to the key issue of
melding artificial intelligence planners with
reactive capabilities. Artificial intelligence
planners offer goal-achieving planning, but also
high-time variance due to searching. Reactive
capabilities are needed to deal safely in real time
with dynamic, unpredictable environments at the
pace of the dynamics9. A second key element that
JSCbrings is an approach to improved robotic reli-
ability as required for space, but also useful in
industry. A third key element that JSC brings to
cutting edge technology is an understanding of
and solution approach to the key issue of robotic
safety while maintaining productivity.

Of all these elements, the personnel skilled in
the state of the art and knowledgeable about the
technology are the most important.

2. Overview of Proposed Activities

New robotic technology in advanced robots
that can recognize and respond to their environ-
ments and to spoken human supervision so as to
perform a variety of mobility and manipulation
tasks in various sectors is an objective of this
proposed effort. In the U.S. economy, such robots
offer the benefits of improved global competitive-
ness in a critical industrial sector; improved
productivity by the end users of these robots; a
growing robotics industry that produces jobs and
profits; lower cost health care delivery with quality
improvements; and, as these “intelligent” robots
become acceptable throughout society, an
increase inthe standard of living for everyone 12.

" In space, such robots will provide improved safety,

reliability, and productivity as Space Station
evolves, and will enable human space exploration
(by human/robot teams).

The proposed effort consists of partnerships
between manufacturers, users, universities, and
JSC to develop working production prototypes of
these robots by leveraging current development by
manufacturers and JSC. Currently targeted appli-
cations are in the manufacturing, health care,
services, and construction sectors of the U.S.
economy and in the inspection, servicing, mainte-
nance, and repair aspects of space exploration. But
the focus is on the generic software architecture
and standardized interfaces for custom modules
tailored for the various applications, allowing end
users to customize a robot as personal computer
users customize PC's. Production prototypes would
be completed in 5 years under this proposal, as
would automated developmental environments
and integrated testbeds.

ISC possesses the required core skills in its civil
service and contractors to form the nucleus of the
multiple partnerships. Current technology integra-
tion efforts at JSC include the EVA helper/retriever
supervised intelligent robot 10, the mobile robotics
testbed project, and the Soda-Pup entry in the
AAAI| national robotics competition (1992 award
winner). In addition, JSCis responsible for
engineering upgrades o the Shuttle Remote
Manipulator Systems, integration of the Mabile
Servicing Systems and Spccial Purpose Dexterous
Manipulator into Space Station, and numerous
robotics technology efforts.
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User coordination involves interested
manufacturers with deployed robots. Joint facility
sharing and temporary personnel exchange are
possible.

The overall set of activities has been grouped
into the following seven related categories of
tasks, each with its own objectives and approach.

1. Problem-Solving Insertion of Robot
Intelligence Technology

2. GenericIntelligent Robotics Software
Architecture

3. Modular Manipulation and Mobility for
Robotics

4. Integrated Sensing and Perception Capabilities
for Robotics

5. Robotic Surrogates for Human Grasping and
Manipulation

6. Integrated Prototyping Environment for
Robotics

7. Robotic Applications in Advanced
Manufacturing, Health Care, Service Industries,
and Construction

The following sections present the objectives,
approach, and benefits for each of these catego-
ries of tasks and give the titles of the set of tasks
grouped into that category. One-page task
descriptions are available 13 for all tasks, giving
task objectives, proposed effort, major milestones,
benefits, and other information.

Problem-Solving Insertion of Robot Intelligence
Technology

The objectives are (1) to work as a team with
end user industries whose productivity problems
can be solved by integrating adaptive robotsinto
the advanced manufacturing or service process,
and in so doing to develop a new paradigm of
product line development for robot manufacturers
and (2) to provide the robotics industry sensor/
software control techniques that will make the
robots more flexible and attractive for use by end
user industries. This will impact the end users of
these robots by improving the end users’ efficiency
and productivity and thus improved global
competitiveness. This will also stimulate robot
demand and provide a new way of doing business
for robot manufacturers. The benefits for space
will be a healthier robotics industry capable of
supplying quality robotics at lower costs.

The proposed effort consists of partnerships
between manufacturers, integrators, nonprofits,
and JSCto solve end user problems by integrating
adaptive robots into end user operations. As part
of that effort the robot manufacturers' products
must first be upgraded with sensing and intelligent
reaction capabilities from new sensor/software
control technology. A key product is the develop-
ment, documentation, and refinement of the
problem-solving insertion process for intelligent
robotics technology, including end user problem
identification techniques; problem selection
criteria; requirements definition; development of
asolution; integration with the end user people,
processes, and equipment; user training; and
continuing user support.

In related work, JSCis responsible for
integration of the Mobile Servicing System and
Special Purpose Dexterous Manipulator into Space
Station, which gives us the necessary experience
and insight to help users.

The eight tasks in this category are the
following:

e End User Target Problems Identification
e End User Problem Selection
e Selected Problem Requirements Definition

¢ Design, Development, Test, and Evaluation of
Solution

o Integration with User Equipment, Processes, and
People

¢ User Training Definition
¢ Continuing User Support Definition

¢ Problem Solving Insertion Process Development,
Documentation, and Refinement

The benefits of this problem-solving insertion
are that the end user businesses obtain a useful
solution to their problems The robot manufactur-
ers and integrators obtain a better understanding
of the integration process, not only as part of the
problem-solving insertion of their products but
also as part of the requirements for capabilities in
their products. JSC gets a benefit for space
applications due to understanding of capabilities
of intelligent robots required to solve certain types
of problems.

Generic Intelligent Robotics Software Architecture

The objective is a generic, supervised
intelligent robotics software architecture that
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provides a portable software approach that
integrates intelligent planning and reactive
control with sensing and internal representation of
environment to enable advanced robots that can
recognize and respond to their surroundings and
to spoken human supervision in order to perform a
variety of manipulation and mobility tasks. The
benefits of such an architecture are the faster
development time, lower cost, and increased.
adaptable and flexible performance. In turn, these
provide improved productivity by the end users of
these robots, whether terrestrial or space.

The proposed effort consists of partnerships
between manufacturers, nonprofits, and ISCto
develop the software and evaluate its charac-
teristics and robustness in several tasks and
environments. The design of the software
architecture, which is the framework (functional
decomposition) that integrates the separate
functional modules into a coherent system, is
dictated in large measure by the tasks and nature
of the environment. Because both the goal-
achieving tasks and the partially unpredictable
nature of the environments are similar on Earth
and in space, the software architecture can be

viewed as generic. Many of the software modules, -

such as a deliberative planner, world model
capability, and natural fanguage interface, can also
be viewed as generic. Other software is bundled
with certain hardware; e.g., sensing software is
bundled with specific sensor hardware.

Current work on the EVA helper/retriever
supervised intelligent robot, the mobile robotics
testbed project, and Soda-Pup project at JSC have
provided us the necessary insight and experience.
Not just any architecture will do here. it must solve
the key issue of combining deliberative goal-
achieving planning with reactive capabilitiesin
such a way as not to limit the intelligence of the
planner or the safety of the reactive execution.
The. JSC work is believed to offer such a solution. It
is a practical implementation of the mathematical
theory of intelligent robots 14,

The ten tasks in this category are the
following:

s Artificial Intelligence Planning Software
e Sequencing and Scheduling Software
e Reactive Controller Software

e Integration of Natural Language Understanding
lato Architecture

e Real-Time Speech Planning Software

e World Modeling Software
e Software Development Environment
e Integrated Software Architecture

o Integrated Testing Against Simulated
Environments

e Skill Acquisition

A generic software architecture for super-
vised intelligent robots will enable portability and
reuse, major time and cost savings in development
and testing, more robust and higher quality
software, and maintenance and training cost
reductions. People will have a natural means of
supervision by including task limited natural
language understanding and speech generation
software in the robotics software architecture.
Improved safety of operations is also a benefit.
These benefits apply in space and in the U.S.
economy.

Modular Manipulation and Mobility for Robotics

The objective here is to develop a set of
standardized modular components that can be
reconfigured as required into modular robots
offering a broad spectrum of tasks, reduced system
costs, reduced weight, reduced mean time to
repair, changeout of broken components, and
reduced operator training. As components for an
integrated prototyping environment for evalu-
ating alternate approaches to design of robotic
systems, these contribute to making adaptive
robots "“faster, better, and cheaper.”

The proposed effort consists of partnerships
with robotic manufacturers, nonprofits, and
universities to develop working production
prototypes of a set of standardized modular
components The development of standards for
mechanical and electrical connections and similar
modular interfaces will be a product as well. Both
manipulator and mobility systems with robot body
structures would be developed Arm sockets, links,
joints, actuators, and sensors would be designed
and developed to standards for manipulators.
Wheels, tracks, suspension, drive train motors,
gears, brakes, drive control electronics, structure,
panftilt units, power and communications
subsystems, and sensors would be designed and
developed to standards for mobility and body
systems.

We have a current e fort in designing
modular components for space manipulation 4.
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The eight tasks in this category are the
following:

e Manipulator Socket, Link, Joint, Actuator, and
Sensor Modular Component Standards
Development

e Manipulator Modular Component Designs
e Manipulator Modular Component Development

e Mobility Modular Component Standards
Development

o Mobility Modular Component Designs

e Mobility Modular Component Development
e Modular Robotics Testbed Development

o Modular Prototype Testing on the Testbed

Modular, reconfigurable manipulator arm
and mobility subsystems as part of modular,
reconfigurabie intelligent robots will reduce cost,
reduce development time and cost, enable more
uses through reuse and reconfiguration, reduce
maintenance and repair time and costs, and
increase availability (uptime). This approach also
enables low cost, rapid prototyping, and rapid
development of intelligent robots with testing
against intended tasks and environments to
improve quality. All applications are beneficial,
especially those for space.

Integrated Sensing and Perception Capabilities for
Robaotics

Development of the capability to select and
tailor sensors and real-time perception processing
to the task- and environment-driven requirements
of adaptive robots is the objective of this portion
of the effort. Perception is the extraction of useful
information about the environment needed to
understand the situation to complete the task
successfully.

These capabilities must be integrated with
the interface standards of a generic, supervised
intelligent robotics software architecture. These
are the most important capabilities enabling
reactive behavior and deliberative, goal-achieving
planning and actions. By enabling advanced
robots to recognize their dynamic environments so
as to respond appropriately, this effort leads to
improved productivity by the end users of these
robots, a growing robotics industry that produces
jobs and profits, and improved global competitive-
ness. In space, these capabilities enable robots to
provide the flexible support that enables space
exploration (by human/robot teams).

Integration of sensing and perceptioninto
planning and control in a robust way is a challenge
for at least two fundamental reasons. First, the
time available to sense and perceive the many
dynamic and unpredictable elements of the
situation is limited. Second, perception attaches
meaning to the link between a conception of the
environment and the objective environment.
Perception is the process of inference that recog-
nizes regularities in sensor data that are known on
the basis of a model of the world to be reliably
related to causal structure of objects and their
relations in the environment and then conveys this
to cognition. Sensory data underdetermines world
structure; therefore, a model of world structure is
required.

Perception involves understanding generic,
generally applicable models of world structure
(not merely specific object models) and how that
causal structure evidences itself in sensor data.
Causal structure is of interest so as to be able to
predict consequences, anticipate events, and plan
actions so as to achieve goals. Perceptionis
generally focussed by needs for information that
supports planning and reasoning for goals
achievement. Designing perception involves
converting the understanding and inference
processes into calculational steps (algorithms and
inferences) and designing computation hardware
systems to meet the requirements of information
atrates and latencies required to deal with a
dynamic environment.

The proposed effort consists of partnerships
between manufacturers, nonprofits, universities,
and JSC to develop a set of sensors and perception
processing appropriate to numerous task- and
environment-driven requirements for adaptive
robot applications, both in the U.S. economy and
inspace. Included here are vision sensing and
visual perception, along with speech recognition
and task limited natural language understanding
(speech perception). The unification of visual and
speech perception is also included here. Proximity
sensing, tactile/slip sensing, and force/torque
sensing, which are critical aspects of many manipu-
lation tasks, are addressed in the next category of
tasks.

Current sensing and perception efforts at JSC
include focused developments for EVA helper/
retriever (laser scanner, stereo video, torque and
proximity sensors, speech recognition and task
limited, natural language understanding, etc.) and
the mobile robotics testbed project (real-time
stereo vision).
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The six tasks in this category are the
following:

* Vision Sensorsand Sensing Software
Development

¢ Finding, Recognizing, Locating, and Tracking
Objects and Humans

e Visual Perception of Objects' Spatial Relations

e Visual Perception of Objects’ Condition and
Process Participation

o Speech Recognition and Natural Language
Understanding

e Unification of Visual and Speech Perception

The benefit of sensing and perception
capabilities is to enable the supervised intelligent
robot both to extract needed information about
the changing task environment, including humans,
on a real-time basis so as to react safely and
appropriately, and to build and continuously
update internal representations of the changing
environments so as to plan safe goal-achieving
actions. People will have a natural means of
_ supervision through task limited, natural language
understanding software. The unification of visual
and speech perception adds power to the human/
robot team. These benefits apply in space and in
the U.S. terrestrial economy.

Robotic Surrogates for Human Grasping and
Manipulation

Robots and humans must be capable of
interacting with the same environment in terms of
grasping and manipulation for certain tasks.
Dexterous rabotic grasping and manipulation
capability must be developed to achieve this
capability. The robot may operate in conjunction
with a human as an apprentice or may be substi-
tuted for a human (e.g., in hazardous operations).
The benefits to the U.S. economy from robots with
such capability would be very large: improved
global competitiveness; improved productivity by
the end users; a growing robotics industry mean-
ing more jobs and profits; and an increased
standard of living in the United States. Inspace,
robots with these capabilities are required to
interface with space hardware on astronaut/robot
teams. This would reduce the cost of designing the
robotic environment and allow more tasks to be
done robotically.

The proposed effort consists of partnerships
between manufacturers and JSC to develop
working production prototypes of human-scale

versions of robot hands by leveraging current
development by both sides. Integration of tactile,
slip, force, and torque sensing; adaptive grasping;
stable grasp recognition; and manipulation strat-
egy approaches will be accomplished. However, it
should be recognized that the resulting robot
hands are not expected to be equivalent to human
hands. Limited multitask capability is all that is
expected in the 5-year term of this effort.

EVA helper/retriever and the dexterous,
anthropomorphic robotic testbed (DART) are two

. of the current related efforts at JSC, as well as some

SBIR developments.

The nine tasks in this category are the

following:

¢ Hand designs
® Integrated hand, wrist, and arm designs

® Tactile/slip sensors, sensing software, and
perception software

® Proximity sensors, sensing software, and
perception software

® Force/torque sensors, sensing software, and
perception software

® Integrated sensing with hand, wrist, arm to
provide stable grasp recognition and other
intelligent functions

® Grasping and manipulation strategies
® Collision avoidance strategies
® Compliance strategies

Supervised intelfigent robots and human
ability to interact with the same environmentin
terms of dexterous grasping and manipulation will
provide major benefits in U.S. industry, service
applications, and in space. Costly special designs
and structuring of the robot environment will be
minimized or eliminated, thus reducing costs.
Robots will be able to operate in conjunction with
humans as robot apprentices 1a» humans on
human/robot teams.

An Integrated Prototyping Environment for
Robotics

The objective is to develop anintegrated
rapid prototyping and rapid development
environment for building robotic systems "faster,
better, and cheaper” based on modularity,
reconfigurability, and extendibility, including a
library of hardware modules (such as manipulators,
tools, and sensors), complementary software
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modules (such as sensing and perception strategies
and manipulator control), and software advisors
designed to reduce the cost of programming
robots. This effort would also leverage develop-
ment of a generic intelligent robotics software
architecture in a related subcategory.

The proposed effort consists of partnerships
between manufacturers and JSC to develop an
integrated prototyping environment that will
allow users to generate and evaluate alternate
approaches to the design of a robotic system
quickly. This effort would also leverage develop-
ment of modular manipulation and mobility for
robots and other related subcategories.

Task-directed process design with a systems
engineering focus and reconfigurable modular
designs are strong points of our experience at JSC
that are critical to success here.

The five tasks in this category are the
following:

® Requirements for Prototyping Environment
® Design of Prototyping Environment

® Development of Prototyping Environment
® Testing of Prototyping Environment

® Knowledge Support System

Automation of the process of designing and
developing intelligent robots reduces costs and
development time. Automation of the testing of
intelligent robots also reduces costs and develop-
ment time while providing the user early feedback
that the robots will solve the problems. All
markets benefit: advanced manufacturing, health
care, service industries, construction, mining,
space, etc.

Robotic Applications in Advanced Manufacturing,
Health Care, Service Industries, and Construction

This effort's objectives are to enable the
manufacture and marketing of supervised
intelligent robotic systems for applications in
advanced manufacturing, health care, service
industries, and construction by developing
working production prototypes. Production
prototypes will also be developed for inspection,
servicing, maintenance, and repair tasks for space
exploration. Such advanced robotic systems offer
the benefits of improved productivity by the end
users and improved global competitiveness to the

U.S. economy. In space, such robots provide
improved safety, reliability, and productivity as
Space Station evolves and enables human space
exploration (by human/robot teams).

The proposed effort consists of partnerships
between manufacturers, nonprofits, doctors and
hospitals, universities, and JSC.

The required core skills are available at 1SCin
its civil service and contractors to form the nucleus
of the multiple partnerships. Current technology
integration efforts include the EVA helper/
retriever supervised intelligent robot, the mobile
robotics testbed project, and the Soda-Pup entry in
the AAA| national robotics competition. In
addition, JSC is responsible for numerous
applications of robotics.

In our ongoing relationship with the Texas
Medical Center, recent interest by Drs. Steve Kroll
and Chuck Van Duren in robotic microsurgery and
arterial catheterization has been shown.

‘The four tasks in this category are the
following:

® Robotic Applications in Advanced
Manufacturing

e Robotic Applications in Health Care
® Robotic Applicationsin Service Industries
® Robotic Applicationsin Construction

The benefits of intelligent robots to advanced
manufacturing are spelled out in detail in
Erickson 1. The benefit to health care is lower cost
health care delivery with quality improvements
due to improvements in productivity. The benefits
to other service industry applications are improve-
ments in productivity. The benefits of intelligent
robots to construction include improved construc-
tion time and productivity.

3. Concluding Remarks

We have presented a “straw man” pre-
competitive, dual use technology program in
intelligent robotics intended to stimulate the
creative aspects of nonaerospace and aerospace
industry to propose their own objectives,
approaches, and tasks for new jointly funded
partnerships with NASA JSC. Itis evidence of our
“earnest” and that we are ready to proceed with
our end of the partnershios.
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ABSTRACT 2. Be able to advocate and promote action if
necessary, since it would be founded outside the

Over the years, NASA has utilized several approaches  federal government. e

towards transferring space technologies into the private 3. Not be self-perpetuating; that is, if no common

sectors. Some of these approaches have been successful, neefi could be f9und that had a reasonable return

others have had mixed results. The conventional on myestment, it W,O,uld self-destruct.

approach usually involves identifying advanced NASA 4. Have increased stability from a broader base of

technologies and then searching for applications. Some support and not be dependent on NASA being

approaches involve joint sponsorship, but mostly focus on the principal funding source.

technologies for space. The greatest success has occurred

when market forces are used to determine technology To date, the workshop activities have identified a

initiatives. (See Reference 1) collection of potential customers in NASA, other federal
government, private industry, and academia who have

This paper describes an unconventional approach that was common needs for advanced technologies. These

structured to drive out customer requirements for potential customers are beginning to collect around the

advanced technologies where NASA is also a customer on following appl;catlon categories:

par with others. Using the models defined in reference 1., . )

the approach used herein is best described as 1. Mining technologies Jogi

entrepreneurial deal-making. This approach is new and is 2. Materials processing technologies

working very well so far, but it is still too early, and the 3. Energy technologies

process is too immature, for quantitative evaluation of

success. However, it is appropriate to share these It must be noted here that not all benefits are derivable

experiences at this time in order to obtain feedback and from the utilization of a "new technology” per se'. For

improve our chances for success. example, Universities need to educate and the focus of the
research is a lower priority; the mining industry is

One of the distinguishing factors of this approach is that required fo jnvest in returning mined areas into useful

NASA is not the "sole customer" nor the "sugar daddy". areas, such as a test bed for surface or subsurface robotic

In the needs identification stage, NASA is one of many vehicles; and etc. As these "strange bedfellows" have

users (customers), and in the subsequent development shared ideas in the workshops, some dual use

stage, NASA is one of many suppliers along with technologies have been identified and some lessons have

industry, academia, and other government organizations. been learned on how to encourage and nurture this

This specific characteristic of the approach was a primary process.

goal that was incorporated from inception. It was the

viewpoint of the instigators (the authors) that if the INTRODUCTION

activity was customer focused, it would: . . .
The NASA Space Exploration Initiative began in the early

1. Have a higher probability for success since it will 1980s albeit under different names. That was not the first

be driven by those who will reap the benefits. time that the Space Exploration Initiative was proposed.
The first time was in the £9s with studies by Werner
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VonBraun and revisited again in the late 60s by the Space
Task Group in a study for Vice president Agnew. Each
time the human exploration of space was revived, new
technologies changed the configuration or the
performance of the systems. In the 1969 Agnew report,
nuclear thermal propulsion was the latest technological
innovation, approximately doubling the trans-Mars space
ship performance. In the revival of the 1980s, the
literature contained substantial data and information about
the Apollo lunar samples. This database of information
brought a new perspective on exploration. A lunar base
study by the University of Houston suggested the use of
indigenous resources for propeliants, life support and
construction,

The Planet Surface System Office at the Johnson Space
Center sponsored the development of a surface system
and operations simulation model. This model, developed
by the Large Scale Programs Institute in Austin, Texas,
demonstrated that the use of lunar produced propellants
reduced the costs of space transportation to the lunar
surface by 1/3.

1.0—
—  EARTH-BASED PROPELLANTS
g |— USEDIN TRANSPORTATION
i - SYSTEM
6 LUNAR PROPELLANTS
MASS [ UseEDIN
DIFFERENTIAL E TRANSPORTATION
4 — SYSTEM
-4
0 — 8
0

industry of Kentucky. KSTC is chartered to advance
science and technology in the state of Kentucky. In 1991,
KSTC entered into discussions with NASA to seek
common interests in technology developments that were
aligned with the Space Exploration Initiative.

THE DUAL-USE PROCESS AND RESULTS

Strategy and Planning.

In the initial strategic planning discussions, as much effort
was given to the methodology of cooperation as to the
content of the cooperative technology developments
themselves. In the beginning, we wanted to be successful
and we saw many problems with the typical approach of
NASA as technology customer and the KSTC associates
as technology supplier:

*  NASA's commitment to follow-through is
unilateral and may be terminated without regard
to the interests of the KSTC partnership

Figure 1. For a fixed mission set delivered to the lunar surface, the use of lunar propellants in the
lunar transportation system can reduce the transportation costs (~mass delivery requirements) to
the lunar surface by 1/3 and shows a return on investment for the mining and processing

equipment in 3 years.

‘With this new perspective, NASA needed access to new
skills and began to cultivate new government, industrial
and academic partners. These partners included Bureau
of Mines, Department of Energy, US Army Corps of
Engineers, architect and engineering firms, construction
industry, mining and processing industries, and the energy
industry.

One of these interested parties was the Kentucky Science
and Technology Council (KSTC). The KSTC works in
partnership with the State Government of Kentucky, the
colleges and universities of Kentucky, the Kentucky
Public Education System, and the mining and processing

¢ The resulting technologies will be focused for
application in space, and upon completion of the
space objective, there is no basis for continuing
commitment to the KSTC partnership

¢  For long term commitment within the state of
Kentucky and the mining and processing
industry, direct benefits must be designed into
the program from the beginning

Thus, we made an early decision that we would not

proceed with the concept of NASA as technology
customer and the KSTC qssociates as technology supplier.
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We agreed to go forward with a joint technology
development approach ("Dual-use" was not yet coined).
Unfortunately, there were no cookbooks on how to
proceed. .

Process

The process was not initially formalized, but was allowed
to evolve as we learned how to proceed. We kept our
focus on the main goal that this project would develop
joint technologies equally benefiting all parties involved.
We then employed short-term procedures as needed. We
were very conscious of the competing needs of imposing
structure to assure convergence, versus the need to
remove boundaries to assure the emergence of creative
concepts. The lessons learned from this experiment could
be helpful in meeting the balance in future initiatives of
this type.

The Getting to Know you Stage. Our first meeting was
informal. It was for the purpose of introductions and
learning who each potential partner was and discovering
each other's skills and needs in very general detail. The
meetings were kept small and limited to only a few
representatives of each interest, however, every interest
was represented. The purpose was to gain enough
information to plan the next meeting. It was determined
that the next meeting was to be introductory, addressing
skills, capabilities, and needs, but open to a much larger
participation and in a more formal presentation format.

This initial meeting was very beneficial in that a small
investment transferred a significant amount of
understanding of each other's needs. Most importantly it
identified the diversity of the needs. All needs were
"technology related" but not necessarily "technology-
focused". For example, the Kentucky University System
"needs" to retain its doctoral graduates in the state and a
high-technology initiative in the State is a contributing
objective. The mining industry is required to return
"value" to the regions in which it is removing resources;
supporting a high-technology initiative is one possible
means towards this end.

Formal Presentations of Skills, Capabilities, and
Needs. The format of the second meeting was formal
presentation with ample time allowed for discussion. The
attendance (about 40) was limited by invitation-only but
broadly covered the KSTC/NASA interest group. This
meeting was very effective in providing detail of each
participant's skills and capabilities, but fell short of
identifying mutugl needs. The predominate paradigm of
the meeting was one of "understanding NASA's needs and
how to meet them" as opposed to the objective of joint
needs, Several times the question was asked "What
[technologies] does NASA want us to do?" which clearly
indicated the difficulty in effecting the desired paradigm
shift from: customer-supplier ro:_ customer-customer,
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then supplier-supplier. Figure 2. illustrates the desired

paradigm shift.

This was our first discovery of how to improve the
process. That is, the greatest difficulty in identifying
dual-use technologies is creating within the participants
the concept that in the initial phases of definition, NASA
is a "customer”" on par with every other participant.

Customer

*NASA

-!Lie iOV i

«Industry
«Mining
*Processing
*Energy

*Academia

*NASA

dvanced
chnologies

Needs

«State Gov't

JIndustry
+Mining
«Processing
*Energy

«Academia

Needs

ate Gov
*Industry
*Mining
*Processing
*Energy
sAcademia
‘NASA

"Figure 2. The greatest problem was getting the

participants to internalize the desired paradigm shift that
NASA was on par with all other participants as a

customer.

Figure 2 is intended to graphically depict this problem.
Had we known a' priori the extent of this difficulty, the
use of a graphic similar to Figure 2 may have helped.

The next stage was to be a needs workshop with open
attendance with announcements in technical publications
and by mailings. In order to better set the stage, the needs
workshop was organized into (1) Identifying the
Customers and the Needs, and (2) Meeting the Needs.

The Needs Workshop. The needs workshop was well
attended, exceeding expectations by 50%. This was a
clear indicator of the interest in dual-use technology
initiatives in the mining, processing, and energy
industries. The workshop was organized into alternating
sessions of working groups and plenaries with a kickoff of
keynotes to set the stage. On the first day, the working
groups were focused on identifying the customer and the
needs. On the second day the working groups were
focused on meeting the needs. Although the paradigm
shift problems continued to predominate, it appears as
though consensus was achieved on a vision and an initial

objective.



Results

It is important to caution the reader that the results
reported herein are preliminary in that they were
assembled post-workshop and have not had the review
and concurrence of the attendees.

Vision. It was clear that the vision of this emerging
consortium was to be a part of the solution to the world
energy problem. There is overwhelming evidence that the
energy requirements for the world's populace will outstrip
terrestrial supply early in the next century (see Figure 3).
It was also very clear that the solution was going to
require a broad range of new technologies involving space
and terrestrial applications.

potential dual-use technologies that meet most of the
customers' needs.

Near-Term Objective. There is growing consensus that
to meet these needs, a robotic system test bed is required.
Some initial discussions have begun to organize a
consortia to develop the robotic test bed in Kentucky.

The Next Steps. The next steps are to:
(a) Decvelop a strategic plan:
(1) Carefully craft a vision statement
(2) Develop the goals and objectives that define ends
towards achieving this vision
(3) Prepare a SWOT analysis (Strengths,
‘Weaknesses, Opportunities, Threats)

- By year 2050, there WI|| be a
requirement for ~20,000GWe

- Where can it come from? (Ref. 2)

~Availability?: No
-Poliution Free?: No, CO2

- Hydro, Tides, Wind? No.
=Availability?: No

- Bio-resources & fossil-fuels? No.

30,000 Tod
g Q In 1980 25% of worid popuiation World
25,000 utilfized 65% of world power Elocuical]
g QAssumes world population growth of  Enerdy
H 4.5 billion in 1980, 10 billion in 2050 oy
W 20000 0 4ssumes world
electrical enargy
g usa of 1.5 10.2.0 K¥Wg/parson
g 15000
5
:’, 10,000
2
o
=
5 5,000
k-]
3

1930 1950 2000 2010 2020 2030 2040 2050 2060 2070
Year

“Source: Ref. 1

180,000
-Polution-Free?: Yes 140,000
- - - . 120,000
- Fission, Fusion: No
100,000
-Availability?: 100-1000yrs 8000
60,000
-Pollution-Free?: No - 10000
lote? HYDRO R 5PR
- Space Power? Yes Criswell plotted total R M 7 g
. . thermal energy required, Reats 0 d-teteitotmi-imiet=r- T
~-Availability?: Yes then calculated the 2lectric 1600 1850 1300 1950 2000
ired to be 3 =
-Pollution-Free?: Yes 2050000 GWe g YeAR
20’ GW - curce: Ref. 2
Ref. 1. W. H. Slegfried, Maximizing World Benefits From Space End&avors, McDonnelI Douahs A I ¥ ] B h, CA

Ref. 2. David R. Criawell, World Energy Requirements In the 21st Century, AIAA Low-Cost Lunar A S

, D.C., May 7, 1993

ymp: 13

Figure 3. Energy demand will surpass the total terrestrial energy supply early in the 21 st century.

A possible vision and strategy is shown in Figure 4. The
vision is to move the energy industry into space and the
near term objective is to begin the development of the
robotic mining and processing technologies that are
needed for both (1) energy from space and (2) increased
mining efficiencies to bridge the gap from terrestrial
energy supply to space supplied. Figure 4. fades to gray
in the out-years to indicate the increasing uncertainty in
the future. Figure 5 and 6 are possible mappings of the
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(b) Define the near-term program:

(1) Define the needs and achieve consensus among
the "customers”

(2) Analyze the needs, execute trades and develop
requirements for the robotic test bed

(3) Prepare concepts for the test bed, develop
proposals

(4) Develop business p'ans and consolidate the
consortium
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Figure 4. The workshop participants were gravitating towards a vision that they wanted to be a part of the solution 1o the
energy problem by contributing technologies that solve near-term energy problems as well as long-range energy problems
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Figure 5. The workshop participants were able to identify common technology needs. Mining and processing technologies
that are needed now can directly contribute to future space missions
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Figure 6. This is a tabulation of the common technologies identifies by the workshop participants

CONCLUSION/LESSONS LEARNED

Regarding the Program

* There is a need to begin developing technologies that
jointly contribute to future energy supply solutions
(some involving energy from space) and bridging the
gap by improving the efficiency of terrestrial mining

capability.

¢ The near term needs are highly automated mining and

_processing technologies.

*  There exists potential support within the attendees to

begin a discussion of a potential robotic test bed.

Regarding the Process

*  The approach appears to be viable and properly
focused on the needs of the "customer”.

¢ The execution was flawed, but not stymied, by a
paradigm shift problem.

¢ The basic lesson-learned was that it is very difficult

to communicate the concept of all participants being
on par as customers as well as suppliers --dual roles.
Many "needs" are abstract, relating loosely to the
technologies, such as the need to retain Phds in the
state, or the need for the mining industry to return
"value" to the mined regions. These needs are
sometimes the strongest ones and must be openly
considered.
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VIRTUAL REALITY APPLICATIONS IN ROBOTIC SIMULATIONS

David J. Homan, Charles J. Gott, S. Michael Goza
Automation and Robotics Division
A&R Lab Management Branch
NASA Johnson Space Center
Houston, TX 77058

The preparation for the repair of the Hubble Space Telescope (HST) by the seven
member crew of the Space Shuttle Endeavour on mission STS-61 in December,
1993, provided a perfect opportunity for developing and evaluating the use of Virtual
Reality technology as applied to the solution of a real-world problem. The problem,
which was not unique to that flight, arises during ground-based training for space
shuttle missions that involve extravehicular activities (EVA) in conjunction with Remote
Manipulator System (RMS) operations, in general; and more specifically, the
integrated operations that occur when an EVA person is being maneuvered around
the payload bay while standing on the end of the manipulator. Current ground-based
simulators do not provide complete integrated training for these scenarios due to
physical limitations or safety concerns. VR provided a means to practice integrated
EVA/RMS operations in the on-orbit configuration with no discomfort or risk to the
crewmembers involved.

The neutral buoyancy facilities at the Johnson Space Center (JSC) and the Marshall
Space Flight Center (MSFC) provide excellent training for EVA work, but because of
limited volume (Figure 1) cannot encompass the entire RMS reach envelop to provide
adequate RMS training. The Manipulator Development Facility (MDF) and the Shuttle
Mission Simulator (SMS) at the JSC provide excellent RMS training, but do not -
support EVA training. Virtual Reality afforded the STS-61 crew the luxury of practicing
the integrated EVA/RMS operations in an on-orbit configuration prior to the actual
flight. The VR simulation (Figure 2) was developed by the Automation and Robotics
Division's Telepresence/Virtual Reality Lab and Integrated Graphics, Operations, and
Analysis Lab (IGOAL). The RMS Part Task Trainer (PTT) was developed by the IGOAL
for RMS training in 1988 as a fully functional, kinematic simulation of the shuttie RMS
and served as the RMS portion of the integrated VR simulation. The "EVA person” was
tied into the system via a head mounted display system, two (2) data gloves (both right .
and left hands), four (4) electro-magnetic tracking sensors (1 for head tracking, 2 for -
hand tracking, and 1 for tracking the object being handled by the EVA person), and the
software required to generate 3-D graphics, do collision detection between the
subjects hands and other objects in the virtual environment, and control the flow of
data from sensors-to-simulation and simulation-to-simulation. The entire simulation
resides on a Silicon Graphics Onyx Reality Engine 2 System with three (3) Graphics
pipelines, and six (6) 150 MHz R4400 CPU's. In this configuration, one graphics
display is used by the RMS simulation, while the other two displays are used to drive
the head mounted display system.

Members of the STS-61 crew used the system on eight separate occasions for a total
of 16 hours of preflight work. During those sessions, the crew was able to rehearse
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complete EVA/RMS tasks by taking advantage of the systems capability to present the -
on-orbit configuration which allowed the full range of the RMS to be simulated. This
allowed the EVA person on the end of the RMS to be placed in a position that would
be required during the flight, but not attainable in the ground-based facilities (see
Figure 1). Not only could the RMS operator see the correct RMS configuration, but the
EVA person could see the configuration from the correct vantage point. By integrating
the two simulation capabilities, the RMS operator and the EVA person were also able
to develop the command protocol between them and have confidence that each new
what the other meant when the maneuvers were performed during the actual EVA's.
Because the EVA crewmember could get a realistic view of the shuttle and payload
bay in the VR simulation, he/she could explore different positions and views to
determine the best method for performing a specific task, thus greatly increasing the
efficiency of use of the neutral buoyancy facilities. A number of task procedures and
RMS positions derived in the neutral buoyancy facilities were changed when the
integrated VR simulation showed them to be unsuitable for achieving the task. One
other added benefit of the VR system noted by the crew was that when using VR, the
EVA crewmember relies only on visual cues to determine his/her orientation ( as when
in space ) instead of the gravity cues received in the neutral buoyancy facilities.

Similar EVA/RMS training challenges face future astronauts in preparing for the
assembly of the Space Station. The Virtual Reality Training Simulation, with its
present capabilities, will not replace any of the current ground-based training facilities
in the foreseeable future, but will provide additional dimensions to those facilities and
fill in the gaps in EVA/RMS training that are inherent in today's training scenarios.
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A Distributed Telerobotics Construction Set

James D. Wise
Department of Electrical and Computer Engineering
Rice University, Houston, Texas 77251

February 1, 1994

ABSTRACT

During the course of our research on distributed
telerobotic systems, we have assembled a collec-
tion of generic, reusable software modules and
an infrastructure for connecting them to form a
variety of telerobotic configurations. This pa-
per describes the structure of this “Telerobotics
Construction Set” and lists some of the compo-
nents which comprise it.

1. Introduction

The Universities Space Automation and Robotics Con-
sortium (USARC) was formed in 1989 to promote re-
search into robotics and telerobotics for space-based ap-
plications. It consists of five universities (Rice University,
Texas A&M University, the University of Texas at Arling-
ton, the University of Texas at Austin, and the University
of Texas at El Paso) in conjunction with NASA’s John-
son Space Center. One of our major areas of research
has been teleoperation over long distances, typically in-
volving long delays, low bandwidth, and possible loss of
data. In the course of this research we have assembled an
experimental telerobotics system which connects robots
and control sites at the universities and JSC.

In order to conduct research efficiently in this distributed
environment we have built our system using a construc-
tion set approach: it consists of a number of independent
modules which may be connected together in any (reason-
able) configuration. This independence allows each group
of researchers to concentrate on their own area of exper-
tise and have their work immediatly integratable into the
overall system.
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2. The Construction Set Ap-

proach

Figure 1 is a block diagram of one of our basic configura-
tions for teleoperation: a robot worksite with two remote
operator control sites. It consists of a number of clearly
defined functional blocks communicating via streams of
data packets using a few well defined formats.

Qur experience with these diagrams has been that simply
drawing the modules is enough to define the system: the
interconnections largely draw themselves. Each module
accepts a particular type of input data and produces an-
other type as output. By matching the data types, we
form the required connections.

This idea of letting the data define the connections, rather
than imposing them externally gives rise to what we call
a data centered approach to modularity using undirected
messages. In such a system, consiumer processes declare
the types of data they are interested in and producer pro-
cesses declare the type of data they distribute. Based on
this data centered approach, we have developed a data
exchange mechanism that we call the Telerobotics Inter-
connection Protocol, or TelRIP.

TelRIP is described in detail elsewhere [1]. Here ia a
brief summary of the key points:

o It supports a uniform interface to a variety of under-
lying communications media.
o Processes communicate by exchanging Data Objects.

e Byte order and format translation are handled auto-
matically.

o Undirected messaging provides data distribution
based on properties of the Data Objects.

The last item is the key to the successful modularity of
our system. Rather than data being sent to a specific
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destination, resulting in a ”hard wired” connection, mod-
ules specify the types and other characteristics of the data
they wish to receive. An ”automatic connection” will be
made to whichever other modules provide the required
data. Since this connection is dynamic, modules may be
added to or removed from the configuration at any time
with minimal impact on the rest of the system. This gives
the system a high degree of both flexibility, and robust-
ness.

Conceptually, our construction set consists of three com-
ponents:

e A set of Functional Modules which perform fairly
narrowly defined, hopefully generic, functions.

e A standard, minimal vocabulary of data objects
which encapsulate the information communicated
among the modules.

e A data exchange mechanism which delivers the data
objects from the producers to the consumers, that is,
it forms the connections between modules.

Each of these conceptual components has a physical real-
ization:

e The functional modules are implemented as pro-
grams, or ” Processing Modules”

e A common vocabulary is achieved by defining stan-
dards for data objects which are used by all pro-
grams. These standards define both the format of
the data, and the semantics.

¢ Data exchange among modules is handled by TelRIP.

3. System Components

TelRIP provides the framework, or building board, for our
construction set. The remaining components are a set of
programs to implement the required functional modules,
and a common data object vocabulary.

3.1. Data Object Vocabulary

The atomic unit of communication between modules is
the TelRIP Data Object. A data object is similar to an
object oriented programming object in that it contains a
self identifying data record. TelRIP data objects lack an
explicit class hierarchy and imbedded method code. How-
ever, they incorporate additional ancillary information,
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or Properties which are used in classifying and directing
objects.

These properties include:

o A timestamp, which gives the time at which an ob-
ject was distributed. TelRIP maintains synchroniza-
tion of timestamps among systems.

e A source identifier or address.
e An intended destination address.

¢ Qualifying properties (e.g.
generated, etc).

compressed, operator

Although there is no explicit class hierarchy, it is conve-
nient to group the object types into classes. Table 1 is
a brief description of the major object types used in our
system.

3.2. Functional Modules

Like the data object types, the functional modules may
be grouped into classes:

Class Functionality

Operator Interface
Hand Controller Interface
Controller Semantics
Simulation Display
Video Image Display
Control Panels
Interoperator Communication
Audio Response

Robot Interface
one for each type of robot

Motion Control
Motion Semantics
Transform Generator
Force Control

Video
Frame Grabber
Image Compressor
Monitoring

Human Performance

System Analysis/Debugging
Utilities

Video Recorder

Audio Recorder

Table 2: Functional Modules



audio command response

Table 1: Data Object Types

Processing Modules

connections among modules to be displayed and modified

Class Type Function , Contents
sensor IMAGE transmit a video image image size
pixels
FORCE_TORQUE transmit force and o  Fyo J2
torque data Ry, By, N,
control COMMAND send a general command command code
optional arguments
HAND_CTLR_STATE transmit raw hand controller axis values
data button states
ERROR return an error condition error code
motion JOINT.STATE specify joint angles 0, ...,0,
JOINT_TRAJECTORY specify a path 1n joint space array of joint states
CARTESIAN STATE specify position and orientation X,V,Z
of end effector roll,pitch,yaw
CARTESIAN_TRAJECTORY specify a path in cartesian array of cartesian states
space
HOMOG_TRANSFORM specify viewpoint to matrix coefficients
: effector transformation
MOTION.SEMANTICS CONFIG specify mapping from hand axis modes
controller to end effector reference frame
parameters HAND_CTLR_DESCRIPTION characterize a specific gains
hand controller axis assignments
CAMERA DESCRIPTION describe camera view camera location
field of view
communication = TEXTMESSAGE printed interoperator communication text characters
AUDIO.RECORD spoken interoperator communication, sample rate

audio samples

The functional modules are implemented by a set of pro-
grams or Processing Modules. Table 3 lists the major
programs in our construction set. The origins of some of
the program names are, as they say, lost in antiquity.

A few of these will be described in more detail:

TSM Although the automatic interconnections pro-
vided by data type matching are adequate for most single
robot, single controller scenarios, when multiple instances
of a particular functional module are present in a config-
uration, it is necessary to be able to distinguish them.
This is done using the address property mechanism: each
instance of a duplicated module has a unique value of the
address property. This property may be specified either
as a physical address or a functional address.

To simplify the dynamic management of these properties
in situations where control is passed from one robot or
controller to another, we have developed a program called
the Telerobotics Session Manager (TSM). TSM allows the
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while the configuration is running.

VCP Currently the largest class of modules is what we
call the Operator Interface Components. By implement-
ing these as a set of narrowly scoped components rather
than a single monolithic entity, we can construct a Vir-
tual Workstation (VWS), where the operator interface for
a variety of configurations can be assembled on a single
physical workstation.

We have extended the system independence concepts of
TelRIP to the construction of operator interfaces with a
system called the Virtual Control Program (VCP). VCP
allows a user interface to be defined in a very straight-
forward way, independent of the system on which it will
be displayed. This allows a programmer to write a single
program with a graphical user interface which will run on
Open Look, Motif, Windows, or any other window system
without having to know how to program any of them.

Interfaces are defined in terms of commands, parameters,
adjustments, etc. aud are implemented using buttons,



Program Function _

spaceball convert device specific codes into
generic hand controller objects

hc.robot  generate robot confrol objects
from hand controller objects

TDM graphical simulation display

tdm.sim interface TDM to TCS

displayx  display a video image on a work-
station screen

cmdks generic command line interface

vep generic graphical user interface

chat printed interoperator communi-
cation

phone audio interoperator communica-
tion

audioresp voice response to commands

remote.* translate robot control objects
into device specific commands

forcedsp  display forces and moments

motion motion semantics controller

t£b tool frame builder

pcgrab digitize one frame of video

vcompress compress a frame of video for long
haul transmission

sggrab grab and compress video with re-
mote pan and zoom

tsn Telerobotic Session Manager

rmonitor  gather human performance data

xmon. network monitor

ver video recorder

dat audio recorder

siggen audio signal generator

~ Table 3: Processing Modules

text items, sliders, or whatever appropriate constructs
are available from the target windowing environment. A
system dependent program (VCP main) runs on the tar-
get display and communicates with the client Processing
Module to generate the GUI display and updates and
commands between the PM and the display.

4. Demonstration Configurations

‘We have built or are currently building a number of
demonstration configurations using these components.
These include:
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4.1. Manual Controller Performance

A standardized task was performed by a number of oper-
ators using several different manual controllers. The data

streams were analyzed to determine the human perfor-
mance parameters of each session.

4.2. Multiple Robots,

trollers

Multiple Con-

This configuration demonstrates the interoperability and
dynamic reconfigurability of our system modules. Two
robot worksites (A and B) and two robot control sites (Y
and Z) performed the following scenarios:

o A task at site A was begun by controller Y. Midway
through the task control was switched to site Z, who
completed the task.

¢ Controller Y performed a task at site A. Using the
same control components, he performed a second
task at site B.

e Controller Y performed a task at site A simultaneous
with controller Z performing a task at site B.

4.3. Extended Teleautonomous Control

Modules intended to increase the performance of an op-
erator controlling a remote manipulator under adverse
circumstances (delays, restricted visibility, etc) will be
added to the basic configuration. These include: Time
and position clutches, time brake, voice control, and force
control.

4.4. Network Stress Testing

The reliability and robustness of the system are examined
by increasing the stress (typically an increased data rate)
on various components.

4.5. Workload Analysis in Shared

Human-Autonomous Tasks

Real-time measurement of human workload and overall
system performance will be made on a set of tasks having
varying degrees of operator involvement and autonomous
control.
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Abstract

This paper describes a telerobotics display system,
the Multi-mode Manipulator Display System (MMDS),
that has applications for a variety of remotely
controlled tasks. Designed primarily to assist
astronauts with the control of space robotics systems,
the MMDS has applications for ground control of
space robotics as well as for toxic waste cleanup,
undersea, remotely operated vehicles, and other
environments which require remote operations. The
MMDS has three modes: 1) Manipulator Position
Display (MPD) mode, 2) Joint Angle Display (JAD)
mode, and 3) Sensory Substitution (SS) mode. These
three modes are discussed in the paper.

1. Introduction

Manual control of a remote manipulator can be a
difficult task due, in part, to a lack of useful feedback
to the operator on the position of the manipulator with
respect to its desired position, destination, or target
object to be manipulated. For example, to control
many remote manipulator systems, including the space
shuttle remote manipulator system (SRMS), the
operator relies largely on visual feedback from direct
views through windows and indirect views from
cameras. However, the visual information can be
insufficient in providing the operator with adequate
cues, due to obstructions, poor viewing angles, camera
failures, or problems with resolution or camera control.
Our first mode, the Manipulator Position Display
(MPD) mode addresses these problems.

Another area of which poses concerns for the
operator is avoiding undesired positions which cause
joint limits or singularities. The operator may not get
an indication that such a problem is developing until
the problem has already occurred. For example, a
warning light may indicate that a reach limit has
occurred. Such indications do not always warn the
operator ahead of time so that he/she can avoid the
undesired position, or provide useful cues to el the
operator how to get out of the situation once it has
occurred. Our second mode, the Joint Angle Display
(JAD) mode was designed to help alleviate some of
these control difficulties.

A third area of interest is force feedback through
sensory substitution. Force feedback has been shown

to be preferable to non-force feedback in many

teleoperation studies.] However, providing force
reflection in the form of a force to the operator's arm
and hand muscles can have its disadvantages. Systems
that provide force feedback are often bulky
master/slave manipulators that are impractical in many
environments. Further, presenting force feedback to
the operator's hand or arm in the presence of even
small time delays has been shown to create operator
induced instabilities. The third mode of the MMDS is
the Sensory Substitution (SS) mode and addresses
these issues.

At the time of the writing of this paper, the MPD
mode has undergone testing and is further along in the
development cycle than both the JAD mode which is in
its initial development and the SS mode which is still
in its design phase.

* 2. Manipulator Position Displ PD)M

The MPD mode provides six degree of freedom
hand controller positioning cues to the operator in a
graphical format. This mode was designed to help
alleviate the problems associated with poor visual
feedback caused by obstructions, poor viewing angles,
poor resolution, camera control, or camera failure. The
MPD mode relies on six degree of freedom
information obtained from manipulator sensors, such
as joint position encoders, or, if available, a computer
based vision system which can calculate current
position relative to a target or desired position. The
MPD's algorithms perform the necessary calculations
and provide the operator with "fly-from" or “fly-to”
cues that alleviate from the operator the burden of

calculating the appropriate system inputs. 2

In order to operate effectively, the MPD mode
requires knowledge of the current and desired (or
target) positions. The current position of the
manipulator arm can be obtained through real time
position data from the system sensors (encoders or
vision system) in six degrees of freedom. The desired
position of the arm in six degrees of freedom can be
entered into the MPD program if they are known
aprioi, or can be obtained from vision system or
telemetry data if such data are available. With this
knowledge, the MPD mode can present the deviation

Copyright © 1994 by M. J. Massimino, M. F. Meschler, A. A.Rodriguez. Published by the Dual Use Space Technology

Transfer Conference with permission.
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or error that exists in each degree of freedom to the
operator in an easy to use format. The MPD mode not
only has applications for the space manipulators, but
also for other human-machine applications (aircraft,
deep sea manipulators, toxic waste cleanup, etc.) which
require the operator to control multi-degree of freedom
systems under limited viewing conditions when the
desired target points can be identified.

2.1_MPD Mode Display for the SRMS - The
Rotational Translational Display (RTD)

The display to be used by the operator in MPD
mode can be tailored to the application area if
necessary. As an example, we will examine the
Rotational/Translational Display (RTD) which is the
MPD mode display designed for astronauts who
control the Space Shuttle Remote Manipulator System
(SRMS).

Figure 1 shows the format of the RTD.3 The RTD
separates the rotational and translational cues by
depicting those cues through the motion of two
separate objects. Two separate hand controllers are
used by the astronauts to control the SRMS: 1) a
Translational Hand Controller (THC) to control all
translational motions, and 2) a Rotational Hand
Controller (RHC) which is used to control all rotational
motions. The RTD was designed so that one object on
the display would correlate exclusively to the
translational inputs on the THC, while the second
object would correlate exclusively to rotational inputs
on the RHC. This concept and the format of the
display was developed by working directly with
several astronauts. An explanation of how the RTD
works and a summary of its features follows.

Closure
Rate

Closure
Distance

Reference Frame Orbiter
Display Option Fly From
Resolution: Normal

rxcogr -

Fig. 1. Rotational/Translational Display (RTD)
Format

The line in the center with the three tick marks in
Fig. 1 is stationary and acts as the reference line. The
operator drives the translational cues using the square
with the tick marks shown. Deviation in Z-translation
(up an down motion) is depicted by the square being
above or below the reference line, while Y-translation
deviation (side to side motion) is shown by the square
being to the left or right of the center of the reference
line. For X-translation (in and out motion), the
operator relies on the size of the square relative to the
length of the reference line,

For rotational cues the operator looks to the
circular object shown in Fig. 1. The position of the
circle with respect to the reference line provides the
rotational deviation information. If the circle is above
or below the reference line, a deviation in pitch exists.
A deviation in yaw is depicted by the circle being to
the left or right of the center of the reference line. Roll
cues are provided by the orientation of the extended
line running through the center of the circle and the
shorter line in the center of the circle. If those lines are
tilted to the left or to the right, then a deviation in roll
exists.

On either side of the display are bar graphs which
represent the closure rate, on the left, and the closure
distance, on the right. These cues become useful when
the tip of the manipulator is approaching its final
destination. In addition, the operator is provided with a
digital readout of the deviations in each of the six
degrees of freedom. This digital readout can be seen in
the upper left hand comer of Figure 1, and would be
helpful in the final stages of a task to ensure that the
deviations are within the desired limits (i.e. close to
ZEero).

The RTD also includes a number of other features
to provide the operator better assessment of the
manipulator’s position. One of these features is the
highlighting of cues. This feature becomes most useful
when the manipulator is reaching its target position and
the RTD cues are converging on the stationary
reference line. A task will usually have defined
tolerance limits for each degree of freedom within
which the manipulator is considered 10 be at its desired
final position. Based on this information the
highlighting feature indicates to the operator when the
manipulator is within the defined limit for each degree
of freedom. This indication is achieved by increasing
the width of specific lines on the rotational and
translational cues. For example, when the position of
the manipulator is within the specified range in the X-
axis the square becomes bolder than the other lines.
When all of the lines which comprise the translational
cue are bold, the operator will know that the
manipulator tip is within tolerance in the X, Y, and Z
axes. The rotational cucs work similarly. For
example, the circle becomes bold when the
manipulator’s attitude is within the yaw limit. As with
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the translational cue, when the manipulator attitude is
within limit in yaw, pitch, and roll the entire rotational
cue will be bold. Fig. 1 shows an example of the bold
feature indicating that the X-axis and the yaw axes are
within range. The tolerances can be set to different
values for each degree of freedom and for each task.

In addition to the highlighting feature, the RTD
display also provides color cues to help distinguish
between the translational and rotational cues, and the
stationary reference line. The use of color is useful
when the manipulator position is close to its final
destination and it can be difficult to differentiate
between the translational cue, rotational cue, and the
reference line. In the current MPD implementation the
translational cue is drawn in red, the rotational in green
and the reference line in white.

The RTD also displays hand controller Direction
Cues which provide the operator with cues for the
necessary hand controller deflections. The Direction
Cues can be seen in Figure 1 as letters following the
deltas in the upper left-hand corner of the display. The
letters I or O are used to indicate in or out deflection of
the translational hand controller, L or R for left or right
deflection of the translational hand controller, and U or
D for up or down deflection of the translational hand
controller. For the rotational Direction Cues the letters
U, D, L, and R are used in the same way as with the
translational Direction Cues. With Direction Cues the
operator is presented with clear indications of the
necessary hand controller deflections eliminating the
possibility of unnecessary and potentially dangerous
movement of the manipulator.

The RTD also provides the operator with a choice
for displaying the cues in fly-from (outside-in) or fly-to
(inside-out) formats. * At the beginning of each task
the operator is given the choice of which convention to
use. Once the selection is made, the RTD lists the
selection being unsed in the top center part of the screen
as shown in Figure 1.

The RTD also has the capability to select between
the different coordinate frames in which the
manipulator position and attitude can be commanded.
The RTD can be operated in three different coordinate
frames: orbiter, end effector, and payload. These
choices correspond to the reference frame options for
commanding the SRMS on the space shuttle. Once
selected the choice is displayed in the top center part of
the main display screen above the fly-from fly-to
selection (see Figure 1). The choice of coordinate
frames can be modified to include any number of
frames.

To quantify the effectiveness of the RTD,
experiments with human operators were conducted.
The RTD was presented to four trained and
experienced test subjects on a GRID 1660 laptop

computer. A space shuttle SRMS task was simulated
using the Manipulator Analysis - Graphic, Interactive,
Kinematic (MAGIK)> simulation system which runs
on Silicon Graphics computers. The task was a space
station assembly task, which focused on the installation
of a Pressurized Mating Adapter (PMA) to a space
station module. The experimental resuits concluded
that using the RTD significantly improved operator
performance by 33% over g)erforming the same task
without the use of the RTD. 3,6

The RTD is a useful tool for SRMS operations.
Changes can be made to the RTD to tailor an MPD
mode display for applications other than SRMS such as
undersea, rovers, or toxic waste cleanup.

3. Joint Angle Display Mod

Another area of telerobotics operation where the
operator can use assistance is the avoidance of
unwanted joint positions such as joint limits or
singularities. Reaching such limitations could shut
down the system with a software stop (soft stop) or a
mechanical hardware stop (hard stop). This type of
situation could force the operator to control the
manipulator in a single joint mode where each joint
must be driven individually to alleviate the problem.
The goal of the Joint Angle Display (JAD) is to present
the operator with graphical cues which provide
information on the current position of each joint
relative to software stops and hardware stops.

The JAD is comprised of a set of bar graphs which
represent the position of each joint of a manipulator.
The bar graphs are updated on a real-time basis using
data from the position sensors at each joint. The JAD
mode has three submodes: 1) nominal operations, 2)
joint limits, and 3) single joint operations.

3.1 Nominal Operations Display Submode

The nominal operations submode display provides
the current joint positions to the operator. As can be
seen in Figure 2, each joint is identified at the top of
each bar graph: SY = shoulde- yaw, SP = shoulder
pitch, EP = elbow pitch, WY = wrist yaw, WP = wrist
pitch, WR = wrist roll. As the position of the joints
change the bar graphs are fipdated keeping the operator
informed of the position of each joint: Used in
conjunction with the MPD mode display, the JAD
provides the operator with sufficient information to
keep the manipulator from reaching unwanted joint
positions while being driven to its final POR.
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The second submode of the JAD includes all the
features of the first submode plus cues to indicate the
location of the task specific joint limitations. These
limits are specific to different tasks being performed by
the manipulator and can be used to keep the operator
from positioning the manipulator in undesired areas.
As can be seen in Figure 3 the joint limits are indicated
by the small triangles to the right of each bar graph.
Further, when a joint limit is reached the pattern or
color of the associated bar graph can also change as an
added cue for the operator. This feature eliminates the
burden on the operator to recall the limit of each
individual joint when trying to identify which joint has
reached its limit. In addition, this display can also emit
an audible tone when any joint reaches a limit. By
including the audible tone the operator will be notified
of a joint limit error without having to constantly
monitor each joint.
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Figure 3. Joint Limits in the Joint Angle Display

:3_Single Joint Operations Display Submode
Another application for the JAD mode will be
single joint operations when the operator needs to drive
the arm through a sequence of single joint movements.
This operational scenario could occur during failure

modes which make controlling all joints concurrently
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impossible. During these operations, the Single Joint
Operations submode will not only provide the operator
with information on the current joint positions and
joint limits, but will also provide the operator with
operational cues. These cues will include the amount
of deflection needed for each joint, and the joint
sequence. The sequence is shown by highlighting the
bar graph associated with the joint to be commanded
while the desired position is indicated by a triangle on
the left-hand side to the bar graph. Once the joint
reaches the desired position its bar graph is displayed
normally and the bar graph associated with the next
joint in the sequence is highlighted. Figure 4 provides
an example of the Single Joint Operations Submode
display. In this example the display indicates that the
Wrist Pitch joint should be moved to -86 degrees.
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<
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-2 -zm

-3 -360

< Soft Stop Marker P Target Joint Deflection
Figure 4. Wrist pitch joint indication.

4, Sensory Substitytion Mode

To provide force feedback information to the
operator, force reflection is the method used for most
master-slave systems. Force reflection has had a long

history of success. For example, Hill and Salisbury7
found in their experiments that with force feedback
task completion times were significantly shorter than
without force feedback for peg-in-hole tasks.
However, providing force reflection in the form of a
force to the operator's arm and hand muscles can have
its disadvantages. Systems that provide force feedback
are often bulky master/slave manipulators that are
impractical in many envirortments. Further, presenting
force feedback to the operator's hand or arm in the
presence of even small time delays has been shown to

create operator induced instabilities. Ferrell®
suggested that the advantages of force sensitivity could
be maintained in the presence of a time delay if the
force feedback were substituted through the auditory or
tactile modalities, and that a tactile display to the active
hand might be especially compatible. The third mode
of the MMDS is the Sensory Substitution (SS) mode
and addresses these issues.

Bach-y-Rita, Webs:er, Tompkins, and Crabb?
define sensory substitution as "the provision to the
brain of information that is usually in one sensory
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domain (for example visual information via the eyes
and visual system) by means of the receptors, pathways
and brain projection, integrative and interpretative
areas of another sensory system, (for example visual
information through the skin and somatosensory
system). Some examples include sign language for the
deaf, and Braille for the blind." Sensory substitution
has been successfully used for many years in helping
people who are fully or partially deficient in one or
more of their sensory systems, for example, sensory
aids for the blind or deaf.10

4.1 _Tactile and Auditory Displays

To provide the sensory substitution information,
we are concentrating on tactile and auditory feedback
devices for the operator. The tactile, in particular
vibrotactile, and auditory modalities are of interest for
several reasons. Such displays might be particularly
useful for presenting force information becaunse they
provided non-reactive representations of force
feedback. Non-reactive means sense modalities that do
not induce operator movements like force reflection
does when providing force information.11 Such
movements may be undesirable in certain situations,
and can cause instabilities in the presence of a time
delay. They are desirable for generic task information
as well, because the auditory and vibrotactile
modalities can present information while not placing
any extra burden on the operator's visual system which
is normally intently viewing the remote task
environment via television monitor.

Vibrotactile and auditory displays may also
provide cost benefits by reducing the need for
expensive bilateral force reflecting manipulators.
Further, auditory and vibrotactile displays may also
reduce the need for expensive or complicated visual
systems. Massimino and Sheridan! showed that force
feedback could decrease the need for visual feedback,
since force feedback combined with low frame rate
conditions (3 frames per second) provided performance
that was comparable to performance under high frame
rate conditions (30 frames per second) without force
feedback. In addition, Bliss, Hill, and Wilberl2
concluded that the utility of tactile feedback increased
under poor visual conditions, and provided highly
useful information that required a relatively low
bandwidth channel. Thus a potential benefit of
vibrotactile or auditory feedback is a possible reduced
need for high quality visual feedback which could lead
to decreased cost of teleoperation.

We are currently developing auditory and tactile
displays to present manipulator force and position
information to the operator. These displays will be
incorporated into our multi-mode system to provide the
operator with an integrated visual, auditory, and tactile
feedback display system.

3. Conclusions

The MMDS can be expected to provide significant
operational benefits that include providing the operator
with useful manipulator position information when
viewing conditions are constrained, -assisting with
recognizing and avoiding unwanted manipulator
position, and providing force information under
conditions which would normally make the
presentation of such information impractical. The
MMDS can also reduce operator workload, reduce
training time, and assist the operator with performing
unscheduled or unpracticed procedures. The MMDS
has space based application for the space shuttle and
the space station as well as for ground control of space
based manipulators. It is a generic system which can
be utilized for dual use application areas such
environmental, hazardous waste, nuclear, and undersea
remote manipulation environments.
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Abstract— Human beings judge images by complex mental processes, whereas computing
machines extract features. By reducing scaled human judgments and machine extracted fea-
tures to a common metric space and fitting them by regression, the judgments of human
experts rendered on a sample of images may be imposed on an image population to provide
automatic classification.

1. INTRODUCTION

Pattern classification of imagery by computational devices is usually approached in two
phases. The first phase is the specification of image exemplars representing the classes by
an expert as a training set, with a subsequent classification phase occurring as the joining
of image features extracted from the target image population with the features similarly ex-
tracted from the specified exemplars (Duda & Hart, 1973). Various difficulties arise with
these techniques in both phases. For example, in the training phase, the expert’s knowledge
must be properly decoded to record accurately the salient features used for exemplar clas-
sification, a process of recognized difficulty with many pitfalls (Hayes-Roth et al., 1983).
Additionally, in the classification phase, information from the expert must often be en-
coded as specific programs for identification and matching, thus restricting the applicable
domain of the algorithm (Young & Fu, 1986). Even the most robust of these methods, the.
Fisher linear discriminant (where neither the features of the exemplar nor the domain fea-
tures of the target population of images need be exactly specified) suffers from the noise
introduced in exemplars when the expert makes judgments on only a few features of a
multi-featured image.

The method described in this paper, however, requires neither explicit decoding of
expert judgments nor domain-specific feature matching. Further, it removes from consid-
eration the noise introduced in the Fisher method. This method, called the Two-Domain
Method, introduces two unique processes in both the training and classification phases.
First, expert knowledge is acquired through multidimensional scaling (Young & Hamer,
1987) of judgments of dissimilarities rendered by an expert on a sample of images from the
target population. Second, general pattern features extracted from images of the target pop-
ulation are transformed to points in a Euclidean space. With this method, the problem of
image classification is reduced from the complex one of creating machine-based validity
rules to the simple matter of creating a linear mapping between two datasets derived from
the human domain and the machine domain, respectively.

This paper describes a NASA owned invention (MSC-21737). Inquiries for use may be made to Mr. Herdie
Barr, Patent Counsel, Lyndon B. Johnson Space Center, NASA, Houston, TX 77058-3696, telephone 713-483-1003,
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2. THE TWO-DOMAIN-METHOD

Consider a collection of images denoted C. Let the goal of the expert be to define pair-
wise dissimilarities among a sample of these images chosen by a random process. These dis-
similarities judgments may be collected by presenting all possible pairs of the images in the
sample, and asking the expert to place a mark on a line labeled dissimilar at one end and
similar at the other. (A ruler applied to these lines establishes a matrix of dissimilarity val-
ues among the sampled images.) By processing these judgments in an n-dimensional space
using conventional multidimensional scaling (MDS) techniques, a unique, real-valued or-
dering of these images by their dissimilarity may be produced. Let this ordering be denoted
®. With this procedure it becomes unnecessary to know explicitly the portions, features,
or aspects of the image, or even the deductive rules used by the expert, in rendering the
judgments. Whatever features, aspects, or rules the expert may have attended to or em-

‘ployed are already implicit in the ordering, ®.

Consider again the collection C. Let it be assumed that each image in this collection
has been digitized and processed so as to extract a number of general, primitive features
rendered as histograms. (In the application of this paper, six features are extracted: grey
levels; edge intensity; edge slope; line length; line distance from the origin; and angle dis-
tance from the origin. No claim is made that these features are the only possible features
that might be used, or even that these features are optimal. These features are used only
because they are very general, convenient ones.) By converting the histograms for each im-
age into Lorenz information measures (Chang & Yang, 1973), and calculating the Euclid-
ean distance among all pairs of images over all feature measures, a matrix, denoted M, of
primitive machine image interpretations may be produced. In this manner, the complex
problem of image classification is reduced to the far simpler one of creating a linear map-
ping of & on M.

In this method, the mapping is performed by extracting from C the original machine
measures matching the subset of C judged by the human expert, calculating Euclidean dis-
tances for both machine measurements and human coordinates, deriving weights, 8, by
multiple regression (where the Euclidean distances from the MDS solution for the human
judgments are the dependent variable and the Euclidean distances among images based on
machine measurements are the independent variable), and multiplying M by . By resub-
mitting the predicted values to the multidimensional scaling process, the final ordering is
produced, segregated into classes in an n-dimensional space. Let this last result be denoted
&', The complete procedure is displayed as a diagram in Fig. 1, with an example of the com-
plete calculations used in the application below available in Appendix A.

3. AN APPLICATION OF THE TWO-DOMAIN-METHOD TO THE CLASSIFICATION
OF TWO POPULATIONS OF HUMAN PERIPHERAL BLOOD LEUKOCYTES

In this article, we have chosen to apply the Two-Domain Method to a problem of dis-
criminating two populations of microscopic images of circulating human white blood cells
(leukocytes).

Specifically, the Two-Domain Method was tested for its power to discriminate two dis-
tinct patterns of human blood leukocyte distribution: an abnormal pattern associated with
acute liver failure exhibiting abnormal circulating white blood cell frequency and distribu-
tion (Subject 1), and a normal pattern from a normal, healthy subject (Subject 2).

Circulating human leukocytes were separated by flotation from red blood cells by a
standard flotation method, and uniform monolayer films prepared and cytochemically
stained by a routine clinical laboratory automated instrument using hematoxylin and
eosin dyes. The resulting slides therefore include all nucleated circulating white blood cells,
predominantly neutrophils, eosinophils, lymphocytes, and monocytes, as well as platelets.

Eight representative sample fields were selected for each subject. The photographic
recording was standardized using one continuous film strip of Ektachrome color reversal
film rated at ASA 200. All slides were photographed at the same magnification. Effects
of exposure variations and background density were tested in the Two-Dtimain Method
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Fig. 1. The procedural steps necessary 10 execute the Two-Domain Method for any collection of
images. Major formulas (exclusive of those used in general MDS (multidimensional scaling) pro-
cedures as applied in the application on human peripheral biood may be found in Appendix A.

by recording each image at two different exposures. Set A images (numbered 1-16) were
exposed at ASA 200, and Set B images (numbered 17-32) were exposed at ASA 400, Sam-
ples used in the test thus consisted of 16 images from each subject, at two levels of expo-
sure, on the same photographic film strip.

The difference in exposure levels substantially alters the machine measurements of
these images, and is typical of problems that confound image pattern classification gener-
ally, in that “noise” artificially introduced by one element or another distort the machine
classification algorithms. Reproductions of both Set A and Set B are presented following
the Appendix. The purpose of this application is thus to demonstrate that the Two-Domain -
Method is sufficiently robust not only 10 properly classify Set A (by segregation in an
n-dimensional space), but also to reduce or eliminate the noise introduced by the differen~e
in Set B film exposure levels.
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Expert judgments of dissimilarities were made by an experienced pathologist (C.T.L.),
primarily on the basis of the segmentation of leukocyte nuclei, and lymphocyte and mono-
cyte shape and size. Other cell types present in the images were ignored for judgment pur-
poses. Judgments were provided in a single session on slides 1-8 of Set A according to
the procedure described in Section 2, and submitted (as are all dacasers discussed in this
section) to the ALSCAL procedure in SAS, a common multidimensional scaling package.

In Fig. 2, Plots | and 2 exhibit a strong separation between the cell populations of the
two subjects. The primitive machine interpretations derived from both Set A and Set B,
scaled by ALSCAL, appear in Fig. 3 as Plots 3 and 4, respectively.

The images represented by datapoints in Plot 3 appear to have some natural cluster-
ing tendency along the same lines as those provided directly by human judgments, proba-
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Fig. 2. MDS ALSCAL plots of the original human view of a sample of eight images of peripheral
white blood cells. The human judgments were collected through the method of paired comparisons,
and show a clear separation between the slides from Subject | and Subject 2.
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2. THE TWO-DOMAIN-METHOD

Consider a collection of images denoted C. Let the goal of the expert be to define pair-
wise dissimilarities among a sample of these images chosen by a random process. These dis-
similarities judgments may be collected by presenting all possible pairs of the images in the
sample, and asking the expert to place a mark on a line labeled dissimilar at one end and
similar at the other. (A ruler applied to these lines establishes a matrix of dissimilarity val-
ues among the sampled images.) By processing these judgments in an n-dimensional space
using conventional multidimensional scaling (MDS) techniques, a unique, real-valued or-
dering of these images by their dissimilarity may be produced. Let this ordering be denoted
®. With this procedure it becomes unnecessary to know explicitly the portions, features,
or aspects of the image, or even the deductive rules used by the expert, in rendering the
judgments. Whatever features, aspects, or rules the expert may have attended to or em-
ployed are already implicit in the ordering, &.

Consider again the collection C. Let it be assumed that each image in this collection
has been digitized and processed so as to extract a number of general, primitive features
rendered as histograms. (In the application of this paper, six features are extracted: grey
levels; edge intensity; edge slope: line length; iine distance from the origin; and angle dis-
tance from the origin. No claim is made that these features are the only possible features
that might be used, or even that these features are optimal. These features are used only
because they are very general, convenient ones.) By converting the histograms for each im-
age into Lorenz information measures (Chang & Yang, 1973), and calculating the Euclid-
ean distance among all pairs of images over all feature measures, a matrix, denoted M, of
primitive machine image interpretations may be produced. In this manner, the complex
problem of image classification is reduced to the far simpler one of creating a linear map-
ping of & on M.

In this method, the mapping is performed by extracting from C the original machine
measures matching the subset of C judged by the human expert, calculating Euclidean dis-
tances for both machine measurements and human coordinates, deriving weights, 8, by
multiple regression (where the Euclidean distances from the MDS solution for the human
judgments are the dependent variable and the Euclidean distances among images based on
machine measurements are the independent variable), and multiplying M by 3. By resub-
mitting the predicted values to the multidimensional scaling process, the final ordering is
produced, segregated into classes in an n-dimensional space. Let this last result be denoted
&', The complete procedure is displayed as a diagram in Fig. 1, with an example of the com-
plete calculations used in the application below available in Appendix A.

3. AN APPLICATION OF THE TWO-DOMAIN-METHOD TO THE CLASSIFICATION
OF TWO POPULATIONS OF HUMAN PERIPHERAL BLOOD LEUKOCYTES

In this article, we have chosen to apply the Two-Domain Method to a problem of dis-
criminating two populations of microscopic images of circulating human white blood cells
(leukocytes).

Specifically, the Two-Domain Method was tested for its power to discriminate two dis-
tinct patterns of human blood leukocyte distribution: an abnormal pattern associated with
acute liver failure exhibiting abnormal circulating white blood cell frequency and distribu-
tion (Subject 1), and a normal pattern from a normal, healthy subject (Subject 2).

Circulating human leukocytes were separated by flotation from red blood cells by a
standard flotation method, and uniform monolayer films prepared and cytochemically
stained by a routine clinical laboratory automated instrument using hematoxylin and
eosin dyes. The resulting slides therefore include all nucleated circulating white blood cells,
predominantly neutrophils, eosinophils, lymphocytes, and monocytes, as well as platelets.

Eight representative sample fields were selected for each subject. The photographic
recording was standardized using one continuous film strip of Ektachrome color reversal
film rated at ASA 200. All slides were photographed at the same magnification. Effects
of exposure variations and background density were tested in the Two-Nomain Method
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Fig. 3. MDS ALSCAL plots of the primitive machine views of Set A and Set B, including Sub-
ject 1 and Subject 2. Plot 3 of Set A (from film rated at ASA 200 and exposed at ASA 200) exhibits
some natural clustering by machine features alone, whereas Plot 4 of Set B (from film rated at ASA
200 but exposed at ASA. 400) exhibits little machine differentiation between the two subjects.

bly due to the increased light levels in the images produced f