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Abstract

We compare the optical to soft X-ray spectral energy distribution (SED) of

a sample of bright low-redshift (0.048<z<0.155), radio-quiet quasars, with a range

of thermal models which have been proposed to explain the optical/UV/soft X-ray

quasar emission: (a) optically thin emission from an ionized plasma, (b) optically

thick emission from the innermost regions of an accretion disk in Schwarzschild and

Kerr geometries. We presented ROSAT PSPC observations of these quasars in an

earlier paper. Here our goals are to search for the signature of thermal emission in the

quasar SED, and to investigate whether a single component is dominating at different

frequencies.

We find that isothermal optically thin plasma models can explain the observed

soft X-ray color and the mean OUV color. However, they predict an ultraviolet

(1325._) luminosity a factor of 3 to 10 times lower than observed. Pure disk models,

even in a Kerr geometry, do not have the necessary flexibility to account for the

observed OUV and soft X-ray luminosities. Additional components are needed both

in the optical and in the soft X-rays (e.g. a hot corona can explain the soft X-ray

color). The most constrained modification of pure disk models, is the assumption

of an underlying power law component extending from the infrared (3#m) to the

X-ray. This can explain both the OUV and soft X-ray colors and luminosities and

does not exceed the 3tim luminosity, where a contribution from hot dust is likely to

be important. We also discuss the possibility that the observed soft X-ray color and

luminosity are dominated by reflection from the ionized surface of the accretion disk.

While modifications of both optically thin plasma models and pure disk models

might account for the observed SED, we do not find any strong evidence that the OUV

bump and soft X-ray emission are one and the same component. Likewise, we do not

find any strong argument which definitely argues in favor of thermal models.

Subject headings: Quasars - X-ray: Spectra



1.INTRODUCTION

The most striking property of the continuum of unbeamedquasars(simply
quasarshereinafter) is the fact that it extendsoverat leastsevendecadesin frequency,
from 100 #m to 100 keV, maintaining a similar luminosity per decade. The most
prominent feature of a quasar'sspectral energydistribution (SED) is the blue bump
which dominates the optical/ultra-violet (OUV) emissionand contains _>50%of the
energy output. The blue bump could have a broad maximum in the 1300-1000/_
range, as suggestedby Malkan (1988), or could extend into the sofar unobserved
extreme UV region, if someintrinsic reddeningis present. The observedsoft X-ray
flux is in most caseslower than that predictedby extrapolating the UV flux with the
typical spectral indicesmeasuredat wavelengthslonger than ,,_ 1000/_. This requires

a sharp drop in the extreme UV region. The soft X-ray flux (<1 keV), however,

is higher than the extrapolation of the higher energy (2-10 keV) power law. This

low energy X-ray turn-up, commonly known as the soft X-ray excess, is generally

interpreted as the high energy tail of the blue bump. Although such a connection is

suggestive given that both components increase into the unobservable extreme UV,
no direct evidence yet exists. However it is clear that the combination of OUV and

soft X-ray data will provide invaluable constraints on models which seek to explain

both components, such as thermal emission from an accretion disk (e.g. Shields 1978,

Malkan & Sargent 1982, Czerny &: Elvis 1987, Sun &: Malkan 1989, Laor 1990, on the

OUV side, and Turner et al 1988, Elvis et al 1991, from the X-ray side), and optically

thin free-free (see Barvainis 1993 for a review).

The soft X-ray excess was recognized as a distinct and common component

below 1 keV of the X-ray spectra of Seyfert 1 galaxies and quasars in both EXOSAT

and Einstein data (Turner &: Pounds 1989, Wilkes & Elvis 1987, Masnou et al 1992).

However, the poor energy resolution of both instruments at these energies resulted in

little or no information about the spectral form. The softer energy band and improved

resolution of the ROSAT (Tdimper 1983) PSPC (Pfeffermann et al 1987) provides us

with our first opportunity to study the spectrum of the soft excess and thus to realize

its full potential as a constraint on models for the OUV/X-ray continuum.

We observed a sample of low-redshift, radio-quiet quasars selected to be the

brightest with known soft excesses, to acquire high signal-to-noise (> 100_r) spectra

with the PSPC. The analysis of these X-ray observations is reported in a companion

paper (Fiore et al 1994, hereinafter Paper I). The main results from this paper are:

1. The PSPC spectra span a broad range of slopes (1.3 < aE < 2.3, where

F_ o(u-_g) and are steeper than at higher energies (typically 2-10 keV) by

AaE -- 0.5 -- 1. They are dominated by the soft X-ray excess.

2. The deviations from a single power law model in the 0.2-2 keV band are small

but still significant. The "break point" between the hard and soft components
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is in all casesabove0.7keV. The PSPC spectraexclude"narrow" models,such
as a single line or a black body, for the soft X-ray component.

3. The strength of any line emission feature in the soft X-ray band is small

(less that 10-20 % of the counts in each channel), unless the continuum is

complicated.

Here we present the optical to soft X-ray SED of the quasars and compare them

with the predictions of a wide range of thermal models which have been proposed

to explain the OUV/soft X-ray quasar emission: (a) optically thin plasma emission,

(b) optically thick thermal emission from the innermost regions of an accretion disk

in Schwaxzschild and Kerr geometries. Our aims are to search for the signature of

thermal emission in the quasar SED and to investigate whether a single component is

dominating at different frequencies or rather if the quasar SED are best reproduced

by the superposition of different components.

2. THE SOFT X-RAY COMPONENT AND THE BIG BLUE BUMP

A longstanding question in quasar research is whether the soft X-ray emission

and the OUV blue bump are one and the same component. The most direct way

to verify this is to search for simultaneous/correlated variations in both the UV and

soft X-ray emission. Unfortunately simultaneous UV and soft X-ray observations of

longer than a few hours are difficult to schedule with ROSAT and IUE and have so

far been performed only for a few, very bright objects like the BL Lacertae object

PKS2155-304 (Edelson et al 1994).

A number of quasars have been observed nearly simultaneously by IUE and

ROSAT during the ROSAT all sky survey (Walter et al 1994). These authors found

that in six out of eight cases the shape of the UV to soft X-ray component is similar,

while the relative strength of the UV emission compared to the hard X-ray power law

varies by a factor of ten over the sample.

A more indirect method is through the statistical properties of the UV and soft

X-ray emission of a sample of quasars. Walter & Fink (1993) have reported a strong

correlation between the soft X-ray (PSPC) spectral indices and the ratio between

the flux at 1350._ and that at 2 keV in a sample of about 50 quasars. Under the

assumption that the PSPC spectral index is a good indicator of the strength of the

soft excess, this was interpreted as evidence that the soft X-ray emission and OUV

emission are part of the same component: a O-UV-X-ray bump. There are some

concerns about this analysis. We note that: (a) the Walter & Fink sample is soft X-

ray selected, since it includes only the brightest quasars in the ROSAT All Sky Survey.

Then, the PSPC spectral index and the 2 keV flux are strongly correlated quantities,

since 2 keV is the upper end of the PSPC band: in a flux limited soft X-ray survey a

source with a low 2 keV flux is likely to have also a steep PSPC spectral index. (b)



The Walter & Fink sample is very heteregeneous. It contains: low luminosity Seyfert

galaxies and high luminosity, high redshift quasars, sources with strong and faint blue

bump; radio-loud and radio-quiet objects; strongly absorbed and unabsorbed sources.

The correlations between these properties and the luminosity in the optical, UV and

soft X-ray bands are all complicated and could drive, at least in part, the Walter &:

Fink correlation.

Lanr et al (1994) report a result similar to the Walter & Fink correlation.

They found a significant correlation between the PSPC spectral index and the optical

(3000/_) to X-ray (2 keV) rest frame spectral index aox in a sample of 10 optically

selected, z< 0.4 (<z>=0.22), MB < -23 quasars (three of which are radio-loud).

Being optically selected, this small sample does not suffer from the selection bias

mentioned above.

As an example we plot in Fig. 1 aox 1 as a function of the PSPC best

fit single power law energy index as. We include the Laor et al (1994) radio quiet

objects, the sample presented in Paper I (4 objects are PG quasars and the remaining

two, NAB0205÷024 and MKN205 have a comparably strong blue bump), and all the

radio-quiet PG quasars in the Walter _: Fink sample which have small Galactic NH

and z< 0.4. The combined sample consists of 22 objects, all radio-quiet, with a

strong blue bump, without significant intrinsic absorption and spanning a large range

in optical luminosity (-26 < MB < -21). We estimate that a spread in aox of

:k0.1 is introduced by the fact that the observations in OUV and X-rays are not

simultaneous (from the data in Table 1 and 2, see below). It is not clear whether or

not the amplitude of the long term UV variability is correlated with the luminosity.

O'Brien et al (1988) found some evidence for an inverse correlation, but their sample of

high luminosity objects was small. For the sample presented in this paper there is no

evidence for a correlation between the amplitude of the UV variability and luminosity.

We therefore assume that the spread in aox is roughly similar at all luminosities.

For the objects in the sample presented in this paper the optical luminosity has been

corrected for the contribution from the host galaxy, while the objects in the Laor

et al and Walter _ Fink samples were not so corrected. We note however that the

contribution of the host galaxy should be small even in low luminosity objects at 3000

/_ (see the galaxy template in Elvis et al 1994a), thus affecting aox only slightly.

The correlation between aE and aox is quite good for the high optical

luminosity objects (11 objects with MB < -23.5, linear correlation coefficient equal to

0.855 corresponding to a probability of 99.95 %). The linear correlation coefficient for

the whole sample is lower (r=0.60, corresponding to a probability of 99.6 %). In fact,

the four points which deviate most from the correlation are all lower optical luminosity

sources. Two of these sources, PG1440÷356 (MKN478) and PG1244÷026 have a very

steep PSPC slope but their soft X-ray luminosity is comparable or even higher than

lo_( L( 2500A )/ L( 2k eV) )
IOtOX _ 2.6057



their UV luminosity, unlike all the other sources in the sample. PG1440+356 is one of

the few quasars detected at -,, 0.1 keV by the ROSAT Wide Field Camera (Pounds et

al 1993). Another Wide Field Camera source (RE1034+398) has a very steep PSPC

spectrum (Puchnarewicz et al 1995), flat _ox and soft X-ray luminosity higher than

the UV luminosity. Pounds (1994) and Fiore & Elvis (1994) suggested that these

sources could belong to a separate class of quasars, sources that emit the most of the

power in soft X-rays, unlike the majority of optically selected quasars. Fiore & Elvis

(1994) suggested that these source could resemble Galactic Black Hole Candidates in

the high (and soft) state.

Assuming that the PSPC spectrum of radio-quiet, strong blue bump sources,

is made up of two distinct components, a steep one dominating below ,,_ 1 - 2 keV and

a hard one dominating at higher energies, the correlation in Fig. 1 can be interpreted

in two ways. Either, (a) the intensity of the soft component is more or less the same in

all sources while that of the hard one varies over a broad range. Or, (b) the intensity

of the soft component varies over a broad range in these sources while that of the hard

one is more or less the same. The significantly larger scatter in the 2 keV luminosity

found by Laor et al (1994) with respect to that in the 0.3 keV luminosity, argues

for the first case. This suggests that, in high optical luminosity sources at least,

a correlation between the blue bump and the soft X-ray component, does indeed

exist. However, this does not prove that the luminosity in different frequency band

arises from the same emission component. In the following sections we test the single

component hypothesis by discussing the ability of various models to reproduce both

X-ray and OUV data.

3. OBSERVATIONAL DATA

3.1 X-ray data

The numerical results of the spectral fitting from Paper I are given in Table

1. Table 1 lists the soft X-ray monochromatic luminosities uL_ at 0.4 keV and 1

keV (soft component only), the soft component energy index (F_ o¢ u-_Es), and 2

keV monochromatic luminosity (soft plus hard components) for the quasars in our

sample. They are from Paper I and were obtained by fitting to the PSPC data a two

power law model, or a power law plus thermal bremsstrahlung model, with low energy

absorption (NH was limited to values greater than the Galactic column along the line

of sight). The power law plus thermal bremsstrahlung model gives a fit of quality

comparable to the two power law model in all sources but PG1426+015, where it

produces a significantly worse X _ (see Paper I). Errors on the luminosities represent

1 cr confidence intervals for four interesting parameters.

In Paper I we compared the PSPC results concerning the soft component

intensity with those obtained with previous satellites, finding that they always agree

within the errors. In spite of the low energy resolution of the EXOSAT LE and

the Einstein IPC several authors estimated the shape of the soft X-ray component
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in a number of quasars. In particular, Comastri et al (1992) fitted the EXOSAT

ME/LE data with a two power law model (with NH fixed to the galactic value) for a

sample of six quasars, three of which are in common with our sample. They found a
_+1.20 in TON1542soft component energy index aES of 3.33 +°'_6_0.42in PG1211+143, _'-_,'--0.67

(PG1229+204), and 2.66 +1"°9_0.49in PG1426+015. For each source the EXOSAT indices

and PSPC indices in Table 1 are consistent with each other, within the rather large

errors. However, the EXOSAT best fit spectral indices are in all cases steeper by

Aa _ 1 than the PSPC best fit indices, and the break energy of ,-_ 0.6 keV estimated

by Comastri et al. (1992) falls short than the typical break energy of 1 keV found in

Paper I. There could therefore be a systematic offset between the EXOSAT and the

PSPC measurements. We note that the Comastri et al indices were obtained by fitting

the data from two distinct experiments (the ME and the LE). Since the ME starts

to be sensitive only above 1 keV, while the peak of the LE sensitivity is below this

energy, the best fit parameters could be largely affected by inaccuracies in the relative

calibration of the two instruments. For example a soft component slope steeper than

the actual one would be easily obtained if, given the same incident spectrum, the

normalization in the LE were systematically higher than that in the ME (also see the

discussions on the relative calibration of two instruments in Masnou et al, 1992, and

in Paper I). On the other hand, the energy band and resolution of the PSPC allow

a quite accurate determination of the shape of the soft component of bright quasars.

In Paper I we showed that calibration uncertainties currently limit this ability and

forced us to adopt very conservative errors on the parameters describing the soft X-

ray component. We remark here that the offset between the EXOSAT and PSPC

results is in all cases smaller than the statistical+systematic uncertainties.

Masnou et al (1992) fitted the IPC/MPC data with a broken power law model

(with N/4 fixed to the galactic value) for a sample of 7 quasars, two of which are in

common with the present sample. For these two quasars they found a low energy

slope of aEs = 2.6 (NAB0205+024) and aEs = 1.47 (MKN 205). These slopes are

consistent with the ones obtained from our analysis (see Table 1).

Saxton et al. (1993) fitting the EXOSAT ME/LE data of a sample of 12

quasars parameterized the soft excess as a thermal bremsstrahlung model with a

fixed temperature of 0.2 _keV, close to the best fit temperature obtained fitting this

model to the composite spectrum of the six quasars in our sample in Paper I.

3.2 IR-optical-UV data

Table 2 gives the infrared (3 #m), optical (5500 h), and UV (2500 _ and 1325

/_) monochromatic luminosities (uL_). When more than one infrared, optical or UV

observation is available we report the maximum and minimum observed luminosities

including errors, the number of observations and their date span. As a reference we

also give in Table 2 the average aox of these quasars. The mean aox in the sample

is 1.47, slightly lower than the mean value of 1.525 found by Laor et al (1994) for a



complete sample of optically selected, low-redshift, radio-quiet quasars (a difference

of 0.06 in aox corresponds to a 40 % difference in the optical to X-ray luminosity

ratio). When available, the infrared, optical and UV luminosities were extracted

from the "Atlas of Quasar Energy Distributions" (Elvis et al 1994a). Additional

optical spectrophotometric data were included for NAB0205+024 and PG1244+026

(see below). The data from TON1542 include optical data from Neugebaner et al

(1987), IR data from Rudy, Levan and Rodriguez (1982) and archival IUE spectra.

The IUE data were corrected for the reduction in the efficiency of the cameras

with the time (Bohlin & Grillmar 1988). Following the procedures in Elvis et al

(1994a), the data were corrected for reddening, shifted to the rest frame and corrected

for the contribution of the host galaxy using the galaxy template given in Table 16 of

Elvis et al (1994a). These authors showed that the contribution of the host galaxy can

be important (>20%) for My < -25 (uL_(5500._i) < 2 x 1045). Direct measurements

of the host galaxy were used in two cases (NAB0205+024 and PG1211+143). In two

cases (MKN205 and PG1426+015) we used the H band mean luminosity of the host

galaxy in the Elvis et al. sample (lozL(H_-44 6 +0.3 but note that in MKN205 we. _ _ ]-- • --0.6,

modified the upper error bar, so as not to overpredict the total H band luminosity).

In the remaining two cases the observed H band luminosity is lower than the mean

host galaxy luminosity in Elvis et al. (1994a), and we assumed therefore that the host

galaxy luminosity in these objects is a little lower than the observed H luminosity. In

all cases we used highly conservative error bars on the host galaxy luminosity. Table

2 lists the host galaxy normalization in the H band for each quasar. MKN205 was

quoted as a "weak bump quasar" by McDowell et al (1989), showing a very steep

optical to UV slope, but this slope turns out to be consistent with the quasar average

slope (f_ _ -0.1) if the Contribution from the host galaxy is close to the mean value

in Elvis et al (1994a). The errors on the host galaxy luminosity have been propogated

to find the uncertainties on the luminosity at optical and UV frequencies.

Optical spectrophotometry was obtained for two of

the quasars: NAB0205+024 and PG1244+026; on the Multiple Mirror Telescope

(MMT) using the MMT spectrograph and the red channel on 1991 September 15 and

1991 May 17 respectively (the PSPC observations of these quasars were performed

in 1992 January and 1991 December, respectively). On both dates conditions were

photometric. Two spectra were obtained, the first through a wide slit (5"x180")

to ensure photometric accuracy and the second through a narrow slit (1.5"×180")

for improved spectral-resolution (_ 20_) and signal-to-noise. The 150 lpm grating

was used yielding a wavelength range of _ 3800 - 7600/_. The spectra were reduced

in the standard manner using IRAF. The wide slit observation was flux calibrated

with reference to a nearby standard star observed sequentially with the quasar. The

continuum shape and level of the narrow slit spectrum were then normalized to agree
with this flux calibrated spectrum. Continuum fluxes at 5500/_ measured from these

spectra are presented in Table 2. The spectra will be presented in a later paper.
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The errors contain the evaluated uncertainty on all the above corrections, in

addition to the statistical uncertainty. In the case of the IUE data a further 3 %

systematic uncertainty is folded into the errors (Bohlin 1980). The data in different

bands are not simultaneous. Variations of a factor ,-_ 2 were recorded for these quasars

in optical and UV and of a factor 5 in X-ray. The uncertainty due to source variability

is generally larger than the quoted (statistical+systematic) errors.

4. MODELING THE IR-TO-SOFT-X-RAY SED OF QUASARS

4.1 Optically Thin Plasma Models

4.1.1 The model

Thermal bremsstrahlung at temperatures of 105-107 K emitted by an optically

thin gas cloud is a candidate mechanism to produce the OUV/soft-X-ray bump

in quasar spectra (Barvainis 1993). We calculate the free-free contribution for a

spherical and isothermal cloud assuming that the cloud has radius (R) and density

(n_) consistent with an optical depth less than 1 (7_]f = (T_(r_ +T_,)) 1/2 < 1; where %

are the free-free and re, the electron scattering optical depths). The bremsstrahlung

luminosity is calculated using (Rybicki & Lightman, 1979):

1 3s 4 _ 2 1/2 hu
L_ = 9.5 × O- (-_7ctF)n_T- exp(--_)gff erg s -1 Hz -1,

where gff is the Gaunt factor calculated using an approximation given by Gronen-

schild and Mewe (1978).

In the soft X-ray band the free-free emission from the ionized plasma represents

only part of the total emission, since recombination, 2-photon, and line emission from

the same plasma can also be important, depending on the temperature (Raymond &:

Smith 1977). We calculated the 2-photon and recombination continua as in Raymond

& Smith (1977). We do not include line emission in our modeling but we discuss in

the next sections how it can affect the spectral shape and intensity.

4.1.2 Comparison with the data

We plot in Fig. 2 the 3#m-2 keV SED of the six quasars, galaxy subtracted

and including only the soft X-ray component. On the upper panel we also plot free-

free models, for T = 106 and T = 3 × 106, that roughly encompass the observed SED.

On the lower panel we plot the free-free, 2-photon and recombination continua, as

well as the sum of these continua, for T=106 K. At this temperature free-free emission

dominates the OUV part of the spectrum but the harder recombination continuum

dominates the soft X-ray part of the spectrum. Note the numerous, rather deep edges
present in the total continuum.



Rather than attempt a formal fit of these models to the data, we make use of

color diagrams to evaluate their flexibility and to evaluate the range of the parameters

for which they are able to reproduce the data (also see Siemiginowska et al 1995).

In Fig. 3 we plot the soft X-ray color (uL_,(lkeY)/uL_,(O.4keY), soft compo-

nent only), against the OUV color (uL_,(1325_4)/uL_,(5500f4)) for the six quasars. The

soft X-ray color is calculated using the X-ray monochromatic luminosities in Table

2. The dotted line with open squares shows the predictions of pure bremsstrahlung

models with temperatures in the range l06 - 107 K. The additional contribution of

recombination and 2-photon continua would increase by a factor 6 the continuum at

0.4 keV and by a factor 30 the continuum at 1 keV for T = l06 K thus increasing the

soft X-ray color by a factor of five. For T = 107 K the contribution of recombination

and 2-photon continua would increase the flux at 0.4 keV by a factor 1.2 and the flux

at 1 keV by a factor 1.4, thus increasing the X-ray color by 9 %. Filled squares show

soft X-ray color predicted in these two cases.

The bremsstrahlung model can reproduce the observed soft X-ray color for

temperatures in the range 2 - 5 × 106 K (0.15-0.4 keV). Including the contribution

of 2-photon and recombination continua yields a lower limit of ,-- 1.5 × 106 K on the

temperature. These models can also reproduce the observed OUV color.

In Table 1 we also list the upper limits on the 1325/_ predicted luminosity

calculated by extrapolating the best X-ray fit (for the power law plus thermal

bremsstrahlung model) into the UV. Because of the large extrapolation and the

uncertainty on the contribution of the recombination and 2-photon continua in the X-

ray band (which would lower the best fit temperature and raise the normalization, and

hence produce higher UV luminosity), we assumed as upper limit on the predicted UV

luminosity twice the best fit value. In Fig. 4 we plot the observed 1325_ luminosities

versus the predicted ones. When more than one IUE observation is available we used

the smallest observed 1325 _ luminosity. Fig. 4 shows that the model underpredicts

the 1325/_ luminosity by a factor 3 to 10.

4.1.3 Discussion

Optically thin plasma models can reproduce the observed soft X-ray color for

temperatures in the range 1.5 - 5 × 106 K (0.13-0.4 keV). At these temperatures line

emission can also be important in the X-ray band. The main emission lines, assuming

collisional equilibrium, for temperatures l06 < T < 5 × 106 K, are the iron L complex

at about 0.9 keV and the O VII and 0 VIII Ka lines at 0.57 and 0.65 keV. However,

the ionization state of the soft X-ray emitting gas in quasar nuclei is unlikely to be

controlled by collisions only, and photoionization is likely to be important, especially

in the innermost regions close to the hard X-ray source. This strong radiation field

could reduce the line emission intensities. Recent calculations by Kriss et al (1994)

show that in the case of plasma in photoionization equilibrium the OVII and OVIII



Ka lines are still very strong. Paper I limits the amount of line emission in the six

quasars in the 0.5-1 keV energy range (in most cases there is a deficit of counts with

respect to a power law model rather than an excess, see Figures 1, 3 in Paper I).
It should be said however that emission features have been seen in the Einstein SSS

spectra of some other quasars (Turner et al 1991). In particular features, interpreted

as oxygen lines in the framework of an ionized absorber model, have been recently

seen in the X-ray spectrum of the Seyfert galaxy NGC3783 (George et al 1995). The

lack of strong line emission in the quasars discussed in this paper argues against

emission from isothermal optically thin ionized gas as the main contributor to the

soft X-ray spectrum of these sources (see Paper I sections 3.5 and 3.6), unless the soft

X-ray emission lines are optically thick while the continuum is optically thin. Since

at temperatures of interest (T < 107 K) most of the cooling is in the emission lines,

this requires high plasma densities. In some free-free models the assumed gas density

is very high (_ l0 is cm -3, case 2 in Barvainis, 1993). Whether such a density is high

enough to suppress line emission efficiently should be investigated in detail.

Optically thin plasma models predict OUV colors consistent with the observed

ones (taking into account the large uncertainties due to source variability and the

fact that the observations were not simultaneous). This color, however, is not very

sensitive to temperature for T>5 × 105 K, i.e. in the range for which the models

can explain the soft X-ray color (,,,15% change in the OUV color). Therefore, these

models would not be able to produce the soft X-ray color higher than ,-_ 0.001 and

at the same time give a spread in the OUV color. Detecting, through simultaneous

observations in optical and UV, a large spread in the OUV color in a sample of quasars

with strong soft excesses and soft X-ray color higher than _ 0.001 would therefore be

a critical test for the single temperature free-free models.

The best fit power law plus free-free model to the PSPC data underpredicts the

UV luminosity of the six quasars. The reason is that the fit forces a high temperature,

locating the maximum of the emission in the soft X-rays, while the highest luminosities

are actually observed in the UV band. Fitting the X-ray data with the power law

plus free-free model while requiring that the predicted 1325/_ luminosity matches the

observed value, yields X 2 much worse than in the previous cases (by AX2 = 20 to 100)

and temperatures between 0.05 and 0.13 keV (the best fit temperature in the fits with

free thermal component normalization is between 0.15 and 0.3 keV in all cases). As
mentioned before, for T :< 107 K the contribution of the recombination continuum

would significantly harden the spectrum, but still not enough to explain the soft X-ray

color for the temperatures which would fit the OUV part of the spectrum.

In summary, the single temperature optically thin plasma models are probably

too simple to explain both the OUV and soft X-ray component of these quasars

simultaneously. The strong constraints posed by the present data could be relaxed by

dropping the hypothesis that the OUV and soft X-ray emission are dominated by a

single component. Optically thin plasma at increasing temperatures could dominate
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the optical to soft X-ray quasar $ED. This conclusion is somewhat ironic, since one of

the most celebrated results of optically thin plasma models for the quasar blue bump

(see e.g. Barvainis 1993) is the natural explanation of the simultaneous variations at

different wavelenght, observed in a few, typically low luminosity (Lbot < 1045 erg s -a)

quasars, due to a single physical component dominating the OUV emission.

Different frequencies dominated by components at different temperature is the

distinguishing feature of another large class of models: the accretion disk models,
which we discuss in turn.

4.2 Accretion disk models

4.2.1 The models

We consider emission from a geometrically thin accretion disk (outer radius

of 1000 Schwarzschild radii) around a supermassive (106 - 10SM®) black hole with

accretion rates (dn) corresponding to 0.01 - 0.8 LEdd (the Eddington luminosity),

assuming that the locally generated flux is emitted in the vertical direction only.

Laor & Netzer (1989) pointed out that this assumption could be unsafe for rh > 0.3.

In fact, for such high accretion rates disks become slim (Abramowicz et al 1988), and

additional cooling processes should be included (advective transport of energy in the

radial direction). However, Szuszkiewicz et al (1994) show that the spectra of thin

and slim accretion disks differ significantly only when accretion rates are much higher

than the critical one. We limited ourselves to the sub-Eddington regime only. The

error introduced using our approach instead of the above more detailed calculations

for rh > 0.3 should be smaller than all other uncertainties present in this analysis.

The efficiency of converting the potential energy into radiation is assumed to be

equal to 0.08 for a non-rotating (Schwarzschild) and to 0.324 (Laor & Netzer 1989)

for a maximally rotating (Kerr) black hole. Equations for the disk structure are

taken from Novikov & Thorne (1973) and Page & Thorne (1974). We calculated

the spectrum using the method described by Czerny & Elvis (1987, taking into

account comments of Maraschi _= Molendi 1990, see also Czerny et al 1993) which

includes electron scattering and Comptonization. For disk temperatures < 106 K

free-bound transitions are important and the electron scattering and Compton effects

correspondingly less significant. It is difficult to estimate this contribution, since

free-bound opacities depend on the ionization state of matter and on a large number

of transitions of many different ions. Ross et al (1992) calculated spectra emitted

by a radiation dominated disk (in the Schwarzschild geometry) including free-bound

processes from hydrogen and helium. However, at high frequency free-bound opacities

from metals may be more important and may influence the final spectra strongly

and should be taken into account. This has not been accomplished yet. Since we

are interested in the general shape of the soft X-ray spectra we use the free-bound
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approximation of Maraschi &_ Molendi (1990). For rotating black holes we use the

general relativistic transfer function of Laor, Netzer _z Piran (1990).

Pure accretion disk models in a Schwarzschild geometry systematically under-

predict the soft X-ray emission for any choice of parameters that reproduces the OUV

observed luminosity so we will no longer consider these models.

We consider also two modifications of the pure accretion disk model, namely

inclusion of an underlying power law, and inclusion of a hot corona above the disk

(Czerny & Elvis 1987).

._.2.1.1 An IR-to-X-ray underlying power law.

It is well known that accretion disk models are too steeply falling to long

wavelengths in the optical region. Many previous modeling attempts (Malkan &:

Sargent 1982, Sun gc Malkan 1989, Laor 1990) have invoked an additional component

in the form of an 'underlying power law' that props up the disk flux in the optical and

extends into the IR beneath the lumps clearly due to thermal dust emission (Clavel

et al 1989, Barvainis 1992). The normalization of this power law would be such that

it extrapolates quite well into the X-ray region (Carleton et al 1987, Elvis et al 1986).

Independent evidence for such a power-law is weak and even contradictory (c.f.

McAlary _ Rieke 1988, Green et al 1992) and in at least one quasar (NGC4051, Done

et al 1990) there is a strong evidence against a power law component representing the

majority of the emission in IR and X-rays (even if the IR-to-X-ray SED of NGC4051

actually resembles a power law, see Fig. 6 in Done et al 1990). Nevertheless, since

we need additional flux in both the optical and the soft X-ray bands, the minimal

assumption is to add the same component to each, and the simplest form to assume

is a power-law. This adds two additional parameters (slope and normalization of the

power-law), but because the model cannot overpredict either the 3 micron or hard

X-ray luminosities it is also more constrained than a simple disk model, and so has

predictive power.

4.2.1.2 Comptonization in a corona above the disk

A hot corona above a relatively cool accretion disk been discussed by many

authors (e.g. Liang &: Price 1977; Begelman, McKee & Shields 1983; Begelman &

McKee 1983; White &: Lightman 1989). The vertical thickness of the corona is small

compared to its horizontal dimension. The corona is optically thin (_'** < 0.8) and has

a high temperature (Toot, 10 keV-50 keV ) compared to that of the photons emitted

by the disk. These photons are upscattered by the hot electrons, and the primary disk

emission is modified in that a power law is produced at frequencies v0 << v < kTcor/h

(with an exponential tail ,_ v 3 exp(-hv/kTcor) for v > kTco_/h; Sunyaev &5Titarchuk

1985, G6recki &=Wilczewski 1984, Zdziarski 1985). In the above expression v0 is the
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typical frequency of the soft photons. We follow the simplified description of the
processgivenby Sikora& Zbyszewska(1986)(seealsoCzerny& Zbyszewska1991)in
the Schwarzschildgeometryto find the modified OUV-to-soft-X-ray disk spectrum.

The energy index of the powerlaw of the Comptonizedspectrumdependson
the optical depth, temperature and geometryof the corona (Sunyaev& Titarchuk
1985). In Fig. 5 we plot the energy index of the power law of the Comptonized
spectrum as a function of the corona temperature for three values of T,_. The
temperature dependenceis rapid: for kTco_= 50 keV _-_=0.25 and 0.5 the power
law energyindex is 2.0 and 1.5respectively.When kTco,= 10keV and _-_s= 0.5 the
power law energy index is about 5. Coronamodelswith low _-_sand kT_o_< 50 keV
cannot explain the hard (2-10 keV) spectrum of quasars,but only that below _ 2
keV. The hard X-ray spectrumrequireshigh _-_and high temperatures.

4.2.2 Comparison with the data.

Disk models in a Kerr geometry for two choices of black hole masses (107M®

and 10SM®), accretion rates (Fig. 6a; rh=0.1, 0.8) and inclination angles (Fig. 6b;

= cosO = 0.25, 1) are compared with the six quasar SED in Fig. 6. The models

roughly encompass the observed SED.

In Fig. 3 we plot the predicted soft X-ray and OUV colors for four families

of the Kerr disk models spanning a typical range of parameters. Pure Kerr disk

models cannot reproduce the OUV color for the range of parameters for which they

can match the observed soft X-ray color (with the exception of PG1426+015): they

are too "blue". Only high inclination (# =0.25), high accretion rate (rh=0.8) models

can reproduce the observed soft X-ray color.

In Fig. 7 we plot the 0.4 keV soft X-ray component luminosity as a function

of the 1325 /_ luminosity for pure Kerr disk models. The M = 10TM® models

underpredict the 1325 /_ luminosity. The M = 10SM® models that could account

for the soft X-ray color tend to overpredict the soft X-ray luminosity.

We study the effects of the inclusion of a.n underlying power law from IR to X-

rays by using again the soft X-ray and the OUV colors. Fig. 8 shows these colors with

a set of models for two black hole masses (107M® and 10SM®), rh = 0.3 and g = 0.5,

ainx = 1.25 and three normalizations of the power law component. The model can

reproduce both the soft X-ray and the OUV colors with typical disk parameters. The

3#m luminosity predicted by the above models is within the observed range (Fig. 9).

Finally in Fig. 10 we plot the 0.4 keV soft X-ray component luminosity as a function

of the 1325 /_, luminosity. Also here in most cases the predicted luminosity match

that observed. We stress again that these models make use of a fixed accretion rate

and a fixed inclination.

To study the effects of the inclusion of a hot corona we use the soft X-ray and

OUV colors. These axe plotted in Fig. 11 along with the expectation of accretion disk
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plus corona models for two black hole masses, three accretion rates, 0.1, 0.3 and 0.8

rh, Too, = 10 - 50 keV and r_8 = 0.25 - 0.5. These models are able to reproduce the

observed soft X-ray and OUV colors but they introduce two additional parameters

with respect to the pure disk models.

4.2.3 Discussion

Accretion disk models have been widely used in the past to model the quasar

blue bump. In spite of their popularity a clear proof that the majority of the OUV

emission in the blue bump actually originates from a disk is still lacking. On the

one hand there is both theoretical (e.g. Czerny 1993) and observational (e.g. double-

peaked H-a lines in radio-galaxies, Eracleous & Halpern 1994, the broad iron Ks lines

reportedly seen by ASCA in a number of Seyfert 1 galaxies, Mushotzky et al 1995,

especially the double-peaked iron K_ line in MCG-5-23-16 reported by Weaver, 1995)

support to the idea that disks do exist in the innermost regions of quasars. On the

other hand the UV spectra of quasars do not show characteristic signatures predicted

by simple accretion disk models (e.g. the review of Kinney 1993).

We find that pure accretion disk models are not able to reproduce the observed

optical to soft X-ray SED for the blue bump and soft X-ray component simultaneously.

Even to fit just three points (the luminosity at 1325/_ 0.4 keV and 1 keV), some

fine tuning seems unavoidable. Furthermore the range of parameters which give

reasonable predictions is particularly narrow and extreme: high inclination, high

accretion rate and a black hole mass ,-_ 10SM®. The reason for this apparent lack of

flexibility of Kerr disk models is that to account for the strength and shape of the soft

X-ray component the luminosity of the spectrum must peak in the soft X-ray region

rather than a decade lower --, 1016 Hz as the data suggest. On the other hand, pure

accretion disk models capable of reproducing the observed quasar UV luminosity are

steeper in the soft X-ray region than the observed spectra.

Adding an IR-to-X-ray power law to the disk models readily produces colors

and luminosities in the observed range of soft-X-ray and OUV simultaneously.

Furthermore this combination does not violate the 3/_m or hard X-ray constraints.

This success certainly does not prove the existence of an underlying power-law, but

does raise the possibility of its existence again.

A more physically based additional component is a hot corona above the disk.

The inclusion of this component, not surprisingly, help in hardening the spectra and

in reproducing the soft X-ray color and luminosity.

Recently, Haardt & Maraschi (1993) presented a model for the X-ray spectrum

of quasars based on Comptonization of soft photons by a population of thermal

electrons in a hot corona above a layer of cold reflecting matter. Their models

reproduce well the 2-10 keV spectrum of radio-quiet quasars, as well as the sharp

steepening above ,-_ 50 - 100 keV found by SIGMA, OSSE and ASCA in the spectra
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of a number of quasars (Jourdain et al 1992, Malsack et al 1993, Cameron et al

1993, Elvis et al 1994b). The soft X-ray spectrum, as inferred from Fig. 4 and

5 in Haardt K: Maraschi (1993), breaks sharply around a characteristic energy that

depends mainly on the temperature of the cold reflecting layer, which in turns depends

on the physical parameters of the system (the mass of the central object, the size of

the emitting region, and the luminosity in units of LEdd). For a black hole mass of

106Me, LmLEdd, and a size for the X-ray emitting region of 7 Rs, the temperature

is -,- 50 eV and the break energy is around 1 keV. The slopes below and above the

break energy depend on the temperature of the corona, its optical depth and the

inclination of the system to the line of sight. For low optical depth (r = 0.01) the

AO¢ E between the soft and hard slopes is very large for any inclination (,,_ 5-6). For

greater optical depths (T = 0.05 -- 0.2), AaE depends mainly on the inclination: it is

large (5-6) for face on systems and reduces to zero in the case of r = 0.2 and nearly

edge-on systems. Our analysis (see Paper I) suggests a break energy at _ 1 keV and a

AO_E _ 0.5 -- 1. To reproduce our observations the Haardt _: Maraschi models would

then require a small black hole mass and a peculiar inclination. It appears therefore

that these models suffer from problems similar to those of pure disk models.

Another possible mechanism for hardening the soft X-ray spectrum from an

accretion disk is via irradiation of its surface by an external X-ray source. Irradiation

of the disk not only modifies the ionization state of the disk surface and produces an

additional soft X-ray component (Ross & Fabian 1993, Matt, Ross _z Fabian 1993,

Zycki et al 1994), but also affects the vertical structure of the disk. In addition,

the outer parts of the disk will also be influenced by external irradiation (by the X-

rays and by the UV spectrum generated at small radii, if the fractional disk thickness

increases outwards and/or if relativistic deflection of the light is important, as in disks

around a rotating black hole (Cunningham 1976). This may modify the OUV slope

(Malkan 1991), and irradiation may be the cause for the flattening of the spectrum

in the OUV band with respect to pure disk models and of the wide range of observed

OUV slopes.

Ross & Fabian calculated the reflection spectrum from a slab of gas at R = 7Rs

under the assumption that the illuminating hard X-ray flux is equal to the soft flux

locally produced in the slab. They found that the ionization parameter of the gas

determines the emerging X-ray spectrum. In their model the ionization parameter

is directly linked to the accretion rate (_ o¢ rh3). Most recently Matt, Fabian & Ross

(1993) generalized this approach calculating the UV and X-ray spectrum from an

accretion disk illuminated by a central X-ray source. In the models of Ross & Fabian

the spectrum flattens by about AaE _ 0.4 from the 0.3-2 keV region to the 2-20 keV

region, for 0.15 < f < 0.3 and for a black hole mass of l0 s - 109M®. A similar result

is inferred from Fig. 4 and 12 in Matt et al (1993) for an illuminated accretion disk

in a Schwarzschild geometry with a black hole mass of 109M® and rh_<0.4.

The average PSPC spectral index of low optical luminosity (Ms > -23),
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radio-quiet quasars without strong absorption (28 objects in the Walter & Fink, 1993,

sample) is 1.44, which implies a AaE with respect to the 2-10 keV spectrum similar to

that predicted by Ross & Fabian. On the other hand in the same sample the average

spectral index of the radio-quiet quasars with MB < -23 (17 objects) is 1.64 (similar

to the average slope of the radio-quiet quasars in Laor et al 1994), steeper than in

lower optical luminosity sources. Furthermore, in 30 % of these objects and in half

of the sources of the sample presented in this paper aE > 2 (e.g. NAB0205+025,

PG1211+143, PG1244+026, see Paper I). If the 2-10 keV spectrum of these quasars

has a slope close to the mean Ginga slope in Williams et al (1992), then a AaE _ 1

is implied, significantly larger than predicted by reflection. The reason is that the

integrated intensity of the reflected spectrum in the soft X-ray band cannot be much

greater than the intensity of the ionizing X-ray continuum at the same energies (unless

the X-ray source is obscured in part, or strongly beamed toward the disk). Reflection

might account for the soft component of low optical luminosity quasar, but probably

it does not dominate the soft component of the high optical luminosity quasars in the

sample presented in this paper. The luminosity locally generated (not reprocessed)

is likely be a non-negligible part of the total soft X-ray luminosity in these sources.

PSPC calibration uncertainties presently limit the strength of this result.

5. CONCLUSIONS

We have compared the observed OUV to soft X-ray SED of six radio-quiet,

low-redshift quasars with the predictions of several competing thermal models. Our
main results are as follows:

°

°

.

Isothermal optically thin continuum emission from an ionized plasma cannot

explain simultaneously the soft X-ray color and the luminosity in the optical

and UV of the six quasars. A distribution of temperatures would help in

relaxing the strong constraints posed by the present data. While this is not

inconceivable, this assumption is not justified by the model itself but represents

an "a posteriori" tuning.

On the other hand, accretion disk models naturally predict that components

at different temperature dominate different frequencies. However, we find that

pure disk models, even in a Kerr geometry, cannot account for the observed OUV

and soft X-ray colors and luminosities. The rather flat soft X-ray component

slope found by the PSPC requires high inclinations and high accretion rates,

which in turn overestimate the soft X-ray luminosity, when producing the

correct UV luminosity.

The soft X-ray color can be explained if the soft X-ray emission is dominated

by an additional component. The assumption of an underlying power law

component extending from the infrared (3#m) to the X-ray, can explain both
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.

the OUV and, soft X-ray colors and luminosities, while it does not overpredict

the observed 3#m luminosity. The presence of an optically thin hot (T_<50

keV) corona around the accretion disk can explain the soft X-ray color and

luminosity.

A promising physical model is one involving reflection from an ionized accretion

disk. This might explain the observed soft X-ray spectrum and luminosity

of quasars with a soft X-ray component not much stronger than the primary

component. However, it can not readily explain the large soft excesses found in

at least half of the quasars in this sample.

The present analysis, and the absence of strong line features in the PSPC

spectra noted in Paper I, argue against single temperature, solar metal abundance,

optically thin emission as the only contributor to the OUV-to-soft-X-ray SED of the

quasars in the sample presented in this paper. Pure disk models also fail to describe

the quasar SED. While modifications of both optically thin plasma models and pure

disk models might account for the observed SED, we do not find any strong evidence

that the OUV bump and the soft X-ray emission are one and the same component,

and that this component is thermal in origin. The observed SED could be produced by

different components dominating different wavelenghts, or by non-thermal emission

mechanisms.
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Figure Captions

Figure 1. The PSPC energy index plotted against the OUV to X-ray energy

index aox for the quasars of the sample presented in this paper (squares), the radio-

quiet quasars in the Laor et al (1994) sample (circles), and the PG objects in the

sample of Walter _z Fink (1993) with z< 0.4 (triangles). Open symbols identify high

luminosity quasars (MB < -23.5), filled symbols identify low luminosity quasars

(MB > --23.5).

Figure 2. The IR-soft X-ray Spectral Energy Distributions of the six quasars,

(after the subtraction of the galaxy contribution and of the high energy X-ray power

law): NAB0205+024: open triangles, PG1211+143: filled squares, MKN205: filled

circles; TON1542: filled triangles, PG1244+026: open squares, PG1426+015: open

circles. Upper panel: the solid lines represent the free-free continuum for T = 3 × l0 s

K and two normalizations; the dashed line represents the free-free continuum for

T = 106 K. Lower panel: the solid line represents the sum of the continua from an

optically thin plasma with T = 106 K; the short-dashed line is the free-free continuum;

the long-dashed line is the recombination continuum; the dot-dashed line is the two-

photon continuum.

Figure 3. The Soft X-ray color (uL_,(lkeV)/uL_,(O.4keV), soft component

only), plotted against the OUV color (uL_,(1325)4)/uL_,(5500_)) . Filled and open

circles with error bars identify the six quasars, the dashed error bars indicate the error

resulting from a power law plus free-free fit (Paper 1). In three cases (open circles)

(PG1211+143, MKN205, and PG1426+015) the quasars have been observed by IUE

more than once and we plot the OUV color obtained using both the maximum and

minimum optical and UV flux. The dotted line identifies the prediction of a pure

free-free model as a function of temperature with open boxes indicating: 1, 2, 3, 5, 10

× 106 K (soft X-ray color increases with temperature). The filled boxes indicate the

soft X-ray color predicted including the contribution of 2-photon and recombination

continua for T = 106 and T = 107 K. Dashed lines identify accretion disk models

in a Kerr geometry. Filled hexagons and triangles indicate five disk inclinations,

= cos_ = 1,0.75,0.5,0.2,0.1 (soft X-ray color increases with inclination) with

M = 10SM® and accretion rates 0.3 LEdd and 0.8 LEdd. Open hexagons and triangles

identify disk models with M = 10_M® for the same inclinations and accretion rates.

Figure 4. The observed 1325/_ luminosity plotted against that predicted by

the best fit power law plus thermal bremsstrahlung model for the X-ray spectrum of

the six quasars. The predicted luminosity upper limits are twice the best fit luminosity

from X-ray spectral fitting.
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Figure 5. The spectral energy index of Comptonized spectrum in the corona

model as a funcion of the temperature for three values of the optical depth.

Figure 6. The IR-soft X-ray Spectral Energy Distributions of the six quasars,

(after the subtraction of the galaxy contribution and of the high energy X-ray power

law): NAB0205÷024: open triangles, PG1211÷143: filled squares, MKN205: filled

circles; TON1542: filled triangles, PG1244+026: open squares, PG1426+015: open

circles. Solid lines in figure a) represent accretion disk models in a Kerr geometry

with M = 10SM®, inclination _u = 0.5, and two accretion rates (rh = 0.1, 0.8). Dashed

lines identify Kerr disk models with M = 107M® for the same accretion rates and

inclinations. Solid lines in figure b) represents Kerr disk models with M = 10SM®,

accretion rate 0.8 the critical one and three disk inclinations, p = 1, 0.5, 0.2. Dashed

lines identify disk models with M = 107M_ for the same accretion rates and
inclinations.

Figure 7. The 0.4 keV luminosity plotted against the 1325/_ luminosity.

Filled hexagons and triangles identify accretion disk models in a Kerr geometry with

M = 10SMo, rh = 0.3, 0.8, and five disk inclinations from # = 1 to # = 0.1. Open

hexagons and triangles identify disk models with M = 10_M® for the same accretion
rates and inclinations.

Figure 8. The Soft X-ray color plotted against the OUV color as in Fig. 3.

Filled triangles identify disk plus power law models with M = 10SM®, rh = 0.3, disk

inclination _ = 0.5, and three values of the power law normalization. The power law

spectral index is fixed at 1.25. Open triangles identify disk models with M = lOZM®

for the same accretion rate, inclination, power law spectral index and normalizations

as in the previous case.

Figure 9. The soft X-ray color plotted against the 3_m luminosity. Filled

triangles identify disk plus power law models with M = 10SM®, rh = 0.3, disk

inclination # = 0.5, and three values of the power law normalization. The power law

energy index is fixed at 1.25. Open triangles identify disk models with M = 10_M®

for the same accretion rate, inclination, and power law slope and normalizations as

in the previous case.

Figure 10. The 0.4 keV luminosity plotted against the 1325/_ luminosity.

Filled triangles identify disk plus power law models with M = 10SM®, rh = 0.3, disk

inclination # = 0.5, and three values of the power law normalization. The power law

slope is fixed at 1.25. Open triangles identify disk models with M = 107MG for the

same accretion rate, inclination, and power law slope and normalizations as in the

previous case.
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Figure 11. The Soft X-ray color plotted against the OUV color as in Fig.
3. Filled hexagonsidentify accretiondisk modelsin a Schwarzschildgeometrywith a
hot coronawith parameters:M = 10SM®, rh = 0.1, 0.3, 0.8, kT=50 keV and _- = 0.5.

Filled squares identify models with kT=50 keV and _- = 0.25 and filled triangles

models with kT=10 keV and _" = 0.5. Open symbols identify the same models but

with M = 107M_. Higher accretion rates result in a higher UV to optical color.
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TABLE 1: X-ray Observations

name uLa,b(o.4keV) vLa,b(lkeV) °_ES#'c yLa,d(2keV) yLva,b(1325._)
NAB0205+024 e R n7+l.Yv 1 _n+u.a_ 2.8 + 0.5 i nT+U vT

.... --2.09 _"J_-0.63 "v--0.12

I .__+1.49 0 78 +0.30 I i_+o.o9
v'vv-0.60 " -0.30 .... -0.09 2.2

PG1211T143 e 2 46 +0.90 N 7A+0.33 2 3 +1"1 ['] -K_+°'l°
• -0.65 .... -0.41 • -0.3 v-vv-o.06

] I _A+ 0-74 0 9K+0"19 0 fi9+0"08
_ "-'=-- 0.25 .... 0.10 "v_--0.07

MKN205 e i 1K+ 0-62 N ':11+ 0.35 _ 2+1.1 N Q`)+0.05
_"L'- 0.20 "*" J'- 0.10 -"-'- 0.7 _'"_--0.04

f N 77+0.34 N I`)A +016 0 OA +0'06
_'''--0.28 v"_'=-- 0.065 _''_--0.06

TON1542 e N 71 +0.43 0 12-K +0'225 9 A +1-6
.... -0.25 ..... -0.076 "'_-0.7

l fl A1 +°-2° N NNK+O.OO9
"'_'_--0.07 .... v-0.003

PG1244+026 _ n 79+0.12 N 9,)+0.013 9 _+0.4
_''_--0.09 v'_--0.062 -'v--0.6

] I"} AQ +0"16 0 090 +0.050
..... 0.04 • -0.032

PG1426+015 _ .R91+0.49 ] _a+0"29 1 8+0.4
.... --0.58 """'-- 0.66 " -0.3

f 2 -")9+0.54 0 1AA+0.115
"_--0.25 .... _-0.034

O AA+O.02
"'=-0.02

0 A_+o.o7
--_v_0.07

0RR+0.012
"_'-'--0.004

0 099 +°°19
• --0.015

1 AR+0.12
"_"--0.09

1 -_R+O" 14
"_v--0.14

0.6

0.3

0.8

0.2

0.7

" in units of 1044 erg s--l; b soft X-ray component;

F_ oc v-_s; d total X-ray luminosity;

2 power law fit; f power law + thermal bremsstrahlung fit.
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TABLE 2: Infrared- Ultraviolet Observations

Name Redshift logvL(H) a of vL_(3vm) vL_(5500)i)

Galaxy No.; Dates No.; Dates

NAB0205+024 0.155 44.19 4- 0.04 o A+l.u 8.1-11.5_''-0.9

1; 85/9 3; 78/2-91/9

PG1211+143 0.085 43.36+°: °4 10.9-14.7 9.7-16.6

5; 81/5-88/4 6; 80/6-88/9

.... +0.1c 1.6+_._MKN205 0.070 "i'i.uu_ 0.6 1.7-4.2 _

3; 76/6-85/6 1; 72/5

TON1542 0.064 AA A;_+0.1d _ 1,7+0.63 q a1+0.75
=_'_--0.6 v. x'--0.38 "v J'-- 0.31

I; 81/5 i; 80/11

R 7_ +0"ld n 2Q+0.07PG1244+026 0.048 4 ..... 0.6 ..... 0.04 0.53-0.92

1; 83/2 2; 7/80-5/91

PG1426+015 0.086 44.60+_:36 c 5.9-12.1 2.6-7.3

5;81/7-88/5 6;80/7-88/9

_L_(2500_)
No.; Dates

334- 1

1; 82/12

vLa(1325)t)

No.; Dates
31±4

1;82/12

23.4-27.8

2; 85/12-87/2

1.8-7.3

2; 78/7-83/2

1.06 4- 0.05

1; 83/2

22.3-28.4

2; 83/2-85/5

19.1-31.3

2 83/12-85/2

3.3-6.1

2; 78/7-83/2

10.2 4- 0.3

1; 82/5

1.06 4- 0.05

1; 8312

24.9-42.8

2; 83/2-85/5

1.64

1.27

1.47

1.41

1.48

a in units of 1044 erg s--l;

Iog( L( 2500f4 )/ L( 2keV) ) .
b O_OX _ 2.6057

Galaxy subtraction for TON1542 used the mean values given in

Elvis et al 1994: LH ----4+g x 1044erg s-1; re -- 10+3 kpc;

Galaxy normalization chosen to match the restframe tt luminosity.
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Abstract

3C351 (z=0.371), an X-ray 'quiet' quasar, is one of the few quasars showing signs of
a 'warm absorber' in its X-ray spectrum; i.e. partially ionized absorbing material in the

line of sight whose opacity depends on its ionization structure. The main feature in the

X-ray spectrum is a K-edge due to OVII or OVIII. 3C351 also shows unusually strong,

b]ueshifted, associated, absorption lines in the ultraviolet (Bahcall et al 1993) including

OVI (AA1031, 1037). This high ionization state strongly suggests an identification with the

X-ray absorber and a site within the active nucleus.

In this paper we demonstrate that the X-ray and UV absorption is due to the same

material. This is the first confirmed UV/X-ray absorber. Physical conditions of the absorber

are determined through the combination of constraints derived from both the X-ray and

UV analysis. This highly ionized, outflowing, low density, high column density absorber

situated outside the broad emission line region (BELR) is a previously unknown component

of nuclear material.

The effect of the X-ray quietness and IR upturn in 3C351 spectral energy distribution

(SED) on the BELR is also investigated. The strengths of the high ionization lines of CIV
A1549 and OVI A1034 with respect to Lya are systematically lower (up to a factor of 10)

with the 3C351 SED as compared to those produced by the 'standard' continuum, the

strongest effect being on the strength of OVI A1034. We find that for a 3C351 like SED

CIII] A1909 ceases to be a density indicator.



1 Introduction

A minority of AGN show optical and ultraviolet absorption lines within the profiles of their broad

emission lines (Ulrich 1988). _While this ionized absorbing material must be associated with the

active nucleus, there is no accepted model for it (see, e.g. Kolman et al 1993). Similarly, many

AGN, mostly Seyfert galaxies, exhibit strong low energy X-ray cutoffs (e.g. Turner & Pounds

1989) due to 'cold' material in their nuclei, also with no accepted identification. The possibility

of linking two types of absorbers has not seemed promising to date (Ulrich 1988). However,

recent observations of X-ray 'warm absorbers' promise to change this situation. 3C351 provides

a particularly good opportunity.

3C351 (z=0.371) is one of the few quasars showing signs of a 'warm absorber' in its X-ray

spectrum; i.e. a partially ionized absorbing material in the line of sight whose opacity depends

on its ionization structure (Fiore et al 1993; hereafter Paper I). The main feature in the X-ray

spectrum is a K-edge due to OVII or OVIII. 3C351 also shows unusually strong, associated,

absorption lines in the ultraviolet (Bahcall et al 1993) including OVI (AA1031,1037), strongly

suggesting an identification with the X-ray absorber, and a site within the active nucleus.

In this paper we search for, and find, a model for the absorber which is consistent with both

the X-ray and UV data. We re-analyze the X-ray and UV data with this aim in mind (section 2).

In order to produce self consistent models, we find that use of the observed (ionizing) continuum

of 3C351, rather than a generic quasar continuum is critical (section 3). We find that the

UV absorption line clouds (section 4), but not the broad emission line region (BELR) clouds

(section 3), can cause the X-ray absorption. Finally we derive the physical characteristics of this

outflowing material (section 4) and consider why a previous similar attempt to identify an X-ray

absorber with a strong UV absorber in a different AGN was not successful (section 5).

2 X-ray, Ultraviolet and Optical Data

2.1 X-ray Spectrum

The details of the X-ray observations, extraction of the source pulse height spectrum, and its

analysis are presented in Paper I which showed the presence of an ionized absorber. The input

spectrum to the ionized absorber used in Paper I was a simple power law. However, the inferred

parameters of the ionized absorber depend critically on the input spectrum. To investigate this

dependence, we refitted the X-ray spectrum with the observed 3C351 SED as the input to a warm

absorber, changing the energy at which the X-ray spectrum turns up to meet the ultraviolet using

a broken power law. The break energy was varied from the unobserved EUV range to well within

the PSPC range: 0.07 keV, 0.37 keV, and 0.7 keV. The slope (f_ o¢ u -a) in the soft energy range

(al) is fixed by the observed flux in the UV at one end and the break energy at the other. The

slope, a2, above the break energy was fixed at 1, typical for lobe dominated radio loud quasars

(Shastri et al 1993). The resulting parameters are given in Table 1 and the best fit spectrum

is shown in Figure 1. The fits gave X2= 24.7, 29.8, and 31.7 respectively for the three models

for 27 degrees of freedom. A X 2 of 31.7 is unacceptably large (probability of 25%) so a break

at a lower energy (0.37 keV or less) is preferred. We will only discuss models with lower break



energies in the rest of the paper unless otherwise noted. The difference in the break energy in the

three models results in smM1 differences in the best fit values of the absorbing column density

(Nn=l-2 × 1022atoms cm-2), and larger differences in the ionization parameter U of the warm

absorber (U=6-12). U here is defined as the dimentionless ratio of ionizing photon to baryon

density. The best fit ionization parameter differs significantly from that for a single power law

(U=0.1-0.2) while the column density is similar (Nn=l-4 × 1022atoms cm -2) (Paper I).

2.2 Ultraviolet and Optical Spectra

3C351 was also observed by HST as a part of the Quasar Absorption Lines Key Project (Bahcall

et al 1993). By a fortunate coincidence, the HST ultraviolet observations were quasi-simultaneous

with the X-ray observations (ROSAT: October 28-30, 1991; HST: October 22, 1991). An un-

usually strong metal line absorption system (Figure 2a-d) is observed at z=0.3646 (Bahcall et

al 1993). This system was previously noted in the co-added IUE spectrum by Kinney et a1(1992).

The system contains the high excitation doublets of OVI, NV and CIV and the Lyman series

Lya, Ly/3, Ly7 ( blended with another Lya line at z=0.92) and Lye. Bahcall et al (1993) sug-

gested that an associated cluster of galaxies is responsible for the UV absorber. However, the

deep image of this field by Ellingson et al (1994) shows that there are no associated galaxies.

We conclude that the UV absorber is associated with the quasar itself.

Table 2 lists the published equivalent widths (EW), and full width at half maximum (FWHM),

of the absorption lines in the z=0.3646 system given by Bahcall et al. There are two important

exceptions, CIV and NV. In both cases we have modified the values from Bahcall et al. The

broad (FWHM = 8.58 _ ), strong (EW=3.09 £ ) absorption line at 2114.5/_ within the CIV line

was not identified by Bahcall et al. The automatic algorithm used by Bahcall et al to identify

the absorption lines finds a weak CIV doublet at 2112.8 and 2116.6/_ (EW= 0.26 _ and 0.12

/_ respectively) but leaves the broad line unidentified. Inspection of the spectrum (Figure 2c)

shows that the CIV absorption doublet is not clearly resolved. This is not surprising given the

typical FWHM of absorption lines in this system. If we assume that the whole absorption for

this broad system (FWHM= 8.58 /_) at 2114 /_ is due to an unresolved CIV line (1549.1 /_),

the redshift is then 0.3646, in agreement with the rest of the system. We use this larger EW in

our modeling.

The position of the NV absorption doublet, between the emission line peaks of the heavily

blended lines of Lya and NV (figure 2b), results in a large uncertainty in the continuum level and

in the resulting equivalent widths. The published values of the NV (AA1238, 1242) EWs are 1.60

/_ and 1.63/_. For the HST data, Schneider et al (1993) defined a continuum by a cubic spline

fit to a number of discrete continuum points. This approach does not allow for the blue wing of

the NV emission line suppressed by the absorption lines. Thus the true continuum around 1695

/_ is likely to be higher than that fitted by the cubic spline method. This is significant since the

error in the continuum determination results in ,-, 40% change in the EW so the NV EWs may

be as high as 2.2/_ and 2.3 /_ respectively. These uncertainties are taken into account in our

modeling.

The Lya absorption line (z=0.3646) is blended with another Lya absorption line (z=0.3621)

resulting in significant uncertainty in its equivalent width. The values in Table 2 assume -,_ 40%

error.

The FWHM of these absorption lines in the z=0.3646 system ranges from 2.85/_ to 8.58 _ .



This implies a maximum value of the velocity spread parameter 'b' to be < 600 - 1200 km s -1.

No lines from the low excitation ions of CII, NI, NII, OI, Sill, AIlI, and Fell are present

(equivalent widths .<0.4)1 ). Also, ground-based observations by Boiss'e et al (1992) showed no

z=0.3646 MglI absorption doublet, giving an upper limit of 0.1 _ to its equivalent width.

Bahcall et al (1993) do not report emission line strengths. In order to see whether the high

ionization emission line clouds could produce the X-ray absorption, the spectra were obtained

from the HST archive and analyzed using IRAF. Equivalent widths and fluxes were measured for

lines of Lyman a, CIV A1549, CIII] A1909, and OVI A1034 using local continuum estimates and

the results are given in Table 2. As discussed above, the spectral lines show strong absorption

features. Lyman a is also blended with emission lines of SilI A1260, and NV A1240, and the

SilI A1537, NeV A1575 features are superposed on the CIV A1549 emission line. Apart from

NV A1240, which is a strong contaminant, these lines are weak and not expected to exceed

,-_ 10% of the line. We thus estimate our errors at the 10% level. Since NV cannot be deblended

from Lyman a without introducing large additional uncertainties, we modeled the two emission

lines together. In addition, the weaker lines were included in the line strengths predicted by

photoionization models so that a proper comparison with observed lines could be made. The

emission line fluxes were corrected for the absorption line systems using the EWs in Table 2.

3C351 was also observed in the ultraviolet by IUE. Kinney et al(1991) have published an

optimally extracted, "co-added" spectrum of 3C351. As a consistency check, the co-added spec-

trum of 3C351 was also obtained from the IUE archive and analyzed to measure the strengths

of the emission lines. The equivalent widths of the lines were found to be consistent with those

measured from the HST spectra.

2.3 Observed Energy Distribution of 3C351

3C351 was observed by us with ROSAT because it was known to be X-ray 'quiet', i.e. it has

a factor of _ 5 lower X-ray flux than the average radio loud quasar. The X-ray to optical flux

ratio c*ox for 3C351 is 1.6, as compared to o_ox=l.3 for an average radio loud quasar (Wilkes

et al 1994). Soft X-rays affect the ionization within the emission line clouds and influence

the production of the high ionization lines, hence it is important to use the spectral energy

distribution (SED) of 3C351 in photoionization modeling rather than using an "average" one,

as is generally used (Mathews and Ferland 1987). Figure 3 shows the observed SED of 3C351

(Elvis et al 1994) The short dashed line is the AGN continuum defined in CLOUDY (Ferland

1991) which we shall call the 'standard continuum'. This standard continuum is similar to that

used by Mathews and Ferland (1987) with the exception that the spectral index (f_ o¢ v _) is
changed from -1 to +5/2 for frequencies below the mm break. The solid line is the best fit

interpolation to the observed SED of 3C351. The X-ray slope is not well constrained due to the

presence of the ionized absorber. We use two extreme values of cz for radio loud quasars (0.0 -

1.0) (Wilkes and Elvis 1987) to investigate its effect on the resulting line strengths (Figure 3). All

the continua are normalized to match the observations in the optical/UV. We have extrapolated

our best fit spectrum into the submillimeter region with c_=2.5 (appropriate for synchrotron

self-absorption) and the core radio component is smoothly joined onto it. The exact point where

the two components join is not well defined but small differences here do not change our results
significantly.

The observed SED and the standard spectrum differ significantly in the X-ray, IR and radio

3



regions. The weak flux in the X-ray is not due to X-ray variability or to the effect of the

ionized absorber (Paper I). 3C351 also shows a clear upturn in the IR at ,,_ l#m, turning over

again at ,,_ 25#m. IR and radio emission can produce large amounts of free-free heating which

can influence the relative strength of emission lines (Ferland & Persson 1989). The 1.3ram

observations by Antonucci and Barvainis (1993) are critical to the photoionization balance since

they strongly limit the extrapolation of the IR continuum. If the IR points are smoothly joined

onto the radio, then the resulting continuum produces a large amount of free-free heating. This

is unphysical because it produces unacceptably large emission of CIV _1549 relative to Lya. If

instead the 1.3ram observations are used, the slope in the submillimeter region is constrained

to +5/2, similar to the radio quiet quasars. This provides another argument in favor of the

Antonucci and Barvainis hypothesis that the IR and radio cores are two distinct components and

must arise at different locations thus relaxing the requirement that they smoothly connect. In

the following section we investigate the effect of using the 3C351 SED on the physical conditions

in photoionized gas clouds and so on the resulting line strengths.

3 Photoionization Models

Until recently models for the BELR had typical values of the ionization parameter U in the line

emitting clouds of ,-_ 10 -2 (Davidson and Netzer 1978). The value of U for the ionized absorber

in 3C351 is 100- 1000 times larger (Table 1). The line ratio CIII] £1909/CIV £1549 is a sensitive

function of U and such large values would produce unusually low values for CIII] / CIV (<< 0.3)

and thus it appeared unlikely that a BELR cloud was responsible for the X-ray absorption.

Reverberation studies have now revealed that BELR clouds, at least those emitting the high

ionization lines, are closer to the continuum source and so are exposed to a far more intense

radiation field than previously thought (Peterson, 1993) with an ionization parameter of ,-_ 3.

This is in the range required by the X-ray absorber. These studies have also shown that the CIII]

1909 line, previously used to deduce ne _> 109cm -3, is formed at a larger distance, ,-- 3 - 4

light weeks, (Clavel et al 1991) and so is produced in different clouds. Thus, there is no clear

density indicator for the Lyman ¢r - CIV region. Several implications of this intense radiation

at the BELR inner radius are discussed in detail by Ferland and Persson (1989). Of particular

relevance to the present study are:

1. Free-free heating is more important for higher fluxes or ionization parameters.

2. The strongest effect of the SED is upon the higher ionization lines which are formed near
the illuminated face of a cloud.

3. The ratio of CIV _1549 to Lya is an increasing function of density because of both the

increased free-free heating and the decreased efficiency of Lya emission.

4. The OVI A1034 line increases in strength with increasing ionization parameter.

Since the importance of free-free heating increases with the intensity of the incident radiation

field, a knowledge of the complete IR-X-ray energy distribution (SED) is needed to understand

and model the high ionization emission lines. We have attempted to fit the OVI, CIV and

Lya/NV emission line EW with the conditions determined for the X-ray absorber using the



quasar's observed SED. The input spectrum, ionization parameter, hydrogen density and the

column density of a cloud are the physical parameters which uniquely determine the strengths

of the emission lines. We have explored a wide range of this parameter space: the hydrogen

density was varied between 10 s - 1011cm-3; Lyman continuum optical depth: 104 - 10s; and the

ionization parameter: 0.01 - 10.0; in each case both the standard continuum and the 3C351 SED

were considered as the input spectrum. In the following section we discuss the results. All the

calculations were done using G. Ferland's CLOUDY software.

3.1 The effect of the SED on the emission lines

The dependence of the emission line strengths measured relative to Lyman a on the ionization

parameter (U), hydrogen density (nn) for both input spectra is shown in figures 4 and 5. The

effect of the Lyman continuum optical depth on the line ratios was small (< 10%) for optical

depths between 10 4 and 106. One effect that stands out is that of using the observed SED of

3C351 instead of the standard SED. The emission line strengths change significantly (up to a

factor of ten) as the input spectrum is changed from the standard continuum to the 3C351 SED.

3.1.1 The relation between the SED and the ionization parameter

The two extreme wavelength intervals in the 3C351 SED, the X-ray and IR-radio, act competi-

tively with opposite effects on the strengths of the emission lines of interest. In figure 4a, CIV,

CIII] and OVI line strengths relative to Lyo_ are plotted as a function of U for log(nH)=ll. A

larger IR-radio flux increases the line ratios due to increased free-free heating. Smaller X-ray

flux produces lower numbers of ions and decreases the line ratios. For lower values of U, the

low X-ray flux level in the 3C351 SED dominates and the line ratios are systematically lower

than those produced by the standard continuum. Above some U_tic_t the effect due to free-free

heating dominates. The value of U_itic=l is higher for ions with higher ionization potentials and

increases with decreasing nil. For low nH (log(nil)=9), U_,.it_ca_ for OVI is sufficiently high that

free-free heating is negligible for almost the entire range of U (Figure 4b).

The strongest effect of the low X-ray flux in 3C351 is on the strength of the OVI line. This

is not surprising since the ionization potential of OV is 0.11 keV. The strength of the OVI line

is lower by a factor of _ 10 with an input spectrum which is X-ray quiet (_o_ = 1.6).

Use of the standard quasar continuum instead of the observed, X-ray quiet one, to model the

3C351 emission lines would lead to a value of the ionization parameter lower by a factor of 2.5.

The IR upturn and radio loudness have the opposite effect, but this is significant only when both

U and nH are high (U>0.1, nH "_ 1011 cm -3 ).

3.1.2 The relation between the SED and the density

When U is low, the shape of the input continuum makes no significant difference to the strength

of the CIV and CIII] lines but it always has a significant effect on the strength of OVI. For

the standard continuum, the strength of CIII] A1909 drops rapidly for densities higher than the

critical density for collisional de-excitation (109cm -3) (Figure 4c) and so CIII] is normally used

to put an upper limit on the BELR cloud densities. This effect vanishes using the 3C351 SED for

values of U (> 0.1). This is due to increased free-free heating, which produces heating without
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ionization. Thus,for X-ray quiet, IR-radio loud SED, CIII] _1909 ceases to be a density indicator

forU >0.1.

Kwan (1984) pointed out that uncertainty in the dielectromc recombination rates and the

strong dependence of CIII] )_1909/CIV _1549 on U compromised its role as a density indicator.

Our results show a second cause to discount the value of CIII] as a density diagnostic. We

conclude that, even without variability information to confirm CIII]'s origin in different gas, it

is not a good indicator of density in the high-ionization Lycz-CIV emitting region.

3.2 A High Ionization BELR as the Warm Absorber?

We compared the photoionization models described above with the observed UV emission lines

CIII], CIV, OVI and Lya. The predicted intensities of blended lines of NVA1240, NeVA1575

and SiIIIA1895 were added to those of Lya, CIV)_1548 and CIII]_1909 respectively (Figure

5). The observed strength of CIII])_1909 (= 0.1 relative to Lya) is used only as an upper limit

since, as already noted, reverberation studies show it originates from a separate, larger region.

This constraint requires log(nil)> 9 for the entire range of U (Figure 4b). For the observed

ratio of CIII]_1909/CIV_1548 <_ 0.2, a density nH >_ 1010"5 is preferred. Figure 4a compares

the results for log(nH)=ll. The 3C351 SED as the input produces large amounts of CIV with

respect to Lyo, This results from additional free-free heating due mainly to the IR upturn. The

CIII] line constraint is now satisfied only for logU < -1.2; lower than that required for OVI

production.

If this IR flux is produced by the thermal emission from dust at larger distances from the

nucleus, the BELR clouds would not see the same continuum as we do. In that case we need

to compare the observed line ratios with those predicted by the 3C351 SED without the IR

upturn. The CIII] line constraint is now satisfied for the range of U relevant for CIV-OVI clouds

(Figure 5). The inferred value of ionization parameter for CIV-Lya producing clouds is then

log U= -1.5+0:2 for nH=lOllcm -3. The inferred value for OVIA1034 is much larger being log

U=-0.6+0.1 implying that OVI is produced even closer to the ionizing continuum than the

CIV-Lyc_ clouds.

It is interesting to observe that only when the input continuum spectrum is the 3C351 SED

without the IR upturn, is the CIII] constraint satisfied for the entire range of U relevant for

CIV-Lya clouds. Thus, if CIII] is produced at a distance larger than the CIV-Lya clouds, the

IR upturn is necessarily produced beyond the BELR clouds. This provides an argument in favor

of a dust model for the IR emission (Sanders et al 1989, Barvainis 1993)

Even though the ionization parameter inferred for the OVI emission line is much larger than

the standard value (0.3 as compared to 0.01) (Figure 5) it is still much lower than that required

for the X-ray absorber (6-12). Thus, we rule out the possibility of identifying the X-ray absorber

as a BELR cloud.

4 The X-ray Absorber as The UV Absorber

Table 2a gives the EW and FWHM of the absorption lines in the z=0.3646 system. The existence

of highly ionized OVI lines is particularly intriguing given the OVII absorption edge seen in soft

X-rays (section 2). If the two absorbers are identical then the X-ray observations provide strong



constraintson the total NH (Table 1) which allow us to solve for a consistent model for both the

UV lines and the X-ray absorber.

The photoionization models predict fovl, the fraction of oxygen in the OVI state of ionization.

Assuming a solar abundance of oxygen relative to hydrogen ( 8.51 x 10 -4, Grevesse and Anders

1989) and using the total NH from the X-ray analysis, the column density of OVI, Noyl, can be

derived; Nov1 = 3 x 101_cm -2. Nion for the other ions has been derived similarly. These model

values are listed in Table 3.

A measured column density for each ion of the UV absorber was derived from the line EW

with a standard curve-of-growth analysis ( e.g. Spitzer 1978). Figure 6 shows curves of growth

for 'b' values ranging from 80 to 130 km s -1 where 'b' is the velocity spread parameter. Abscissa

is log(NAf) where NA has the dimension cm -1. f is the oscillator strength of the transition.

Values of f are taken from Wiese et al (1966). The lower limit to the column density of

an ion is obtained from the linear part of the curve of growth. For OVI doublet transition

Novl > 1.7 x 101Scm -2. Small values of 'b' imply unacceptably large column densities ('b'

= 4kin s -1 gives NovI "_ 10_7cm-2); making the absorbing material optically thick to Thompson

scattering. The maximum value of b is ,,_ 600 - 1200 km s -1 given by the observed line widths

(see section 2.2). High resolution data are needed to allow b and Nio,_ to be fitted independently.

A value of b ,,- 105 - 115 km s -1 gives consistent solutions to the X-ray and UV line constraints.

We shall use b = 110 km s -1. The measured column density is then Noyz = 3 × 101_cm -2. A

consistent solution was obtained for all the UV lines: OVI, CIV, NV and Lya (figure 6).

Table 3 compares the column densities of each ion derived from the UV line analysis to those

predicted by the photoionization models for different values of X-ray spectral break energy. The

match provided by the models is good to better than 5% for CIV and OVI and consistent for

NV. As noted in section 2, the heavy blending of Lya and NV, results in a large uncertainty in

the continuum level and so in the resulting equivalent width of NV. Thus the inferred range of

NNV is large (15.3 - 15.8).

In a highly ionized system such as this, hydrogen is mostly ionized with log fHi = --6.5.

Given total hydrogen column density of 1.4 x 1022cm -2, the predicted Lya EW is W_ obs. = 2.38

(Figure 6) while the observed (Bahcail et al 1993) W_ obs. = 3.54. This would imply that roughly

70% of the Lya absorption attributed to the z=0.3646 absorber takes place in the highly ionized

absorber. However, as noted earlier, Lya (z=0.3646) is blended with Lya (z=0.3621); thus,

given the large uncertainties in the equivalent width due to de-blending, all the Lya absorption

could in fact come from the X-ray absorber.

Given the high ionization of this absorption system, magnesium is highly ionized (MgVI and

higher) leaving no magnesium in the MgII state (log fMgH < --30) and thus MgII absorption

should not occur. The same is also true for the low ionization ions of CII, NI, NII, OI, SiII, AlII,

and FeII. This is consistent with the observations (see section 2).

For the X-ray model with break energy at 0.7 keV, the inferred parameters for the UV

absorber are inconsistent with the parameters of the X-ray absorber (Table 3). If the X-ray

absorber is indeed the UV absorber, for which the above evidence is compelling, then the break

in the X-ray power law must be at lower energies. We note that this model also has the highest

X 2 (31.66 for 27 dof) among all the three models (section 2) and the X-ray fit is unacceptable.

A break at lower energies (,-_0.37 keV or less) is thus preferred by both X-ray and UV data.

We conclude that in 3C351 the X-ray and UV absorbers are one and the same.
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4.1 The Physical Characteristics of the Absorber

Since the X-ray absorber is strongly identified with the UV absorber, constraints from both UV

and X-ray data can be combined to derive its physical properties. These properties describe

a component of nuclear material not previously recognized. We have already shown that the

absorber has high NH (1-1.8x1022cm-2), and high U (6.7-12). Changes in density from 103

to 1011cm -3 in the photoionization models result in no significant change in the values of

fractional ionization, so the density is not constrained directly.

The absorption lines are blueshifted with respect to the high ionization emission lines by

2000kin s -1. The high ionization lines themselves generally show blueshifts of 1000-2000

km s -1 (Espey et al 1989) relative to the Balmer lines, implying an outflow velocity for the
absorber of ,-_ 3000-4000kin s -1 in the quasar rest frame.

The UV absorption troughs extend through the emission lines down below the continuum

level (Figure 2) requiring that both the continuum emitting region and the BELR are at least

partially covered by the absorber. This places the absorber outside the BELR. Scaling from the

reverberation mapping of NGC 5548 (Clavel et al 1991) by the square root of 3C351 luminosity

(L3casl = 2 x 103 LN554S, rbs4s = 10 lt. days) gives r >_l/3pc from the central continuum. The

larger ionization parameter and larger radial distance compared to the BELR imply a lower

density for the absorber. The radial distance of the ionized absorber is r_bs = (Q/4rUnHC) 1/_

where Q is the number of ionizing photons. For the best fit parameters of the warm absorber

this gives r_bs = 5 x 1019n-_l/2cm where n5 is the number density in the units of 10Scm -3. Hence

the density of the absorber must be <5 x 107cm -3. This low density in combination with the

large column density (1-2 x l0e2cm -2) implies a depth for the absorber, >_2 x 1014cm.

The depth of the Lya absorption line (2.06 x lO-14ergs-lcm-2_4 -1 ) exceeds the continuum

level (0.77 x lO-14ergs -1 cm-2) -_ ) (Figure 2b) implying that the absorber covers most ( > 60%) of

the BELR. However we note that the different lines indicate different percentages of the emission

lines being covered, e.g. for OVI it could be 100% with the continuum covered > 80%. Thus the

ionized absorber covers a large fraction, possibly all, of the BELR and the continuum along the

line of sight and so must also have a diameter > 1�3pc. The mass of the absorber is then > 10aM®
Further constraints come from the fact that a cloud with these physical properties exposed

to the quasar continuum radiation would necessarily emit line radiation. For the contribution

of the absorber to the broad emission lines to be negligible (line flux < 10% of continuum flux)

the covering factor of such clouds must be low (< 0.01). Since the absorption lines lie within the

profiles of their broad emission lines, upper limits to the emission by the absorber could be large.

Covering factor may then be higher. Similar arguments have been used before to constrain

the covering factor of the absorbing clouds in the broad absorption line quasars (BALQSOs)

(Turnshek 1988).

The radiation pressure experienced by the warm absorber is easily sufficient to accelerate it

to outflow velocities of a few thousand km s-1, as shown by Turner et al (1993). The effective

Eddington limit for the warm absorber gas is given by L_dld = LEgal X CrT/creff where CrT is

Thomson cross section and a_ff is the effective cross section including photoelectric absorption.

aeff is defined such that

:(E)dE=

where f(E) is the transmitted flux at energy E and a(E), the absorption cross section at energy E,



is E,o,_ a, on(E)fio_A(atom/H), a,//is ,-- 1.4 x 10 -23 for a break energy of 0.37 keY. Thus L_d/d =

4.7 x IO-2LEdd. A quasar (or a Seyfert galaxy) emitting not too far below its Eddington luminosity

must thus necessarily accelerate a warm absorber outwards due to its radiation pressure. This

is consistent with the blueshift seen in the UV absorber. Turner et al (1993) applied this to

the ionized absorber in NGC3783, although their constraint on the velocity (v< 1000km 8 -1)

depended on their assumption of a covering factor of unity which is unlikely to be applicable to

3C351 where the covering factor is ,,_ 1% (see above). Even for NGC3783, a covering factor of
N 1% would allow for outflow velocities of 3000 - 4000 km s -1.

The corresponding mass loss rate is 0.05 < l_I < 5 M® yr -1 for covering factors between

1% and unity. This is comparable to the accretion rate needed to power the central continuum

source, M_cc_,tio,_ = 2 kinetic luminosity of (0.06 - -6) × 1042erg s -1, which is only 10-5-10 -3 of

the radiative luminosity of the quasar.

Variations in the continuum will change the ionization state of the absorbing gas resulting

in corresponding changes in the column densities of individual lines. However, the absorption

lines lie on the flat portion of the curve-of-growth; so a large change in column density would

result in a small change in equivalent width of the lines. Thus the model predicts no significant

correlation between variations in the continuum and the EW of the UV absorption lines. But

the change in X-ray opacity would change the effective value of U and would change its signature

at the oxygen absorption edge in the X-ray spectrum.

5 Discussion

Strong associated metal line absorption has been observed before in other AGN with soft X-ray

absorption. However, in no case was the UV absorber identified with the X-ray absorber as the

physical parameters of the two were found to be very different. Our results for 3C351 show that

there are five reasons for these apparently discrepant conditions:

. The MglI ion is not produced in enough abundance until column densities are high (Kwan

and Krolik 1981). So the absence of MgII absorption in a high ionization absorption

system was interpreted as due to a low (NH < 102°'s) column density. However, the

column densities inferred from the X-ray data were some two orders of magnitude higher

(NH "_ 1022-1023). Our analysis shows that the reason for the lack of MgII absorption

may instead be that the material is highly ionized. In this case large column densities are

allowed despite the the absence of MgII absorption.

. A second consequence of the assumed low column densities for the UV absorbers would

be that the absorbing gas is fully ionized. In our analysis the column densities are large

enough to allow partial ionization.

. The key high ionization line OVI A1034 is not easily observed in AGN with IUE. It can

only be seen for z > 0.2 and few AGN at such redshift are bright enough to be studied

with IUE. CIV was thus the most commonly observed high ionization absorption line. For

optically thin, AGN-photoionized gas, CIV is the dominant carbon ionization state when

U --_ 5 × 10 -3 (Donahue K= Shull, 1991). Since strong CIV absorption was observed, such

values were assumed to be appropriate for the UV absorber. This is much lower than



that required for a warm absorber.Howeverthe combinationof CIV and OVI absorption
in 3C351 demonstratesthat this assumptiondoesnot apply. In the present model the
ionization parameter of the absorber is high (U ,,_ 6), and CVI rather than CIV is the

dominant state of ionization.

. Early X-ray observations constrained only the total absorbing column density along the line

of sight due to either a lack of sensitivity below the 0.6 keV oxygen edge, or of resolution to

detect the edge. Absorption as seen in the X-rays was assumed to be due to neutral, 'cold'

gas because 'hot' gas would be transparent to X-rays. There was no observational constraint
on the actual ionization structure of the absorber. The higher spectral resolution of ROSAT

constrains the ionization state of the absorber providing clear evidence for partially ionized

gas.

. The physical conditions of the absorbing gas axe poorly determined from absorption line

studies in the UV alone (Lanzetta et al 1991) because only a few lines are measured

(NVA1240, CIVA1549 and possibly MgIIA2798 or OVIA1034) yielding column density esti-
mates of a few ions but no information on the ionization state. Since the X-ray absorption

cross-section is relatively insensitive to ionization and depletion (Morrison and McCam-

mon 1983), X-ray measurements give a total column density. Thus the combination of UV

and X-ray provides information on the ionization state of the gas and hence the physical

conditions.

The case of the Seyfert galaxy NGC 3516 (z=0.009) is instructive. Kolman et al (1993)

present simultaneous X-ray and UV observations of NGC 3516 with absorption features seen in

the UV spectrum and the signature of a warm absorber in the X-ray spectrum. The authors rule

out a common origin of the UV and X-ray absorption.

The X-ray observations were made with Ginga which has its response at higher energies (1-20

keV) than ROSAT (0.1-2 keV). The warm absorber in NGC 3516 has an absorption edge in the

range 7.4-8.3 keV, which includes ionization stages from Fe +12 to Fe +21. A simple warm absorber

model was constructed by introducing an additional absorption edge in to the model; a physical

warm absorber was not constructed and thus U could not be constrained. The UV spectrum

from IUE contains absorption lines of CIV, NV and SiIV and the low ionization line MgII. U was

deduced by assuming that the fractional abundance of CIV is a maximum yielding a low value of

U (log U= -2.18 - -0.83 for log NH = 20 - 22 ). In the warm absorber, iron is at least 12 times

ionized, which is consistent with C +s and higher stages of ionization. Therefore, such matter

is probably too highly ionized to produce the observed UV absorption lines, especially MgII.

However, the evidence for MgII absorption in NGC3516 is rather weak (Kolman et al 1993). If

this line is not confirmed (e.g. in an HST spectrum), then highly ionized matter similar to that

in 3C351 is a possibility. It may then be possible to reconcile the ionization states of the UV

and X-ray absorbers in NGC3516.

The identification of the UV and X-ray absorbers in 3C351 with the same absorbing gas opens

up new possibilities for studying the physical conditions not only of warm absorbers but also of

other high column density systems such as 'cold' absorbers and BALQSOs through combined

X-ray and UV analysis. BALQSOs typically have NH _ 1021-22cm -2, axe highly ionized and

have a complex velocity structure. Initial results from ROSAT (Kopko et al 1993) imply that

they are relatively faint in soft X-rays, suggestive of strong absorption, and another UV/X-ray
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absorberconnection. Onceagain the combination of UV and X-ray data would result in strong
constraints on the physical conditions of the absorber.

6 Conclusions

In this paper we have shown that the X-ray and UV absorbers in 3C351 are highly likely to be one

and the same. The physical conditions of the absorber are determined through the combination

of constraints derived from both the X-ray and UV analysis. The absorber is found to be highly

ionized (U-- 6-12), outflowing with a velocity _ 2000-4000kin s -1, having high column density

(NH = 1-2 x 1022cm-2), low density (n<10_cm-3); probably a low covering factor (,-_ 1%) and

situated outside the BELR. These properties describe a component of the active nucleus not

previously recognized.

This is the first confirmed X-ray/UV absorber. We have shown that the previous attempts

to identify an UV absorber with a X-ray absorber were unsuccessful because of the lack of high

quality data which forced assumptions to be made in photoionization modeling. These led to

incompatible conditions being derived for the UV and X-ray absorbers. The identification of the

UV and X-ray absorbers in 3C351 with the same absorbing gas opens up new possibilities for

studying the physical conditions in other UV and X-ray absorbers. We have demonstrated the

great advantage in determining the properties of the absorber that is afforded by the combination

of UV and X-ray data .

We have also investigated the effect of the 3C351 SED on emission line strengths. We demon-

strate that it is important to use the observed SED rather than a standard one, to derive the

physical parameters in the BELR self-consistently. The 3C351 SED differs significantly from

the standard continuum in that it is X-ray quiet, radio loud and has an upturn in the IR. The

strongest effect of the low X-ray flux is on the strength of OVI A1034. The strengths of the

high ionization lines of CIV A1549 and OVI A1034 with respect to Lya are systematically lower

(up to a factor of 10) with the 3C351 SED as compared to those produced by the standard

continuum for U < U_,icat. This is mainly due to the weak X-ray flux. Free-free heating was

found to be dominant for large values of the ionization parameter (U > 0.1) and higher densities

(n ,-_ 1011cm-3). We find that for a 3C351- like SED, CIII] A1909 ceases to be a density indicator.

3C351 was observed by us with ROSAT because it was known to be X-ray quiet, as a part of

our program to observe quasars with extreme continuum properties. Our expectation was that

they would produce new insights into the underlying physical processes. This strategy indeed
seems to be fruitful.
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Table 1.

Break Energy al a2

keV (Fixed) (Fixed) (Fixed)

ROSAT 2-power Law Spectral Fits

x 2° N_ Ub
1022cm -2

0.07 4.7 1

0.37 2.45 1

0.7 2.16 1

24.73 1 8 +0.4 12 +4• -0.3 -2

29.82 1.4 + 0.3 6 7+2.3
• -1.2

31.66 1 0+0.4 1 1+°'r
• --0.2 " --0.3

a. for 21 degrees of freedom.

b. errors are la for two degrees of freedom.
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Table 2. UV Emission and z=0.3646 Absorption Line Parameters

Line _obs EWbobs FWHM

Identification (._l) (_) (_,)

a)Absorption _

CIV 1549 2113 3.09 8.58

NV 1238 1690.74 1.60 c 3.22

NV 1242 1695.67 1.63 c 3.44

Lya 1658.92 3.5C 4.46

OVI 1031 1408.34 2.73 3.09

OVI 1037 1416.39 1.99 2.85

b)Emission

CIII] 1909 2614.6 18.5 25.0
CIV 1549 2121.98 68.2 32.2

Lya/NV 1664.11 60.5 31.6

OVI 1031,1037 1426.14 6.8 23.0

a. from Bahcall et al (1993) except for the uncertainties in EWs

b. uncertainties are ,_ 10% except where noted

c. uncertainties are estimated to be _ 40%
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Table 3. Comparisonof Column Densities in Model and Data

Ion

OVI

NV

CIV

HI (Lya)

log N_o_ (Measured) a

17.5 - 18.0

15.3- 15.8

15.9- 16.1

15.4- 17.4

EB_,ak = 0.07 keV

17.5

15.7

15.9

15.3

log Nio. (Model)

EB_.,,k = 0.37 keV

17.5

15.8

15.9

15.6

ES,,_,k = 0.7 keV

18.3

16.8

17.3

16.5

a. assuming b= 110 km S -1
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Figure Captions

Figure 1: The best fit X-ray spectrum. (Ebreak= 0.37 keV, NH = 1.4 × 10_2cm -2, U=6.7)

Figure 2: The HST UV spectrum, a) OVI b) Ly_/NV c) CIV d) CIII]. The dotted line is the

continuum defined in Bahcall et al (1993). The prominent emission lines are labeled. The

absorption lines in z=0.3646 system are marked above the spectrum and the galactic absorption

lines are marked below the spectrum.

Figure 3: The 3C351 SED. Solid line: the best fit SED, dashed line: 'standard' continuum and

dotted line: average X-ray continuum for radio loud quasars. The bow shows limits to the X-ray

slope (see text).

Figure 4: Photoionization models. Line strengths as a function of (a) U for log nH = 11 (b) for

log nH= 9 (c) as a function of nH for log U = -1.0 using the complete SED. Observed values

are shown by horizontal lines.

Figure 5: Comparison with observations; line strengths as a function of U for log nH= 11. SED

here is without either the IR upturn or radio. Observed values are shown by horizontal lines.

Figure 6: (a) The curve of growth for 'b' values ranging from 80 to 130 in steps of 10. N_ has the

dimension cm -1. (b) a part of (a) expanded. Observed values of W_/,k for OVI M031, CIV_1549

and NV_1242 are marked by the horizontal lines.
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1 INTRODUCTION

ABSTRACT

One of the current explanations for the soft X-ray emission of AGN is reprocessing of

the hard X-rays by partially ionized, optically thick matter. This idea is very appealing

because it would explain the shape of the AGN soft X-ray spectrum in terms of atomic

physics. While at present the reflection model correctly describes the soft X-ray spectra

of a few low luminosity Seyfert galaxies, it is not clear whether it can be applied to

higher luminosity quasars. To investigate this issue quantitatively, we have fitted the

high signal-to--noise PSPC spectra of 11 AGN of different luminosities with a model

consisting of a direct hard X-ray component, reflection from the ionized surface of an

accretion disc and the direct thermal emission of the disc. We find that the AGN with

an acceptable fit are a minority, and have all a low optical (and bolometric) luminosity,

flat apspc and the flattest aox of the sample, while those with the worst fit have all

high optical (and bolometric) luminosity, steep aPSPC and the steepest aox of the

sample. We conclude that either the reprocessing model is not correct and the form of

the soft X-ray spectrum of AGN cannot be simply explained in terms of characteristic

atomic features (i.e. highly ionized oxygen K--edges), or the origin of the soft X-ray
emission of AGN is not "universal".

edge in 'twaxm absorber" sources (e.g. Nandra & Pounds

About 50 percent of luminous, low redshift quasars (Wilkes

& Elvis 1987) and Seyfert galaxies (Turner & Pounds 1989)

observed by Einstein and EXOSAT showed some sort of

%oft excess" above the extrapolation of their 2-10 keV power

law ("hard component" hereinafter). This 10w energy X-ray

1992; Fiore et al. 1993; Fabian et al. 1994).

ROSAT (Trfimper 1983) PSPC (Pfeffermann et al.

1987) observations greatly improved our knowledge of the

0.2-2 keV spectrum of low redshift quasars and Seyfert

galaxies (simply quasars hereinafter). They were able to:

turn-up is often interpreted as the high energy tail of the (i) distinguishbetween differenttypes of softexcess, for

UV bump, although no direct evidence of such a connection example between warm absorber sources and quasars with

yet exists. Other types of soft excess are known including a genuine soft component.

emission associated with an extended component in low lu- (ii)Show that the number of quasars having a strong soft

minosity AGN (e.g. NGCA151, Elvis et al. 1990, Perola et al. component is greater than thought in the past.

1986; NGC1068, Wilson et al. 1992; NGC4388, Matt et al. (iii) Show that in many cases the soft component dotal-

1994); emission line features in the 0.7-1 keV band (Turner hates the PSPC band. This means that the "break point"

et al. 1991); the recovery of the spectrum below the oxygen between hard and soft components must be located in the
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Table 1. Quasar sample

Name Redshift log A(z)a log(uL_(3000A)) (_ox aos

Mark 1152 0.052 54.777 43.70 1.08 1.00

Mark 590 0.027 54.203 44.00 1.25 1.14

Mark 1044 0.016 53.746 43.45 1.40 1.15

Mark 110 0.036 54.454 43.55 1.00 0.84

Mark 205 0.070 55.039 44.25 1.23 1.18

Mark 290 0.030 54.295 43.75 1.38 1.49

NAB 0205+024 0.155 55.746 45.10 1.55 1.24

PG 1116+215 0.177 55.865 45.60 1.61 1.56

PG 1211-{-143 0.085 55.211 44.95 1.57 1.39

TON 1542 0.064 54.960 44.40 1.42 1.29

Mark 478 0.070 55.039 44.50 1.48 1.10

° AC*)

(1994); and two (PG 1116+215 and Mark478) by Laor et ai.

(1995). We used the spectra obtained for those papers. Data

for the other 4 quasars were taken from the ROSAT public

archive and reduced following Fiore et al. (1994). Table 2

gives for the 11 quasars the observation date, duration, and

= uL_,/vyv = 4_r[2c/Ho(1 + z - _/_-_-)]2, assuming Ho-----70 km s -I and q0

4 THE MODEL

count rate.

= 0.5,

The model is basically that described in Matt, Fabian &

Ross (1993), which in turn is an extension and generalization

of the reprocessing model of Ross & Fabian (1993). Here

we summarize the main features of the model, referring the

reader to the above mentioned papers for more details.

When more than one observation was availablefor each

quasar (Mark 110, Mark 205, Mark 290, and TONI542) we

verifiedthat the spectral shape in each observation were

consistent with each other. We did not find any significant

spectral variabilityin front of up to factor of 2 changes in

intensity.We then added together the spectra of each source

with multiple observations to increasethe signalto noise ra-

tio.Each PSPC spectrum used has a signalto noise > 30. PI

channels I and 2 (ofthe standard divisionto 34 PI channels,

E<0.11 keV) were ignored in the following spectral analy-

sis.PSPC spectra were rebinned in order to have at least20

counts per bin to allow the use of X 2 statistics.

Table 3 gives for each of the Ii quasars the best fit

parameters, obtained fittingto the data a singlepower law

with low energy absorption model, along with the Galactic

NH, the 0.3 keV and the 2 keV luminosity (logvL_).

A radiation-pressure dominated Shakura-Sunyaev

(1973) accretion disc is supposed to be illuminated by a

central, point-like source of X-ray photons, located at 20

rg : (GM/c2) 1/2. The luminosity of this central source, Lh,

between 1 Rydberg and 100 keV (where the spectrum is as-

sumed to have a cutoff) is equal to TlhrnLsdd, where m is

the accretion rate in the disc, in units of the critical one.

The spectral shape of the hard component is assumed to

be a power law with energy spectral index of 1, consistent

with the finding of Nandra & Pounds (1994), Comastri et al

(1992) and Williams et al. (1992) for the 2-10 keV spectrum

of both low and high luminosity quasars. The disc conver-

sion efficiency is set to 0.06, as for a Schwarzschild black

hole, while the viscosity parameter c_ (Shakura & Sunyaev

1973) is assumed equal to 0.1.

The disc emits primaxily by converting viscous dissipa-

tion into radiation energy. However, its uppermost layer can

be significantly affected by the external illumination, espe-

cially in the inner regions, where the ionization parameter



Table 2. PSPC Observations

Table 3. Power law fit
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Name exposure count rate a Date

Mark 1152 3223 1.81

Mark 590 3484 5.00

Mark 1044 2836 2.07

Mark 110 10285 5.95

Mark 205 13891 1.00

Mark 290 6997 0.72

NAB 0205+024 14070 0.69

PG 1116+215 24942 0.97

PG 1211+143 3877 1.01

TON 1542 12000 1.28

Mark 478 2393 2.06

1992 July 11

1993 Jan 14

1992 Aug 9

1991 Nov 1-1992 Apr 22

1991 Nov 10-1992 Apr 15

1992 Aug 20-1992 Dec 9
1992 Jan 18-23

1991 May 29-30

1991 Dec 17-24

1991 Dec 13-1992 Jul 6

1992 Jan 17

a in counts seconds -1

Name Galactic N_ N_/ aE F(1) b x2/dof log(vLv(O.3keV) ¢) log(vLv(2keV) e)

Mark 1152 1.67 d 1.73 ± 0.22 1.32 ± 0.10 4.06 ± 0.10 28.62/27 43.73 43.48

Mark 590 3.07 d 2.70 4- 0.16 1.41 ± 0.06 13.8 ± 0.30 25.88/29 43.74 43.41

Mark 1044 3.0 e 3.93 ± 0.33 1.99 + 0.12 5.38 + 0.19 30.37/29 43.18 42.38

Mark 110 1.5 e 1.36 ± 0.06 1.38 ± 0.03 10.9 4- 0.10 58.57/29 43.87 43.57

Mark 205 2.74 d 3.30 ± 0.19 1.36 ± 0.06 3.32 ± 0.06 29.48/28 43.92 43.63

Mark 290 2.32 d 2.11 ± 0.30 1.17 :i: 0.12 2.01 ± 0.07 41.33/24 42.85 42.73

NAB 0205+024 2.99 d 3.41 ± 0.25 2.26 ± 0.10 1.16 ± 0.04 34.70/27 44.67 43.65

PG 1116+215 1.44 d 1.43 ± 0.10 1.73 ± 0.05 1.31 ± 0.03 38.13/29 44.53 43.94

PG 1211+143 2.83 d 3.25 :i: 0.36 2.00 ± 0.14 2.05 :i: 0.09 39.64/27 44.23 43.42

TON 1542 2.58 d 2.02 :t: 0.14 1.71 :t: 0.06 2.24 ± 0.05 30.38/28 43.87 43.29

Mark 478 0.971 1.49 + 0.22 2.38 ± 0.13 1.92 + 0.15 20.53/24 44.32 43.31

a in cm-2; b in 10 -3 photons cm -2 s-_ keV -_, at 1 keV; c Log of monocromatic luminosity in erg s-l; d Elvis, Lockman & Wilkes

(1989); e Stark et al. (1992); -f Lockman, private communication.

_, defined as 47rFh/nM (where nN is the hydrogen number than about 0.1-0.2 (remember that _ ¢¢ _na), depending on

density) is the greatest for geometrical reasons. In this case the black hole mass. In the regions where the photoioniza-

the matter can be significantly ionized, and the disc can be- tion code breaks down, we have assumed neutral matter and

come highly reflective; moreover, the surface temperature simple black-body thermal emission, with the temperature

is higher than without illumination, so giving extra thermal simply calculated by means of the Shakura-Sunyaev (1973)

radiation. Emission lines, mainly due to recombination from formulae. In such cases the reflected spectra were calculated

He-like and H-like carbon and oxygen atoms, can also ap- following Lightman & White (1988).

pear. The calculations of the ionization structure and the

angle-averaged spectra have been performed using the Ross

& Fabian (1993) code whenever possible, with the angular

distribution of the emissivity calculated by integrating nu-

merically the radiative transfer equations (see Matt et al.

1993 for further details). The code makes use of the diffu-

sion approximation and therefore it fails for _ lower than

a few tens erg cm s -1. This occurs in the outermost disc

regions for every zh, and everywhere for values of viz lower

After calculating the local emissivity as above de-

scribed, we have integrated the contributions from each

point over the whole disc, taking into account the relativistic

effects in the Schwarzschild metric by means of the fully rel-

ativistic treatment described in Fabian et al. (1989), Chen

& Eardley (1991) and Matt et al. (1993). As shown in Matt

et al. (1993), these effects mainly consist in broadening the

features and in flattening the continuum; both effects in-

crease with the inclination angle. It must be stressed that,
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to build-up the model to be fitted, the overall disc spectrum

has been calculated only when at least one zone out of the

10 in which the disc has been divided for calculation pur-

poses is significantly ionized, i.e. the Ross & Fabian (1993)

code can be used. This in practice restricts the possible val-

ues of zh to a relatively narrow range (from _0.2 to 0.6, the

maximum adopted value as for greater values the thin disc

approximation breaks down).

To summarize, the parameters of the model are: a) vh,

the mass accretion rate; b) the mass of the black hole, Ms

(in the following in units of 10 s solar masses); c) the disc

inclination angle, i; d) r_, i.e the fraction of hard and disc

powers. To allow for a different relation between the fraction

of Lh illuminating the disc and that toward the observer

we introduce an additional parameter a = Lh ill/Lh dir- We

note that the model is not fully serf-consistent for values of

a much different from 1. In fact, the ionization status of the

disc (hence the spectra produced) is not exactly the same

ff the emission pattern of the central source is different (as

changes the radial dependence of the flux incident on the

disc).

In this situationthe power law normalization is not a

freeparameter but itisgiven by:

2yh vhMs 8 x 10s4 r_
Norm= (1Jra) Int A(z) ----_rhMsl"8x 10 _

A(z)

(1)

Int =where A(z) is the distance modulus, and

f l lOOker
n_d E-_ZdE = 8.903, for aE = I.

This equation might be used to roughly estimate the

value of _ appropriate to the quasars in our sample. In

fact, 7hMs can be related to the observed 3000 11_luminos-

ity (reported in Table 1, together with the distance modu-

Ins A(z)) and the power law normalization is approximately

given by the 1 keV flux F(1) in Table 3, after subtraction of

the contribution at this energy of the reprocessed radiation.

This contribution varies between 5 % and 40 % of the total

flux at 1 keV for the range of parameter values explored (see

next section). If in the estimate of vi_Ms from the 3000 A

luminosity we neglect the extra optical-UV flux produced

by the irradiation of the disc by the X-ray power law,

for our sample of quasars should be in the range 0.002-0.5.

However, the extra optical-UV flux produced by the irradi-

ation can be large: following Siemiginowska et al (1995), the

wavelength at which the flux generated in the disc equals the

extra flux produced by irradiation is approximatively given

by

Ac.,t _ 4065M_/'_h-t/4fga,/4 _4 (2)

where fiT, describes the efficiency with which the disc

is illuminated by the X-ray source, and it is therefore close

to _4_'_" For vh = 0.3, Ms = 1 and _fi_, = 1, this wave-

length is 5500 /_ , while for Ms = 0.1 A_,i_ ---- 3100 /_ .

For fi,, = 0.1 these wavelengths increase by a factor 5.6

and therefore the extra flux at 3000/_ should be negligible.

The relationship between the 3000 A and 1 keV luminosi-

ties and _ becomes therefore complex. Roughly speak-

ing, the lower limit found above should not change, while the

upper limit might increase. We then decided to explore two

regions of the parameter space which are far off one from

the other (i.e. r/h --- 1 and r/h = 0.1), to try to encompass a

large number of cases.

5 RESULTS

We generated two grid of models, one for _}h = 1 and the

other for _?h= 0.1.In the firstcase the range of rh investi-

gated is0.2-0.4,while in the second case itis0.4-0.6.These

ranges ensure in both cases that the ionizationof the inner-

most discregions is enough for the diffusionapproximation

to be valid.The ranges of Ms and i investigated are 0.01-

10 and 0-80 degrees respectively.We then run spectral fits
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Figure 1. PSPC spectra with their best fit models for the ionized disc model assuming _=i and a----i(upper panels) and the ratio

between the data and the best fitmodels (lower panels): a) Mark 590; b) Mark 110; c) NAB0205+024.
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interpolating on these grids and allowing for low energy pho-

toelectric absorption. The results of the fits are summarized

in Table 4 (r/a ---- 1) and Table 5 (r/h ----0.1). The fits have

been performed letting the absorbing column density to be

free to vary and with the parameter a either fixed to 1 or

kept free. The number of free parameters is 4 and 5 in the

two cases. When a fit is highly statistically unacceptable we

give in Tables 4 and 5 the best fit value of the parameters

and the X _ only. In the other cases we also give the la un-

certainty on the best fit parameter for 3 (Table 4) and 4

(Table 5) interesting parameters.

5.1 _h -- 1 and a fixed to 1

In this case, the fit is statistically acceptable for three out of

11 sources, namely Mark 1152, Mark 590 and Mark 205. For

Mark 205 the X 2 is similar to the one obtained fitting a single

power law (Table 3), while for Mark 1152 the reduction in

X _ is significant at the 97 _0 confidence level (by using the

F test). For Mark 590 the X 2 is worse than that obtained

fitting a power law by 4.6. For the latter source Fig. la

shows the PSPC spectrum with the best fit model and the

ratio between the data and the best fit model Fig. 2 shows

the best fit emission model (not convolved with the PSPC

response) to the spectrum of Mark 1152 (thin line).

For Mark 110 the fit is statistically unacceptable (prob-

ability of 1.9 %). The PSPC spectrum with the best fit

model and their ratio is shown in Fig. lb. The deviations

between the data and the model are at most of 5 percent.

Their amplitude is therefore similar or smaller than the un-

certainties on the knowledge of the PSPC response matrix

(Fiore et al. 1994). The largest deviations are at energies be-

low the Carbon edge (0.28 keV). Excluding from the fit the

first two points (PI channels 3 and 4, E(0.2 keV ), where

the systematic uncertainties are larger due to the presence

Figure 2. Best fit emission model to the spectrum of Mark 1152

(thin line) and NAB0205+024 (thick line). The dashed line repre-

sents the X-ray power law illuminating the disc. the model spec-
tra are normalized to have the same flux at 2.4 keV to show the
different behaviour at lower energies.

of the so called "electronic ghost images" (Hasinger et al.

1992), the fit with the reprocessing model becomes accept-

able (X2---35.6, 26 dof, probability of 10 %). The best fit

parameters are very similar to those in Table 4. Note that

the X _ for a simple power law model does not improve ig-

noring channels 3 and 4.

The reduction in X 2 adopting the reprocessing model in

comparison to the power law model is significant at the 99

_c confidence level (using the spectrum in 32 channels) and

at better than 99.g % (when ignoring channels 3 and 4). We

therefore consider in this case "acceptable" the fit with the

reprocessing model.

For Mark 290 the fit is marginally acceptable (proba-

bility of 6.8 %). The deviation between the data and the

model axe of the order of 5-15 %. The largest deviations axe

present between 0.5 and 1 keV and suggest the presence of

emission and/or absorption structure, like those expected in

the case of an ionized absorber along the line of sight. Fitting

the data with a power law model plus one absorption edge
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gives an acceptable X 2 of 27.23 (22 dof). The edge energy with a single power law produces a X _ significantly smaller

is 0.70 4- 0.1, consistent with the OVII edge, and the edge than the reprocessing model.

depth is r = 0.65 =t=0.35. Since in this case there is a proba- The 4 sources with "acceptable" fit have all riz close to

bly large contribution of complex absorption to the detected our lower bound of 0.2, and black hole mass between 2 and

spectral features, the test of the reprocessing model is weak 3 × l0 T Mo. The inclination angle is small in Mark 590 and

and not conclusive. Mark 110, intermediate but poorly constrained in Mark 205,

For Mark1044 the fit is marginally acceptable (prob-

and high in Mark 1152.

ability of 6.1%). The deviation between the data and the

model are of the order of 5-15 % also in this case. The largest
5.2 rlh = 1 and a free

deviation is an excess around 0.9 keV. As the fits with a fixed to 1 are acceptable only for a small

In three cases (NAB0205+024, PGl116+215 and

PGl116+215) the fit is completely unacceptable and the

deviations between model and data axe of the order of 20 %

or higher. In all three cases the largest deviations axe an

excess of counts between 0.5 and 0.9 keV and a deficit of

counts above 1.5 keV. Fig. lc shows the PSPC spectrum of

NAB0205+024 with the best fit model and their ratio The

best fit emission model (not convoluted with the PSPC re-

sponse) is shown in Fig. 2 (thick line). This is normalized

at the the same flux of the best fit model of Markl152 at

2.4 keV. The NAB0205+024 best fit model is significantly

steeper than that of Markl152 below 0.4 keV only, where

the contribution of the direct disc emission can be signif-

icant. From Fig. lc it is clear that the reflection model is

flatter than the measured spectrum between 0.4 and 2 keV,

where the spectrum, in the case a = 1, is dominated by the

reprocessed radiation and by the direct X-ray emission, and

therefore where the average slope of the spectrum is steeper

than that of the direct X-ray emission by a limited amount

(see the Introdution).

sub-sample, we have tried to fit to the data the model with

a as a free parameter. As discussed above, strictly speak-

ing this can be done only for values of a not too different

from unity, the model otherwise losing its self-consistency.

However, in the fit procedure we have not bounded this pa-

rameter (apart of course from being positive), as also values

much different than one can say something about the real

emission.

Among the four sources for which the model with a=l

already gives an "acceptable" fit, letting a to be free to vary

produces a significant reduction in X 2 in Mark 205 (at the

97.8 % confidence level) and a marginal reduction in X _ in

Mark 110. In the first case a is poorly constrained while

in the second case a value for a slighly less than 1 (0.5-1)

appears to be favoured by the fit.

For Mark 1044 and Mark 290 letting a to vary does not

improve the fit and in fact the best fit of a is in these cases

close to 1.

For the three sources with completely unacceptable fits

with a = 1, there is a great improvement in X 2 letting a to

assume very large values (which means, by assuming a pure

In the other 2 cases (TON 1542 and Mark 478 the fit is reflection model), but the fits remain unacceptable.

statistically unacceptable and the deviations between model

and data are the order of 10-15 %. In these two cases the fit

For TON 1542 and Mark 478 there is a significant im-

provement in X 2 (at better than 99.999 % and 99.8 % con-
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fidence level respectively) but the best fit value of a is in

both cases high, in a region of the parameter space where

the model is no longer self-consistent, a smaller than _-. 5

are still excluded in both cases.

Fabrizio Fiore, Giorgio Matt and Fabrizio Nicastro

5.3 _h ----0.1

We have also tested the case _h -- 0.1 where the total lu-

minosity of the X-ray source is only one tenth of the disc

luminosity. These model of course have stronger intrinsic

disc emission and smaller reflection component in compari-

son with the models with _/h -- 1. They are generally steeper

than the _ -- 1 models going toward the low energies.

With this model the fits were in all cases worse or at

most similar to the fits with _h -- 1. The best fit values for

the N_ were systematically higher than the Galactic values

and than the case with tT^ --- 1, indicating that these models

are generally too steep going toward low energies. This re-

sult is not surprising, since pure thin accretion disc spectra

(either in a Schwartzschild or Kerr metrics) are known not

to fit the soft X-ray data of quasars (e.g. Fiore et al 1995)

bemuse they are generally too steep in soft X-rays. This re-

sult further excludes a strong pure disc emission in the soft

X-ray spectrum of quasars.

6 DISCUSSION

The results presented in the previous section show that re-

processing from an ionized disc is, in general, not a good

model for the soft X-ray spectrum of quasars, being "ac-

ceptable" only for a few sources.

The situation is not significantly improved by allowing

a reasonable anisotropy in the X-ray emission (i.e. a _ 1). In

one case only, the fit becomes acceptable letting a to assume

values of 10 or higher. Smaller values results in unacceptable

fits. It is worth stressing that a:10 exceeds the maximum

values expected from anisotropic inverse Compton (Ghis-

elliniet al.1991).

Using the best fitvalues of Ms and m in Table 4 (case

_/h-- 1) it is possible to roughly estimate the model disc

luminosity at 3000 /_,(using a disc emission model in the

Schwarzschild metric).Ifthe extra optical-UV fluxproduced

by the irradiationof the disc by the X-ray power law is

neglected, 3000 A luminosities similar or smaller up to a

factorof 10 of the observed ones (reported in Table 1),are

obtained. However, for small black hole masses the extra

3000 2_ luminosity produced by irradiationcan be similar

or even higher than the intrinsicdiscluminosity (seeeq. 2),

thus reducing, and in some cases eliminatingaltogether,the

inconsistency between predicted and observed luminosities.

The inconsistencyremains forthe quasars with a largeblack

hole mass best fitvalue.

We also fittedthe data assuming a disc intrinsiclumi-

nosityten times higher than the X-ray source luminosity,i.e.

_/_----0.1 (seeTable 5).The resultswere not satisfactory:all

quasars with an unacceptable fitin the case r/h---I have an

unacceptable fitwith lib ----0.1 too, and only in one case,

out of the four quasars with an acceptable fitin the case

_Th-----I, the fitremains acceptable with r/h-_0.1.Interme-

diate situationswith 0.1 <__/h<_ I have not been tested and

could in principleproduce an acceptable fitin some cases.

However, this would require an unpalatable fine tuning of

this parameter.

Interestingly, the four quasars with an "acceptable" fit

have all a small best fit black hole mass (0.1 <_ Ms <_ 0.3),

low optical luminosity, fiat aPsec and the flattest _ox of

the sample, while the three quasars with the worst fits have

all high optical luminosity, steep aPspc and the steepest

c_ox of the sample (see Tables 1 and 3). In the following we

discuss briefly the implications of these findings.
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Table 4. Fits with the reflection model (r/h = 1)

Name N_t Ms th i a x2/dof

Mark 1152 9 v+ o-s n la+0.o5 0 9_+°'°7 80 - 14 1 FIXED 23.40/26_"--0.3 v"_--0.07 "*v--0.03

2 _+1.o n lq+ 0.26 n 9_+O.lO 80 - 35 0 0a+3.9 23.09/25"_--0.S v"_--0.06 .... --0.04 "_--0.22

Mark 590 a o+ 0.3 n 9n+O.Ot*-_-o.i .... -o.o2 0.20 + 0.01 < 33 1 FIXED 36.78/28

4 a+°'s n oa+o.o4 2 2 +0.6 33.00/27"--o.3 .... -0.07 0.21 +0.01 < 31 • -1.a

Mark 1044 u a+o.3 0.013 + 0.002 0.31 ± 0.02 80 - 4 1 FIXED 36.71/25_'*--0.2

A+0'6 N N1 '_+0"D07 0 "_9-[-0"03 1 141.9-=-o.3 ...... 0.003 .... 0.07 80 - 10 36.69/24_'_ --0.9

Mark 110 2.5 ± 0.1 n _7+O.Ol 0.20 + 0.01 < 6 1 FIXED 45.70/28_'_'-0.02

2.4 ± 0.2 n 9_+ TM n _+o.as.... -O.Ol 0.20 + 0.01 < 9 41.84/27.... --0.13

Mark 205 a 7+ 0.4 0.27 ± 0.06 0.22 + 0.02 28 ± 25 1 FIXED 29.17/28_---o.6

5.3 ± 1.0 0.31 ± 0.08 0.28_+0_0_ < 41 > i.I 23.94/27

Mark 290 3 n+0"6 n flg_ +0-004 0 2a+0"02..... -o.oo3 80 - 4 I FIXED 33.89/23"_--0.2 " _--0.04

0.30 ± 0.02 < 64 33.03/223.2 ± 0.I 0"029+°_ _"_-0.5_+1"3

NAB 0205+024 2.7 0.22 0.4 60 I FIXED 304/26
2_+o. 1-_-o.3 2.47 ± 0.25 0.21 ± 0.01 < 6 > 30 46.27/25

PG 1116+215 1.7 0.37 0.37 60 1 FIXED 184.3/28

1.8 1.35 0.32 60 > I00 77.5/27

PG 1211+143 3.9 0.10 0.4 60 1 FIXED 92.26/26
3.5 ± 0.4 0.66 ± 0.18 0.24 ± 0.03 37 +28-37 > 12 44.72/25

9 _+0.2 0 1R+O.O1 ,_f_+20TON 1542 .... o.1 .... 0.03 0.20 + 0.02 _-1o I FIXED 43.84/27

_+o.4 0 3n+O.Ol 0.23 ± 0.03 < 44 9 1+70 17.79/26_-_-o.3 - _-o.o7 - -6.1

Mark 478 1.3 ± 0.2 0 ....na_+o.olg_o.oos 0.4 - 0.06 60+_3 1 FIXED 38.62/23

1.8 ± 0.5 0.36 4- 0.10 n 9_+o.o5 an+lO..... o.o3 _-4o > 16 28.64/22

The model adopted in this paper is based on the work

of Matt et al. (1993) and is valid only when the innermost

disc regions are significantly ionized. On the other hand, re-

processing could in principle occur in a disc which is neutral

or mildly ionized even in the vicinity of the black hole (this

would actually be the case for vh _< 0.1). The reason why

we find so many unacceptable fits could then be that we

are investigating a too small interval of vh. However_ we find

that the quasars with an acceptable fit with the reprocessing

model have all a low optical luminosity, while those with the

worst fits have all high optical luminosity. It seems unlikely

the latter sources would all have accretion rates significantly

smaller than the previous ones. If the disc is only mildly

ionized the reflection would occur basically below the car-

bon edges (0.285-0.498 keV) while the typical energy break

in the sources analysed here is often significantly greater

(Fiore et al. 1994, Laor et al. 1994). Furthermore, Nandra

et al. (1996) recently found in PGl116+215 evidence for a

iron Ka line from highly ionized ions, which might indicate

a highly ionized accretion disc. Therefore, we conclude that

the small range of rh investigated is not the main cause of

the negative result.

The spectral shape of the hard X-ray component was

assumed to be a power law with aE = 1. This assump-

tion is certainly justified in low luminosity Seyfert galax-

ies but may be wrong in higher luminosity sources. Among

the five high optical luminosity quasars in our sample only

PG1211+143 (Yaqoob et al. 1994), and PGl116+215 (Nan-
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Table 5. Fits with the reflection model (_Th = 0.1)

Name Nil Ms th i a x2/dof

Mark 1152 -'--o.3aa+o.9 "-_-o.219+o.t 0.40 + 0.20 < 18 1 FIXED 25.18/26
46+0.8 1 o +0.6

•v-o.s =-_-o.s 0.44 + 0.08 < 30 1 _t+2.1 24.83/25

Mark 590 5.6 1.1 0.4 11.0 1 FIXED 92.55/28

5 ._+o.6 1 _+0.3 0 a-_+°'°3 3 a+t's 41.94/27•_-o.4 -'_-o.2 "-_-o.o5 < 18 -_-1.2

Mark 1044 8.1 0.14 0.4 80 1 FIXED 138.9/25
a+o-6 n _a+ o.o8•_-ol ..... oo, 0.4 + 0.04 < 10 19_+__, 50.24/24

Mark 110 3.5 1.5 0.40 14.5 1 FIXED 80.68/28

3.6 + 0.2 1.9 + 0.2 0.44 + 0.03 < 16 2.1_+0016 60.23/27

Mark 205 _ a+O'7 • 7+0"1 20 +13...... --0.3 0.40 + 0.08 v__i 2 1 FIXED 51.94/28
6 °7_:$ 9 •+0.4 n _+0.04 a ,+4.8

"'-0.S "'"-0.a .... -o.09 < 44 33.25/27-'_-2.0

Mark 290 ....aa+o.4o.1 v'---o.olno,9+o.ol 0.40 + 0.03 < 6 1 FIXED 56.35/23

9 a+o.s n 9o+o.os 1 0 +3.2 56.11/22•_-o.t .... -o.os 0.40 + 0.02 < 6 . -1.o

NAB 0205+024 3.6 1.8 0.6 59 1 FIXED 352/26

2.5 7.9 0.6 5 34 147.4/25

PG 1116+205 2.4 2.75 0.6 60 1 FIXED 321.8/28

2.4 1.76 0.6 60 0.I 241/27

PG 1211+143 5.9 0.72 0.59 30 I FIXED 86.63/26
Q+o.6 9 _+1.0

"_--t.8 .... O.6 0.60 -- 0.10 29 4- 26 >8 43.06/25

TON 1542 4.3 1.0 0.40 30 1 FIXED 98.27/27

7+0.3 1.8 + 0.4 n __,t+o.o3 11 +as 24.45/26---0.2 .... -o.14 < 45 -1.8

,) Q+0.3 f_ _9+0.48
Mark 478 -'_-OA .... -O.05 0.57 -4- 0.03 < 68 1 FIXED 54.80/23

3 o+°4 2.7_+_:._ , _,_+o.o4 ,._+4_• -0.2 .... -O.lO _-2s > 9 29.73/22

dra et al. 1996) have a published high quality spectrum

(measured by ASCA) above 2 keV. Lower quality spectra

from the EXOSAT ME and the Einstein MPC have been

published by Comastri et al. (1992) and Masnou et al. (1992)

for TON1542 and NAB0205+024 respectively. In all cases

the X-ray energy index measured between 2 and 10 keV is

consistent with our assumption.

The model details depends on several other parameters.

Some of them have been fixed in a more or less arbitrary

way. For instance, the parameter r,, which should describe

the viscosity effects in the disc, is in some sense arbitrary

in its very nature. It is difficult to predict what could be a

reasonable value for a; our choice (0.1) is a common one,

but not for this reason less arbitrary. We have also assumed

a Schwarzschild black hole. This has two consequences: the

gravitational energy conversion factor has been fixed to 0.06

(while for a rotating black hole it can be as high as 0.4); the

relativistic corrections on the spectral shapes are less ex-

treme than for a rotating black hole, mainly due to the fact

that the last stable orbit for a Kerr blaz.k hole can approach

the gravitational radius, while it is 6rg for a Schwarzschild

black hole (e.g. Bardeen et al. 1972; Kojima 1991). Having

used those values for a and the energy conversion factor

should not represent, however, a serious problem in fitting

the data. The major consequence should be to miscalculate

some of the other parameters rather than to make the fits
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unacceptable. The use of the Schwarzschild instead of the

Kerr metric, on the other hand, could have a not negligible

effect to the spectral shape. Unfortunately, the numerical

code for calculations in Kerr metric presently available to

us (Laor 1991) makes use of an angular dependence of the

disc emission which is very much different from that appro-

priate in the physical case under consideration (Matt et al.

the ROSAT PSPC, and with a wider band, like those that

will be performed in the near future by the Low Energy and

the Medium Energy Concentrator Spectrometers on board

the SAX satellite (Scarsi 1993, Paxmar et al. 1996, Boella et

al 1996).
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processing model is not correct altogether, and therefore the

form of the soft excess cannot be simply explained in terms

of characteristics atomic features, like the oxygen K-edges,

or the form of the soft excess is not "universal", being the

soft X-ray spectrum of low optical luminosity and flat c_ox

quasars well described by the reprocessing model while that

of higher luminosity and steeper c_ox quasars is not.

If the second possibility is the right one, then our results

indicate that direct disc emission at soft Xrray energies (at

least in the form we parametrized it) does not dominate the

spectrum of neither low or high optical luminosity quasars.

The observed soft X-ray spectrum of high luminosity, steep

c_Pspc quasars could be due to an optically thin hot (T < 50

keV) corona surrounding the accretion disc (Czerny & Elvis

1987, Fiore et al 1995, Laor et al 1996) or might be produced

by non-thermal emission mechanisms.

To study in a greater detail the soft X-ray emission of

quasars we have to await for measurements with a spectral

resolution in the 0.1-1 keV energy range higher than that of
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ABSTRACT

We present the final results of a ROSAT PSPC program to study the soft X-ray emission

properties of a complete sample of of low z quasars. This sample includes all 23 quasars from

the Bright Quasar Survey with z _< 0.400, and G_ 1020NH I < 1.9 x cm -2. Pointed ROSAT PSPC

observations were made for all quasars, yielding high S/N spectra for most objects which allowed

an accurate determination of the spectral shape. The following main results were obtained:

. The spectra of 22 of the 23 quasars are consistent, to within ,_ 30%, with a single power-law

model at rest-frame 0.2-2 keV. There is no evidence for significant soft excess emission with

respect to the best fit power-law. We place a limit of ,_ 5× 1019 cm -2 on the amount of excess

foreground absorption by cold gas for most of our quasars. The limits are ,,, 1 × 1019 cm -2

in the two highest S/N spectra.

° X-ray absorption by partially ionized gas ("warm absorber") in quasars is rather rare,

occurring for £ 5% of the population, which is in sharp contrast to lower luminosity Active

Galactic Nuclei (AGNs), where absorption probably occurs for _ 50% of the population.

° Extensive correlation analysis of the X-ray continuum emission parameters with optical

emission line parameters indicates that the strongest correlation is between the spectral

slope az, and the Hi/FWHM. A possible explanation for this remarkably strong correlation

is a dependence of a, on L/LEad, as seen in Galactic black hole candidates.

4. The strong correlations between az, and L[o III], Fe II/Hfl, and the peak [0 III] to H_ flux

ratio are verified. The physical origin of these correlations is still not understood.

. There appears to be a distinct class of "X-ray weak" quasars, which form -,_ 10% of the

population (3 out of 23), where the X-ray emission is smaller by a factor of 10-30 than

expected based on their luminosity at other bands, and on their Hfl luminosity. These

may be quasars where the direct X-ray source is obscured, and only scattered X-rays are

observed.

.

°

Thin accretion disk models cannot reproduce the observed 0.2-2 keV spectral shape, and

they also cannot reproduce the tight correlation between the optical and soft X-ray emission.

An as yet unknown physical mechanism must be maintaining a strong correlation between

the optical and soft X-ray emission.

The H I/He I ratio in the high Galactic latitudes ISM must be within 20%, and possibly

within 5%, of the total H/He ratio of 10, which indicates that He in the diffuse H II gas

component of the interstellar medium is mostly ionized to He II or He III.

2



Wefinally note the intriguing possibiUtythat althoughthe averageax in radio-loud quasars

(-1.15 ± 0.14) is significantly flatter than in radio-quiet quasars (-1.72 ± 0.09) the X-ray emission

may not be related to the presence of radio emission. The different average a_ may result from

the strong a_ vs. H_ FWHM correlation and the tendency of radio-loud quasars to have broader

lines.

Subject headings: galaxies: nuclei--quasars: general--X-rays: spectra--interstellar: matter

1 INTRODUCTION

Quasars emit most of their power in the UV to soft X-ray regime. The PSPC detector

aboard ROSAT allowed a significantly improved study of the soft X-ray emission of quasars

compared with earlier missions (some of which were not sensitive below 2 keV), such as HEAO-1,

EINSTEIN, EXOSAT, and GINGA (e.g. Mushotzky 1984; Wilkes _z Elvis 1987; Canizares &:

White 1989; Comastri et al. 1992; Lawson et al. 1992; Williams et al. 1992; and a recent review

by Mushotzky, Done, _: Pounds 1993). These earlier studies indicated that the X-ray emission

above 1-2 keV is well described by a power law with a spectral slope a, = dln f_/dln v of about

-0.5 for radio loud quasars and about -1.0 for radio quiet quasars. Large heterogeneous samples

of AGNs were recently studied using the ROSAT PSPC by Walter & Fink (1993) and by Wang,

Brinkmann, _ Bergeron (1996). However, the objects studied in the papers mentioned above

do not form a complete sample, and the available results may be biased by various selection

effects which were not well defined a priori. In particular, most of the studied objects are nearby,

intrinsically X-ray bright AGNs.

To overcome the potential biases in existing studies we initiated a ROSAT PSPC program

to make an accurate determination of the soft X-ray properties of a well defined and complete

sample of quasars. This program was designed to address the following questions:

1. What are the soft X-ray spectral properties of the low redshift quasar population?

2. Are simple thin accretion disk models (e.g. Laor 1990) able to fit the observed opti-

cal/UV/soft X-ray continuum? are other modifying mechanisms, such as a hot corona

(e.g. Czerny & Elvis 1987) required? Are models invoking optically thin free-free emission

possible (e.g. Ferland, Korista & Peterson, 1990; Barvainis 1993)?

3. Do the observed soft X-ray properties display any significant correlations with other prop-

erties of these quasars? Are these correlations compatible with various models for the

continuum and line emission mechanisms?



Our sample includes all 23 quasars from the BQS sample (Schmidt & Green 1983) with

z _< 0.400, and Gal 1020 G_NI_ I < 1.9 × cm -2, where N H I is the H I Galactic column density as measured

at 21 cm. These selection criteria allow optimal study of soft X-ray emission at the lowest possible

energy. The additional advantages of the BQS sample are that it has been extensively explored at

other wavelengths (see Paper I for further details), and that it includes only bright quasars, thus

allowing high S/N X-ray spectra for most objects. The sample selection criteria are independent

of the quasar's X-ray properties, and we thus expect our sample to be representative of the

low-redshift, optically-selected quasar population.

Preliminary results from the analysis of the first 10 quasars available to us were described

by Laor et al. (1994, hereafter Paper I). Here we report the analysis of the complete sample

which allows us to address the three questions posed above. The outline of the paper is as

follows. In §2 we describe the observations and the analysis of the spectra. §3 describes the

analysis of correlations between the soft X-ray properties and other continuum and emission line

properties. In §4 we compare our results with other soft X-ray observations and discuss some of

the implications. We conclude in §5 with answers to the questions raised above, and with some

new questions to be addressed in future studies.

2 THE OBSERVATIONS AND ANALYSIS OF THE SPECTRA

The complete sample of 23 quasars is listed in Table 1 together with their redshifts, mB and

MB magnitudes (calculated for H0 = 50 km s -1, q=0.5),//, the radio to optical flux ratio, and
Gal

N_ I- The redshifts, roB, and MB magnitudes are taken from Schmidt & Green (1983), R is

taken from Kellerman et al. (1989). Note that 4 of the 23 quasars in our sample are radio loud

(defined here as R > 10).

The Galaxy becomes optically thick below 0.2 keV for the typical high Galactic column of

3 × 1020 cm -2 (Dickey & Lockman 1990; Morrison _: McCammon 1983), and accurate values of
Ga2

NI_ I are therefore crucial even for our low G_ C_lNH I sample. The NI_ I values given in column 7 of

Table 1 are taken from Elvis, Lockman & Wilkes (1989), Savage et al. (1993), Lockman & Savage

(1995), and the recent extensive measurements by Murphy et al (1996). All these measurements

of _NI_ I were made with the 140 foot telescope of the NRAO at Green Bank, WV, using the

"bootstrapping" stray radiation correction method described by Lockman, Jahoda, & McCammon

(1986)_ which provides an angular resolution of 21', and an uncertainty of ANHG_=I × 1019 cm -2

(and possibly lower for our low NH quasars). This uncertainty introduces a flux error of 10% at

0.2 keV, 30% at 0.15 keV, and nearly a factor of 2 at 0.1 keV. Thus, reasonably accurate fluxes

can be obtained down to ,,, 0.15 keV. Note that Murphy et al. (1996) includes accurate N_

measurements for about 220 AGNs, including most AGNs observed by ROSAT, which would



be veryusefulfor eliminatingthe significantsystematicuncertaintyin the PSPCspectralslope
whichmustbepresentwhena low accuracy G_INI_ I is used.

Table 2 lists the PSPC observations of all the quasars. For the sake of completeness we include

also the 10 quasars already reported in Paper I. All sources were detected, and their net source

counts range from 93 to 38,015, with a median value of about 1900 counts. The PROS software

package was used to extract the source counts. Table 2 includes the exposure times, the dates of

the observations, the net number of counts and their statistical error, the count rate, the radius

of the circular aperture used to extract the source counts, the offset of the X-ray position from

the optical position, the ROSA T sequence identification number, and the SASS version used for

the calibration of the data. All objects, except one, are typically within 15H of the center of

the PSPC field of view, so all the identifications are secure. The one exception is PG 1440+356

which is offset by 40', but since this object is very bright in the ROSAT band (Gondhalekar et al.

1994), and in the extreme UV (Marshall et al. 1996), its identification is quite secure. Note that

the exposure times are uncertain by about 4% due to a number of possible systematic errors, as

described by Fiore et al. (1994). The typically large number of counts for each object allows an

accurate determination of the spectral slope for most objects, as described below.

Model fits to the extracted number of source counts per pulse invariant (PI) channel, N_, were

carried out using the XSPEC software package. PI channels 1-12 of the original 256 channels

spectra (E < 0.11 keV), were ignored since they are not well calibrated and are inherently

uncertain due to the large Galactic optical depth. The January 1993 PSPC calibration matrix

was used for observations made after 1991 Oct. 14, and earlier observations were fit with the

March 1992 calibration matrix: The best fit model parameters are obtained by X 2 minimization.

Nearby channels were merged when N_ < 10. A 1% error was added in quadrature to the

statistical error in Nc_ , to take into account possible systematic calibration errors (see Paper I).

2.1 A Single Power-Law

As in Paper I, we fit each spectrum with a single power-law of the form fE = e--NHaEfoEa*,

where fE is the flux density, o"E is the absorption cross section per H atom (Morrison & McCam-

mon 1983), f0 is the flux density at 1 keV, and E is in units of keV. We make three different fits for

each object, with: 1. NH a free paxameter, 2. Gal _ QalNH-N_ I, and _< 2.5 keV,NH=NH I- 3. 0.47 E <

i.e. using only the hard ROSAT band (channels 12 - 34 of the rebinned 34 channels spectra).

A comparison of fits 1 and 2 allows us to determine whether there is evidence for a significant

intrinsic absorption excess or emission excess relative to a single power-law fit with NH=N_GalI.

This comparison also allows us, as further shown in §5.3.3, to determine whether the 21 cm mea-

surement of N_ is a reliable measure of the Galactic soft X-ray opacity. A comparison of fits 2



and3 allowsusto look for a dependenceof thepower-lawslopeonenergy.
Table3providesthe resultsof fits 1-3describedabove. The table includes the 13 objects not

reported in Paper I, and 6 objects from paper I for which we only now have the accurate NHG_

values. For each fit we give the best fitting spectral slope a_, the normalization of the power-law

flux at 1 keV (f0), the best fitting NH, the X2 of the fit (X_t), the number of degrees of freedom

(dof), and the probability for X2 > X_it- The errors Aa_ and ANH in fit 1 were calculated by

making a grid search for models with AX2 = 2.30, as appropriate for 1 a confidence level for two

interesting parameters (e.g. Press et al. 1989). The error on the slope Aax in fits 2 and 3 is

calculated by requiring AX2 = 1.0 (i.e. 68% for one interesting parameter). We neglect the effect

of G_aANI_ I on Aax in fits 2 and3 since we use accurate N_ 1 for all objects.

The observed and best fit spectra for the 13 quasars not reported in paper I are displayed

in Figure 1. There are 3 panels for each object. The upper panel displays the observed count

rate per keV as a function of channel energy, the histogram represents the expected rate from

the best fit power-law model, N_, with NH a free parameter (fit 1). The middle panel displays

A/a, where A = N_ - Nc_ °d, and a is the standard error in N_. This plot helps indicate

what features in the spectrum axe significant. The lower panel displays the fractional deviations

from the expected flux, or equivalently A/Nc_ °d, which indicates the fractional amplitude of the

observed features.

As shown in Table 3, in all 13 objects the simple power-law model with G_NI_ I (fit 2) provides

an acceptable fit (i.e. Pr(x 2 > X_t) > 0.01). Note in particular the spectrum of PG 1116+215,

which despite the very high S/N available (24,272 net counts), shows no deviations from a simple

power law above a level of _ 10%. In Paper I a simple power-law model could not provide an

acceptable fit to three of the 10 quasars, though in two of them the apparent features could not

be fit with a simple physical model, and in one of them this may be due to calibration errors (see

§4.1).
As mentioned above, a comparison of the free NH fit (fit 1) with the NHG_ fit (fit 2) allows

us to look for evidence for aa absorption or an emission excess. We measure the statistical

significance of the reduction in X_t with the addition of NH as a free parameter using the F

test (Bevington 1969). In PG 1440+356 we find a significant reduction with Pr= 7.5 × 10 -4

(F=12.98 for 26 dof), where Pr is the probability that the reduction in X 2 is not statistically

significant (calculated using the FTEST routine in Press et hi. 1989). The NH obtained in fit

1 suggests intrinsic absorption of about 5 × 1019 cm -2 above the Galactic absorption. However,

unlike all other objects, PG 1440+356 was observed significantly off axis (see Table 2), and some

small systematic calibration errors may be present there. Note also that the X_t of the fit with
Gal

NI_ I (Pr=0.05) is still acceptable. We therefore cannot conclude that an extra absorber must be

present in PG 1440+356. Marshall et al. (1996) found a very steep slope (a = -4.7 + 0.65) in



PG 1440+35at 0.1-0.15keV(80-120/_)usingtheExtremeUV Explorer.Thereis noindication
for sucha componentin the PSPCspectrumbelow0.15keV (Fig.lc). However,giventhe very
low sensitivityof the PSPCbelow0.15keV,sucha steepsoft componentmaystill beconsistent
with the PSPCspectrum.In the other12objectsthe freeNH fit does not provide a significant

improvement (i.e. Pr> 0.01), and thus there is no clear evidence for either intrinsic absorption,

or low energy excess emission above a simple power-law.

Figure 2 compares the Galactic NH deduced from the accurate 21 cm measurements with the

best fit X-ray column deduced using the free NH fit. The straight line represents equal columns.

The X 2 of the NH(21 cm)=Nn(X-ray) model is 31.9 for 22 dof (PG 1001+054 was not included

because of the low S/N), which is acceptable at the 870 level. This result demonstrates that there

is no significant excess absorption over the Galactic value in any of our objects. It is interesting to

note that in our highest S/N spectra, PG 1116+215 and PG 1226+023, NH(X-ray) is determined

to a level of 0.8 - 1 × 1019 cm 2, and is still consistent with NH(21 cm), indicating that both

methods agree to better than 1070.

The average hard ROSAT band (0.5-2 keV) slope for the complete sample is -1.59 + 0.08

(excluding PG 1114+445 which is affected by a warm absorber, and PG 1001+054 and PG

1425+267 where the S/N is very low). This slope is not significantly different from the average

slope for the full ROSATband, -1.63 + 0.07.

Spectral fits to the PSPC spectra of some of the objects in our complete sample were already

reported by Gondhalekar et al. (1994), Ulrich & Molendi (1996), Rachen, Mannheim, & Biermann

(1996), and Wang, Brinkmann, _: Bergeron (1996). The results of the single power-law fit with a

free NH in these papers are all consistent with our results for the overlapping objects. The only

discrepancy is with PG 1444+407 were both us and Wang et al. find a similar slope but Wang

et al. find evidence for absorption, while we find no such evidence. For a simple power-law fit

to PG 1444+407 Wang et al. find X 2 = 26 for 20 dof which is acceptable only at the 17% level

(_ 1.4a level), while we find for such a fit X 2 = 14.7 for 20 dof, which is acceptable at the 8070

level.

As discussed in paper I (§5.1.3), the difference in spectral slopes at hard and soft X-rays raises

the possibility that a_ may be changing within the PSPC band itself. The individual spectra

are well fit by a simple power law, and thus any spectral curvature must be consistent with

zero. Stronger constraints on the spectral curvature may be obtained by measuring the average

curvature parameter (fl, defined in Paper I) for the complete sample since the random error in

the mean is smaller by _ _ 5 than the random error for individual objects. Unfortunately,

the PSPC calibration uncertainty at low energy, discussed in Paper I, introduces a systematic

error in _ (which obviously does not cancel out as v/-N), and as shown in paper I, does not allow

a reliable determination of the curvature parameter. We therefore did not try to constrain the



spectralcurvatureparameterin this paper.

3 CORRELATION ANALYSIS

Table 4 presents 8 of the 12 rest-frame continuum parameters and 7 of the 18 emission line

parameters used for the correlation analysis. The definitions of the spectral slopes are as in Paper

I. The X-ray continuum parameters are from fit 2, and from Paper I. The near IR and optical

continuum parameters axe taken from Neugebauer et al. (1987). The emission line parameters

were taken from Boroson & Green (1992). Luminosities were calculated assuming H0=50 km s -1

and qo = 0.5.

The four additional continuum parameters not presented in Table 5 for the sake of brevity

are c_irx, (_h_ (defined in Paper I), radio luminosity (KeUerman et al. 1989), and 1/zm luminosity

(Neugebauer et al. 1987). The 11 emission line parameters not detailed in Table 5 are: [O III]

EW, Fe II EW, H/3 EW, He II EW, [O III]/H/3 and He II/Hfl flux ratio, [O III] peak flux to H/3

peak flux ratio, radio to optical flux ratio, and the H/3 assymetry, shape, and shift parameters.

All these 11 parameters are listed in Table 2 of Boroson & Green (1992).

The significance of the correlations was tested using the Spearman rank-order correlation

coefficient (rs) which is sensitive to any monotonic relation between the two variables. A summary

of the main correlation coefficients and their significance is given in Table 5.

3.1 The Significance Level

In Paper I the correlation analysis was carried out using 10 objects, and only relatively strong

correlations (rs >_ 0.76) could be detected at the required significance level (Pr_< 0.01). Here,

with 23 objects, a Pr_< 0.01 corresponds to rs _> 0.52, and we can thus test for the presence of

weaker correlations, and check whether the correlations suggested in Paper I remain significant.

We have searched for correlations among the 12 continuum emission parameters, and between

these 12 parameters and the 18 emission line parameters listed above, which gives a total of 294

different correlations. One thus expects about 1 spurious correlation with Pr< 3.4 x 10 -3 in our

analysis, and for a significance level of 1% one would now have to go to Pr< 3.4 × 10 -5, rather than

Pr< 1 × 10 -2. However, we find that there are actually 42 correlations with Pr_< 3.4 x 10 -3, rather

than just one, in our sample. Thus, the probability that any one of them is the spurious one is only

2.4%, and the significance level of these correlations is reduced by a factor of 7 (= 0.024/0.0034),

rather than a factor of 300. Below we assume that correlations with Pr< 1 x 10 -3 are significant

at the 1% level (there are 30 correlations with Pr< 1 × 10-3, versus an expected number of

0.3). Thus, given the large number of correlations we looked at, we can only test reliably for

correlations with r8 >_ 0.64 (which corresponds to Pr_< 1 x 10-3 for 23 data points).



3.2 The Near IR to X-Ray Energy Distribution

A comparison of the rest-frame spectral energy distributions of all 23 quasars is shown in

Figure 3. The 3-0.3 #m continuum is from Neugebauer et ai. (1987), and the 0.2-2 keV continuum

is from paper I and from this paper. The upper panel shows the absolute luminosities, and the

lower 2 panels the luminosity normalized to unity at log _ = 14.25 for radio quiet quasars and for

radio loud quasars. Note the relatively small dispersion in the normalized 0.3 keV (log v = 16.861)

luminosity. The outlying objects are labeled. PG 1626+554 is the only object where a steep _x is

clearly associated with a strong soft excess (relative to the near IR flux). In other objects a steep

(_x tends to be associated with a low 2 keV flux. This trend is also suggested by the presence of a

marginally significant correlation between at and (_ox (rs = 0.533, Pr= 0.0089, see below), and

the absence of a significant correlation between ax and (_os (rs = -0.201, Pr= 0.36).

The X-ray luminosity distribution appears to be bimodal with two quasars, PG 1001+054

and PG 1411+442, being a factor of 30 weaker than the mean radio quiet quasar. These two

quasars appear to form a distinct group of 'X-ray weak quasars'. The statistics for the radio loud

quasars (RLQ) are much poorer, and there is no well defined mean, but PG 1425+267 may be a

similar X-ray weak RLQ.

3.3 Correlations with Emission Line Properties

Figure 4 presents the correlations between the hard X-ray luminosity, L: kev (log v = 17.685),

or the soft X-ray luminosity, L0.3 keV, with the luminosities of HZ, [0 III], He II, or Fe II. The

value of rs and the two sided significance level (Pr) of rs are indicated above each panel. Upper

limits were not included in the correlations. Thus, the actual correlations for He II, where there

are 5 upper limits, are likely to be smaller than found here (there is only one upper limit for

[0 III] and Fe II, and none for Hf_). Excluding He II, the X-ray luminosity is most strongly

correlated with LI_ (rs = 0.734, Pr= 6.6 x 10-s). We note in passing that LHZ has an even

stronger correlation with the luminosity at 3000/_(rs = 0.866, Pr= 9 × 10-s) and with the near

IR luminosity at 1 #m (rs = 0.810, Pr= 2.7 x 10-6).

The position of the X-ray weak quasars is marked in Fig.4. Both PG 1001+054 and PG 1411+442

appear to have an X-ray luminosity weaker by a factor of about 30 compared to other quasars

with similar LHZ. PG 1425+267 is also weaker by a factor of ,- 10 compared with the other RLQ.

These ratios are the same as those found above in §3.2, based on the spectral energy distribution.

Figures 5a-d displays various emission parameters which correlate with at (as obtained with

NH=N_). The FWHM of Hf_, L[o III], the Fe II/H_ flux ratio, and the ratio of [0 III] peak

flux to H E peak flux (as defined by Boroson & Green) are the emission line parameters which



correlatemoststronglywith a_. As found in Paper I, all the a_ versus emission line correlations

become significantly weaker when we use ax obtained with the free NH fit.

The X-ray weak quasars are labeled in the aox vs. a_ correlation in Figure 5e. As expected

they have a steeper than expected aox for their ax. The last parameter shown in Figure 5f is
1/2 2

1.5L14.25Av- , where Av =H;3 FWHM. This parameter is related, under some assumptions, to

the luminosity in Eddington units, as further discussed in §4.7.

4 DISCUSSION

4A The Soft X-Ray Spectral Shape

We find an average spectral index (a_) = -1.62 + 0.09 for the complete sample of 23 quasars,

where the error here and below is the uncertainty in the mean. This slope is consistent with the

mean slope (a_) = -1.57 ± 0.06 which we found for the subsample of 24 quasars out of the 58

AGNs analyzed by Walter & Fink (1993, the other 34 AGNs in their sample are Seyfert galaxies

(as defined by V_ron-Cetty & V_ron 1991). A similar average slope of -1.65 ± 0.07 was found by

Schartel et al. (1996) for 72 quasars from the LBQS sample detected in the ROSATall sky survey

(RASS). Puchnarewicz et ai. (1996) find a significantly flatter mean slope, (a_) = -1.07 ± 0.06,

in a large sample of 108 soft X-ray selected AGNs. The reason for this dramatic difference is not

entirely clear, but it may be related to intrinsic absorption, as suggested by Puchnarewicz et al.

(see §4.2).

RLQ are known to have a flatter a_ than radio quiet quasars (RQQ) at energies above the

PSPC band (e.g. Wilkes & Elvis 1987, Lawson et al. 1992). We find (ax) = -1.72 + 0.09 for the

19 RQQ, and (a_) = -1.15:t=0.14 for the 4 RLQ in our sample. We find a similar trend using the

Walter _: Fink quasar data, where (ax) = -1.61 ± 0.08 for the RQQ and (ax) = -1.36 ± 0.08 for

the RLQ. We therefore find that the trend observed at harder X-rays also extends down to the

0.2-2 keV band. Schartel et al. (1995) stacked PSPC images of 147 RQQ and 32 RLQ finding for

the sum images (_x) = -1.65 ± 0.18 for RQQ and (ax} = -1.00 ± 0.28 for the ttLQ. However,

the mean redshift of their objects is ,_ 1.3 and thus their results apply to the ,,_ 0.45 - 4.5 keV

band.

As discussed in Paper I, the ROSATPSPC indicates a significantly different soft X-ray spectral

shape for quasars compared with earlier results obtained by the EINSTEIN IPC and EXOSAT

LE+ME detectors (e.g. Wilkes & Elvis, 1987; Masnou et ai. 1992; Comastri et al. 1992; Saxton et

al. 1993; Turner & Pounds 1989; Kruper, Urry & Canizares 1990). In particular, earlier missions

suggested that the hard X-ray slope (Lawson et al. 1992; Williams et al. 1992) extends down

to ,,_ 0.5 keV with a steep rise at lower energy. Here we find that the 0.2-2 keV spectrum is fit
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well by a singlepower-lawwith Galacticabsorption.This indicatesthat: 1). the breakbetween
the soft andhard X-rayslopemustoccurwellabove0.5keV,2) thebreakmust begradual,and
3) thereis no steepsoft componentwith significantflux downto _ 0.2keV. As mentionedin
PaperI, the differentEINSTEIN IPC and EXOSAT LE+ME results may be traced back to

the combined effect of the lower sensitivity of these instruments below ,,_ 0.5 keV, and possibly

some calibration errors. Small systematic errors in the PSPC response function appear to be

present below 0.2 keV (Fiore et al. 1994), and this instrument is thought to be significantly

better calibrated than earlier instruments at low energy.

No significant spectral features are present in the PSPC spectra of all 13 additional quasars

reported here, indicating that intrinsic features must have an amplitude of less than 10-20%. Note,

in particular the high S/N spectrum of PG 1116+215, where the number of counts is about 12

times the median sample counts, yet this spectrum is still consistent with a simple power-law. For

the complete sample we find that only 1 quasar, PG 1114+445, has a significant physical feature

which is well described by a warm absorber model. In two other quasars, PG 1226+023 and

PG 1512+370, there are significant features below 0.5 keV (paper I). In the case of PG 1512+370

the features are at a level of _ 30%, and in PG 1226+023 they are at a level _10% and may

well be due to small calibration errors. This result is consistent with the result of Fiore et al.

(1994) who found that a simple power-law provides an acceptable fit to the individual spectra of

six high S/N PSPC quasar spectra.

A composite optical to hard X-ray spectral energy distribution for RLQ and RQQ is displayed

in Figure 6. To construct it we used the mean L14.2s (Table 5), the mean _o, the mean a_, and

the mean aox in our sample. We excluded from the mean the three X-ray weak quasars, and

PG 1114+445, where _ is highly uncertain due to the presence of a warm absorber. The mean

spectra were extended above 2 keV assuming a slope of -1 for RQQ and -0.7 for RLQ. The

Mathews & Ferland (1987, hereafter MF) quasar energy distribution is also displayed for the

purpose of comparison. The MF shape assumes a steep soft component with a break to the hard

X-ray slope above 0.3 keV, and it therefore significantly underestimates the soft X-ray flux at

0.2- 1 keV.

RLQ tend to be somewhat stronger hard X-ray sources than RQQ. This trend, together with

the flatter X-ray slope of RLQ was interpreted by Wilkes & Elvis (1987) as possible evidence

for a two component model. In this interpretation ttLQ have the same hard X-ray component

with az "_ -1, as in RQQ, with an additional contribution from a flatter a_ ,,_ -0.5 component,

making their overall X-ray emission flatter and brighter. The additional X-ray component in

KLQ could be related to the radio jet, e.g. through inverse Compton scattering. The composite

spectrum suggests that although RLQ are brighter at 2 keV, they may actually be fainter at

lower energy because of their flatter a_. The ttLQ composite is based only on four objects and
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is therefore rather uncertain. In addition, the results of Sanders et al. (1989 §III.c) suggest that

RLQ in the PG sample are about twice as bright at 2 keV compared with RQQ of similar optical

luminosity, rather than the ,,_ 30% found for the composite, thus the difference in PSPC c_ would

imply a smaller difference at 0.2 keV than shown in the composite. If RLQ are indeed weaker

than RQQ at 0.2 keV then the two component model suggested above would not be valid, and

RLQ need to have a different X-ray emission process, rather than just an additional component.

The difference between KLQ and RQQ may actually be unrelated to the radio emission prop-

erties, as discussed in §4.4.

Figure 6 also displays a simple cutoff power-law model of the form L_ c( va°e -h_'/kT¢'_' with

C_o = -0.3 and Tcut -- 5.4 × 10 5 K. This is an alternative way to interpolate between the UV

and soft X-ray emission, and it is also a reasonable approximation for an optically thick thermal

component. The lack of a very steep low energy component down to 0.2 keV allows us to set an

upper limit on Tout. The upper limit is set using ao and _o8' the slope from 3000/_ to rest frame

0.15(1 + z) keV (the lowest energy were the Galactic absorption correction error_< 30%), given by

C_o8,= [2.685C_o_- (17.685- logvs,)a::]/log(v_,/lOlS), where logu_, = 16.560+ log(1 + z).

The upper limit on the cutoff temperature T_cutis related to the spectral slopes by

T_ t = 4.8 × 10-11(us, - 101S)loge• .-::i.,) K.

We find a rather smal] dispersion in T_l_t with (T_l_t) = (5.5 4- 2.6) × l0 s K, averaged over the

complete sample (Table 4), which corresponds to a cutoff energy of 47 eV, or about 3.5 Ryd.

This value of T_lcutcorresponds very closely to the far UV continuum shape assumed by MF (see

Fig.6).

Walter et al. (1994) fit such a cutoff model directly to six quasars and Seyfert galaxies finding

(Ecut) = 634- 12 eV, or (Tcut)= (7.34- 1.4) x 105 K, while Rachen, Mannheim & Biermann (1996)

find using such a model (Tcut>: (6.3 4- 2.3) x 105 K for 7 quasars and Seyfert galaxies. These

values are consistent with our results. The small dispersion in Tcut reflects the small dispersion

in sos in our sample, which is in marked contradiction with the dispersion predicted by thin

accretion disk models, as further discussed in §4.5.

4.2 Intrinsic Absorption

As shown in Fig.2, the H I column deduced from our accurate 21 cm measurements is consistent

for all objects with the best fit X-ray column. It is quite remarkable that even in our highest

S/N spectra the 21 cm and X-ray columns agree to a level of about i x 1019 cm -2, or 5-7%. This
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agreementis remarkablesincethe21cmline andthe PSPCareactuallymeasuringthe columns
of differentelements.Mostof thesoftX-ray absorptionis dueto tie I or HeII, rather than H I,
andthe H I columnis indirectlyinferredassumingthe columnratioH I/He I= 10.Thefact that
the 21cm line and the PSPC give the same H I column implies that the H I/He column ratio at

high Galactic latitudes must indeed be close to 10. The dispersion in the H I/He column ratio is

lower than 20% (based on typical quasars in our sample), and may even be lower than 5% (based

on our highest S/N spectra). There is therefore no appreciable Galactic column at high Galactic

latitudes where the ionized fraction of H differs significantly from the ionized fraction of He, as

found for example in H II regions (e.g. Osterbrock 1989).

The consistency of the 21 cm and X-ray columns also indicates that the typical column of

cold gas intrinsic to the quasars in our sample must be smaller than the X-ray NH uncertainty,

or about 3 × 1019(1 + z) 3 cm -2. An additional indication for a lack of an intrinsic cold column in

quasars comes from the fact the the strong correlations of a_ with the emission line parameters

described above (§3.3) become weaker when we use a_ from the free NH fit rather than a_ from
Galthe fit with N H I- This indicates that NG_ 1 is closer to the true NH than the free NH (see

discussion in Paper I). In our highest S/N spectra we can set an upper limit of ,_ 2 × 1019 cm -2

on any intrinsic absorption. As discussed in Paper I, the lack of intrinsic X-ray column for most

quasars is consistent with more stringent upper limits set by the lack of a Lyman limit edge, as

well as the He I and the He II bound-free edges in a few very high z quasars.

Puchnarewicz et al. (1996) suggest that the strong az vs. aox correlation in their sample is

due to absorption of the optical and soft X-ray emission by cold gas and dust. They show that

the a, vs. ao, correlation for the 10 objects in Paper I can be explained by a universal spectral

shape absorbed by a gas with a column of up to NH= 3 x 102° cm -2 (see their Figure 16). As

described above, such absorbing columns are clearly ruled out by our high S/N spectra.

The mean ao in the Puchnarewicz et al. sample is -0.92 + 0.07, which is significantly steeper

than the mean so for optically selected quasars, e.g. a median of -0.2 for 105 PG quasars

(Neugebauer et al. 1987), a median of -0.32 for 718 LBQS quasars (Francis et al. 1991), and

(so/ = -0.36 =k 0.05, in our sample. Puchnarewicz et al. suggested that the much flatter so of

the PG quasars is a selection bias since these quasars were selected by the strength of their UV

excess. However, the PG sample was selected on the basis of the color criterion U - B < -0.44,

which using the flux transformations of Allen (1973), corresponds to ao _> -1.8. Thus, most of

the red quasars discovered by Puchnarewicz et al. fit into the PG color criterion. The difference

between the soft X-ray selected and optically selected quasars must reflect the true tendency

of X-ray selected quasars to be significantly redder than optically selected quasars. These red

quasars may very well be affected by a large absorbing column (NH> 1021 cm-2), as suggested

by Puchnarewicz et al.
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Intrinsic absorptionis commonin Seyfert1 galaxies. About half of the Seyfertgalaxies
observedby Turner& Pounds(1989)usingthe EXOSAT LE+ME detectors, by Turner, George

Mushotzky (1993) using the ROSATPSPC, and by Nandra &: Pounds (1994) using the GINGA

LAC, show low energy absorption, or spectral features inconsistent with the simple power-law

typically observed above 2 keV. Quasars are very different, excess absorption produces significant

spectral features only in one object (PG 1114-{-445, see paper I), i.e. ,,_ 5% (1/23) of the objects,

and the absorbing gas is partially ionized ("warm"), rather than neutral. We cannot, however,

rule out partial absorption, or complete absorption and scattering, by a very high column density

(NH> 1024 cm -2) gas since such effects may only suppress the flux level without affecting the

spectral shape, and without inducing significant spectral features. As described in §4.8, we suspect

that such strong absorption may indeed be present in about ,-_ 10% (3/23) of the quasars in our

sample (the X-ray weak quasars).

4.3 Implications of the Continuum-Continuum Correlations

The continuum-continuum luminosity correlations found here are all weaker than found in

Paper I. This is mostly due to the three X-ray weak quasars which were not present in Paper I.

For example, in Paper I we found that f0.3 keY can be predicted to within a factor of two, once

fl.69 ,m is given. This statement is still valid if the 4 extreme objects labeled in Fig.3 middle

panel are excluded. The implications of the near IR versus X-ray luminosity correlation on the

X-ray variability power spectrum were discussed in Paper I.

In Paper I we noted the similarity (aox> = (ax> = -1.50, which was also noted by Brunner et

al. (1992) and Turner, George & Mushotzky (1993). However, we argued there that this similarity

is only fortuitous, and that it does not imply that the X-ray power law can be extrapolated into

the UV since the optical slope is significantly different. Here we find that the relation (ao:_ I "_ (a,l

holds only roughly for the complete sample where (aox) = -1.55 + 0.24, and (ax) = -1.62 ± 0.45.

This relation does not hold when the sample is broken to the RQQ where (aox) = -1.56 ± 0.26,

and (ax) = -1.72 ± 0.41,and to the KLQ where (aox)= -1.51 ± 0.16,and (ax>= -1.15 ± 0.27.

A significantly flatter ((_ox) is obtained when the three X-ray weak quasars, and the absorbed

quasar PG 1114+445 are excluded. Thus, "normal" RQQ quasars in our sample have (c_ox) =

-1.48 ± 0.10, (a_) -- -1.69 ± 0.27, while for the RLQ (aox) = -1.44± 0.12, (ax) = -1.22 ± 0.28,

where the ± denotes here and above the dispersion about the mean, rather than the error in the

mean.

The a_ versus ao_: correlation found here is weaker than in Paper I due to the presence of

the X-ray weak quasars. However, the other 20 quasars appear to follow a trend of increasing

a_ with increasing ao:_ (Fig.5e), indicating as discussed in Paper I that a steep a:: is generally
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associatedwith a weakhardX-ray component(at 2 keV),rather than astrongsoftexcess.The
only object which clearlyviolatesthis trend is PG 1626+554(Fig.3), whichhasboth a steep
c_xand a strongsoft excess.Puchnarewicz,Mason& Cordova(1994)and Puchnarewiczet al.
(1995a;1995b)presentPSPCspectraof threeAGNswith extremelystrongsoft excess,where

L0.2keV> L3000 _. Our sample suggests that such objects are most likely rare, as can also be
inferred from the selection criteria of Puchnarewicz et al. who selected their three objects from

the ROSATWFC a11 sky survey, in which only five AGNs were detected. This selection criterion

implies that these AGNs must have a very high far UV flux.

The soft X-ray selected quasars in the Puchnarewicz et al. (1996) sample have (ao=) =

-1.14 -t- 0.02, and none of their quasars is "X-ray weak", i.e with C_o=< -1.6. The absence of

X-ray weak quasars in their sample is clearly a selection effect. The small survey area implies

that most quasars in their sample are optically rather faint (ms _' 18-19). "Normal" _o_ quasars

in their sample produce a few hundred PSPC counts, but "X-ray weak" quasars are below their

detection limit. The abundance of "X-ray loud" quasars (i.e c_o_ > -1) in the Puchnarewicz

et al. sample is consistent with their rarity in optically selected samples. For example, quasars

with C_o== -1 are about 20 times fainter at 3000/_ than quasars with c_ox = -1.5, for the same

L=. Since the space density of quasars increases as _ Lo-p2ts (§4.5) there are about 2,000 times

more of these fainter quasars per unit volume in space. Thus, even if only 0.1% of quasars at a

given ,,, Lopt have ao_ = -1, there would still be twice as many quasars with (_o_ = -1 than

c_ox = -1.5 per unit volume in space, at a given Lx.

4.4 Implications of The Continuum-Line Correlations

The presence of the strong correlations of (_x with the H/3 FWHM, with L[o IIl],and with the

Fe II/H/3 ratio described in Paper I is verified here. The correlation coefficients for the complete

sample are comparable or somewhat smaller than those found in Paper I, but since the sample is

larger the significance level is now much higher (Fig.5). We also report here an additional strong

correlation of ax with the ratio of [0 III] peak flux to the H/3 peak flux, which is one of the

emission line parameters measured by Boroson & Green. The a= versus H/3 FWHM correlations

is the strongest correlation we find between any of the X-ray continuum emission parameters and

any of the emission line parameters reported by Boroson & Green (with the addition of fines

luminosities reported in Table 5).

The ax versus H/3 FWHM correlation is much stronger than the well known ax correlation

with radio loudness (rs = 0.26, Pr=0.23 in our sample, but see Wilkes & Elvis 1987 and Shastri

et al. 1993 for stronger correlations). Thus, the fact that the average (_= in R.LQ is significantly

flatter than in RQQ (§4.1) may actually be completely unrelated to the presence of radio emission,
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it mayjust reflect the fact that RLQ tend to havebroaderlinesthan ttQQ (e.g. Tables3 and 5

in Boroson & Green). This appears to be the case in our sample, where the I_LQ follow the same

a_ versus HE FWHM distribution defined by the RQQ (Fig.5a). This intriguing suggestion can

be clearly tested by comparing a_ for RLQ and ttQQ of similar Hi3 FWHM.

BoUer, Brandt _: Fink studied in detail narrow line Seyfert 1 galaxies (NLS1) and they also

find an apparently significant trend of increasing ax with increasing HE FWHM. However, the

scatter in their sample is significantly larger than what we find here. In particular they find a

large range of ax for HE FWHM< 2000 km s-1, where only a few objects are available in our

sample. The overall larger scatter in the Boller, Brandt & Fink data is probably due in part to

the generally larger statistical errors in their a_ determinations. Large systematic errors may

also be induced by the use of HE FWHM from a variety of sources. The measured H_3 FWHM

can be sensitive to the exact measuring procedure, such as continuum placement, subtraction of

Fe II blends, and subtraction of the narrow component of the line (produced in the narrow line

region) which may not be well resolved in low resolution spectra. For example, Shastri et al. 1993

and Boroson &: Green measured the HE FWHM independently for 13 overlapping objects, in 8

of which their values differ by more than 1000 km s -1. Other than these technical reasons the

increased scatter may represent a real drop in the strength of the correlation when the luminosity

decreases from the quasar level studied here to the Seyfert level studied by Boller, Brandt &

Fink. One should also note that intrinsic absorption is probably common in Seyfert 1 galaxies

(Turner & Pounds, 1989; Turner, George & Mushotzky, 1993), and such an absorption may lead

to a large systematic error in a_ unless a high S/N spectrum is available indicating that features

are present.

Wang, Brinkmann & Bergeron (1996) analyzed PSPC spectra of 86 AGNs, including 22 of

the 23 quasars from our sample. Their sample is more heterogeneous than ours and includes

some high z quasars and a number of AGNs selected by their strong Fe II emission. The various

correlations found by Wang et al. are typically similar, or somewhat weaker than found here. For

example, their(our) values are rs = -0.73(-0.79) for ax versus HE FWHM, and rs = 0.65(0.714)

for a_ versus Fe II/H_3. The somewhat smaller values found by Wang et al. may result from their

inclusion of z > 0.4 quasars, where ax measures a higher energy slope than measured here, and

from their use of a free NH fit (limited from below by G_INI_ I), which increases the random error

in a_ (see Paper I).

We verify the strong correlation between LH_ and L_ kev found in Paper I. The correlations of

the other lines with X-ray luminosity are significantly weaker than found in Paper I, and they are

only marginally significant. Corbin (1993) found significant correlations of L2 keV with Fe II/H_

(rs = -0.474), and of L2 kev with the HE asymmetry (rs = -0.471). We find that neither

correlation is significant in ot{r sample (rs = -0.288, Pr=0.19, and rs = -0.106, Pr=0.63).
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Sincewecanonly test for correlationwith rs > 0.64,wecannotsecurelyexcludethe presenceof
the correlationsreportedby Corbin.

As discussedin PaperI, the ax versus L[o III] correlation can be used to place a limit on the

ax variability on timescales shorter than a few years. Given the scatter in this correlation we

estimate that ax should not vary by significantly more than 0.3 on these timescales.

It is hard to interpret the az versus [0 III] to HI3 pea& flux ratio correlation since the physical

meaning of the [O III] to HE peak flux ratio parameter defined by Boroson & Green is rather

obscure. The [O III] peak flux is related to the width of [O III], and the [0 III] to H/3 peak flux

ratio may thus partly reflect the FWHM ratio of these lines. Thus, this correlation may represent

a correlation of the [O III] FWHM with a_. High spectral resolution measurements of the [0 III]

line profile are required to test this possibility.

4.5 Inconsistency with Thin Accretion Disk Models

Figure 7 presents the continuum emission from two thin accretion disk models. The models are

for a disk around a rotating black hole, and viscous stress which scales like the Pg__P_, where

Praa is the radiation pressure and Pga_ is the gas pressure (Laor & Netzer 1989). Significant soft

X-ray emission is obtained for disks with a high accretion rate and a small inclination. However,

as discussed by Fiore et al. (1995), the observed soft X-ray spectral slope is always much flatter

than the one produced by a thin 'baze' accretion disk model. As noted above there is no indication

in the 0.2-2 keV band for a very steep and soft "accretion disk" component.

Although thin disks cannot reproduce the 0.2-2 keV spectral shape, they may still be able

to contribute a significant fraction of the flux at the lowest observed energy, i.e. 0.2-0.3 keV,

above which a non thermal power-law component sets in. As noted by Walter et al. (1994) and

in Paper I, accretion disk models predict a large dispersion in the optical/soft X-ray flux ratio,

and the strong correlation between these fluxes argues against the idea that a thin disk produces

both the optical and soft X-ray emission. The arguments put by Walter et al. and in Paper I

were only qualitative, and were not based on actual disk models. Furthermore, the objects in

the small sample of Walter et al. were selected from known optically bright AGNs, and they also

had to be bright soft X-ray sources since most spectra were obtained from the ROSAT all sky

survey. Thus, these objects were a priori selected to be bright at both optical-UV and at soft

X-rays, and the absence of a large scatter in the UV/soft X-ray flux ratio may just reflect the

sample selection criteria. Such selection effects are not present in our sample since the sample was

defined independently of the X-ray properties, and X-ray spectra were obtained for all objects.

Below we describe a detailed calculation of the expected distribution of optical/soft X-ray

flux ratio for a complete optically selected sample based on the thin disk models of Laor _:
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Netzer(1989),andshowthat suchmodelscannotbereconciledwith theobserved distribution of

optical/soft X-ray flux ratio in our complete sample.

The optical/soft X-ray flux ratio, aos, of a given disk model depends on the black hole mass,

accretion rate rh, and inclination angle 8 = cos -1 _. We now need to determine what distributions

of these parameters which will be consistent with the observed luminosity function in a complete

optically selected sample. The intrinsic distribution of disk inclinations must be random. How-

ever, the observed distribution depends on the shape of the luminosity function of quasars, and

possible obscuration effects, as described below.

The luminosity function of quasars is parametrized using the number density of quasars per

unit volume per magnitude ¢ - d2N/dMdV, and it is well fit by a power-law over a restricted

range of magnitude, M. Using Figure 2 in Hartwick & Schade (1990) we find log • = 0.55M + c

for z < 0.2 and log ¢ = 0.66M + c for 0.4 < z < 0.7, where c is a constant. Since our sample is

restricted to z < 0.4 we assume log¢ = 0.6M + c. Using the relation M = -2.51ogL + c we get

that dn/dL oc L -2'5, where n --" dN/dV.

The apparent luminosity of a flat disk Lapp is related to its intrinsic luminosity through

Lapp : 2pL, neglecting limb darkening effects which steepen the # dependence, and relativistic

effects which flatten the # dependence. This provides a reasonable approximation in the optical-

near UV regime (see Laor, Netzer, _ Piran 1990). Assuming dN/d# = const, i.e. a uniform

distribution of inclination angles for the intrinsic quasar population, we would like to find dn/dp

for a given Lapp. When Lapp is fixed, # oc L -1, and substituting # in the expression for dn/dL

we get dn/d# oc #o.5. Thus although the disks are assumed to have a uniform distribution of

inclination angles the observed distribution at a given Lap p is biased towards face on disks.

To reproduce the observed luminosity function we choose two values of _n = 0.1, 0.3, where

rh is measured in units of the Eddington accretion rate. Since L cc mgrh, where m9 is the black

hole mass in units of 109M® the required mass distribution is dn/dm9 oc m92"s. The observed

number of objects in a flux limited sample is dNob/dL o_ dn/dL x V(L), where V(L) cx L 3/2 is

the observable volume for a flux limited sample, such as the BQS sample. We therefore select a

mass distribution of dNob/dm9 oc m_ 1

Figure 8 compares the observed distribution of aos, as a function of _,L_ at 3000/_, with the

one expected from thin accretion disk models with the parameter distribution described above.

Thin disk models cannot account for the very small scatter in aos.

The range of observed disk inclinations may actually be smaller than assumed here. For

example, for a certain range of inclinations the disk may be completely obscured by an optically

thick torus, as suggested in unification schemes for RQQ (e.g. Antonucci 1993). However, even

if/_ is fixed at a given value for all AGNs (say _u = 1 which corresponds to the points extending

from aos = -1.5 on the left axis to log vL_, = 46.5 on the bottom axis of Fig.8), the range in m9
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and rh will stil produce a range in aos which is much larger than observed.

The X-ray power-law emission is most likely produced by Comptonization of the thermal disk

emission in a hot corona above the disk (e.g. Czerny & Elvis 1987). The slope and normalization of

the power-law component are determined by the temperature and electron scattering optical depth

in the corona (e.g. Sunyaev & Titarchuk 1985; Titarchuk & Lyubarskij 1995). The small range

in aos implies that some physical mechanism which connects the optical and soft X-ray emission

processes must be operating, e.g. through a feedback which regulates both the temperature (see

Ha_rdt & Maraschi 1993) and the optical depth of the corona.

As pointed out by various authors (Ross, Fabian & Mineshige, 1992; Shimura & Takahara

1995; Dorrer et al. 1996), and shown in Fig.7, simple thin accretion disks with no corona can

produce a significant flux below 1 keV. For various disk model parameters aos can in fact be

significantly flatter than observed (Fig.8), yet such extreme fiat optical-soft X-ray spectra are

only rarely observed (e.g. Puchnazewicz 1995a). The flattest spectra are expected for disks

which are close to edge on (e.g. Laor, Netzer &: Piran 1990), and one therefore needs to assume

that such disks are not observable. This is indeed expected in AGNs unification schemes which

invoke obscuring material close to the disk plane. Alternatively, the accreted material may form

a geometrically thick, rather than a thin, configuration close to the center, which would display

a smaller inclination dependence.

4.6 Inconsistency with Optically Thin Free-Free Emission Models

As was clearly demonstrated by Fiore et al. (1995) for 6 low redshift quasars with a high

S/N PSPC spectra, and by Siemiginowska et al. (1995) using EINSTEIN data for 47 quasars

from Elvis et al. (1994), isothermal optically thin pure free-free emission models (Barvainis 1993)

cannot fit the observed UV to soft X-ray energy distribution in AGNs. Furthermore, as was

pointed out by Kriss (1995), and Hamman et al. (1995), optically thin free-free emission can also

be ruled out based on the observed UV line emission.

4.7 On the origin of the a_ versus H_ FWHM correlation

What is the physical process behind the ax versus HE FWHM correlation? In Paper I we

speculated that this may either be an inclination effect, or that it could be an L/LEdd effect. More

recently, Fiore & Elvis (1995) and Pounds, Done & Osborne (1995) raised the very interesting

suggestion that steep a_ quasars may be analogous to 'high'-state Galactic black hole candidates,

which display a steep slope in the soft and the hard X-ray bands when their brightness increases.

The physical interpretation for this effect described by Pounds et al. is that the hard X-ray power-

law is produced by Comptonization in a hot corona and that as the object becomes brighter in the
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optical-UV, Compton cooling of the corona increases, the corona becomes colder, thus producing

a steeper X-ray power-law. This is obviously far from being a predictive model since the corona

heating mechanism is not specified, and it is implicitly assumed that the coronal heating does

not increase much as the quasar becomes brighter. However, the narrow H_3 line profiles provide

independent evidence that steep a_ quasars may indeed have a higher L/LEad, as further described

below.

The L/LEdd of quasars can be estimated under two assumption: 1. The bulk motion of the

gas in the broad line region is virialized, i.e. /Xv __ Gv/-G-M-/r, where/Xv=HB FWHM. This gives

O ]Q_-n i/2/?--I/2
AV3000 = ....... 9 "_0.1

where Av30oo = Av/3000 km s-I, m9 = M/109 M®, and R0.1 = R/0.1 pc. 2. The size of

--- T.1/2the broad line region is determined uniquely by the luminosity, Ro.1 _46 pc, where L46 =

LBolometric/1046. This scaling is consistent with reverberation line mapping of AGNs (Peterson

1993; Maoz 1995), and is theoretically expected if the gas in quasars is dusty (Laor & Draine

1993, Netzer _ Laor 1994). Combining assumptions 1 and 2 gives

¢, t^ 1/2 T--l/4
/XV3000 = z.l_m 9 _46

and thus the mass of the central black hole is

Using LEdd,46 ---- 12.5m9 one gets

m9 = 0.21Av200L_/62.

L / LEad = 0.38AV3o2ooL,_/2.

Thus, given the two assumptions made above, narrow line quasars should indeed have a high

L/LEdd, as Fiore &: Elvis and Pounds et al. suggested based only on their steep a_, and analogy

to Galactic black hole candidates.

To test whether L/LEad is indeed the underlying parameter which determines ax, rather than
^_,-2 rl/2just the H/_ FWHM, we looked at the correlation of _ versus ,..._v3000_46 displayed in Fig.5f,

where we used the 1.7 pm luminosity and the relation LBolometric ---- 15L14.25 (see Fig.7 in Laor &

Draine). This correlation is not as strong as the ax versus H_ FWHM correlation, but it certainly

appears suggestive. Note that L/LEad > 1 for some of the objects in the sample. These values are

well above the thin accretion disk limit (L/LEad = 0.3, Laor & Netzer 1989) and suggest a thick

disk configuration. However, the assumption used above to infer L/LEdd are more qualitative

than quantitative since both the luminosity and the velocity field in the broad line region may

not be isotropic and therefore the presence of L/LEad > 1 cannot be securely deduced.
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The Poundset al. mechanismimpliesthat a steepax is associated with a weak hard X-ray

component, and as described in §3.2, this indeed appears to be the trend in our sample. If the

Pounds et al. mechanism is true then steep a_ AGNs should also have a steep hard X-ray power-

law. We are currently persuing this line of research using ASCA and SAX observations of our

sample. '

An additional hint that a steep a, may indeed be associated with a high L/LEad comes from

the anecdotal evidence described by Brandt, Pounds & Fink (1995), Brandt et al. (1995), Grupe

et al. (1995), and Forster _z Halpern (1996) where a number of Seyfert galaxies with a steep az

display rapid, large amplitude, soft X-ray variability, which as BoUer, Brandt, & Fink discuss

may imply a low mass black hole, and thus a high L/LEaa. We are currently persuing a more

systematic study of the soft X-ray variability properties of broad versus narrow line quasars using

the ROSAT HRI.

The Pounds et al. suggestion is very appealing since it allows a physical explanation for the

tight correlation of apparently completely unrelated quantities. Although it is a priori not clear

that ax must steepen with increasing L/Lv.dd, it appears that this is indeed what happens in

Galactic black hole candidates.

Wang et al. also suggested that steep az objects have a high L/LFAd based on the fact that

the fraction of luminosity emitted in the X-ray regime in thin accretion disk models increases with

L/LEdd, as discussed above in §4.5. However, if this were indeed the physical process behind the

a_ versus H/_ FWHM correlation then one would expect high L/LEad objects to have a high soft

X-ray to optical flux ratio, while we find no correlation between Hfl FWHM and aos (rs = -0.079,

Table 5).

We note in passing that one does not need to eliminate the normal broad line region in narrow

line AGNs, as suggested by Boller et al., and Pounds et al. The lines are narrow simply because

of the lower black hole mass. The broad line emitting gas does not extend much closer to the

center in narrow line AGNs, as it does not extend much closer to the center in other AGNs,

simply because of the effects of a higher ionization parameter, and a higher gas density, each of

which quenches line emission.

4.8 The X-ray Weak Quasars

Two of the quasars in our sample, the RQQ PG 1001+054 and PG 1411+442, and possibly

also the RLQ PG 1425+267 appear to form a distinct group which we term here "X-ray weak"

quasars, where the normalized X-ray luminosity is a factor of 10-30 smaller than the sample

median. The position of these quasars as outliers can be noticed in the near IR normalized flux

distribution (Fig.3), in the a, versus ao, correlation (Fig.5e), and in the H/_ versus 2 keV and
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0.3 keV luminosity correlations (Fig.4). The first two indicators are based on the spectral shape,

but the last one is independent of the spectral shape, and it also suggests a deficiency of the

X-ray luminosity by a factor of 10-30 relative to the one expected based on the HE luminosity.

An apparently bimodal distribution in aox can also be seen in Figure.5b of Wang et al. where 6

of their 86 quasars appear to form a distinct group with ao_ < -2.

Although the three X-ray weak quasars in our sample stand out in luminosity correlations,

they conform well to the ax correlations (Figs.5a-d). They thus have the "right" slope but the

"wrong" flux level. Why are these quasars different? A simple answer is that for some unknown

reason the X-ray emission mechanism, most likely Comptonization by T _> l0 s K electrons, tends

to be bimodal, and in about 10% of quasars the X-ray flux level is strongly suppressed, while

the spectral slope is not affected. Another option is that these are just normal quasars where

the direct X-ray flux happens to be obscured. In this case what we see is only the scattered

X-ray flux. Photoionization calculations indicate that a few percent of the direct flux will be

scattered (depending on the covering factor of the absorber and the ionization parameter), and if

the ionization parameter is large enough then the scattering will be mostly by free electrons which

preserves the spectral shape (see Netzer 1993, and by Krolik & Kriss 1995). Such scattering will

explain why the flux level is strongly reduced, while the spectral shape is not affected.

Additional hints towards this interpretation come from the fact that PG 1411+442 is a broad

absorption line quasar (BALQSO, Malkan Green & Hutchings, 1987), and the UV absorbing gas

may also produce soft X-ray absorption, as may also be the case in PHL 5200 (Mathur Elvis &

Singh, 1995). In addition, Green & Mathur (1996)find that BALQSO observed by ROSAT have

ao_ _ -1.8, i.e. as observed here in the X-ray weak RQQ. Another hint is provided by the fact

the PG 1114+445 is also somewhat underluminous at 0.3 keV (Fig.3b), and this quasar is most

likely seen through a warm absorber. The X-ray weak quasars could therefore be more extreme

cases of PG 1114+445 and have an absorbing column which is large enough to completely absorb

the direct soft X-ray emission.

Note that PG 1425+267 is a RLQ, while all BALQSO axe known to be RQQ (Stocke et

ai. 1992). It would thus seem implausible to suggest that PG 1425+267 is a BAL. However,

PG 1425+267 has about the same relatively steep aox, compared to other RLQ, as in 3C 351

(Fiore et ai. 1993), where X-ray absorption is observed together with resonance UV absorption

lines (Mathur et al. 1994) which are narrower than in 'proper' BALQSO.

Forthcoming HST spectra of all 23 quasars in our sample will allow us to test if there is a one

to one correspondence between X-ray weakness and broad absorption lines, i.e. if all X-ray weak

quasars are BALQSO, and not just that all BALQSO are X-ray weak, as strongly suggested by

the Green & Mathur, and the Green et al. (1996) results.

A simple test on whether these are truly "X-ray weak quasars", or just normal highly absorbed
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quasars,canbe doneby looking at their hard X-ray emission.If the X-ray columnis below
1024cm-2 then the obscuringmaterialwouldbecometransparentat E < 10 keV, and the

observed hard X-ray emission will rise steeply above the cutoff energy, as seen in various highly

absorbed AGNs, such as Mkn 3 (Iwasawa et al. 1994), NGC 5506 (Nandra _¢ Pounds 1994),

NGC 6552 (Reynolds et al. 1994), and NGC 7582 (Schachter et al. 1996). Forthcoming ASCA

observations of PG 1411+442 and PG 1425+267 will allow us to test this scenario.

Another prediction is that the X-ray weak quasars should show lower variability compared

with other quasars of similar X-ray luminosity. This is because: 1). they are intrinsically more

X-ray luminous, and variability tends to drop with increasing luminosity (e.g. Fig.9 in Boiler,

Brandt & Fink). 2). the scattering medium must be significantly larger than the X-ray source,

and short time scale variability will be averaged out.

5 SUMMARY

We defined a complete sample of 23 optically selected quasars which includes all the PG

NI_ I < 1.9 × cm -2. Pointed ROSATPSPC observations were madequasars at z _< 0.400, and Gal 1020

for all quasars, yielding high S/N spectra for most objects. The high quality of the ROSA T spectra

allows one to determine the best fitting ax with about an order of magnitude higher precision

compared with previously available X-ray spectra. In this paper we report the observations of 13

quasars not described in Paper I, analyze the correlation of the X-ray properties of the complete

sample with other emission properties, determine the mean X-ray spectra of low z quasars, discuss

the possible origin of the a, versus Hfl FWHM correlation, the nature of X-ray weak quasars,

and the physical origin of the soft X-ray emission. Our major results are the following:

1. The spectra of 22 of the 23 quasars axe consistent, to within _ 10-30%, with a single power-

law model over the rest frame range 0.2 - 2 keV. There is no evidence for significant soft

excess emission with respect to the best fit power-law. We place a limit of ,,_ 5 × 1019 cm -2

on the amount of excess foreground absorption by cold gas in most of our quasars. The

limits are ,,, 1 × 1019 cm -2 in the two highest S/N spectra.

. X-ray absorption by partially ionized gas ("warm absorber") in quasars is rather rare,

occurring for _ 5% of the population, which is in sharp contrast to lower luminosity AGNs,

where absorption probably occurs for ,,_ 50% of the population.

3. The average soft X-ray spectral slope for RQQ is (a, / = -1.72 ± 0.09, which is significantly

steeper than the mean for RLQ (a, / = -1.15 -4-0.16.

4. Extensive correlation analysis of the X-ray continuum emission parameters with optical

emission line parameters indicates that the strongest correlation is between ax, and the Hfl
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FWHM. A possible explanation for this remarkably strong correlation is a dependence of

(_z on L/LEdd, as observed in Galactic black hole candidates.

There appears to be a distinct class of "X-ray weak" quasars, which form ,,_ 1070 of the

population, where the X-ray emission is smaller by a factor of 10-30 than expected based

on their luminosity at other bands, and on their HE luminosity.

Thin accretion disk models cannot reproduce the observed 0.2-2 keV spectral shape, and

they also cannot reproduce the tight correlation between the optical and soft X-ray emission.

The H I/He I ratio in the ISM at high Galactic latitudes must be within 20%, and possibly

within 5%, of the total H/He ratio.

The main questions raised by this study are:

1. What is the true nature of X-ray quiet quasars? Are these quasars indeed intrinsically

X-ray weak, or are they just highly absorbed but otherwise normal quasars?

. What physical mechanism is maintaining the strong correlation between the optical-UV and

the soft X-ray continuum emission, or equivalently, maintaining a very small dispersion in

the maximum possible far UV cutoff temperature?

3. What is the physical origin for the strong correlations between ax, and L[o II1], Fe II/HE,

and the peak [O III] to HE flux ratio?

. Is the soft X-ray emission indeed related to the presence of radio emission, or is it just a

spurious relation and the primary effect is related to the HE line width? Or, put differently,

do RLQ and RQQ of similar HE FWHM have similar a_?

Extensions of the ROSATPSPC survey described in this paper to the hard X-ray regime with

ASCA and SAX, to the UV with HST, and soft X-ray variability monitoring with the ROSAT

HRI, which are currently being carried out, may provide answers to some of the questions raised

above. These studies will also allow us to: 1) Test if steep (_x quasars have a steep 2-10 keV slope,

as expected based on the Pounds et al. L/LEdd interpretations. 2) Test if soft X-ray variability is

indeed strongly tied to the H$ FWHM, as expected if the HE FWHM is an indicator of L/LEdd.

3) Explore the relation of the UV line emission properties to the ionizing spectral shape.

This work was supported in part by NASA grants NAG 5-2087, NAG 5-1618, NAG 5-30934,
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FIGURE CAPTIONS

Figure 1. The observed vs. single power-law fit PSPC spectra of the 13 quasars not reported

in paper I. The upper panel for each object shows the observed count rate (points with error

bars), and the expected count rate using the best fit single power-law model with a free NH (solid

line histogram). The middle panel shows the observed minus expected flux in units of standard

deviations, and the lower panel for each object shows the fractional deviations from the expected

flux. The best fit (_x, the fit X _, and the number of degrees of freedom (dof) are indicated for each

object. The spectra of all quasars are consistent with a simple power-law. Note in particular the

high S/N spectrum of PG 1116+215 where intrinsic features below 1 keV must have an amplitude

of less than __ 10%.

Figure 2. The H I column determined by 21 cm measurements versus the best fit H I column

determined by a power-law fit to the quasars PSPC spectrum. The assumption that both values

are equal, indicated by the straight line, is acceptable at the 8% level. Note, in particular, the

two highest S/N objects, which deviate from the straight line by less than 1 × 1019 cm -2. The

agreement between the two measures of NH indicates a lack of intrinsic cold gas absorption in

quasars, and that H I/He I_H/He in the ISM at high Galactic latitudes.

Figure 3. Comparison of the spectral energy distribution of all 23 quasars. Upper panel,

the absolute luminosity. Middle panel, the luminosity of the 19 RQQ normalized to unity at

log u = 14.25 (the longest wavelength available for all objects). Note that PG 1626+554 is the

only quasar where a steep (_x is associated with a strong soft excess, in all other objects a steep

a_ is associated with a low 2keV flux. Note also the two lowest spectra (PG 1001+054 and

PG 1411+442), which appear to form a distinct group of "X-ray weak" quasars. Lower panel, as

in middle panel for the four RLQ. PG 1425+267 may also be an "X-ray weak" quasar.

Figure 4. Correlations of line luminosity vs. X-ray luminosity. Open symbols are for radio-loud

quasars. The Spearman rank-order correlation coefficient (rs) and the two sided significance level

(PT) are indicated above each panel. The strongest correlation is displayed by the H/3 luminosity

(which correlates even better with the optical and near IR luminosity). Note the position of the

X-ray weak quasars. These appear to be fainter by factors of 10-30 in the X-ray than expected

based on their LHZ. This factor is similar to the deficiency seen in Fig.3.

Figure 5. Various correlations with a_. Figs.5a-d: the emission line parameters which correlate

strongly with ax. Open symbols are for radio-loud quasars. The a_ versus H/3 FWHM corre-
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lation is the strongestin our sample. Note that the X-ray weakquasarsdonot standout in

thesecorrelations,theythushavethe "right" spectralslope,but the "wrong" luminosity.Fig.5e:

note the trend of increasingsox with increasingax, which indicatesthat a steep a_ tends to

be associated with a weak 2 keV flux, rather than a strong 0.3 keV flux. The position of the

x-ray weak quasars are marked. Fig.5f: the Y axis is a measure of .L/LEd d under some simplified

assumptions, as described in §4.5.1

Figure 6. A composite optical-soft X-ray spectrum for the RQQ and RLQ in our sample. The

three X-ray weak quasars, and PG 1114+445 which is affected by a warm absorber, were excluded

from the composite. The composite uses (ao_) = 1.482 (i0.025) and (ax) = 1.69 (4-0.07) for

the RQQ, and (Sox) = 1.445 (4-0.07) and {s_) = 1.22 (-1-0.16) for the RLQ. Note that despite

the fact that RLQ are brighter at 2 keV, they are fainter at 0.3 keV. The Mathews _: Ferland

spectral shape assumes a hard X-ray power-law down to 0.3 keV and a very steep component

below 0.3 keV. This spectral shape is inconsistent with the PSPC results. The far UV emission

can be parameterized as a cutoff power-law. The spectrum shown here has Tcut -_ 5 × 10 s K,

which is close to the upper limit on Tcut.

Figure 7. The observed energy distribution of some of the quasars in our sample versus two

accretion disk spectra. The disk models are for a rotating black hole, s = 0.1, and viscous stress

cx v/PgasPrad (the other parameters are indicated). Note that although significant soft X-ray flux

can be produced by the thin disk models, the spectral slope is always much steeper than observed.

Figure 8. The observed sos versus luminosity distribution, and the one expected from a dis-

tribution of accretion disks which conforms to the observed luminosity function. The observed

range in sos is much smaller _han the expected range, indicating that the UV and soft X-ray

emission mechanism are much better correlated than expected from thin disk models.
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ABSTRACT

We have used the WGA catalog of ROSAT PSPC X-ray sources to study the

X-ray spectrum of about 500 quasars in the redshift interval 0.1-4.1, detected

with a signal to noise better than 7. We have parameterized the PSPC spectrum

in terms of two 'effective energy spectral indices', as (0.1-0.8 keV), and C_g (0.4-

2.4 keV), which allows for the different Galactic NH along the quasars line of

sight. We have used these data to explore the questions raised by the initial

PSPC high redshift quasar studies, and in particular the occurrence of low X-

ray energy cut-offs in high redshift radio-loud quasars. We have also studied

the emission spectra of a large sample of radio-loud and radio-quiet quasars and

studied their differences.

We find that low energy X-ray cut-offs are more commonly (and perhaps

exclusively) found in radio-loud quasars. Therefore the low energy X-ray cut-offs

are physically associated with the quasars, and not with intervening systems,

since those would affect radio-quiet and radio-loud equally. We suggest that

photoelectric absorption is a likely origin of the these cut-offs.

The number of 'cut-offs' in radio-loud quasars significantly increases with

redshift, rather than with luminosity. A partial correlation analysis confirms that

as is truly anti-correlated with redshift at the 99.9% confidence level, indicating

evolution with cosmic epoch, and not a luminosity effect. Conversely, for aH the

observed anti-correlation with redshift is mostly due to a strong dependence on

luminosity.

We find marginal evidence for a flattening of O_H (P=4.5 %) going from z<l

to z----2, in radio-quiet quasars, in agreement with previous studies. On the other



-2-

hand, radio-loud quasarsat z<2.2 show a 'concave' spectrum (all < C_Sby
_0.2). This new result is consistent with the widespreadsuggestionthat the
X-ray spectrum of radio-loud quasarsmay be due to an additional component
abovethat seenin radio-quiet quasars. However,it might also imply different
processesat work in radio-loud and radio-quiet sources.At z_>2 the averagesoft
and hard indicesaresimilar and both significantly smallerthan at lowerredshifts.
This can be due to the soft componentof radio-loud quasarsbeing completely
shifted out of the PSPC band at z> 2.

Subject headings: quasars -- absorption, quasar -- evolution, X-rays

1. Introduction

The ability of ROSAT to study fainter X-ray sources than ever before opened up the

range of quasars that could be reached to span virtually the whole of their properties. High

redshift objects (up to z_ 4) became accessible in X-rays, and their spectrum was measured

for the first time between 0.4 and 10 keV (in the quasar frame, Elvis et al 1994a). Unexpected

low energy cut-offs, far larger than those expected due to absorption by our galaxy, were

detected in several high-z radio-loud quasars (Wilkes et al. 1993, Elvis et al. 1994a). The

obvious possibility was that these were caused by photoelectric absorption, either along the

line of sight, or at the quasar. If the absorber were at the quasar, then the material could be

nuclear, as in low redshift low luminosity objects (e.g. Elvis & Lawrence, 1985, and Elvis,

Mathur & Wilkes 1995) or could be on the larger scale of the host galaxy or proto-galaxy.

A tentative link with the highly compact 'GigaHertz Peaked' (GPS) radio sources suggested

the latter and hence that X-ray astronomy offered a new probe of early galaxy conditions.

Targeted ROSAT studies of high redshift quasar X-ray spectra are, however, limited to

a dozen or so objects. Within the more than 3000 ROSAT PSPC pointings (covering about

10 % of the sky) lie more than 50,000 sources (White, Giommi & Angelini 1995, Voges et

al 1994). Out of these, a sample of several hundred quasar X-ray spectra can be readily

compiled for the first time, thanks to the release of the two source catalogs, WGACAT

(White, Giommi & Angelini 1995) and ROSATSRC (Voges et al 1994). We have used these

data to explore the questions raised by the initial PSPC high redshift quasar studies. As

an additional benefit of this program we are able to study the emission spectra of a large

sample of radio-loud and radio-quiet quasars and study their differences.

We investigate the connection between low energy X-ray cut-offs and the radio and

optical spectra of these quasars in a companion paper (Elvis et al. 1997, Paper II). A
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later paper (Nicastro et al. 1997) will discussa sub-sampleof quasarsselectedto have
the typical colorsproduced by absorption featuresimprinted on the X-ray spectrum by an
ionizedabsorberalong the line of sight.

We usea Friedman cosmology with H0=50 km s-1 Mpc -1 and f_ = 0 throughout this

paper.

2. The Sample

Quasars were selected by cross-correlating the first revision of the WGA catalog (White,

Giommi & Angelini 1995) with a variety of optical and radio catalogs, including the Veron-

Cetty & Veron (1993) and Hewitt & Burbidge (1993) quasar catalogs, and the 1 Jy (Stickel

et al. 1994) and $4 (Stickel & Kiihr 1994) radio catalogs. Uncertain classifications and

border line objects have been also checked in the Nasa Extragalactic Database (NED). 1

All the objects selected have optical spectra dominated by nonstellar emission and all show

broad emission lines.

The maximum radius adopted for identifying cross-correlation candidates was one ar-

cminute. The resulting distribution of X-ray/optical offsets is shown in Figure 1. The

mean offset is __ 18 arcsec, while the median one is __ 13 arcsec, in agreement with the

estimated errors on the positions of the WGA sources (White et al. 1995). Potential mis-

identifications through chance co-incidences were addressed by shifting the X-ray positions

by various amounts several times, and repeating the cross-correlations. Using these random-

ized X-ray positions establishes the chance co-incidence rate to be small. The number of

spurious X-ray/optical associations is at maximum 2, i.e. less than 0.5% of the whole sample

(see below).

We excluded from the sample:

1. observations of sources with a quality flag in the WGA catalog < 5 (corresponding to

problematic detections);

2. observations of sources with a signal to noise ratio in the 0.1-2.4 keV energy band less

than 7 (to ensure reasonable X-ray color determinations);

1The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, Cali-

fornia Institute of Technology, under contract with the National Aeronautics and Space Administration.
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3. observations of quasars located at an off-axis angle larger than 45 arcmin, (to avoid

large systematic errors due to the uncertainties in the PSPC calibration near the edge

of the field of view);

4. fields with a Galactic NH along the line of sight higher than 6 × 102o cm -2 (to ensure

good low energy signal to noise);

5. quasars with z< 0.1 (to eliminate the low luminosity Seyfert galaxies in which absorp-

tion is common, e.g. Lawrence & Elvis 1982).

We are then left with 453 quasars for which fluxes in three bands, and so two X-ray

colors ("soft" and "hard"), can be derived. This is the largest sample of quasars for which

homogeneous X-ray spectral information is available. We used only one observation for each

quasar. When more than one observation was available for a quasar we chose the one with

the highest signal to noise ratio.

Of these quasars 202 have a radio measurement in the literature, and 167 of those are

radio-loud according to the usually adopted definition RL -- log(fr/fB) > 1, with fi radio

flux at 5 GHz and ]B the B-band flux (Wilkes & Elvis 1987; Kellermann et al. 1989; Stocke

et al. 1992). This translates into a (rest-frame) value of the radio to optical spectral index,

C_ro > 0.19. The sample includes 87 Flat Spectrum Radio Quasars (_r < 0.5), the majority of

which are discussed by Padovani et al (1997). Steep Spectrum Radio Quasars account for 62

sources. Note that this flat/steep classification is based mostly on the radio spectrum at only

2 or 3 frequencies. Quasars with complex radio spectra (e.g. GigaHertz Peaked Spectrum

(GPS) Sources) could appear in either class. This classification also does not distinguish

compact steep spectrum (CSS) radio sources from extended ones. For 18 radio-loud quasars

we could find radio measurements at one frequency only, and therefore their radio spectral

index is unknown. We assumed aR = 0.5 in calculating c_ro. Most of the quasars without

radio measurement are likely to be radio-quiet (e.g. Ciliegi et al., 1995) so we include them

in the radio-quiet sample, making for 286 radio-quiet quasars in the sample.

In the WGACAT there are another 35 quasars with Galactic NH > 6 × 102o but passing

all other above points, for which we derive a "hard" color only. Of these 28 are radio-loud.

The redshift distributions for radio-quiet quasars and radio-loud quasars is shown in

figure 2. At z.< 1 the number of radio-quiet objects is higher than that of radio-loud, due to

the higher volume density of radio-quiet quasars. By z >.2 however, the number of radio-loud

objects is higher than that of the radio-quiet objects, due to the higher Lx/L,_t of radio-loud

quasars.
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3. Effective X-ray Spectral Indices

The WGA catalog provides raw count rates in three energy bands: 0.1-0.4 keV (soft

band, S), 0.40-0.86 keV (mid band, M) and 0.87-2 keV (hard band, H) for each entry.

The count rates can be combined to form a 'softness ratio' (SR=S/M) and a 'hardness ra-

tio' (HR---H/M). To allow for the effect of the varying Galactic absorption from source to

source these softness and hardness ratios can be converted to 'effective spectral energy in-

dices', as (0.1-0.8 keV), and C_H (0.4-2.4 keV), assuming the Galactic NH as derived from

21 cm measurements (Stark et al 1992, Shafer et al, private communication, Heiles & Cleary

1979), "Wisconsin" cross-sections (Morrison & McCammon (1983) and solar abundances (An-

ders & Ebihara 1982), and using the PSPC calibration.

3.1. Correction for the instrumental point spread function

In converting the three count rates into effective spectral indices, corrections must be

applied for the instrumental point spread function (PSF), to take into account the different

fraction of counts lost outside the detection region in each energy band. The total PSPC

PSF includes two main components: the mirror PSF and the PSPC detector PSF (Hasinger

et al 1992a). The mirror PSF is energy independent, and dominates the total PSF at off-axis

angles greater than about 20 arcmin. At these large off-axis angles a small detection region

loses flux but does not significantly alter the spectral shape.

The detector PSF is, instead, highly energy dependent, and dominates the total PSF at

small off-axis angles. Using a small detection region for an off-axis angle < 20 arcmin can

strongly alter the spectral shape, predominantly at low energies. (The detector FWHMc¢

E-°'5). The method used in the WGA catalog to estimate the source count rates uses the

counts detected in a box whose size optimizes the signal to noise ratio for each source.

For relatively weak sources near the field center, this optimum box size is small, and the

number of soft photons lost is greater than that of medium or hard energy photons, giving

rise to an artificial reduction of the spectrum at low energies, which in turn can lead to an

underestimation of as of up to 0.2-0.3.

We corrected the count rates in the three bands for both mirror and PSPC PSF effects.

We used the analytical approximations for the energy and off-axis angle dependence of the

PSF provided by Hasinger et al (1992b).

This method of estimating spectral indices is similar to the de-reddening procedure

used in optical photometry, and is quite robust, with typical systematic uncertainties on
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_H smaller than 0.1 (as shown, for example, by Padovani & Giommi 1996or Ciliegi &
Maccacaro1996). It is particularly suitable for handling large samplesof objects (Giommi
et al., in preparation) e.g. for the determination of the X-ray spectral index distributions.

However,a systematic uncertainty is presentin the spectralindices estimates,because
the magnitude of the PSFcorrection dependson the intrinsic sourcespectrum. To estimate
the magnitude of this uncertainty wecalculatedfiveseriesof C_sand C_H for a grid of assumed

source spectra: for the average value for high Galactic latitude line of sight (NH = 3 × 10 _°

cm -2) we used C_E -- 1, C_E ----1.5 and C_E = 2.5; for the mean value of energy spectral index

(_E=I.5) we used low (NH = 1020 cm -2) and high (NH = 1021 cm -2) absorption values. We

then calculated the differences between the C_s and o_H calculated for each pair of C_E and

NH and those calculated for c_E -- 1.5 and NH = 3 × 10 _° cm -2. The differences in C_H were

always smaller than 0.05 and those in c_s were always smaller than 0.15. We therefore use

these values as systematic uncertainties in the evaluation of these parameters.

3.2. PSPC background

The WGACAT count rates are not background subtracted. Therefore, another possible

source of error in the evaluation of the PSPC spectral indices is the PSPC background in the

three WGACAT bands. The PSPC background has been studied in great detail by Snowden

et al (1992, 1994, noncosmic background, and 1995, 1997 diffuse, cosmic X-ray background)

using ROSAT AllSky Survey (RASS) data and pointed observation data. The energy band

which shows, by far, the highest background at high Galactic latitude is the 0.1-0.28 keV

range, which spans most of the SOFT band defined in WGACAT (0.1-0.4 keV). We now

analyze the effect that a wrong or absent background subtraction in the SOFT band can

have on the soft energy index C_s.

The cosmic background in the SOFT band is highly spatially variable, with large regions

of maxima of about 0.0015 counts s -1 arcmin -2 at high Galactic latitudes (Ib I > 30) and

minima of 0.0003 counts s -1 arcmin -2. Long-Term enhancements are difficult to identify and

model in pointed observations. They mainly affect the low frequency part of the spectrum,

E< 0.28 keV, where their contribution can even be as high as 0.001 counts s -1 arcmin -2. We

adpot a conservative value for the total SOFT band background of 0.003 counts s -1 arcmin -2.

The typical box-side of the WGACAT extraction regions is 0.3-0.8 arcmin for off-axis

angles smaller than 20 arcmin and 1-3 arcmin for off-axis angles between 20 and 45 arcmin,

where the lower limits apply to the faintest sources. Such extraction regions, together with

the above background rate would give a few counts in the low energy band in typical ex-

posures of 1000-10000 sec for sources detected in the central 20 arcmin, and a few tens of
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counts for sourcesdetectedin the outer PSPC region.

Let us assumethe caseof a faint (closeto our limit of T in signal to noise ratio) and
strongly cutoff source,whosecounts in the SOFT band are a few, comparable with the
backgroundcontribution, and 15-30in the MEDIUM band. In this casethe upper limit on
the slope betweenthe SOFT and MEDIUM energybands differs from the slopewe would
measureneglectingbackgroundsubtraction by _ 0.5. This compareswith atypical statistical
error in C_sof 0.5-0.7for suchfaint sourcesand with a systematicuncertainty of 0.15. We
concludethat the small extraction regionsusedin the WGACAT meansthat background
is not a significant problem, evenfor the SOFT band count rate of our faint sources.As a
result we did not subtract backgroundin the evaluation of the effectivespectral indicesms
and _g"

To investigate the robustnes of this assumption, we searched for correlations between the

soft and hard effective spectral indices and (1) the size of the extraction region, (2) the off-

axis angle, and (3) the source count rate. Any correlations could be evidence that neglecting

the background was causing problems. In no case did we find significant correlations. We

conclude that neglecting the background subtraction does not strongly affect or bias our

results.

There are other two sources of uncertainties in the spectral indices estimates: first,

quasars located near the PSPC rib structures can suffer a preferential loss of soft photons.

We inspected the original ROSAT images for each source that appeared to have unusually low

soft band counts and rejected those that might have been so affected. Second, the spectral

indices estimates from hardness ratios may be significantly different from the results of a

proper spectral fit to the full PHA spectrum, in presence of a curvature in the intrinsic

spectrum, because of the skewness induced in the broad energy bands used to construct the

hardness ratios. For all these reasons the effective spectral indices ms and oLH should not be

regarded as a measure of the true emission spectral indices. They should rather be regarded

as a rough estimation of the "average" soft and hard spectral shapes. They are the soft X-ray

analogs of (U-B), (B-V) colors, for which multiple physical interpretations are possible. We

will use C_s as an indicator of a possible low energy cut-off.

3.3. Effective Spectral Indices and Quasar Properties

The radio-quiet and radio-loud quasars C_s and C_H are plotted against each other in

figure 3a,b. In the radio-loud plot flat spectrum radio sources are identified by circles, and

steep spectrum sources by squares. High redshift quasars (z>2.2) are shown with filled

symbols. The range of C_s and _H are large and so the different parts of the diagram
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correspond to radically different spectral shapes. These are illustrated with three-point
spectra in figure 3. For the purposeof this paper we are most interestedin those for which
a low energycut-off is indicated (lowercenterof figure 3).

To study these features more closelywe divided the quasars into four redshift bins:
0.1-0.5;0.5-1; 1-2.2; and z> 2.2. Table 1 gives the averagespectral indices (as, all) and

their dispersions (or(as), a(aH)) in these four redshift bins for both radio-quiet and radio-

loud quasars. The typical statistical uncertainties on C_s and aH are +0.2, the systematic

uncertainty is at most +0.15 for as and +0.05 for all, SO the measured dispersions are not

strongly affected by these uncertainties.

Table 1: Quasars Average Spectral Indices & Cut-off statistics

z bin N as a(as) N (_H a(aH) no. cut-off fraction

Radio-Quiet Quasars

0.1-0.5 136 1.73 0.48 141 1.62 0.51 7 0.051

0.5-1.0 66 1.68 0.36 67 1.67 0.51 3 0.045

1.0-2.2 72 1.67 0.38 72 1.51 0.49 1 0.014

>2.2 12 1.54 0.26 13 1.32 0.69 0 0

Radio-Loud Quasars

0.1-0.5 34 1.49 0.52 41 1.20 0.63 1 0.029

0.5-1.0 45 1.30 0.62 51 1.18 0.48 2 0.044

1.0-2.2 70 1.37 0.52 78 1.13 0.51 4 0.057

>2.2 18 0:89 0.71 25 0.89 0.60 7 0.389

Flat Spectrum Radio Quasars

0.1-0.5 9 1.38 0.30 14 1.32 0.38

0.5-1.0 26 1.24 0.73 30 1.11 0.51

1.0-2.2 40 1.35 0.50 43 0.99 0.46

>2.2 12 0.74 0.75 17 0.78 0.60

>0.1 87 1.24 0.63 104 1.04 0.51

Steep Spectrum Radio Quasars

0.1-0.5 19 1.52 0.62 21 0.96 0.65

0.5-1.0 14 1.29 0.44 16 1.23 0.39

1.0-2.2 24 1.40 0.58 28 1.12 0.46

>2.2 5 1.15 0.58 7 1.33 0.60

>0.1 62 1.37 0.56 72 1.14 0.56

3.3.1. Radio-Loud vs. Radio-Quiet



The mean and dispersion of aH and as for the radio-quiet quasars are (1.59, 0.52) and

(1.69, 0.41); those of radio-loud quasars are (1.13, 0.55) and (1.32, 0.59). The difference of

,_0.5 in (RH agrees with the widespread finding that radio-loud quasars have flatter X-ray

spectra than radio-quiet quasars (e.g. Elvis & Wilkes 1987, Laor et al., 1994, Laor et al.,

1997, Schartel et al., 1996a).

For radio-quiet quasars the distribution of as is consistent with that of aH in all redshift

bins. In the last redshift bin there are only 12 quasars (see Table 1), and only three at z> 2.5,

and therefore the test is not very stringent for this redshift interval. This uniformity suggests

a single emission mechanism dominating the whole ROSAT band (c.f. Laor et al., 1997), at

least for redshifts smaller than about 2.

Radio-loud quasars, instead, have aH smaller than as by _,0.2 (i.e. a concave spectrum)

in the low redshift bins (z<2.2). The Kolmogorov-Smirnov probability of as being drawn

from the same distribution function as all, is 5.0 % for redshifts 0.1-0.5, 22 % for redshifts

0.5-1.0 and 0.14 % for redshifts 1.0-2.2. This new result could be interpreted in terms of an

additional component in the spectrum of radio-loud quasars above that seen in radio-quiet

quasars (as suggested earlier by e.g. Wilkes & Elvis 1987). However, it may also imply

different processes at work in radio-loud and radio-quiet quasars, (as also suggested by Laor

et al., 1997). To disentangle these two possibilities a careful analysis of the optical to X-ray

Spectral Energy Distribution of WGACAT quasars is needed. This is beyond the scope of

this paper and will be addressed in a forthcoming paper.

We have computed the mean as and aH for the two samples of flat and steep radio

spectrum quasars. These are reported in Table 1. Although both distributions of as and

aH for the steep and flat radio quasars are consistent with being drawn from the same

distribution function (using a K-S test), the mean as of steep radio spectrum quasars is

steeper than that of flat radio spectrum quasars (at the 90 % confidence level). The mean

aH of the two samples of quasars is on the other hand very similar. Redshift bins 0.1-0.5 and

z> 2.2 are populated by too small a number of flat radio spectrum and steep radio spectrum

quasars respectively to allow a statistically significant comparison. In the other two redshift

bins the distributions of a H and as of the two samples are consistent with each other.

The dispersion in ag and as is large for both radio-quiet and radio-loud quasars. The

radio-loud dispersion in as is larger than that of radio-quiet quasar at a confidence level of

96 %. Emission or absorption mechanisms that produce more varied outputs seems to be

needed for radio-loud quasars.

From figure 3 it appears that the number of radio-loud quasars with as < 0.5 is much

larger than the number of radio-quiet with as < 0.5, especially at high z (solid symbols).
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This is the sense of the change in as to produce low energy cut-offs, as would be produced

by photoelectric absorption.

We compare the distribution of radio-loud and radio-quiet indices about their respective

mean as (figure 4). By offsetting from the mean of each group we remove the difference in

the group means discussed above. Figure 4 shows the broader dispersion of c_s for radio-loud

quasars. It also shows a population of radio-loud quasars with smaller as, i.e. quasars that

show low energy cut-offs. This tells us with high confidence that the cut-offs are not due to

intervening material. Intervening material would not 'know' whether a background quasar

was radio-loud or radio-quiet. The cause of the cut-offs must be physically associated with

the quasar in some way.

3.3.2. Dependence on Redshift

To quantify the differences with redshift and study their evolution we plot aH and as

versus redshift for radio-quiet and radio-loud quasars in figures 5a,b and 6a,b respectively.

There is no strong evidence of evolution of either aH or as with redshift for radio-quiet

quasars. Again the small number of radio-quiet quasars with z>2 does not allow us a strong

conclusion to be drawn for high redshift objects. For the bins 0.5<z<l and 1<z<2.2 the

probability that the two distributions of an are draw from the same distribution function

is marginally unacceptable (P--4.5%), in agreement with previous studies (Schartel et al

19965).

On the other hand radio-loud quasars show strong changes in both as and aH for

z > 2.2, in the sense that both indices are smaller than in lower redshift bins. We ran a

Kolmogorov-Smirnov test between the distributions of spectral indices in each possible pair

formed with the four redshift bins. The distributions of as and an at z< 2.2 are all consistent

with each other. Only the z > 2.2 bin shows significant differences from the others, for both

as and an. Table 2 gives the percentage probability that the spectral index distributions of

as and aH in two redshift bins are drawn from the same distribution function.

Table 2: Kolmogorov-Smirnov test for Radio Loud Quasars

0.1--0.5 0.5-1.0 1.0-2.2 > 2.2

>2.2 3.0 5.8 2.1 -

aH

>2.2 0.10 4.1 0.16 -
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Somecaution is required however. In flux limited samplesredshift and luminosity are
often degenerate,so that it is hard to distinguish the effectsof one from the other. The
apparent trend with redshift discussedabovemay thus be induced by a correlation with
luminosity (figure 7a). We tested for this degeneracyby selectinga sub-sampleof only the
high log(L_t) (>32) quasars.The correlation betweenas and z for this sample is still very

good (figure 7b, linear correlation coefficient r = -0.46, which, for 43 points, corresponds to

a probability of 99.8%). On the other hand, the correlation between a H and z for the high

luminosity, high redshift quasar is not significant, r = -0.17 (probability of 72%).

To better disentangle the luminosity/redshift dependence of as and _H we also per-

formed a partial correlation analysis (e.g., Kendall & Stuart 1979) on the whole radio-loud

sample. While as is anti-correlated with redshift even subtracting the effect of the optical

luminosity (P _ 99.9%), in the case of a g no correlation with redshift is left once the lu-

minosity dependence is subtracted out (-_ 48%). On the other hand, excluding the redshift

dependence, we find that aH is anti-correlated with luminosity at the 99.2% level.

We conclude that the flat as, unlike all, are truly more common at high redshifts, and

so are an evolutionary, or cosmological, effect.

3.3.3. Low Energy Cut-offs

The high incidence of low energy cut-offs at high redshifts can be made clearer by

defining a sample of 'candidate cut-off' objects using as and then examining the fraction

that occur among both radio-loud and radio-quiet quasars as a function of redshift.

The change in index of radio-loud quasars can be seen in figure 6b as due to a population

of radio-loud quasars with a soft spectral index significatively smaller than the average and

smaller than the hard spectral index. (Although there are also a few radio-quiet quasars with

exceptionally flat as, figure 5b). These small as quasars are 'cut off' in their low energy

spectrum compared with an extrapolation of the hard spectrum.

We select 'candidate' low energy cut-off quasars using three criteria. (1) as < all; (2)

aS < 0.5 selects all the high redshift radio-loud candidates apparent in figure 6b. (3) Lower

redshift radio-loud and all radio-quiet candidates require a more careful selection since their

mean as are different. We use the criterion that they have as smaller than the average by at

least 0.75. For radio loud quasars the average as at z< 2.2 is 1.32 and therefore we selected

quasars with as < 0.58 in this redshift interval. For radio-quiet quasars there is no evidence

for a change in the average as with z and therefore we selected the quasars with as < 0.94

(the average as is 1.69). These criteria select 10 radio-quiet and 14 radio-loud 'candidate'
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cut-off quasars. Table 3 givesthe optical or radio names,redshift and optical luminosity of
theseobjects.

The distribution of 'candidate' cut-offs is striking. Table 1 gives the total number of
quasars,the number of "candidate" cut-off quasarsand its fraction in each redshift bin,
while figure 8 showsthe fraction of 'candidate' cut-off quasarsas a function of z for both
quasarsamples.The fraction of "candidate" cut-off quasarsamongthe 18radio-loud objects
at z> 2.2 is significantly different from that at z< 2.2 (probability of 0.002 %, using the

binomial distribution). For radio-quiet objects the absence of cut-offs among the 12 quasars

at z> 2.2 is consistent with the cut-offs distribution at lower redshift (probability of 50 %). In

turn, the probability of finding zero 'candidate' cut-off quasars among the n-12 radio quiet

quasars at z> 2.2, assuming a frequency of cut-offs similar to that of radio loud quasars at

the same redshift, is 0.3 %.

This strongly suggests a difference in the 'candidate' cut-off quasar distribution with z

between radio loud and radio quiet objects. We calculated, using the Fisher exact probability

test (e.g. Siegel 1956), the probability that the two "candidate" cut-off samples differ in the

proportion with which they are distributed in redshift, e.g. below and above a given redshift.

For z-2.2 the difference is significant at the 98.4% level.

4. X-ray Spectra

A flatter as at high redshift than at low redshift can be due to at least three effects: (a)

the redshifting of a soft component contributing at the emission below _ 1 - 3 keV (quasar

frame) out of the observed energy range for z_> 2; (b) evolution of the emission spectrum;

(c) a cut-off due to low energy absorption becoming more frequent at z>_2. A simple color

analysis cannot distinguish between these three possibilities. A two parameter spectral fit

can discriminate more strongly, and is possible for the quasars with a few hundreds detected

PSPC counts. This section investigates such fits.

Most of the quasars in the sample do not have published PSPC spectral fits. We

extracted the full pulse height spectrum for each of the quasars in the sample from the

appropriate event files in the ROSAT archive. We used standard extraction criteria (see e.g.

Fiore et al. 1994, Elvis et al 1994a). Table 4 gives the total counts in the 0.1-2.4 keV energy

band, the exposure and the off-axis angle for these quasars. All the radio-loud quasars were

observed on-axis and were the target of their observation. All the radio-quiet quasars (except

RXJ16331+4157) are instead serendipitous sources in ROSAT fields. With one exception

(SBS0945+495) the radio-quiet quasars all lay within the inner PSPC rib (r = 18 arcmin),

where the calibration is most accurate.
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We then fitted the spectra with a power law model with low energy absorption (at
z=0). We made four fits for eachquasar: We first let the column density be free to vary,
and then kept it fixed to the Galactic (21 cm) value along the line of sight. Similarly, we
let the power law spectral index be free to vary, and then kept it fixed to the meanvalue
of _H at the redshift of the quasar (Table 1). The results are given in Tables 5 and 6 for
eachquasarsample. Listed are: the best fit parameters,the X 2, and the probability that

the improvement in X 2 between the fits with free NH and NH fixed to the Galactic value is

significant (calculated using the X 2 distribution with 1 dof for the AX2 ).

From Tables 5,6 we see that the evidence of a cut-off is very robust ('Class A') for

four radio-loud quasars (PKS2126-158, PKS0438-436, 3C 212, and 3C 207), Probability

>_99.9%. For another four radio-loud quasars ($4 1745+624, PKS2351-154, $4 0917+449

and PKS1334-127) the probability of a cut-off is _>95% ('Class B'). For $4 0917+624 the

probability for a cut-off is > 92% ('Class C'). Furthermore three quasars (3C219, PKS0537-

286 and $4 0636+680) have very flat energy index, much flatter than the average for radio

loud quasars at those redshifts, if we insist on only Galactic absorption (we also call these

'Class C'). Excess absorption, similar to that required in the better spectra, readily produces

a normal energy index. Two radio-loud quasars do not show any evidence for a cut-off

(4C71.07 and PKS1442+101). The first is a famous blazar, detected by EGRET in the GeV

energies (e.g. von Montigny et al 1995) and therefore beaming is important. The second is

often classified as a Compact Steep Radio Spectrum quasar (e.g. DallaCasa et al 1995). The

total number of cut-off radio loud quasars is therefore eight, with three more objects likely

to be cut-off quasars.

By contrast, in radio-quiet quasars we have a strong evidence for a cut-off in only one

case out of 289 (PHL6625, Probability > 99.9%). PHL6625 lies just 4.6 arcmin from the

position of the low redshift galaxy NGC 247. The cut-off in PHL6625 may well be due to

absorption in gas associated to NGC247 (Elvis et al., 1997). Two other radio quiet quasars

MS03363-2546, US3333) have a probability for a cut-off >_95%. US3333 is included in the

area of the sky already surveyed by the NVSS (Condon et al., in preparation) but has not

been detected. The upper limit on the radio flux (fr < 2.5 mJy) puts an upper limit of 0.2

on C_ro, very close to the threshold of 0.19 that we use to divide radio-loud and radio-quiet

quasars. More sensitive optical and radio observation are then needed to assess the nature

of this source. MS03363-2546 is not detected in radio by Stocke et al 1992. The limit on the

radio flux assures that this quasar is a truly radio-quiet source. The origin of the cut-offs of

MS03363-2546 and US3333 is unknown and deserves follow-up studies. The probability of

finding by chance the detected number of cut-off radio quiet quasar at z< 2.2, assuming a

frequency of cut-offs similar to that of radio loud quasars is 1.3 %.
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5. Comparison with previous results

Results on the ROSAT pointed observations of the quasars in Table 3 have been pub-

lished by Elvis et al (1994a, PKS0438-436, PKS2126-158, $40636+680), Elvis et al (1994b

3C212), Maraschi et al (1995, PKS1334-127), Brunner et al (1994, 4C71.07), Buhler et al.

(PKS0537-286), Bechtold et al. (1994, PKS1442÷101 and $41745÷624).

The spectral fitting results in Table 6 generally agree well with the results presented in

the above papers. Maraschi et al (1995) use a Galactic NH higher than the one we adopted

(from Stark et al 1992) by about 1.6 × 1020 cm -2, and as a result conclude that there is little

evidence for absorption in this source.

Some of the quasars in Table 3 have also been observed by ASCA (Siebert et al., 1996

PKS0537-286, Cappi et al., 1997, PKS0438-436, PKS0537-286, 4C71.07, PKS2126-158). The

results found by these authors are consistent with those obtained from the ROSAT observa-

tions with the exception of 4C71.07, for which Cappi et al. (1997) report significant intrinsic

absorption (of about 8 × 102o cm-2). The comparison between the ROSAT and the ASCA

data implies a variation in the absorber column density on a time-scale of less than 2.6

years in this source. Cappi et al. (1997) discuss in detail the possibility that low energy

absorption in addition to the 21 cm value in their sample of high redshift quasars may be due

to molecular gas. For the four quasars in common between their and our sample they find

no strong evidence for Galactic molecular gas absorption. We note here that our limit on

the Galactic (21cm) NH effectively excludes low Galactic latitude sources from our sample,

thus minimizing the probability for a contamination from Galactic molecular clouds, which

are strongly concentrated toward the Galactic plane. The CO survey by Blitz, Magnani &

Mundy (1984) finds that molecular gas is uncommon at high Galactic latitudes. The only

quasar known to be affected by molecular gas absorption (NRAO140, Marscher 1988, Turner

et al., 1995) lies at low Galactic latitude, and was excluded from our sample because it has

a Galactic (21 cm) NH of 1.4 × 1021 cm -2. Furthermore, de Vries, Heithausen & Thaddeus

(1987) found that high Galactic latitude molecular clouds differ from the Galactic plane

clouds so that their CO-to-H2 conversion factor is significantly smaller: ,,_ 0.5 × 1020 instead

of _,, 2 - 4 × 102° molecules cm-2(K -1 km-ls) -1 (Combes, 1991). This would reduce the

additional hydrogen column density implied by any CO emission by a factor _6.

The evolution of the quasar X-ray spectrum has also been studied by three groups:

Schartel et al (1996a) who used a sample drawn from the RASS containing all quasars with

My < -23 and more than 80 RASS counts; Schartel et al (1996b) used the Large Bright

Quasar Sample (LBQS) quasars observed during the RASS (using both detections and non-

detections); Puchnarewicz et al (1996) used AGNs identified in the ROSAT International
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X-ray/Optical Survey (RIXOS).

All the radio-quiet objects in Schartel et al (1996a)are at z< 0.5, while radio-loud
objects are detectedup to z=2.5. The indicesof the radio-quiet objects are fully consistent
with thoseof the WGACAT quasars.The PSPCspectralindicesof radio-loudobjects showa
significant flattening abovez,,_1, which is interpreted by Schartelet al in terms of a selection
effectand/or a redshift effect, if quasarspectraare not simplepower laws (but rather have
a concaveshape). In the WGACAT quasarsweseelittle changein both as and O_H from

0.1<z<2, most of the evolution being confined at redshifts higher than _ 2.

On the other hand most of the LBQS objects studied by Schartel et al (1996b) are radio-

quiet quasars. Schartel et al (1996b) find a marginal (2 sigma) evidence for a flattening of

LBQS spectra at z>_ 1.5. This result is consistent with our findings (see Section 3.1.2 above)

based on WGACAT quasars. In particular the slopes reported by Schartel et al (1996b) agree

well with those in Table 1. Again, the study of the evolution of the spectrum of radio-quiet

quasars is limited by the fact that high redshift radio-quiet quasars are faint and not easy

to observe with ROSAT.

Puchnarewicz et al (1996) find a mean energy index significant flatter than those ob-

tained from the WGACAT quasars. They also find no evidence for a change in ax with z.

The flat average slope reported by Puchnarewicz et al could be due to the selection crite-

ria used to define the sample (a flux limit of 3 × 10 -14 erg cm -2 s -1 in the ROSAT 0.4-2

keV 'hard band') which favors the inclusion in the sample of flatter AGN. Furthermore, the

correlation between the optical to X-ray index with the X-ray spectral index (like the one

found in Seyfert galaxies and low redshift quasars, see eg. Walter & Fink 1993, Fiore et al.

1995) can select preferentially flat X-ray quasars when considering a strictly X-ray selected

sample (low optical to X-ray index). We also note (from their figure 3) that in their sample

there are a few quasars with a very fiat spectral index, possibly due to absorption, which

tend to lower the average index. These quasars have a red optical continuum, strengthening

the evidence for absorption in these cases.

Also the fraction of radio-loud AGN in the RIXOS is unknown. The energy index

Puchnarewicz et al (1996) find at 2<z<3 is similar to the index we find in the same redshift

interval for radio-loud objects. At low redshift the radio quiet population should dominate in

number (because of its much larger volume density). However, we note that a similar X-ray

flux limited survey (Schartel et al 1996a) is completely dominated by radio loud objects at

z_>0.5, since radio-loud objects are brighter in X-rays than radio quiet (e.g Zamorani et al

1981, Green et al 1996). Therefore the RIXOS indices, at least at high redshift, could be

dominated by the radio-loud population.
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6. Conclusions

We have studied the 2 color X-ray spectra of a sample of about 167 radio-loud quasars

and 286 'bona fide' radio-quiet quasars. Radio-loud quasars cover the whole redshift space

from 0.1 to 4 rather uniformly, while there are only three radio-quiet quasars at z> 2.5,

against 12 radio-loud quasars at the same redshifts. Any conclusion on radio-quiet quasars

then apply to z < 2 only.

Concerning the low energy cut-off we have established:

.

.

e

.

Low energy X-ray cut-offs are more commonly (and perhaps exclusively) associated

with radio-loud quasars. Detailed spectral fits allow us to add, with some confidence,

that photoelectric absorption is a likely origin of the 'low energy cut-offs'. The con-

clusion is that low energy X-ray cut-offs are associated with the quasars, and not with

intervening systems, since those would affect radio-quiet and radio-loud quasars equally.

Among radio-loud quasars those at high redshift have a lower mean as than those

at low z (P=0.04%), with many lying in the X-ray 'cut-off' zone. Detailed spectral

analysis of all candidate cut-off quasars show four robust cut-off detections at redshift

higher than 2.2. The probability that the fraction of cut-off quasars among the 18

objects at z> 2.2 is similar to that of radio-loud quasars at z< 2.2 is very small,

about 0.002 % (using the binomial distribution). This indicates that cut-offs were

more common in the past than they are now. I.e. the X-ray cut-offs show evolution

with cosmic epoch.

The degeneracy between redshift and luminosity found in flux limited samples of

quasars was tested by using a partial correlation analysis. We found that while c_s

is truly anti-correlated with redshift at the 99.9% confidence level, in the case of c_H

the observed anti-correlation with redshift is mostly due to a strong dependence on

luminosity. Therefore, the cut-offs are an evolutionary, not a luminosity, effect.

Concerning the emitted X-ray spectra of quasars we have established:

The distribution of C_s of radio-quiet quasars is consistent with that of aH for z<_2.

This uniformity suggests a single emission mechanism dominating the whole ROSAT

band (c.f. Laor et al., 1997) up to a redshift of about 2. We find a marginal evidence

for a flattening of aH (P----4.5 %) going from z<l to z--2, in agreement with previous

studies (Schartel et al 1996b). This can be due to a selection effect even if quasar X-

ray spectra are simple power laws, because at high redshift the steepest (and therefore
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faintest) sources would not be detected. However, it is well known that ROSAT PSPC

0.1-2 keV spectral indices of Seyfert 1 galaxies and low redshift radio-quiet quasars

are much steeper than those observed above 2 keV (e.g. Walter & Fink 1993, Fiore et

al 1994, Laor et al 1997). If the spectrum of these AGN is made up of two distinct

components that are equal at a typical energy E0, the flattening of oLH at z> 1 would

suggest that E0 lies in the range 2-4 keV (quasar frame).

Radio-loud quasars at z<2.2 show a 'concave' spectrum (a H < a S by ,_0.2). Both

indices are much flatter than those of radio-quiet quasars. This new result is in line

with the suggestion of Wilkes & Elvis (1987) that the X-ray spectrum of radio-loud

quasars may be due to an additional component above that seen in radio-quiet quasars.

However, it may also imply different processes at work in radio-loud and radio-quiet

sources (as recently suggested by Laor et al., 1997).

At z>_2 the average soft and hard indices are similar and both significatively smaller

than at lower redshifts. This could be due to the soft component of radio-loud quasars

being completely shifted out of the PSPC band at z> 2. Most z> 2 radio-loud quasars

in our sample have flat radio spectra. Padovani et al. (1997) suggested that these

quasars are analogs to LBL BL Lacs, that is BL Lac objects with maximum energy

emission in the IR-Optical band. Their high energy radiation should then be dominated

by inverse Compton emission. At z> 2 we are then likely seeing pure inverse Compton

emission. At lower redshift the ROSAT PSPC band could sample a mixture of inverse

Compton emission, the tail of the Synchrotron component peaking in the infrared and

thermal emission from the hypothesized accretion disk.

The radio and optical properties of the quasars with low energy X-ray cut-offs will be

discussed in more detail in a companion paper (Elvis et al. 1997).

This research has made us of the BROWSE program developed by the ESA/EXOSAT

Observatory, NASA/HEASARC, and the NASA/IPAC Extragalactic Database (NED) which

is operated by the Jet Propulsion Laboratory, California Institute of Technology, under

contract with the National Aeronautics and Space Administration.
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Table 3: 'Candidate' Cut-off Quasars
Quasar z logLo

erg s -1

Radio Quiet

RXJ16331+4157 0.136 29.14

MS02388-2314 0.284 29.92

Q0335-350 0.321 29.68

MS03363-2546 0.334 30.20

US3333 0.354 30.55

PHL6625% 0.38 29.98

MS12186+7522 0.645 30.77

Q1234+1217 0.664 30.67

MS21340+0018 0.805 30.31

SBS0954+495 1.687 31.32

Radio Loud

3C219 0.174 29.93

PKS1334-127 0.539 31.08

3C207 0.684 30.98

3C212 1.043 30.91

$4 0917+624 1.446 31.29

$4 0917+449 2.18 32.01

4C71.07 b 2.19 33.04

PKS2351-154 2.665 32.33

PKS0438-43 2.852 32.46

PKS0537-286 3.119 32.16

$4 0636+680 3.174 33.04

PKS2126-158 3.266 33.25

PKS1442+101 3.53 32.7

$41745+624 3.886 32.97

a. 4.6' from NGC247 nucleus

b. Blazar, EGRET _-ray
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Table 4: "Candidate" Cut-off Quasars: PSPC Observations

Quasar Counts exposure off-axis angle

sec arcmin

Radio Quiet

RXJ16331+4157 281 13636 on

MS02388-2314 223 8008 16.4

Q0335-350 744 17957 13.0

MS03363-2546 938 50058 18.7

US3333 416 11863 13.2

PHL6625 328 19072 3.0

MS12186+7522 321 6484 14.6

Q1234+1217 114 9426 13.5

MS21340+0018 86 5201 11.6

SBS0954+495 182 3669 35

Radio Loud

3C219 509 4386 on

PKS1334-127 516 3614 on

3C207 452 7017 on

3C212 770 21565 on

$4 0917+624 366 19465 on

$4 0917+449 640 3367 on

4C71.07 5254 6993 on

PKS2351-154 419 6335 on

PKS0438-43 163 21231 on

PKS0537-286 555 9487 on

$40636+680 68 5342 on

PKS2126-158 1262 7392 on

PKS1442+101 655 15433 on

$41745+624 506 16141 on
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Table 5: "Candidate" Cut-off Radio Quiet Quasars: Spectral Fits

Quasar NHGal NH OlE X 2/ dof prob•(Ax2

102o cm-2 1020 em-2

Radio Quiet

RXJ16331+4157 1.05 1 1+21 0 87 +0.80 7.0/13• -1.1 • -0.60

2 7+o.s 1.6 FIXED 9.2/14 -''-0.4

MS02388-2314 2•29 5 5 +7.3 1.0 ± 0.8 4•8/14• --3.1

2.29 FIXED 0.32±0.25 5.9/15

8 2 +3.8 1.6 FIXED 5.9/15 -• -3.0

Q0335-350 1.26 2-1+1°-o.8 1.18 ± 0.35 14.8/23

1.26 FIXED 0.86 + 0.08 17.2/24

3.1 ± 0.3 1.6 FIXED 17.6/24 -

2 1 +1'8 1.28± 0.30 72•6/67MS03363-2546 1.05 • -o.8

1.05 FIXED 0.89± 0.06 77.4/68 97.2 %

2.9 ± 0.2 1.6 FIXED 74.3/68

7 7 +51 1.36 ± 0.55 8.2/15US3333 4.36 • -2.5

4•36 FIXED 0.77± 0.14 12.8/16 96.8 %

9.0 ± 0.2 1.6 FIXED 8.7/16 -

7 7+3.0 1.88 ± 0.6 2.5/12PHL6625 1.47 • -2.s

1•47 FIXED 0.32±0.14 19.3/12 99•995 %

MS12186+7522 3.02 3.0 FIXED 0.7 ± 0.5 5.7/11

6 _+1.7 1.6 FIXED 9.5/12 -"_-1.0

Q1234+1217 2.51 4.5 +91_3.1 1 ._-o.5_+16 3.4/6

2.51 FIXED 0.93 ± 0.33 3.8/7

2 7+18.3 0 6 +1"5 0.71/5MS21340+0018 4.00 ---2.7 • -o.3

4.0 FIXED 0.90±0•45 0•81/6

6 2+6.4 1.6 FIXED 1.62/6 -• --1•7

SBS0954+495 0.87 5 2 +6.8 2.0 + 2.0 6.5/7• -5.2

0.87 FIXED 0.57± 0.30 7.9/8

4 n+1.4 1.6 FIXED 6.6/8 -.v-l.0
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Table 6: "Candidate" Cut-off Radio Loud Quasars: Spectral Fits

Quasar NHGal NH aE x2/dof prob. (Ax2

1020 cm-2 10 2o cm-2

3C219 1.48 2.1 +°'s_1.2 0.22 4- 0.40 6.3/22

1.48 FIXED 0.05 + 0.10 6.8/23 -

5.7 +°"7_o.5 1.34 FIXED 23.0/23

PKS1334-127 4.41 7 1+3.0• -2.0 1.2 4- 0.4 11.0/20

4.41 FIXED 0.66 4- 0.13 15.3/21 96.2 %

3C207 4.07 29+3°-21.5 2.3 4- 1.4 13.6/17

4.07 FIXED 0.34 4- 0.16 24.9/18 99.92 %

3C212 3.70 32 +18-16 1.9 4- 1.0 14.4/21

3.70 FIXED 0.14 4- 0.09 32.0/22 99.997 %

$4 0917+624 3.55 11 9 +z2• -7.9 0.46 4- 0.30 5.0/14

3.55 FIXED 0.76 4- 0.21 8.25/15 92.6

$4 0917+449 1.51 2.9 +1'2_1.o 0.79 4- 0.33 17.6/22

1.51 FIXED 0.37 + 0.08 22.1/23 96.6%

4C71.07 2.95 3.3 + 0.3 0.52 4- 0.09 26.4/29

2.95 FIXED 0.43 4- 0.03 28.9/30 -

PKS2351-154 2.39 5.4 +3"s_1.2 0.87 4- 0.49 12.6/19

2.39 FIXED 0.25 4- 0.14 17.3/20 97.0 %

PKS0438-43 1.50 6 --'-1.80+3.5 0 •70+0"27-0.22 10.3/22

1.5 FIXED -0.16 4- 0.06 55.4/23 > 99.999

PKS0537-286 2.06 2 7 +17• -1.4 0.38 + 38 16.2/22

2.06 FIXED 0.22 4- 0.11 16.8/23

3.8 4- 0.5 0.7 FIXED 17.8/23 -

$40636+680 5.7 5.7 FIXED -0.1 4- 0.4 10.64/15

20+1°-s 1.7 FIXED 9.52/15

PKS2126-158 4.85 12.9 +7"2_3.8 ,,.,v_o.29n-m+o.41 20.6/20

4.85 FIXED -0.03 4- 0.03 49.56/20 > 99.999

PKS1442+101 1.70 1 o+1.2•_-o.9 0.46 -4- 0.35 23.2/24

1.70 FIXED 0.41 4- 0.10 23.4/23

$41745+624 3.31 6.8 +°'a°_3.o ,_.-_-o.44n-_+1.o 14.5/16

3.31 FIXED 0.26 4- 0.13 19.1/17 96.8 %
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Fig. 1.-- Figure 1 The distribution of X-ray/optical offsets for our sources, obtained by

cross-correlating the WGA catalog with various optical and radio catalogs with a correlation

radius of one arcminute. The mean offset is __ 18 arcsec. The number of spurious associations

<is ~ 2 (see text for details).
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(b) radio-quiet quasars plotted against the 'hard' effective spectral index (_H)- Radio-loud

flat spectrum radio sources are identified by circles, steep radio spectrum sources by squares.

High redshift quasars (z>2.2) are shown with filled symbols. Three-point spectra illustrate

the radically different spectral shapes in different parts of the diagrams.
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ABSTRACT

We have selected quasars with X-ray colors suggestive of a low energy cut-

off, from the ROSAT PSPC pointed archive. We examine the radio and optical

properties of these 13 quasars. Five out of the seven quasars with good optical

spectra show associated optical absorption lines, with two having high Av can-

didate systems. Two other cut-off quasars show reddening associated with the

quasar. We conclude that absorption is highly likely to be the cause of the X-ray

cut-offs, and that the absorbing material associated with the quasars, not inter-

vening along the line-of-sight. The suggestion that Gigahertz Peaked Sources are

associated with X-ray cut-offs remains unclear with this expanded sample.
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ABSTRACT

In this paper we explore coUisional ionization and time-evolving photoionization in the, X-

ray discovered, ionized absorbers in Seyfert galaxies. These absorbers show temporal changes

inconsistent with simple equilibrium models. We develop a simple code to follow the temporal

evolution of non-equilibrium photoionized gas. As a result seceral effects appear that are easily

observable; and which, in fact, may explain otherwise paradoxical behavior.

Specifically we find that:

1. In many important astrophysical conditions (OVII, OVIII dominant; and high ( > 1022"5cm -2)

column density) pure collisional and photoionization equilibria can be distinguished with

moderate spectral resolution observations, due to a strong absorption structure between

1 and 3 keV. This feature is due mainly to iron L XVII-XIX and Neon K IX-X absorp-

tion, which is much stronger in collisional models. This absorption structure may be mis-

interpreted as a flattening of the intrinsic emission spectrum above --_ 1 keV in low resolution

data.

2. In time-evolving non-equilibrium photoionization models the response of the ionization state

of the gas to sudden changes of the ionizing continuum is smoothed and delayed at low gas

densities (usually up to l0 s cm-3), even when the luminosity increases. The recombination

time can be much longer (up to orders of magnitude) than the photoionization timescale.

Hence a photoionized absorber subject to frequent, quick, and consistent changes of ionizing

luminosity is likely to be overionized with respect to the equilibrium ionization state.

3. If the changes of the ionizing luminosity are not instantaneous, and the electron density

is low enough (the limit depends on the average ionization state of the gas, but is usually

10 v cm -3 to -_ l0 s cm-3), the ionization state of the gas can continue to increase while

the source luminosity decreases, so a maximum in the ionization state of a given element

may occur during a minimum of the ionizing intensity (the opposite of the prediction of

equilibrium models).

4. Different ions of different elements reach their equilibrium configuration on different time-

scales, so models in which all ions of all elements are in photoionization equilibrium so often

fail to describe AGN spectral evolution.



Theseproperties are similar to those seen in several ionized absorbers in AGN, properties

which had hitherto been puzzling. We applied these models to a high S/N ROSAT PSPC obser-

vation of the Seyfert 1 galaxy NGC 4051. The compressed dynamical range of variation of the

ionization parameter U and the ionization delays seen in the ROSAT observations of NGC 4051

may be simply explained by non-equilibrium photoionization model, giving well constrained pa-
(1 0+1"2_rameters: n_ -- • -0.sJ x 10 s cm -3, and R= +o.s0 1016(0.74_0.40) x cm (-,_ 3 light days).



1. INTRODUCTION

Thedetectionandthestudyofionizedabsorbersismoredifficultthanthat ofcoldneutralabsorbers,
butcanyieldmuchmoredetailedinformationaboutthenatureoftheabsorbersandthestateandgeometry
ofthenuclearregionsofAGN.If photoionizationappliesthentheelectrondensityofthegasandits distance
fromtheionizingsourcecanbeestimated.

Absorptionfeaturesfromionizedgas,arecommonin theX-rayspectraof SeyfertGalaxiesandsome
quasars1. DeepoxygenVII andVIII absorptionedgesat 0.74keVand0.87 keV (rest) have been detected

by the ROSAT PSPC and the ASCA SIS in quite a large number of Seyfert 1 galaxies (Reynolds, 1997).

We do not know yet what is the origin of the gas ionization. Models to date have assumed the simplest

equilibrium photoionization case (e.g. Fiore et al., 1993; Gualnazzi et al., 1996; Reynolds et al., 1995). In

this case, if the gas is confined in a single cloud of constant density, and if the recombination time is smaller

than the typical variability timescale, then the ionization parameter, and hence the ionization state of the

gas, should follow closely the intensity of the ionizing continuum. This is not always observed. In two ASCA

observations of MGC-6-30-15 (Fabian et al. 1994, Reynolds et al. 1995) the best fit ionization parameter

is higher when the ionizing flux is lower, in contrast with the expectations of the simplest equilibrium

photoionization model; the ASCA observations of MR2251-178 show a roughly constant ionization parameter

despite large variation in the 2-10 keV flux (Reynolds & Fabian, 1995); finally, in a ROSAT observation of

NGC 4051 (McHardy et al., 1995), the ionization parameter does not linearly track the luminosity, but shows

changes that are smoothed and delayed with respect to the luminosity changes. It seems clear that, at least

in the above three cases (which are also the best studied), the simplest photoionization equilibrium model is

inadequate. We clearly need more complete and consistent models to interpret the available data. The gas

could well be distributed in an irregular region with varying density. Different ionization states would then

apply to different region of this gas. Other authors have adopted such multi-zone models (Otani et al. 1996,

Kriss et al. 1996). In those models the authors assume that absorption features from different ions of the

same element are imprinted on the spectrum by the transmission of the ionizing radiation through multiple

distinct clouds of gas with different geometrical configurations, ionization states and densities. This is of

course a possibility, but to us it seems rather 'ad hoc'.

In this paper instead we discuss the additional physics of collisional ionization, and of time-evolving

photoionization ..... in a single zone model. We then apply these models to the Seyfert 1 galaxy NGC 4051.

2. Ionization Models

The innermost regions of an AGN are likely to be 'active', in the sense that the gas there confined

is expected to be involved in significant bulk motion, as in strong outflows (Arav et al., 1995) or inflows.

In particular the evidence for ionized outflows from the central regions of AGN is strong (Mathur et al.

1994, 1995, 1997). Hence sources of mechanical heating of the gas (for example adiabatic compression by

INGC 4051: Mc Hardy et al. 1995; Guainazzi et al., 1996; MGC-6-30-15: Nandra & Pounds, 1992, Reynolds et al. 1995,
MNRAS; NGC 3783: Turner et al. 1993, George et al., 1996; NGC 985, Brandt et al. 1994; NGC 5548: Done et al. 1995,
Mathur et al. 1995; NGC 3227, Ptak et al. 1994; NGC 3516, Kriss et al. 1996; IC 4329A, Cappi et al. 1996 PG 1114+445, Laor
et al. (1997); MR 2251-178, Halpern (1984), Pan, Stewart and Pounds (1990); 3C 351, Fiore et al. (1993); see also Reynolds
(1997)
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shock waves) may well be at work in the high density clouds, making collisional ionization the dominant

ionization mechanism. In the low density clouds the gas could be far from photoionization equilibrium,

because the recombination timescales have become greater than the X-ray continuum variability timescales.

Hereinafter, by photoionization time (tph) and recombination time (trec) we mean the time necessary for

the gas to reach photoionization equilibrium with the ionizing luminosity during increasing and decreasing

phases respectively. We discuss in turn the possible importance of collisional ionization and time-evolving

photoionization, in determining the final transmitted spectrum that we observe in AGN.

2.1. Collisional Ionization Models

To study collisional ionization we constructed a series of pure collisional ionization models and compared

them with the equilibrium photoionization models. The models were created using CLOUDY (version 90.01,

Ferland, 1996), fixing the ionization parameter (i.e. the dimensionless ratio between the number of Hydrogen

ionizing photons and the electron density of the gas) U to 10 -5 and calculating the spectra transmitted

through clouds with a total column density, NR = 10_25 cm -_, constant density and temperature (the

calculation of the physical condition of clouds in coronal or collisional equilibrium is one of the options

of CLOUDY; Ferland, 1996). The distribution of fractional abundances for the most important ions is

essentially independent of the electron density value: for 10 < ne < 1012 cm-3; the variation is smaller than

13% for ions with fractional abundances greater than 0.01.

For temperatures Te in the range 105 - 107"1 the main edges imprinted on the spectra are roughly the

same as those in the spectra from photoionized gas with -1 < log(U) < 1.5. However, the distribution of

the different ionic species is very different in the two cases, and so the relative optical depth of the edges

differ markedly. High quality X-ray spectra, where more than one edge is visible, could then discriminate

between the two cases.

The different ionic abundances in the coUisional and photoionized cases can be seen in Figs. la,b and

2a, b. Here we plot the fractional abundances of NeVIII-NeXI and OVI-OIX (Fig. 1) and FeXIV-FeXXV

(Fig. 2), computed in the case of photoionization and collisional ionization respectively as a function of U

and Te. As Fiore et al (1993) and Mathur et al. (1994) have shown, the photo-ionization state of the gas

depends strongly on the spectral energy distribution (SED) of the ionizing continuum, from radio to hard

X-rays. To simplify the comparison between photoionization models and the data, we therefore used an

ionizing continuum similar to the SED of NGC 4051 (Done et al 1990).

Firstly we note that the fractional abundances in photoionized gas are more smoothly distributed than

those of collisionally ionized gas. Let us consider the regime in which the OVII and OVIII fractions are

higher than ,_ 0.2, so that both OVH and OVIH edges axe present in the emerging spectrum, as sometimes

found in Seyfert galaxies spectra (e.g. Otani et al. 1996, Guainazzi et al. 1996). In the photoionization case

the range of U where this occurs is 1.2-3.6, a factor 3. This is twice as wide as the corresponding range of

Te: 1.5 × 106 - 2.4 x 106 K (a factor of 1.6: dotted lines in panels a and b of Fig. 1). Moreover, NeIX is

abundant and Carbon is almost fully stripped in the collisional case, but not in the photoionized case.

The difference in the resulting spectra is shown in Fig. 3a. Here we show the ratio between two power law

spectra emerging respectively from clouds of collisionallly ionized (Te = 1.8 x 108 K) gas, and photoionized

(U=2) gas with solar abundances (the choices of Te and U were made by looking for similar OVII-OVIII

abundances: see Fig. la). Below 1 keV there is a large feature due to the deep CVI K absorption edge in the

photoionization case. The most important feature above 1 keV is the NeIX absorption edge in the collisional



case,but thisfeatureissmoothedbythepresence,inbothcases,of deepOVIIandOVIII absorptionedges.
Reynolds(1997),fittedbothasimpleOVIIandOVIII K-edgesmodelandaphysicalphotoionizationmodel
to ASCASISspectraof a sampleof Seyfert1knownto hosta warmabsorber.Comparingtheresultshe
foundthatin somecases,thebestfit 2-edgesmodelcontinueto showresidualsattheenergyofCVI K edge,
whileresidualsto physicalphotoionizationmodeldonot. Thismaypointto photoionizationasionizing
mechanism.Spectrawithhigherresolutionfrom0.4keVto 3 keVshouldthereforeallowoneto diagnose
absorptionbycollisionallyionizedor photoionizedgasthat hassignificantOVII and/orOVIII abundances
(e.g.Otanietal. 1996,Guainazzietal. 1996).

Theotherimportantfeatureofcollisionalmodelsis theinertiaof theheavyelements(fromNeto Fe)
againstbecominghighlyionized,evenwhentheoxygenis almostfully stripped.In Fig. la andlb we
havemarkedtherangeof U for whichOIXis byfar thedominantion(nosx>_0.8)andOVIII is theonly
oxygenedgein theemergentspectrum0-_<0.8,for an NH of 1022.5 cm -2 and solar abundances). These

same intervals of U and Te are also shown in Fig 2a and 2b. In the photoionization case Neon is almost

fully stripped (NeXI), and the dominant ions of the iron are FeXVIII to FeXXIII. Instead in the collisional

case there is a range of temperature for which Neon and Iron are much less ionized, with the dominant ions

being NeIX-NeX, and FeXVI to FeXX. In particular we note the large abundance of FeXVII (FeXVII and

FeXXV are respectively Ne-like and He-like, and so very stable). The different ionization level of Neon and

Iron implies a very different emergent spectrum between 1 and 3 keV.

This is illustrated in Fig. 3b which shows the ratio between spectra transmitted from collisionally

ionized gas with Te --- 3.9 × 106 K, and photoionized gas with U--10 (both with N H ---- 1022.5 cm-2). With

these values of Te and U, nolx "-' 0.8 in both collisional ionization and photoionization models (see Fig. la).

The ratio does not show any significant feature at E< 1 keV (implying similar ionization states of Carbon,

Nitrogen and Oxygen), but between 1 and 3 keV, the spectrum from colhsionally ionized gas shows a large

and complicated absorption structure due mainly to iron L XVII-XIX and Neon K IX-X absorption (Fig.

3b). This absorption structure may be mis-interpreted in moderate quality spectra as a flattening above

,,_ 1 keV. Again, higher spectral resolution data with good SIN can distinguish between photoionization or

collisional equilibrium.

That the NeIX and FeXVII edges are of similar depth is due to a coincidence of cross-sections and

abundances. The photoelectric cross section of the iron L shell atoms ranges from ,_ 2 × 10 -19 cm 2 for the

Lp levels of FeXVI-FeXIX (E ,-_ (1.17 - 1.47) keV), to ,,_ 3 x 10 -2° cm 2 for the Lp level of FeXXII (E=1.78

keV) (Kallman & Krolik, 1995). 2 Furthermore in the collisional case the relative abundance of FeXVII is in

the range 0.2-0.7, compared to _<0.25 in the analogous photoionization case. The relative abundance of the

NeX, in the collisional case, is greater than 0.25, but NeX -<0.4 in the analogous photoionization case, while

0.05_< (NeIX)vou _<0.40 and (NeIX)Phot _<0.05 (Fig. 1 a,b). The K-edge energy of NeX is 1.36 keV the

same of that of the FeXVIII Lp-edge. While the photoelectric cross-section of Neon is about a factor 4 lower

than Iron, the solar abundance of the Neon is about a factor 4 greater than that of Iron (Grevesse & Anders

1989). Furthermore the cross-section of NeIX is about a factor 3 higher than NeX. As a result, spectra from

a cloud of collisional ionized gas at T_ _ 4-6 x 106 K, will show a very deep O'FeL_,XVI_ ,',, 1.0 X NH2s) edge

at the FeXVII Lp-edge energy (1.26 keV), a deep ('rFeL_,XVrH+IVeK x _ 0.7 X NH23) edge at 1.36 keV due to

the comparable contributions of the NeX K-edge and the FeXVIII Lp-edge, and a similarly deep absorption

edge at the NeIX K-edge energy (EK(NeIX) = 1.196 keV, _-_VeKxx "_ 0.6 X NH_3)" In the corresponding

2The photoelectric cross section of the Ls levels of the iron ions, is about one order of magnitude lower than the correponding
Lp cross sections, and the Lp levels of the ions FeXXIII-FeXXVI are not populated in ordinary conditions.
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photoionizationcase,the relativeabundancesof both NeIX-X and FeXVII-XVIII are too low (Fig. la,b,

2a,b) to imprint similar features on the spectrum.

When collisions are the dominant ionization process, (U _ 0.01) we can estimate the minimum distance,

R, between the ionized gas cloud and the central source. For an ionizing luminosity Lion, we find: R >

1.6 x 1016(nelo)-°'5(Q52) °'5 (with nelo being the electron density in units of 10 l° cm -3, and Q52 the rate

of photons ionizing hydrogen in units of 1052 ph s-l: Q = f_, dE(Lion (E)/E)). For typical AGN ionizing

continuum shapes and luminosities (Lion -- 1042, 1045 erg s-l), and assuming nero - 1, we find R > 6.2 x 1016

cm, 2 x 10 is cm, respectively, similar to the size of the BLR for such AGN (Peterson et al., 1977).

2.2. Mixed Collisional and Photoionization Models

The above discussion concerns gas in pure collisional equilibrium. If the gas density is low enough and/or

if the gas is close enough to the central X-ray source then photoionization can be important too. We examined

a number of models with a varying mixture of collisional ionization and photoionization. For Te = 2.5 x 106

we find that for values of U < 0.1 the main features of the fractional abundance distribution are still those

of pure collisional ionized gas. Increasing U to 0.3 causes a sharp change in the ionization structure. For

0.3 < U 5 100 (the exact value of the upper limit depending on the equilibrium temperature determined by

collisional mechanisms) the ionization structure is determined by both processes, and the transmitted spectra

resemble those from pure photoionized gas of much higher ionization parameter. This is shown in Fig. 4

where we plot in the lower panel three spectra from purely photoionized gas (column density logNH=22.5

and log(U)=0.7, 1.1 and 1.4), and in the upper panel 5 spectra from gas in which both mechanisms are

at work (logNH=22.5, Te = 2.5 x 106 and log(U)---2, -1, 0.3, 0, 0.4). The pure photoionization spectra

with log(U)=0.7, 1 (lower panel) are very similar to the mixed collisional and photoionization spectra with a

factor 4-10 times lower U (log(U)=°0.3, 0.4; upper panel). Fitting the mixed spectra with pure photoionation

models would give a much more compressed range of U than the real one, as found by McHardy et al. in

NGC4051. The above spectra in the two panels of Fig. 5 are practically undistinguishable even at high

resolution, because the shape of the fractional abundance distributions when both processes are working,

closely resemble those of a purely photoionized gas (see upper panels of Fig. 1 and 2). Fortunately the two

models predict quite different delay properties (§2.3).

2.3. Time-evolving Photoionization Models

If photoionization is the dominant process (the gas being purely photoionized, or the density enough

low to give U >_0.1) the main features of the fractional abundance distribution are those of photoionized gas.

However, if the X-ray source is variable, photoionization equilibrium will apply only if the density is high

enough to make the ion recombination timescales shorter than the variability timescales. There are regimes

where photoionization equilibrium does not apply at all. Here we investigate the low density case in some

detail, beginning with a discussion of the relevant physics.

2.3.1. Equilibrium photoionization

Let us suppose that a single cloud of optically thin gas is illuminated by an intense flux of ionizing
radiation emitted by a variable source located at a distance R from the cloud.
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Wecan calculate the equilibrium distibution of the ionic species in the cloud, by setting the photoion-

ization rate equal to the radiative recombination rate 3 (see, e.g., Netzer, 1990).

(nXi+l _ eq _ Fx i
(1) \ nx' } - arec(Xi,Te)n e,

and adding the condition for charge conservation _,i nx, = 1. Here arec(X i, Te) is the radiative recombina-

tion coefficient (in cm z s-l), which includes recombination to all levels, and Fx, is the photoionization rate

of the ion X i, which, for optically thin gas clouds, can be written (see, eg., Netzer, 1990):

= du a,,(Xi).
(2) Fx, _ x,

The lower limit of the integral is the threshold ionization frequency of the ion X i. a_,(X i) is the photoelectric

absorption differential cross section of the ion X i.

In this simple scheme the ionization state of the gas is completely determined, at equilibrium, by the

value of the ionization parameter U = FHr/n_c. 4

With these approximations the ionization parameter U can be written as a function of the ratio between

any two consecutive ionic species of the generic element X:

(5)
\ nx, ] k,Fx,] c

_.3._. Time-evolving photoionization: Equations

If the gas is not in equilibrium eq. 5 is of course meaningless. However, it is still possible to use it

formally by introducing an ionization parameter U x''x'+l (t) which depends both on time and on the specific

ionic species under consideration.

The time evolution of the relative density of the ion i of the element X, considering only radiative

recombination and photoionization, is then given by (Krolik and Kriss, 1995):

(6) dnx_.__:..= _ [Fx, + a,_c(xi_l,Te)n_] nx, + Fx,-,nx,-, + a,_c(Xi,T_)nenx,+,.
dt

3Neglecting the normally small effects of Auger ionization, collisional ionization and three body recombination.

4The inverse of the photoionization and radiative recombination rates are usually referred in the literature as the photoion-

ization and recombination times:

1 x i 1

(3),(4) tXl i = FX-----_, t2 = a_ee(Xi Te)n e

Instead in this paper we refer to different quantities as photoianization time and recombination time: see eq. 7.



The first term on the right of eq. 6, is the destruction rate of the ion X i, both by photoionization

X i --_ X i+l and radiative recombination X i _ X i-1 , while the other two terms indicate the formation rate

of the ion X i by photoionization of the ion X i-1 and radiative recombination of the ion X i+1 respectively.

The solution of eCl. 6 is a system of N coupled integral equations in the N unknowns nx_ , which is

analytically solvable only for N=2, with the addition of the charge conservation condition. These solutions

define the time scale teq, that measures the time necessary for the gas to reach photoionization equilibrium

with the ionizing continuum. This time is given at any point of the light curve of the ionizing continuum

by the inverse of the destruction rate of the ion X i (following Krolik & Kriss 1995) A useful analytical

approximation for teq (valid if the ionic abundances of a given element are distributed mainly between just

two ionic species), is:

(7) teq" (t-, t +dr) ~  reoCX'-YT. e n, ) '
\ nxi ]eq,t+dt J

X i Xi+l
where eq indicates the equilibrium quantities. During increasing ionization flux phases we call teq"

X i Xi+l
photoionization time, tph; during decreasing ionization flux phases we call teq ' recombination time, tree-

These times are generally different from tx and tz in eq. 3 and 4.

X i Xi-+l_
Equation 7 shows that the time teq ' (t --r t + dr) necessary for the gas to reach equilibrium depends

explicitly on the electron density ne in the cloud, and on the equilibrium ratio between two consecutive ionic

species calculated at the time t+dt. This is the key result of this work, which has major consequences:

1. the time scale on which the gas reaches equilibrium with the ionizing continuum depends on the electron

density, even when the continuum increases (Fig. 5);

2. different ions reach their equilibrium relative abundances at different points of the light curve (Fig. 6);

3. if changes of intensity are not instantaneous (dL/dt< oo), the time behavior of the relative abundance

of a given ion can be opposite to that of the ionizing source (Fig. 6).

All of these effetcs have been seen in ionized absorbers in AGN. Using these effects non-equilibrium

photoionization models can strongly constrain the physical state of the absorber.

2.3.3. Time-evolvin9 Photoionization: Calculations

We created a program to solve the first order differential equation system of eq. 6 for all the ions of the

elements H, He, Li, C, N, O. The program uses an iterative method (see Gallavotti, 1983), that permits the

solution of any system of N first order differential equations in the N unknowns xi, of the form i(T) = f(x(0-)),

(W" > 0), with the only conditions being that ]i E C °° and a limited ensemble f/exists, such that xi E f_.

We consider the photoionization from the K-shell of each element, and radiative recombination to all levels

for each ion.

We use the recombination rates tabulated by Shull and Van Steenberg (1982) for the metals. We take

the values of the recombination rate of hydrogen from Ferland (1996); we get the total recombination rate by



summingoverlevelsn=l,20.Wecalculatethephotoionizationrate from the K-shell of each ion, carrying out

the integrals in eq. 2, using for the spectral shape of the ionizing continuum, from the Lyman limit to "y-rays,

a simple power law with _ = 1.3 (similar to the observed SED of NGC 4051). We use the photoelectric

K-shell cross section tabulated by Kallman and Krolik (1995).

We do not carry out the calculation of the heating-cooling balance self-consistently. We calculate with

CLOUDY (Ferland, 1996) a grid of models for 300 values of U (from 0.01 to 100), and build the curve

U=U(T_), using the technique described in Kallman and Krofik (1995). We then interpolate on these, to

obtain the initial equilibrium electron temperature of the gas. The time evolution of the temperature in

the cloud is carried out performing an iterative calculation of the time dependent photoionization equations,

using the definition of U x_'x'+_ (t) given above. This technique is only an approximation to the correct

self-consistent time-evolving heating-cooling calculation. By comparing the equilibrium relative abundances

of the main ions obtained with our method with that obtained using CLOUDY we estimate that for U in the

range 0.1-50 the method works with a precision better than 10%. Furthermore, for all the cases in which the

gas is far enough from equilibrium, the instantaneous temperature value of the gas is not critical, because

of the weak dependence of the recombination rates on T_ (see Shull and Van Steenberg, 1982).

The inputs the program needs are: (a) the initial equilibrium value of the ionization parameter U; (b)

the spectral shape of the ionizing continuum; (c) the light curve of the ionizing continuum; (d) the electron

density ne; (e) the ratio, P, between the source intensity and the intensity the source should have in order

to produce the observed degree of ionization, assuming equilibrium at the beginning of the fight curve.

The output of the program is a fist of the relative ionic abundances of the chosen element, and the source
flux at the illuminated face of the cloud as a function of time.

2. 3.4. The Step Function Light Curve

The simplest case is that of a two state fight curve. Let us suppose that the ionizing continuum intensity

goes instantaneously from a "low" to a "high" state and comes back to the "low" state after a time tvar

(Fig. 5a). The time behaviour of the ionization state of the gas irradiated by this continuum depends on
- X i Xi+l

the value of the ratio t_ar/teq ' (t _ t + dt), and the amplitude of the flux variation (here we adopt an

unusual factor 100 change in flux to make the effects particularly clear).

We considered the case of an optically thin cloud of gas with an initial ionization such that the most

relevant ionic species of the oxygen are OVIII and OIX (corresponding to equilibrium value of U _>10 with

the adopted SED).

The time behavior of the relative density of noxx is shown in Fig. 5b. In both panels different lines identify

different values of the electron density, n_ = 5 x 106, 107, 108, 109 cm -3. In the upper panel different ne

imply four values of the distance of the cloud from the ionizing source.

.OVIII,OIX

The photoionization time _ph (eq. 7) of the gas becomes progressively longer as the density
decreases: from about 103 s for ne = 108 cm -3, to 2 × 104 s for ne = 107 ern -3 to even longer timescales for

n_ = 5 × 106 cm -3 (for n_ _<10 s cm -3 the changes of notx during the firt 104 s are < 10 %). Note that this

is not true for tl in eq. 3, which is the definition of photoionization time usually found in litterature.

Formally the dependence of tph on ne is introduced by the choice of a particular set of boundary

x_ x'+l (t _ t + dt). Physically, fixing the boundaryconditions when solving eq. 6, and hence defining teq'
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conditions of the system means to choose a particular initial ionic distribution in the gas, and hence its

initial ionization state. Different values of he, given the initial ionization state of the gas (and hence the

ratio between the flux of ionizing photons at the illuminated face of the cloud and the electron density),

imply different distances of the gas from the X-ray source. This is clear in the upper panels of Fig. 5 where

the ionizing flux at the illuminated face of the cloud is plotted for different values of ne.

Recombination times are generally longer (t°_ x'°vHi > t_ar), and can be order of magnitude longer.

Neither at the highest density tested (he --- 109 cm -3) the ionization state of the gas is able to relax to the

initial equilibrium state in less than 2 x 104 s after the source switch off. Recombination time scales for

ne __ l0 s cm -3 are long, the order of many times 2 x 104 s. Since the source switch off is instantaneous the

relative density of OIX never increases after the switch off.

This example illustrates how photoionization recombination timescales can have a strong effect on the
changes observed in ionized absorbers.

2.3.5. The gradual rise _ decay light curve: dL/dt< oo

We now consider a more realistic light curve. In this case the source intensity goes from a low state

to a high state in a finite time (4,000 s), and after 2,000 s comes back to the initial low state with the

same absolute gradient (Fig. 6a). The entire up & down cycle lasts 10,000 s. The change in flux is a

more common factor 10. The corresponding light curves of the relative abundances of the fully stripped

ions of three different elements, CVII, NVIII and OIX, are shown in Fig. 6b. In both panels different lines

correspond to different values of the electron density, ne = l0 s, 109 cm -3.

The gradual changes of the ionizing continuum produce time delays between the source light curve and

the relative ion abundance light curves. In the lower density case (n, -- 10 s cm -s solid lines), noxx reaches

its maximum value (well below the equilibrium value _ 1) around the minimum of the luminosity intensity

(at -_ 10,000 s). During the whole decreasing luminosity phase nozx is slightly increasing or constant. X-ray

spectra taken during the high luminosity phase and the decreasing luminosity phase would show an OVIII

absorption edge correlated with the intensity of the ionizing continuum, as seen in MGC-6-30-15 (Fabian et

al., 1994, Reynolds et al., 1995). At this density CVII is able to reach its maximum equilibrium value (Fig.

6b), but even this ion does not relax to its initial equilibrium value for many times up and down cycle time.

Fig. 6b also shows that the ions reach their maximum values at different times, ncvH reach its maximum
value about 4,000 s before nolx.

At higher densities (n_ = 10 9 cm -3, dashed lines), the fractional abundance of each of the three ions

reaches its maximum equilibrium value during the first 6,000 s, and relaxes to its minimum equilibrium

value during the following 2.4 × 104 s, but with different times-scales: OIX reaches its minimum equilibrium

value after a time corresponding to two cycles, about one cycle after CVII. This could help to explain

why models in which all ions of all elements are in photoionization equilibrium, so often fail to describe

AGN spectral evolution. Spectra accumulated immediately after a very steep decreasing intensity phase

could contain no significant absorption features at the energies of OVII-OVIII K-edge (the oxygen being

completely ionized), but still show a deep absorption edge at E_, 0.5 keV, due to the presence of a large

amount of recombined CVI-CVII in the absorbing gas. High quality spectra would allow powerful tests of
non-equilibrium photoionization models.

A general result is that the observation of any delays in the response of the absorber to flux changes on
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timescalesof _ 5000- 1000s,immediatelyimpliesphotoionizationwithadensityinareasonablyrestricted
range,106_<n_ < 109 cm -3 (depending on the average ionization state).

3. Modeling the ROSAT data of NGC4051

NGC 4051 is an object with particulary good S/N (195 a, 44620 counts) in the ROSAT PSPC, which

exhibits behavior in its ionized absorber that is in conflict with simple photoionization equilibrium models

(McHardy et al., 1995). NGC 4051 is a low luminosity, rapidly variable Seyfert 1 galaxy: both its soft and

hard X-ray flux vary by large factors (up to 20) on a time scale of hours, and smaller variations have been

detected on shorter time scales (e.g. Lawrence et al., 1985, Guainazzi et al., 1996). NGC4051 also exhibits

a marked X-ray spectral variability, roughly correlated with intensity. The presence of an ionized absorber

in this source, was first proposed on the basis of variations of the GINGA softness ratio correlated with the

flux (Fiore et al. 1992). Subsequently a ROSAT PSPC observation performed during the All Sky Survey

(Pounds et al. 1994), also suggested the presence of a high column density, highly ionized absorber. More

sensitive ROSAT pointed observations (Mc Hardy et al. 1995), and ASCA observations (Mihara et al. 1994,

and Guainazzi et al. 1996), confirm the presence of a deep absorption edge at 0.8-0.9 keV. In these papers

the authors fit both continuum+edge and complete ionized absorber models to spectra accumulated in time

intervals short enough (600-3000 s) to avoid large flux variations. McHardy et al. (1995), find that a simple

single zone equilibrium photoionization model can provide a reasonably good representation of individual

spectra, but the best fit ionization parameter does not track the source intensity, as required by the model.

Guainazzi et al. (1996), analyzing an ASCA observation when the source intensity was on average a factor of

2 higher than during the 1991 ROSAT observation, find that while the depth of the OVII edge is correlated

with source variations, the depth of the OVIII edge is consistent with a constant value during the whole

observation.

This behaviour cannot be explained in a single zone ionization equilibrium model. For all these reasons

NGC4051 is a good target to test our time-evolving photoionization and coUisional ionization models. We

therefore decided to compare our models to the ROSAT PSPC data aquired on 1991 November 16, and

reported by McHardy et al. (1995), when the source count rate showed large and rapid variations (up to a

factor of 6 in a few thousand sec., see figure 5 of McHardy et al., 1995).

The data reduction and the timing analysis were performed using the PROS package in IRAF. The

observation spanned 77 ksec and contained 28.7 ksec of exposure time. NGC 4051 gave a mean count rate of

1.6 s -1 . We accumulated eight spectra (a - h), using a 3' radius extraction region, accumulating contiguous

data with similar count rates. Background counts and spectra were accumulated from an annulus of internal

and external radius of 3'.5 and 6' respectively.

3.1. Hardness ratio analysis: the absorber is not in photoionization equilibrittm

Independent of any spectral fit the behavior of the main physical properties of the absorber can be seen

in a color-color diagram. In Fig. 7 we plot the hardness ratios HR=H/M against the softness ratio SR=S/M

from the count rates in three bands (S=0.1-0.6 keV, M=0.9-1.5 keV, and H=1.7-2.5 keV) for theoretical curves

(for log(NH)=22, 22.5 and 23) obtained by folding the equilibrium photoionization models (for log(U) in the

range -0.3 to +1.5, and Galactic NH: 1.31x102° cm -2, Elvis et al. 1989) with the response matrix of the

PSPC. We also plot the colors of the source in the eight spectra (a - h). All the data points lie in a region
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of this diagram corresponding to the high U ends of the photoionization theoretical curves where both SR

and HR decrease,as U increases,untilallthe ions in the gas are fullstripped and the gas iscompletely

transparent to radiationofany energy.The colorsofNGC 4051 are allconsistentwith the OVIII-OIX ions

being dominant. Filledcircleson the logNH=22.5 curve mark valuesof U inthe range 4.0-7.All the data

pointsare between the two extreme valuesofU, a factor_ 1.5change,whilethe sourceintensityvariesup to

a factor_ 6 inthe eightspectra.The gas isclearlynot responding tothe continuum variations,a conclusion

equivalentto that obtained by McHardy et al. (1995) using spectralfitswith equilibriumphotoionization

models (seetheirfigure5). In the framework ofthe models discussedin thispaper thisbehavior suggests

three differentpossibilities(we do not take in account pure colhsionalionizationin thiscase because the

observed spectralvariationsshould be attributedto 'ad-hoc'changes of Te orNH on time scalesasshort as

2000-4000 s):

1. the gas is far from ionization equilibrium;

2. the gas has a distribution of densities;

3. both collisional and photoionization processes are comparably important in the same physical region.

We investigated these possibilities in turn using detailed spectral fits.

3.2. Time-evolving photoionization

From Fig. 1 we see that a given ionization state can be roughly determined by the measure of at least

two consecutive ion abundances, e.g. OVII and OVIII. The measure of a single edge in fact would not

distinguish between 'low' and 'high' ionization solutions. The same measured feature could be produced by

a lower NH, lower mean ionization gas, or by an higher N_/, higher mean ionization state gas.

The best derived quantities to compare observed spectra with our several physical models are atomic

edge strengths. Here we are mainly interested in the OVII and OVIII because they are the strongest and

therefore the easiest to detect and measure. However, with the PSPC OVII and OVIII edges are not

individually discernable, and we must resort to model fits with multiple components. Our choice is to use

the components that can ensure an estimate of the OVII and OVIII _ as unbiased as possible.

3.2.1. A 3-edge 'Model Independent' Spectral Fit

We fitted the eight spectra with a model consisting of a power law reduced at low energy by the Galactic

column density, the OVII and OVIII edges and another edge at 1.36 keV to account for possible spectral

complexity in the 1-2 keV region (in particular the NeIX-X K and Fe XV-XX Lp absorption discussed in

§2.1). Five parameters were at first allowed to be free to vary: the spectral index aE, the OVII and OVIII

edges % the 1.36 keV edge _- and the model normalization. The results are presented in Table 3. The fits

with the 3 edges model are accel)table in all cases. We stress that _-(1.36 keV) in Table 3 should not be

regarded as a true measure of the optical depth of Ne K and Fe L ions. This feature provides only one of the

possible parameterizations of the spectrum in the 1-2 keV range, a band in which a change in the continuum

spectral index could also be present (the 2-10 keV Ginga and ASCA spectra of this source are typically

flatter by _ 0.5 than the PSPC 0.1-2 keV spectra). As discussed in §2.1 is difficult to discriminate between
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Neabsorptionanda realspectralflatteningabove1keVwith instrumentsofmoderatespectralresolution
likethePSPC.Wehaveperformedaseriesoffit usingabrokenpowerlawwithbreakenergyin the1-2keV
bandandthetwooxygenedges,obtainingT similar to those reported in Table 3. We are therefore confident

that the estimation of the oxygen edge 7- is robust, within the rather large uncertainties given in Table 3. In

principle, a way to reduce the uncertainties is to fix the continuum spectral index to a common value. The

results of this series of fits are again given in Table 3. The uncertainies on _'(OVII) and 7(1.36 keV) are

indeed smaller than in the previous case but this is not true for the T(OVIII) uncertainties. The reason is

that there is a strong anti-correlation between a_ and TOVH. A similar anti-correlation is present between

aE and r(1.36keV). In contrast no correlation is present between aE and _'(OVIII). This is illustrated in

Fig. 8 where we show the X 2 contours of these parameters for spectrum g. Since the "r(OVII) values could

be biased in the fit with fixed as by the _-(OVII)-aE correlation, we prefer to compare our time-evolving

models to the OVII and OVIII optical depths obtained leaving as free to vary.

In all but one case (spectrum d) the depth of the OVIII edge is higher or comparable to that of OVII,

suggesting a 'high' ionization solution (U>4, see Fig. 1), consistent with the hardness ratio analysis of Fig.
7.

3.2.2. Comparison between models and the oxygen edge depths: evidence for a non-equilibrium

photoionization absorber?

We converted the best fit T into OVII and OVIII relative abundances assuming a solar oxygen abundance

and a total hydrogen column density N H. An indication of NH comes from the color-color diagram of Fig.

7. Although calculated using a photoionization equilibrium model, the theoretical curves in this diagram

suggest a value for logNH between 22 and 23, and so we adopt logNH=22.5. The three panels of Fig. 9

show the light curves of the source count rate (upper panel) and of the OVIII and OVII abundances (middle

and lower panels respectively).

The time evolution of the ionization structure of a cloud of gas photoionized by a variable source is

complex and its behaviour sometime counter-intuitive. We then discuss first the simplest case: high electron

density, for which each ion is close to its equilibrium state. We examine next the case of lower densities and

hence non-equilibrium solutions.

The dotted curves on the middle and lower panels of Fig. 9 show the ne = 101° cm -3, P=I (the ratio

of the incident flux to that needed to produce the initial ionization distribution assuming photoionization

equilibrium) curves, when the gas is close to equilibrium. While the equilibrium OVII curve tracks the

count rate variations (it is strictly anticorrelated with the count rate light curve), the OVIII curve does not.
The different OVIII behaviour is due to the different balance in the destruction rates of OIX and OVIII.

When the ionizing flux is at its maximum most of the oxygen is OIX. When the flux decreases from the

maximum (from point b to d) OIX recombines to OVIII increasing the OVIII abundance. When the flux

decreases from point e to point f at first OVIII increases again because of the high destruction rate of OIX,

but after a certain point the amount of OVIII recombining to OVII start to be higher than the amount of

OIX recombining to OVIII, and so the total OVIII abundance start to decrease. Instead, the amount of

OVIII recombining to OVII is always higher than the amount of OVII recombining to OVI. This gives rise

to a different behaviour of the OVIII and OVII curves in response to the same ionizing flux variations. It is

interesting to note that in this case while the dynamical range of variation of the OVII curve is larger than

that of the ionizing flux, the OVIII equilibrium curve shows a more compressed range of variations (when the
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Table 1: NGC 4051: 3-Edge Model Fits

Spectrum T(0.74 keV) r(0.87 keV) _-(1.36 keV) aE x2(d.o.f.)

0 _+o.5 n R4+ o-32 1.0"}-0.4 1.3+0.1 0.84(21)• v--0.4 v-v__0.33

0 ':L4+0.29 _ _4+o.31 n _1+o.2s 1.34 (fixed) 0.82(22)•u-__0.23 v.v__0.32 v.v__0.23

< 0.5 0.66+0.21 0.7::t:0.3 1.3+0.1 1.19(23)
O OQ+0"19 CI 71+0.18.... o.le 0.66+0.21 -.-_-o.16 1.34 (fixed) 1.14(24)

0 __+0.5 (I A1 +0"31
•v-o.4 ..... 0.34 < 0.6 1.3+0.1 0.85(22)

0 38 +0.33 n 41+0-31- -0.26 ..... 0.34 < 0.42 1.34 (fixed) 0.82(23)

< 0.7 < 0.3 1 1+o.8 1 a+o.1 0.95(18)_'"_-0.6 _'"-0.2
0 99+°2_ _ 0_-t-0.81" -0.35 < 0.32 *'°_'-0.54 1.34 (fixed) 1.08(19)

0 5+0.4• -0.3 0.86+0.28 0.5+0.3 1.4+0.1 1.30(22)

0 _9+o.28 0 86 +0.28 0.65+0.19 1.34 (fixed) 1.25(23)"v"--0.22 " --0.30

< 0.6 1 nl +0-24..... 0.23 < 0.5 1.4+0.1 1.41(23)

0 __4+o.2o 1 n9+o.23 0.44+0.14 1.34 (fixed) 1.42(24)"v_--0.18 _'_'_-0.25

< 0.5 1.47+0.29 < 0.5 1.3+0.1 0.65(22)
< 0.18 I 4"9+ 0-16..... o.24 < 0.21 1.34 (fixed) 0.67(23)

9+0.6 n 'TQ+0-35 0 9 +°'4•"-o.5 ..... o.42 • -0.3 1.2+0.1 0.72(22)

0 R_+0"33 0 8_+°'33 n _+0.20 1.34 (fiXed) 0.82(23)•vv_0.25 • v_0.35 v._v--0.19

d

g

h
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ionizing flux varies by a factor of 6 the OVIII and OVII abundances vary by a factor of 3 and 30 respectively,

see Fig. 9). Therefore variations of OVIII would be much more difficult to detect than variations of OVII,

at least at these regimes of ionization. We re-emphasize: the behaviour of a single edge does not provide a

unique interpretation of the data.

As explained in §2.3.3, a grid of theoretical OVII and OVIII light curves was generated using our time-

evolving photoionization code for 28 values of ne from 5 × 106 cm -3 to 109 cm -3 and 15 values of P from

0.5 to 2.

We compared these curves with the measured relative abundances of OVII and OVIII and found the best fit

model using a X 2 technique. The thick solid lines in the lower and middle panels of Fig. 9 represent the best

fit non-equilibrium OVII and OVIII curves. The agreement between the best fit model and the observed

OVII and OVIII abundances is good: X 2 = 1.17 for 14 dof. The best fitting values for ne and P are tightly
( 1 0+1.2_constrained: n_ = t . -0.5) x 10 s cm -3, P= 1 5+0.4 From the best fit ne we can estimate the distance of• -0.3"

the absorbing cloud from the central source• We obtain R= (0.74_0.40)+°'s°x 1016 cm (3 light days)•

The dashed lines represent the solutions obtained using the 1 a confidence interval on n, and P. The best

fit curves (and the 1 a confidence intervals curves) show a compressed dynamical range of OVIII and OVII

abundances variations and a delay between the source maxima and the ion abundance minima of 3000-6000

sec. The compressed dynamical range is due to a mean over-ionization of the gas. While the best fit P shows

that the gas in the initial point a is near to equilibrium, it departs strongly from equilibrium during the later

low intensity states (spectra d to h). So, despite the fact that the source spends more time in low states than

in high states, the gas density is sufficiently low that the gas does not have time to fully recombine after the

few events when it suffers high illumination and becomes highly ionized.

The above results were obtained assuming a total hydrogen column density of log(Ng)=22.5. Assum-

ing an higher (lower) column would imply a mean lower (higher) OVII and OVIII relative ion abundance.

Therefore, in principle the accurate measure of both edges would constrain also the total warm column den-

sity. The uncertainties on the PSPC determinations however preclude this possibility, and better resolution

measurements are therefore needed. The energy resolution of the ASCA SIS, for example, is just sufficient

to separate the OVII and OVIII absorption edges. A quantitative test of non-equilibrium photoionization

model using the ASCA data and a comparison between ROSAT PSPC and ASCA data of NGC 4051 is in

progress and will be part of a forthcoming paper. A much better separation, and therefore characterization,

of the absorption features will be possible with the high resolution (factor of 10-30 better than ASCA SIS)

gratings on AXAF and XMM.

3.3. Other models

Despite the success of time-evolving photoionization models, alternatives exist and should be considered
on these ........

3.3.1. Large density variations in the absorbing gas

If the gas is not confined to a single cloud with constant density but rather is distributed in a region

with, say, an increasing density, then different ionization equilibria could apply to different regions in the

cloud. Two extreme regions may exist: in the region with higher density, lower U, collisional ionization
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willbe the dominant ionizationmechanism and the spectratransmittedby thisregionwould show always

the same features,irrespectiveofthe source intensity;the other region,with lower densityand higher U, is

completely ionized (forcarbon, oxygen, neon and iron ions up to FeXXII) when the source isin the high

state,but when the source isina low statethe abundances ofOVIII aresizebleand imprintthe edges inthe

spectrum seen in low intensityspectra.Here we are assuming that the densityofthe photoionizedregionis

high enough for the gas to be in instantaneousequilibriumwith the ionizingintensity.Ifnot, the average

ionizationdegree ofthe gas would be very high during the whole observation,and the gas would be always

almost transparent at the energiesofthe relevantabsorption edges.

We tested thishypothesis by fittingthe highestintensityspectrum (b)with a simple power law model

plus a collisionallyionizedabsorber, using the method of Fiore et al. (1993). The best fittemperature
I K +0"7

and NH are ....0.sx 1022cm -2 and 2.8 ± 0.1 x 10s K respectively.We then used the same model (with

fixedcontinuum parameters,fixedtemperature and NH but variablenormalization)with the inclusionofan

additionalOVIII edge to mimic a variableionizationstate,equilibriumphotoionizationabsorber. The fits

are allacceptable.The worst fitisthat ofspectrum (d) (X2 = 1.4,21 dof,probabilityof 10.4%). In Fig. I0

we plot v(OVIII) as a functionof the time. The dynamic range ofvariationsof_-ishere largerthan that

on novHi in Fig. 9 but isstillmore compressed than that predictedby equilibriumphotoionizationmodel

(solidline).We can thereforeexclude the possibilitythat a major part ofthis absorber could be in pure

photoionizationequilibriumwith the ionizingintensity.

3.4. A "hot" photoionized absorber

The other possibility is that both coUisional and photoionization processes are important in the same

physical region. In this case the transmitted spectra are very similar to those transmitted from purely

photoionized clouds of gas which much higher ionization parameter (§2.1, Fig. 4). The electron temperature

of the gas is mainly determined by collisions, and is higher than that expected in pure photoionization

equilibrium. The ionization parameter U is no longer linearly correlated with the ionizing intensity, and

then its dynamical range of variations is compressed by a factor > 2 compared to the pure photoionization
case.

This could in principle explain the compression observed in the measured dynamical range of variation

of nowrIi, but could not account for the delays observed on the response of the ionization state of the gas to

source intensity variation. Unfortunately there is no way to distinguish between 'hot' photoionized absorber

models and simple pure photoionization models on the only basis of the spectral analysis. Nevertheless the

delay observed in the response of the ionization degree of the gas between spectrum (b) and (c) suggests
that a non-equilibrium photoionization component is mainly required by data.

4. Conclusion

We have investigated ionizat!on models for AGN in different regimes of gas volume densities and pho-

toionization states. In particular we focussed on 'high gas density, low photoionization parameter' gas clouds,

where coUisional ionization is likely to play a significant role in the gas ionization, and on low gas densities,

where the photoionization may be far from equilibrium.

We presented detailed model calculations in both regimes. While the time-evolving photoionization
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modelsin §2.3arefarfrombeingcompleteorexhaustivetheyareneverthelessinstructive,andrevealthe
mainfeaturesofthesekindsof models.

Ourmainfindingscanbesummarizedasfollows:

.

.

,

4.

5,

.

In many important astrophysical conditions (OVII, OVIII regime) the fractional abundances of the

most important ions of O and Ne in photoionized gas are more broadly distributed in U than those of

coUisionally ionized gas are in T.

In the collisional ionization case the heavy elements show a strong inertia against becoming highly

ionized, even when lighter elements, like Oxygen, are almost fully stripped. In this case the transmitted

spectrum shows a large and complicated absorption structure between 1 and 3 keV, mainly due to

iron L XVII-XIX and Neon K IX-X absorption, which is much less visible in spectra emerging from

photoionized gas with similar OVII and OVIII abundances. This absorption structure may be mis-

interpreted as a flattening of the spectra above _, 1 keV, when fitting low energy resolution data with a

photoionization equilibrium model. Higher spectral resolution and good SIN observations are therefore

needed to distinguish between collisional ionization and photoionization.

In non-equilibrium photoionization models the response of the ionization state of the gas to sudden

changes of the ionizing continuum is delayed even during increasing luminosity phases. The delays

increase for decreasing electron densities, as changes of ne, require changes of the intensity of the

ionizing flux, i.e. changes of the distance of the gas from the X-ray source (taking as fixed the initial

ionization state of the gas).

The recombination timescale is generally much longer (up to orders of magnitudes) than the pho-
X _ X_+I -

toionization timescale, because of the dependence of tea ' {t --+ t + dr) on the equilibrium ratio

(nx_+l/nx,), evaluated at the time t + dr. This means that a photoionized absorber undergoing fre-

quent, quick, and consistent changes of ionizing luminosity is likely to be overionized with respect to

the equilibrium ionization, a state that would be reached only after a sufficiently long low intensity

phase.

If the changes of the ionizing luminosity are not instantaneous, and the electron density of the cloud

is low enough, the ionization state of the gas could continue to increase during decreasing source

luminosity phases. This means that we may measure a maximum in ionization state of a given element,

when the ionizing flux is at a minimum (opposite to what is expected in equilibrium models).

Different ions of different elements reach their equilibrium abundance on different timescales. This is

again because of the dependence of tx''x_+l (t _ t + dt) on the ratio (nx_+_/nx,). Therefore in the

same cloud of gas carbon could be in equilibrium while oxygen could be very far from equilibrium. This

may help in explaining why models where all ions of all elements are in photoionization equilibrium

so often fails to provide a reasonable description of AGN spectra and spectra evolution

We have tested the above models in the case of the Seyfert I galaxy NGC4051. The ROSAT observations

of NGC4051 are not consistent with a simple equilibrium model, but can be explained straightforwardly by

our time-evolving photoionization models. The two main features in the non-equilibrium best fit models are:

(a) the compressed range of variability of the measured OVII and OVIII relative abundances with respect

to the amplitude of the source variations, and to the amplitude of the variations of the abundances of these

ions expected in equilibrium photoionization models; (b) the 3000-6000 sec delay between the maximum
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intensitystate of the source (spectrum b) and the minimum of the best fit OVIII abundance curve, i.e. the

maximum ionization state of the gas (spectrum c). As result we were able to estimate the gas electron
(1 0+12_density, ne = x • -0.sJ x l0 s cm -s (assuming logNn=22.5) and hence the distance of the ionized gas cloud

from the X-ray source in R= (0.74_0.a0)+°'s°x 1016 cm (3 light days). We explored alternative models and

we also explored alternatives which we find to be less likely; we discuss ways to distinguish between them

conclusively.

We conclude that non-equilibrium photoionization and collisional models apply to wide zones of gas

density and ionization, zones which are expected in AGN. These effects must be considered in understanding

ionized absorbers, and seem likely to explain otherwise puzzling behavior, without resorting to ad hoc
distributions of gas. Several clear diagnostics of these models exist so that decisive tests will soon be

possible.

We thank Giorgio Matt for useful discussions. This work was supported in part by NASA grant

NAG5-3066 (ADP). F.F. acknowledges support from NASA grant NAG5-2476. This work made use of

the IRAS/PROS package and the ROSAT archive maintained at the HEASARC.
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Fig. 1.-- Fractional abundances of NeVIII-NeXI, and OVI-OVIX, calculated in the case of photoionization

(Fig. la: upper panel), and coUisional ionization (Fig. lb: lower panel). The two intervals of U and ire

highlighted are: (a) the interval for which both OVII and OVIII abundances are greater than 0.2 (dotted

lines), and (b) the one for which the OIX relative abundance is greater than 0.75.
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Fig. 2.-- Like Fig. 1, for the relative abundances of the ions FeXIV-FeXXV.
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ABSTRACT

We have studied the variability of 6 low redshift, radio quiet 'PG' quasars on

three timescales (days, weeks, and months) using the ROSAT HRI. The quasars

were chosen to lie at the two extreme ends of the ROSAT PSPC spectral index

distribution and hence of the H_ FWHM distribution. The observation strat-

egy has been carefully designed to provide even sampling on these three basic

timescales and to provide a uniform sampling among the quasars

We have found clear evidence that the X-ray steep, narrow H/_, quasars show

larger amplitude variations than the X-ray fiat broad H/_ quasars on timescales

from 2 days to 20 days. On longer timescales we do not find significant differences

between steep and flat quasars, although the statistics are poorer. We suggest

that the above correlation between variability properties and spectral steepness

can be explained in a scenario in which the X-ray steep, narrow optical line

objects are in a higher L/LEdd state with respect to the X-ray flat, broad optical

line objects.

Subject headings: quasars -- variability, X-rays, emission lines

1. Introduction

While X-ray variability in Seyfert galaxies has been the subject of intensive study (see

review by Mushotzky, Done & Pounds 1993, and Green et al 1993, Nandra et al. 1997),

the variability of quasars, being fainter, have received far less attention (the Zamorani et al.

1984 study remains the most extensive to date). Higher luminosity AGN had been expected



to be physically larger and so have slower, and most likely lower amplitude, variations.
A typical quasar is 100-1000times more luminous than the highly variable Seyferts, such
as NGC 4051, and so would vary at a significantly lower rate, i.e. a minimum of several
days. It wasprobably this expectation that deterredextensiveobservingcampaigns. This
is unfortunate sincewe showherethat X-ray variability is common,rapid and of quite large
amplitude. The variability most likely originatesin the innermostregionsof quasar,and so
canhelpunravel the basicparametersof the quasarcentralengine(mass,geometry,radiation
mechanisms,radiative transfer) noneof which areyet well constrained.

Thesespeculationsare supportedby compact galactic sources,for which the investi-
gation of the "variability propertiesvs. spectral shape" and the "variability properties vs.
luminosity" planeshave brought a great improvementin our understanding (seee.g. van
der Klis 1995). The sameis likely to happen for quasars. Compact galactic sourcesare
usuallybright and variableon timescalesasshort as1ms,which meansthat their variability
timescalescanbe probed by just a few observationsof individual objects. For example, the
Galactic black hole candidate(BHC) Cyg X-1 recentlyunderwentto dramatic changesin its
variability and spectral properties (seee.g. Cui et al. 1997),and it waspossibleto follow
the wholecycle from the usual low and hard state, to a medium-high,softer state, and back
to the low and hard state in the courseof a few months. This is unlikely to happen in
a luminous AGN, evenif there weresimiliarities betweenAGN and black hole candidates,
becausethe variability timescales(and the sizesand luminosities)areprobably much longer
(greater and higher) in AGN. Instead, if the analogybetweenquasarsand BHC holds, we
will observea population of quasarssomein a 'high and soft' state, and somein a 'low and
hard' state.

Hencethe analogousobservationalway forward quasarsis to investigate the variability
propertiesof samplesof quasars,selectedaccordingto their spectralpropertiesand luminos-
ity.

The evidencefor rapid, large amplitude, X-ray variability in a few AGN with unusu-
ally steepX-ray spectraand unusually narrow Balmer lines (mostly Narrow Line Seyfert 1
galaxies,NLSyl, given the strong correlationbetweenthesetwo quantities found by Laor et
al., 1994,1997,Boller, Brandt _ Fink 1996)has recentlygrown:

1. NGC4051showslarge variations (50 %) on timescalesof _ 100secondsand hasvery
narrow optical and UV emissionlines and steep0.1-2keV X-ray spectrum. It is also
highly variable in the EUV (a factor of factor of 20 in 8 hours, Fruscioneet al 1997).

2. IRAS13224-3809has a particularly steep0.1-2keV spectrum (ax > 3) narrow H13
line, very strong FeII emissionand showsX-ray variations of a factor 50 or more on
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timescales of a few days (Otani 1995, Brandt et al. 1995, Boiler et al 1997) and a

factor of 2 in less than 800 seconds (Boller et M. 1996);

RE J 1237+264 showed one very large (factor of 50) variability event (Brandt, Pounds

& Fink, 1995)

PHL1092 varied by a factor of 4 in 2 days (Forster & Halpern 1997, Lawrence et al.

1997). PHL1092 is a high luminosity (5 × 1046 erg s -1) very steep 0.1-2 keV spectrum

and narrow emission line quasar.

The relatively high luminosity quasar NAB0205+024 (Lo.s-lok_v = 8 × 1044 erg s -1)

shows variations of a factor of 2 in less than 20 ks in an ASCA observation (Fiore et

al. 1997).

Mark 478 (PG1440+356) shows factor of 7 variations in 1 day during a long EUVE

monitoring (Marshall et al 1996)

The extremely soft NLSyl WPVS007 (ao.l-2k_v = 7.3) showed a huge variation (fac-

tor of 400) variation between the RASS observation and a follow-up PSPC pointed

observation (Groupe et al. 1995).

The luminous quasar (L2-1ok,v = 6 × 1044 erg s -1) PKS0558-504 showed a factor of

70 % variation in 3 minutes during a Ginga observation, interpreted by Remillard et

al. (1991) in terms of beaming.

At this point we believe that a systematic study of normal quasars with a range of

properties is needed. A systematic study of the variability properties of AGNs is not an easy

task, since it requires:

.

2.

3.

the selection of well defined and unbiased sample;

the availability of numerous repeated observations;

a carefully designed observational strategy. In particular, it is very important that the

sampling time is regular and that it is similar for all objects in the sample, so that the

results on each object can be easily compared with each other and differences in the

observed variability would not be induced just by differences in sampling patterns.

Because of these stringent requirements systematic studies are still lacking (for example

the Zamorani et al. 1984 study on quasars, and the Green et al. 1993 study on Seyfert
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galaxies do not fulfill any of the three criteria above). To explore in a systematic manner the

possible relation between line width, soft X-ray spectrum and X-ray variability properties,

we initiated a pilot program using the ROSAT HRI. In the following we present the results

from a campaign of observations of six PG quasars which addresses the above points.

2. The sample

Six quasars were chosen from a complete sample of 23 optically selected (PG) quasars,

all studied with the ROSAT PSPC (Laor et al. 1994, 1997). To maximize the rest frame

soft X-ray detectability in the whole 0.1-2 keV PSPC band the Laor et al. sample of PG

quasars (Ms < -23) is limited to quasars with: low redshift (z<0.4) and low Galactic NH

(< 1.9 × 102°cm-2). This sample of AGN has the advantage that it is extracted from a

complete sample of optically selected quasars, and should therefore be representative of such

quasars. In particular, the Laor et al. sample selection criteria are independent of the X-ray

properties, and thus the sample is free from X-ray selection biases.

The six quasars were chosen to lie at the two extreme ends of the PSPC spectral index

distribution (f_, cx _,-,x, 1.4<ax >_1.9) and hence of the H/7 FWHM distribution. Figure 1

show the HI3 FWHM as a function of ax for the radio quiet quasars in the Laor et al sample.

(We excluded the X-ray weak quasar PG1001+054 which is too faint for followup variability

studies with the HRI). X-ray steep and fiat quasars discussed in this paper are identified

by filled squares and open circles respectively. The quasar with ax < 1 and large errors is

PGl114÷445, which has an ionized absorber along the line of sight (Laor et al. 1997, George

et al. 1997).

Extreme conditions should help to highlight the basic correlations which may provide

important hints for the underlying physical processes. Table 1 gives the redshift, the PSPC

energy index, the 2 keV and 3000 _ luminosities (for H0 = 50 km s -1 Mpc -1, q0 = 0.5) and

the H n FWHM for the six quasars. All the chosen quasars are radio-quiet.

3. The observational strategy

The observational strategy was designed to: a) provide even sampling on three basic

timescales (days, weeks, and months), b) provide a uniform sampling among the quasars,

and c) keep the total integration time reasonably small. These constraints result in a quasi-

logarithmic observation plan: one ,_ 2000 s exposure a day for one week; one ,,_ 2000 s

exposure each week for one month; two ,,_ 2000 s exposures a month apart, 6 months after
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Fig. 1.-- H/3 FWHM as a function of ax for the quasars in the Laor et al sample. Filled

squares and open circles identify the three X-ray steep and the three X-ray flat quasars
discussed in this paper.
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Table 1: Continuum and Line Parameters
name z ax _,L_,(2keY)vL_(3000_i) H/_FWHM

erg s-1 erg s- 1 km s-1

Steep X-ray quasars

PGl115+407 0.154 1.9 43.61 44.96 1720

PG1402+261 0.164 1.9 44.08 45.45 1910

PG1440+356 0.077 2.1 43.64 44.91 1450

Flat X-Ray quasars

PG1048+342 0.167 1.4 43.85 45.14 3600

PG1202+281 0.165 1.2 44.25 45.00 5050

PG1216+069 0.334 1.4 44.78 45.94 5190

the main campaign, i.e. 6-7 points with an even spacing of 1 day; 4-5 points with an even

spacing of 1 week 2 points with a spacing of 1 month and 2 points with a spacing of 6 months.

The S/N obtained allows the 3a detection of ,-_ 30% variability in the faintest source of the

sample.

4. Results

Tables 2 and 3, respectively, give the observation date, the net HRI exposure and the

background subtracted HRI count rate for the X-ray steep and flat quasars. Counts were

extracted from a region of 60 arcsec radius. Since ,-_ 90% of the counts from a point source

fall within the same extraction region (David et eL1. 1996) no correction has been made for

lost flux. Background was extracted from two 60 arcsec radius regions straddling the source

region. The background is small in all cases (< 10 counts ks -1 in a 60 arcsec radius regions).

We have also looked at longer variability timescales (of the order of 2000 days) by

comparing the HRI fluxes with the PSPC fluxes obtained during the Rosat All Sky Survey

(RASS) and the pointed ROSAT PSPC observations reported in Laor et. (1997). We

converted the PSPC count rates to effective HRI count rates by assuming the spectral shape

observed in the ROSAT pointed observations (Laor et al. 1997). RASS and pointed PSPC

observations 'converted' count rates are given in Table 4.
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4.1. Logarithmic normalized light curves

Figure 2 shows the logarithm of the light curves of the six quasars, each normalized

to the mean flux, spanning about one month each, while figure 3 shows the observations

performed six months later compared with the average flux and the dispersion observed

on timescales shorther than one month. Figure 4 shows the normalized RASS and PSPC

pointed observation points, the dispersion as in Figure 2 and the normalized HRI observation

performed 6 months later.

The steep ax quasars show large variations (up to a factor of 2) on all the timescales

investigated. Conversely, the fiat ax quasars show little variability on short timescales.

Factor of 2 variations with respect to the average flux seem to be allowed for both X-ray

steep and X-ray flat quasars on 200-2000 days timescales, although the statistics on these

timescales are poorer.

4.2. Structure function

To compare the variability of the quasar groups more quantitatively we computed the

logarithm of the ratio between each pair of flux measurements (at two times ti and tj in the

quasar rest frame). We then computed the median and the mean in 9 time bins for both fiat

and steep X-ray quasar samples:

(1) < Am >= median or mean(12.5 * log(f(tj)/f(t(i)))l ).

The function using the mean is similar to the so called 'average structure function' (see

e.g. Di Clemente et al. 1996).

We have verified that no single quasar dominates the median and mean in eq. (1).

< Am > for the median is shown in figure 5. Error bars represent here the semi

interquartile range. < Am > for the mean is shown in figure 6. Error bars represent here

the error on the mean and are therefore less conservative.

It is clear that the < Am > (both mean and median) for X-ray steep quasars is sig-

nificantly higher than that of X-ray flat quasars on timescales from 2 days to 20 days. On

the longest timescale (200 days) the two < Am > are consistent with each other, with large

errorbars. The point at about 2000 days in figures 5 and 6 compares the HRI monitoring

results with the RASS results. The point at about 1000 days compares the HRI monitoring



-8-

0.2

A

v 0

-0.2,

0.2

A

v 0

-02,

02,

0

-02,

Steep
,,,, i ,,,, i ,,,,i,,,,i,,,,

|

.... I,,,,I .... I .... I ....

5 10 15 2O

Day (Jan t_)

.,,,i,,.,1,o,,|.,.o1.,,.

- PGI 115+407

O2"

A

v 0

**l,|,,,,i,,,,I,.,,I,,.

10 15 20 25
Day (Nov 1995)

'1 .... i .... I''''1''''1"

PG1402+251

t
t E t

t

t

,|_,,,! .... | .... ! .... |,

5 lO 15 2O 25

Day (Jan 1986)

-0.2

V

3O

Flat
I .... I .... I .... I .... I'''

- !_12024-281

tT_i _tt_

_l,tttl .... I .... I .... I.,

-5 0 5 10 15

Day (Dee e095)

0.2

0

-0.2

''''1''''1''''1''''1'''

PGIO40+34Z

;ttlz
t

t

.... I .... I .... I .... I ....

10 1/5 20 25 30
Day (No',, 1995)

0.2

"_ -02"

''''1 .... I .... I .... I ....

PG1216+069

.T_ [. 'r T

t'I _ l

i...I .... I .... I .... I ....

5 I0 15 20 25

Day (Dec 1895)

Fig. 2.-- The ROSAT HRI light curves (plotted as logarithm of the ratio of the flux to the

average flux) of the six quasars on a 2-20 day timescale.



9

O.2

-0.,2

Steep

140 160 100 1'10

0

_" -0.2

.?
-0.4

Flat
' ' ' I .... I ' ' ' ' I ' '

P'GI20_÷281

• I .... I,,.,I,,,,I,,

_y (Deo 1996)

0.4

O.2

o

PG! 116+40/

t

-0.2
180 190 200 210

0

-o_.

-0.4

| ,1, , , | | , i • | , , , , | , , •

1:'01048+84,2

t_
I . , , , I * , * , I * , I I I a i m

180 190 200 210

Day (Nov 1995)

0.,2

0

-o.g

PG1402+261 O.2

o

"_ -0 9-

.... I" "' ' I''' " I .... I ' '

- I:'01210+069

i t

.... I .... I .... l,,,,l,

leo 19o zoo slo zso too 2oo 21o 2so

Day Oan 1096) Day (Dec IOlm)

Fig. 3.-- The HRI observations of the six quasars performed six months later compared

with the average flux and the dispersion observed on timescales shorther than one month

(20-200 days timescale).



- 10-

0.g

Ar._ 0
%-

-0_

-0.4

Steep

O2

" _'_+_ _ _C o
-O.Z

-0.4

1000 1600 2000 2600 0

Day (Jan 1990)

Flat

''''1 .... I .... I''''1''''

P01:_)2+281

t!

,,,I .... I .... I .... I,,,

600 1000 1600 2000

Day (Jan 1990)

O.2
A
eL
V

o_
._ .

-0.2

PG 1115+407

0.2

V

-0-2

600 1000 l_d)O 2000 :500 0
Day (Jan 1990)

.... I .... I .... I''''1''''

PG10,i8+342

, I ¸

...I .... I .... I .... I...

600 1000 1600 2000 2500
Day (Jan 199o)

___ I
_14_+_1 02

02

_o _01

-0_ -0_

.... I .... I .... I .... I''"

PG121@.+069

.,,I .... I .... I .... I,..

0 600 1000 1500 2000 2500 0 500 !000 1500 2000

Day (Jan 199o) Day (Jan 1_o)

Fig. 4.-- The HRI observations of the six quasars compared with the RASS and with the

PSPC pointed observations (200-2000 days timescale).



-11-

ROSAT HRI Quasars

A

<I

0.5

0

!'"i ' ' ''''"I ' ' ''''"I ' ' ''''"i

_. Steep X-ray Quasars

o Flat X-ray Quasars

i

2-

T=

I

D
I

T

i
I Iu

I
I

I i I I I lilt

10 2

L I:

,,,I , , , ,,,,,I , , , ,,,,_I

10° 10' 10s

Ate,t (days)

I
I

I
I

I

@
I
i

..J
i
i

,I

Fig. 5.-- "Median" Structure Function (< Am >, see eq. 1) for the X-ray steep (filled

squares) and flat (open circles). X-ray flat quasars points have been slightly shifted from

real At for a sake of clarity.



- 12-

ROSAT HRI Quasars

v 0.5

0

_, Steep X-ray Quasars

o Flat X-ray Quasars

T

T

I
I

(]_ (]_ ' l '''I ' l':ll (I) L 1

I

I

I I I I IIIII I I I I I I I I

I0° I0' 102 lOs

Ate,t (days)

Fig. 6.-- Mean Structure Function (< Am >, see eq. 1) for the X-ray steep (filled squares)

and flat (open circles). X-ray flat quasars points have been slightly shifted from real At for

a sake of clarity.



- 13-

and the RASSresults with the ROSAT PSPCpointed observations.The error bars hereare
larger becauseof the different samplingtimes used.

4.3. Power spectrum of PG1440+356

For the brightest quasar in our sample (PG1440+356) it is possible to investigate

timescales shorter than the duration of each single HRI exposure. Analysis of the HRI

light curves of each single OBI reveals significant variability down to a time scale of a few

hundred seconds. To quantify the amplitude of this variability we have computed a power

spectrum for each of the single HRI exposures and, to improve the statistics, we have added

together the 12 power spectra. The resulting coadded power spectrum is shown in figure 7,

along with the lower frequency power spectrum calculated at six reasonably well sampled

frequencies using the full HRI monitoring. The error bars represent the dispersion of the

power in each bin.

The power spectrum above 10 -3 Hz is flat, and thus consistent with white noise. Excess

power is detected at _-, 5 × l0 -4 Hz, which is a factor _ 100 smaller than that detected at

_,- 5 x 10 -6 Hz, a mean 1/f distribution. Unfortunately we do not have information on the

power in the decade between 10 -5 and 10 -4 Hz and therefore we cannot tell whether the

power spectrum decreases smoothly as 1/f above _ 5 × 10 -6 Hz or rather if it breaks at an

intermediate frequency. Continuous monitoring up to several days is needed to answer to

this question.

5. Comparison with other work

Nandra et al. (1997) used the source root mean square variation a_,_, from ASCA SIS

data for a sample of (X-ray bright) AGN to suggest an inverse relation between variability

and X-ray luminosity. Our sample of high luminosity, optically selected objects allows us to

test this suggestion. We have calculated a_m , separating it from that of the noise according

to the method of Nandra et al (1997). These are reported in Table 5 for two different time

because the analyticscales: days and months-to-years. (We do not show errors on _rrm,

formula provided by Nandra et al (1997) is not valid in the limit of small number of points.)

Since the light curves of the flat X-ray quasars in figure 2 are consistent with a constant

value we can take the value of a_m s calculated in these cases (_ 0.01) as an upper limit on

its uncertainty.

Figure 8 shows 2arm ` as a function of the X-ray luminosity and of the soft (0.1-2 keV)
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X-ray spectral index for the six quasars in our study and for the sources in Nandra et al

(1997) with no strong low energy absorption (to provide a low energy X-ray spectral index).

For this figure we used the ar,_,2 SIS 0.5-2 keV in Nandra et al (1997). This band overlaps

quite well with the HRI band (the HRI has some response in the 'carbon' band, below 0.3

keV, but this is much smaller than in the 0.5-2 keV band). PSPC spectral indices are taken

from Walter & Fink (1993) and Lair et al (1997) or are calculated from WGACAT hardness

ratios when not available in these papers.

The addition of the six quasars makes a substantial difference. For the Nandra et al.

sample alone the 2crr,_ vs Llk_v linear correlation coefficient is r=-0.82 (probability of 99.9

%), while with the quasars it is reduced to r=-0.54. This is still significant (probability

of 95 %), although it depends entirely on one point (the low luminosity Seyfert 1 galaxy

NGC4051). Instead, a_m_2 and ax were uncorrelated for the Nandra et al. sample alone

(r=+0.37, probability of 15%); adding the quasars brings r=+0.55, a 95 % probability

correlation. The spread of the ASCA 2-10 keV indices is significantly smaller than that of

the PSPC spectral indices (Brandt et al 1997). Therefore, both the relatively small spread

of ASCA 2-10 keV indices and the absence in the Nandra et al. sample of very steep soft

X-ray quasars reduced the chance to detect a correlation between a,,_2 and the soft X-ray

spectral shape in previous works.

At a given luminosity the three x-ray 'steep' quasars from our sample all have 2 higherO'rrns

than both the 'flat' X-ray quasars in our sample and all the other objects in the Nandra

et al. (1997) sample by a factor of 10 to 100. While a_m _ for the Nandra et al. (1997)

sample refers to a factor of ten smaller timescale, even if the power spectrum of the steep

X-ray spectrum quasars falls like _ 1/f (as suggested for PG1440+356, see §4.3), only part

of the difference in a_,,_2 could be explained. Instead the power spectrum stays more or less

constant on these timescales then this difference is highly significant. A comparison between

variability rms in this frequency range between broad and narrow line Seyfert galaxies using

ASCA and BeppoSAX light curves of similar sampling and length is in progress and will be

part of a forthcoming paper (Fiore et al. 1998, in preparation).

Finally we note that the 1 keV X-ray luminosity and the spectral index are slightly

anti-correlated (r=-0.20) in the sense that steeper objects tend to have lower 1 keV lumi-

nosities. The correlation is not significant here, but Laor eta]. (1997) find a more significant

correlation between ax and the 2 keV luminosity in their sample of PG quasars (r_ = 0.482,

probability of 98 %). Thus, low luminosity AGNs tend to be more variable because of the

luminosity-variability correlation, but they also tend to have flatter spectra, which tends to

diminish their variability due to the spectral index-variability correlation. To remove the

effect of the ax-luminosity correlation from the a_m_-luminosity and 2 correlationsO'r rn s--O_ X
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weperformed a partial correlation analysis (e.g., Kendall & Stuart 1979). The correlation
coefficientsturns out to be very similar to the previousones(-0.53and 0.54),giving a prob-
ability for a correlation againof 95 %. This is still a marginal result, which could be highly
strengthenedor weakenedby addingjust a fewmorepoints at low and high luminositiesand
at flat and steep ax.

A correlation between variability and spectral shape, similar to that discussed in this

paper, has been reported also by Green et al. (1993) and KSnig, Staubert and Timmer

(1997) in two different analyses of EXOSAT lightcurves of AGN.

Di Clemente et al. (1996) studied the variability of 30 PG quasars in the red band and

compared it with that of a sample of 21 PG quasars observed by IUE. Their full sample

contains 39 quasars, the majority of which (24) at z < 0.4, as the quasars discussed in this

paper. Three of the six quasars discussed in this paper are also part of the Di Clemente et al

sample (the three X-ray flat quasars). Di Clemente et al. found that the variability amplitude

increases with the rest frame frequency on both 0.3 and 2 years timescales. Extrapolating

their correlation in the X-ray band one would predict a < m > of 0.75 and 0.83 for the 2

timescales. This is somewhat surprisingly close to the measured < m > on these timescales,

given that variability in the red band, UV and X-ray may well have a completely different

origin.

6. Discussion

In our sample of six PG quasars we found clear evidence that X-ray steep quasars

show larger amplitude variations than X-ray flat quasars on timescales from 2 days to 20

days. On longer timescales we do not find significant differences between steep and flat

quasars, although the statistics are poorer. While the sample in this pilot study is small

(and expanded monitoring of a larger sample of quasars surely needed), the distinction is so

clean cut that we feel justified in speculating on its origin.

Large narrow band flux variability in sources with a steep spectrum could be induced

by changes in the spectral index without big variations of the spectrum normalization. If

this is the case each source should show large spectral variability, with ax anti-correlated

(correlated) with the observed flux if the pivot is at energies lower (higher) than the observed

band. Spectral variability of this kind has not been observed in the PSPC observations of

these and other quasars (Laor et al. 1997, Fiore et al. 1994) and in NLSyl (Boller et al 1997,

Fiore et al. 1997, Brandt et al. 1995). Although our HRI observations cannot directly rule

out this possibility, we therefore conclude that the observed temporal variability pattern is
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not likely the result of complexspectral variability.

Laor et al (1997)suggestthat a possibleexplanation for the remarkablystrong ax-H 0

FWHM correlation is a dependence of ax on L/LEaa. The line width is inversely proportional

to v"L/LEaa if the broad line region is virialized aaad if its size is determined by the central

source luminosity (see Laor et al. 1997, §4.7). So narrow-line, steep (0.1-2 keV) spectrum

AGNs emit close to the Eddington luminosity and have a relatively low mass black hole.

A similar dependence between spectral shape and L/LEaa is seen in Galactic black hole

candidates (BHC) in the "high and soft" state.

A physical interpretation for this effect, as described by Pounds et al. (1995), is that

the hard X-ray power-law is produced by Comptonization in a hot corona and that as the

object becomes more luminous in the optical-UV, Compton cooling of the corona increases,

the corona becomes colder, thus producing a steeper X-ray power-law. If the Pounds et al

mechanism is operating, then steep ax(PSPC) quasars should also have a steep hard X-ray

power-law. In a sample of quasars with similar luminosities, those emitting closer to the

Eddington luminosity will also be those with the smallest black hole and hence smaller X-

ray emission region. Thus light travel time effects would smear intrinsic X-ray variability

up to shorter time scales in high L/LEdd objects, compared with low L/LEdd objects. From

figures 5 and 6 it appears that the the emission region of the steep soft X-ray quasars is

a factor of _ 10 smaller than that of fiat soft X-ray quasars (about _ 1016 cm and 10 Ir

cm respectively). It is interesting to note that a completely different analysis, based on the

interpretation of the optical to X-ray spectral energy distribution in terms of emission from

accretion disks also suggest a small black hole mass and an high arretion rate in two NLSyl

(Siemiginowska et al. 1998).

It is interesting to note that Cyg X-1 in the "high and soft" state (Cui et al. 1997) shows

a total root mean square variability higher than that measured during periods of transitions

and in the "low and hard" state. This is due to strong 1/f noise, extending down to at least

a few 10 -a Hz, when the source is the "high and soft" state (Cui et al. 1997). When the

source is in the "low and hard" state this 1/f noise is not present (see e.g. the review of van

der Klis 1995).

Ebisawa (1991) in a systematic study of Ginga observations of 6 BHC found that the time

scales of variability for the soft and hard components are often different. The soft component

is usually roughly stable on time scales of 1 day or less, while the hard component exhibits

large variations down to msec time scales. If the time scales of BHC and quasars scale with

the mass of the compact object the above two time scales translate to 10 4 years and 0.1

day respectively for our quasar sample. For a sample of quasars with similar redshifts and

luminosities this predicts a rather small scatter in the soft component and a bigger scatter
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in the hard component. ROSAT results go in this direction. Laor et al. (1994, 1997)find
that (for their sampleof 23 low-z PG quasars) the scatter in the PSPC 2 keV luminosity is

significantly larger than that in the 0.3 keV luminosity.

We conclude that the analogy between AGN and Galactic BHC seems to hold qualita-

tively for their X-ray variability properties.

An alternative and intriguing possibility to explain the correlation between X-ray vari-

ability amplitude and spectral shape is that a component generated closer to the black hole

dominates the emission of steep ax quasars, as in the spherically converging optically thick

flow proposed by Chakrabarti and Titarchuk (1995) to characterize BHC in the high and

soft state. If this is the case then we would again expect that the spectrum of the steep ax

quasars remain steep above 2 keV (and up to rn_c 2 according to Chakrabarti and Titarchuk).

Observations with the ASCA and BeppoSAX satellites instruments, which are sensitive up

to 10 keV, (Brandt et al 1997, Fiore et al 1997, Comastri et al 1997) suggest that this is

indeed the case.

Variability on short timescale (a few hundred seconds) is also evident in the steep ax

quasars. The HRI sensitivity allows to study the variability of these object down to a few

hundred seconds. To investigate shorter timescale we will have to await missions with high

throughput like AXAF and XMM.

F.F. acknowledge support from grant NAG5-3039. M.E. and F.N. acknowledge sup-

port from ADP grant NAG5-3066. A.L. acknowledges support from the Technion research

promotion fund. F.F. thanks Lev Titarchuk for useful discussions.
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Table 2: HRI Monitorin$ of 3 X-ray Steep Quasars

Source Observation Date Exposure s HRI Count-rate b

PG 1115+407

07�Nov�95 3.14 87 ± 6

09/Nov/95 2.39 80 ± 6

10/Nov/95 2.23 83 ± 7

ll/Nov/95 2.29 87 ± 7

12/Nov/95 2.91 101 :k 6

13/Nov/95 3.53 106 + 6

14/Nov/95 3.62 70 ± 5

21/Nov/95 1.71 65 -4- 7

29/Nov/95 2.06 53 ± 6

05/May/96 2.00 139 =k 9

PG 1402+261

05/Jan/96 1.10 380 ± 20

ll/Jan/96 4.40 329 ± 9

12/3an/96 3.30 422 ± 12

14/Jan/96 4.33 331 _ 9

15/Jan/96 3.24 304 _ 10

18/Jan/96 3.84 170 ± 7

25/Jan/96 4.80 204 _ 7

20-21/Jun/96 3.86 201 _ 8

PG 1440+356

03/Jan/96 3.69 1339 ± 19

04/Jan/96 0.56 770 =k 40

05/Jan/96 2.66 847 =i=18

06/Jan/96 4.02 880 ± 15

07/Jan/96 4.35 900 ± 15

08/Jan/96 3.99 596 ± 13

10/Jan/96 5.51 1304=k16

16/Jan/96 3.51 800 _ 15

23/Jan/96 3.50 561 ± 13

20/Jun/96 2.72 1276 ± 22

in ks; b in ks -1
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Table 3: HRI Monitoring of 3 X-ray Flat Quasars
Source Date Obs Exposure _ HRI Count-rate b

PG 1048+342

07�Nov�95 4.13 105 ± 5

08/Nov/95 2.08 115 _ 8

09/Nov/95 2.06 125 ± 8

10/Nov/95 2.14 106 4- 8

ll/Nov/95 3.30 103 + 6

14/Nov/95 3.40 78 + 5

21/Nov/95 1.86 91 + 8

28-29/Nov/95 3.02 103 ± 6

04/May/96 4.31 87 ± 5

02/Jun/96 2.54 43 + 5

PG 1202+281

25/Nov/95 2.59 153 =t=8

02/Dec/95 3.51 173 + 8

03/Dec/95 2.19 167 + 10

03-04/Dec/95 2.37 164 =t=9

04-05/Dec/95 2.32 151 + 9

06/Dec/95 2.09 149 + 9

07/Dec/95 2.33 144 -4- 9

08/Dec/95 2.84 156 ± 8

09/Dec/95 3.03 140 :t: 7

16/Dec/95 2.10 197 :t= 11

23/May/96 3.50 99 + 6

21/Jun/96 4.56 62 :t=4

PG 1216+069

09/Dec/95 2.46 67 ± 6

10/Dec/95 2.33 74 ± 6

11/Dec/95 2.65 76 + 6

12/Dec/95 3.16 67 "4-5

17/Dec/95 3.80 69 -4- 5

23/Dec/95 0.88 67 + 10

06/Jul/96 3.79 80 + 5

in ks; b in ks -1
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Table 4: RASS and PSPC pointed observation

Source RASS PSPC pointed

Count-rate _ Date Obs Count-rate a

PG1115+407 1084-9 654-5

PG1402+261 1334-10 1954-4

PG1440+356 10284-18 3674-6

PG1048+342 564-6 514-3

PG1202+281 152+10 1074-3

PG1216+069 96=t=8 99::k4

'converted' (see text) PSPC count rates in ks -1

Table 5: Source root mean square variation

name a_,_s(2-20 days) a_,_,(200-2000 days)

10-2 10-2

Steep X-ray quasars

PGl115+407 3.2 13.8

PG1402+261 7.3 19.1

PG1440+356 8.3 15.2

Flat X-P_y quasars

PG1048+342 1.2 13.9

PG1202+281 0.7 9.7

PG1216+069 0.0 1.8
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Fig. 1. The 0738_-313 radial profile compared with that of 3C273 and the HRI psf

and then restacked into a single image. To check for residual spurious broadening of the

HRI psf we analyzed the observation of the bright quasar 3C273. In figure we show
the radial profile of 0738+313 compared with that of 3C273 (after removing the jet

region) and with the HRI psf, as parameterized by David et al (1993). The profile of
3C273 differs from the HRI psf above about 5 arcsec. The excess of counts in 3C273

with respect to the psf is _ 20% between 5 and 10 arcsec and _ 45% between 10 and 20
arcsec. On the other hand in 0738+313 the excess of counts with respect to the psf is

1104-15% between 5 and 10 arcsec and 1904-70% between 10 and 20 arcsec. We therefore

conclude that significant extended emission is present in 0738+313 on scales from 5 to

about 20 arcsec, where the source starts to become fainter than the background. To

quantify this emission is however difficult because of the presence on the uncertainty in

the satellite aspect reconstruction and therefore on the true HRI psf.
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ABSTRACT

Steep soft X-ray (0.1-2 keV) quasars share several unusual properties: narrow Balmer

fines,strong Fell emission, large and fast X-ray variability,rather steep 2-10 keV spec-

trum. These intriguing objects have been suggested to be the analogs of Galactic black

hole candidates in the high, soft state.We present here results from ASCA observations

of two of these quasars: NAB0205+024 and PG1244+026.

Both objects show similar variations (factor of --_2 in 10 ks), despite a factor of about

ten difference in the 0.5-10 keV luminosity (7.3 x 1043 erg s-I for PG1244+026 and

6.4 x 1044 erg s-I for NAB0205+024, assuming isotropic emission, H0 = 50.0 and q0 =

0.0).

The X-ray continuum of the two quasars flattens by 0.5-1 going from the 0.1-2 keV

band toward higher energies. Similar results have been recently obtained on an other

half a dozen steep soft X-ray quasars.

PG1244+026 shows a significant feature in the '1 keV' region, which can be described

by either a broad emission line centered at 0.95 keV (quasar frame) or edge (or line)

absorption at 1.17 (1.22) keV. The line emission could be due to reflection from an

highly ionized accretion disk, in line with the view that steep soft X-ray quasars are

emitting close to the Eddington luminosity. Photoelectric edge absorption or resonant

line absorption could be produced by gas outflowing at a large velocity (0.3-0.6 c).

Key words: Galaxies: Seyfert - Galaxies: individual: PG1244+026, NAB0205+024

-- X-rays: galaxies -- Line: formation -- Line: identification

1 INTRODUCTION

The ROSAT PSPC has found a large spread in the energy

spectral indices of low-z quasars* : 0.5 < a0.1-2kev < 3.51 in

about 10% of the cases ao.t-2k_v _>2 (e.g. Laor et al. 1994,

1997, Waiter & Fink 1993, Fiore et al. 1994). The large

spread in a0.1-2kcy favoured the discovery of its correlation

with the HE FWHM and FeII equivalent width, the variabil-

ity properties and the X-ray to UV luminosity ratio (Walter

$: Fink 1993, Laor et al 1994, 1997, Fiore et al. 1995, 1997,

Boiler et al. 1995, 1997_ Lawrence et al. 1997).

In fact, the steep soft X-ray quasars have then been

realized to share a duster of unusual properties:

* Narrow baimer lines; _

• strong FeII emission;

* Somewhat steep hard X-ray spectra (2> a2-10_v >

0.6, Pounds et al. 1995, Brandt et al., 1997);

* We indicate as "quasars" all Seyfert 1 type of objects, regardless

of their luminosity.

the permitted lines have FWHM_<2000 km s -t, yet still are

clearly broader than the forbidden lines.
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Abstract

We present two ROSAT PSPC observations of the radio-loud, lobe-dominated

quasar 3C 351, which shows an 'ionized absorber' in its X-ray spectrum. The fac-

tor 1.7 change in flux in the -,,2 years between the observations allows a test of models
for this ionized absorber.

The absorption feature at ,,_ 0.7 keV (quasar frame) is present in both spectra but

with a lower optical depth when the source intensity - and hence ionizing flux at the

absorber - is higher, in accordance with a simple, single-zone, equilibrium photoioniza-

tion model. Detailed modeling confirms this agrement quantitatively. The maximum

response time of 2 years allows us to limit the gas density: ne > 2 × 104 cm-3; and the

distance of the ionized gas from the central source R < 19 pc. This produces a strong

test for a photoionized absorber in 3C 351: a factor 2 flux change in ,_1 week in this

source must show non-equilibrium effect¢ i_ tha i_ni_arl _h_nrLar
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1 INTRODUCTION

An ionized absorber was discovered in the quasar 3C351 (z=0.371) by Fiore et al (1993). The

main absorption feature in the ROSAT PSPC X-ray spectrum is a deep edge at _ 0.7 keV

(quasar frame), which is likely to be due to OVII-OVIII. Mathur et al. (1994) built a simple

one-zone model of this absorber that also explained the OVI, CIV and Lya UV absorption

lines seen in a nearly simultaneous HST FOS spectrum. Such simple models, although

elegant, have come under criticism. Ionized absorbers in some Seyfert galaxies show different

variability behavior in different absorption features, some of which are not as predicted for

gas in photoionization equilibrium. Multiple absorbing zones have been introduced to explain

these effects (e.g. Reynolds 1997 ??). In another paper (Nicastro et al., 1997, submitted) we

instead explore additional physics (non-equilibrium photonionization models and collisional

models) while retaining a single zone of absorbing gas. Here we show that in 3C 351 at least

the simplest photoionization equilibrium, single zone model continues to be sufficient.

3C351 was observed twice by ROSAT, on 1991 October and 1993 August. The first

observation was reported by Fiore et al. (1993). The second observation was then proposed

in order to search for time variability that could test photoionization models. Fortunately

a factor 1.7 decrease in the PSPC count rate was seen, providing just such a test. Here we

present the second data and compare the results with predictions.

2 Observations and Data Analysis

We considered the two PSPC observations of 3C351 taken roughly two years apart, in 1991

October and 1993 August. Table 1 gives, for each observation, the observation date, its

duration, the net exposure time, the net source counts, the count rate, and the signal to

noise ratio. The data reduction and the timing analysis were performed using XSELECT.

We reduced the second PSPC observation of 3C351 following the procedures used in

Fiore et al. (1993) for the first observation. For the first observation we used the spectrum

and light curve obtained by Fiore et al. (1993). The source intensity was consistent with a

constant value during both PSPC observations, but the mean count rate dropped by a factor

_-- 1.7 during the 22 months between the observations (see Fig. 1 and Table 1). Hereinafter

we shall call these the 'High' and 'Low' states, respectively.

Table 1: ROSAT PSPC observations of 3C 351

Start Date Duration Exposure Net Counts Count Rate S/N State

(ksec) (ksec) ct s -1

91 Oct 28 168 13.1X 1390 0.110 31.0 High

93 Aug 23 1143 15.41 980 0.064 26.0 Low

3 Ionization Models

We produced equilibrium photoionization models and pure collisional ionization models using

CLOUDY (version 90.01, Ferland 1996) to fit to the PSPC spectra of 3C 351. We use a

Friedman cosmology with H0 = 50 km s-1 Mpc -1 and qo = 0.1 to derive a luminosity of

2



L2kev "_ 4 × 1044 erg s -1 for the quasar. This determines the distance scale in the absorber

for a given value of the ionization parameter, U.

3C 351 is a radio-loud lobe-dominated quasar and, as Fiore et al (1993) and Mathur et

al (1994) have shown, the ionization state of the gas strongly depends on the spectral energy

distribution (SED) of the ionizing continuum, from radio to hard X-rays. We therefore

made our photoionization models using the observed SEDs for 3C351 (Mathur et al 1994).

We varied the ill-determined energy at which the X-ray spectrum turns up to meet the

ultraviolet using a broken power-law with a break energy from the unobserved EUV range

to well within or above the PSPC range, as in Mathur et al (1994). The low energy spectral

index is fixed by the observed flux in the UV at one end, and the break energy at the other.

The high energy spectral index above the break energy is fixed at 0.9. This is typical for

lobe dominated radio loud quasars (Shastri et al., 1993). A model with a continuum break

energy of 0.4 keV (rest frame) and UV-to-soft-X-ray index of 2.4 provides the best fits to

both the PSPC spectra of 3C351.

3.1 Spectral Analysis

The spectral analysis was performed using XSPEC and the latest version of the 256 channels

PSPC response matrix ("pspcb_gain2", relased on ..... ). We binned each spectrum in channels

with at least 50 counts, to warrant the poissonian statistics to be used.

We first fitted the high and low state spectra with a simple power law model reduced at

low energy by Galactic absorption (Model 1). Only 2 parameters were left free to vary: the

photon spectral index F and the normalization F0. Table 2 shows the best fit parameters

along with the reduced X2 and degree of freedom (d.o.f.). (Errors for all fits represent

the 90% confidence intervals for two interesting parameters). In both the cases the X 2 is

unacceptably high. Fig. 2 shows the ratio between data and best fit model for the spectra,

fixing the spectral index to the mean of the best fit high and low state values. The deficit

of counts at _ 0.6 keV (rest frame) is evident in both spectra. Following Fiore et al. (1993)

we interpret these features as due to a blend of OVII-OVIII absorption K-edges caused by

ionized gas along the line of sight.

Table 2: Fits with Simple Power Law _ (Model 1)

Spectrum r bFo x2(dof)

o a7+u._ 2.99(46)High 2.29 + 0.06 _.- -0.09

Low 2.04+0.07 1.87+_0.10 3.09(19)

With NH fixed to the Galactic value of 2.26 × 1020 cm -2 (Elvis et al., 1989).

b in 10 -4 ph cm -2 s -1 keV -1, at 1 keV.

We then fitted both spectra using the equilibrium photoionization models described in

§3 (Model 2). Only three parameters were left free to vary in the fit: normalization (Fo), U

and NH. The soft and hard spectral index were fixed to the values of the ionizing continuum

used to build the models (see §3). Table 3 gives the best fit parameters. While the best fit

values of NH are consistent with a constant value, there is marginal evidence (at the 2 a

level) of variation in U.
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We then fitted the high and low state spectra simultaneously, fixing NH to the best fit

value found in the high state, since this has the best statistics. Table 3 gives again the best

fit values for U and the F0 in the two spectra (with the 90% confidence intervals for one

interesting parameter). The best fit U and F0 are hnearly correlated with each other (Figure

3), in the manner expected if the gas is in photoionization equilibrium with the ionizing

continuum. Table 3 also gives the best fit abundances of OVII and OVIII and their ratio.

The change of U translates to a factor of three change in the OVII to OVIII ratio as the

source intensity drops by about 70 %.

Table 3: Equilibrium Photoionization Model Fits
Spectrum Log(Nt/) Log(U) _F0 x2(d.o.f.) nov111 novHl

High oo 1A+0.14 n 7_+u.zl 8.9_+1.8 0.89(45) 0.783 0.168""" _-_--0.17 v''v--O.13

_1 +o.2_ n _e+o.23Low _,.89_0 2s v.-,__0.30 5.0+0.1 0.89(18) 0.822 0.081
High+Low 22.14 (frozen) 0 7_+°'12 0 63+°"1° _ 7+0.9 _ n+0.z 0.99(62)" '-'--0.09, " -0.09 v. --0.8, u''-0.5

nOV lll /nOV ll ._

0.03

0.10

in 10 -5 ph s-1 cm -2 keV -1 (at 1 keV).

Collisional ionization models fit the data equally well, as they should at low column

densities (Nicastro et al., 1997). To do so they require arbitrary changes, by a factor 20 in

temperature or a factor 2 in NH. Instead photoionization equilibrium models predict the

observed correlation with the ionizing continuum. To the authors this is a strong argument

in favor of a photoionization model.

3.2 X-ray Colors of the warm absorbers in 3C 351

The behavior of the main physical properties of the absorber can be seen in a color-color

diagram. In Fig. 4 we plot the hardness ratios HR=H/M against the softness ratio SR=S/M

from the count rates in three bands (S=0.15-0.58 keV, M=0.88-1.47 keV, and H=1.69-

3.40 keV, at z=0.371) for theoretical curves (for log(NH)=21, 21.5, 22 and 22.14) obtained by

folding the equilibrium photoionization models (for log(U) in the range -0.3-1.5, and Galactic

NH) with the response matrix of the PSPC.

The position of a point in this diagram readily gives the dominant ion in the gas.

The rapid change of SR as U increase from 0.5 to 5.5 (on the curve corresponding to

log(NH)=22.14) corresponds to large increases of the transparency of the gas at E< 0.5

keV as H and He becomes rapidly fully ionized. As U further increases from 5.5 to 16.5 the

SR color changes more slowly, and inverts its trend at U_ 11, with HR now changing more

rapidly than SR. The inversion point indicates the switch from an ionization state dominated

by OVII to that dominated by OIX. In the last part of the curve as U increases, SR and HR

decrease until all the ions in the gas are fully stripped and the gas is completely transparent

to radiation of any energy.

The two data points show the two 3C 351 observations. The best fit U in the High

observation is marked on the log(NH)=22.14 curve along with the value obtained by scaling

by the intensity ratio between the two observations (a factor 1.7). The two points are

consistent with the position of the observed colors of 3C351 in the two observations, so the

predictions of the simple equilibrium photoionization model is consistent with the data.



4 Discussion

The as predicted change of the the ionization parameter in the 3C 351 absorber to a change

in the ionizing continuum is strong evidence that photoionization is the dominant ionization

mechanism. We also see that the absorber comes to ionization equilibrium within 22 months,

and can use this to constrain the physical properties of the absorber.

The time t_q measures the time the gas needs to reach equilibrium with the instantaneous

ionizing flux (Nicastro et al, 1997). This time depends on the particular ionic species con-

sidered. The ionic abundances of Oxygen in the absorber in 3C 351 are distributed mainly

between only two ionic species: OVII and OVIII. In this simple case a useful analytical

approximation for t,q is:

OVII,OVIII
teq (t --_ t + At)-,_ (1)

1 1

\ nOVll t eq,t+At

where eq indicates the equilibrium quantities.

By requiring that teq for OVII and OVIII species is shorter than the 6 × l07 s elapsed

between the two observations, we can find a lower limit to the electron density of the absorber:

ne > 2 × l04 cm -3. Since we know the values of U and F0, this density limit translates into

a limit on the distance of the ionized gas from the central source, R< 19 pc.

These limits are consistent with the upper limit of ne < 5 × l0 Tcm -3, and R> 0.3 pc,

found by Mathur et al. (1994) using a lower limit for the distance of the cloud from the

central source, based on the absorber being outside the broad emission line region.

The relative closeness of these two limits (factor _100) implies that a variation in shorter

times (_ 1 month), would be likely to show non-equilibrium effects (Nicastro et al, 1997). If

a factor 2 flux change in < 1 week showed no such effects the simplest photoionization model
would have to be abandoned.

5 Conclusion

We have tested ionization models for the ionized absorber in 3C 351. In particular, we tested

a simple one zone photoionization equilibrium model on two PSPC spectra of 3C 351 that

show a factor --_ 2 decrease in flux. The model correctly predicts the sense and amplitude

of the observed change in the ionization state of the absorber, correlated with the ionizing

continuum flux.

Given that photoionization equilibrium applies we can derive a lower limit to the electron

density of the absorber: n_ > 2 x 104 cm -3. This is consistent with the upper limit of

n_ < 5 x 107 cm -3 found by Mathur et al. (1994). The distance of the ionized gas from the

central source is then 0.3 pc < R < 19 pc. The closeness of these two limits creates a strong

test of photoionization models: factor 2 variations in 3C 351 on timescales of order a week

must show non-equilibrium effects.

This work was supported in part by NASA grant NAG5-3066 (ADP).
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ABSTRACT. The dense cooling intracluster gas surrounding quasars at z > 0.4 could confine the
radio source and therefore produce the low frequency cut-off observed in GigaHz peaked spectrum
(GPS) sources through free free absorption or syncrotron self-absorption. We searched, by using the
ROSAT HRI, for the extended X-ray emission from this cooling gas in three GPS quasars at z _ 0.6.
We report here the positive detection of extended emission on scales from 5 to 15 arcsec in one of the
quasar: 0738+313.

1. Introduction

Radio-loud quasars and radio galaxies at z > 0.4 are preferably found in clusters (Elling-
son, Yee and Green 1991) and so they are probably immersed in dense cooling intra-

cluster gas. Emission from this gas is difficult to reveal in X-ray surveys because it will
be outshone by the higher luminosity quasar within it However, Elvis et al. (1994) re-

port significant absorption in high redshift quasars, similar to the absorption seen in

cooling flows, lending strength to the above suggestion. A large fraction of the clusters

show evidence of cooling flows and the gas pressure inferred in the cooling flow around

quasars (P -,_ 10 s cm -3, Fabian and Crawford 1990), could confine the radio source

and produce the small sizes and low frequency cut-offs observed in GPS sources. GPS
quasars could be extreme cases of quasars immersed in massive cooling flows. Since

soft X-ray absorption is common in X-ray cooling flows (White et al. 1991) this could

explain the detection of a significant absorbing column in the z=3.27 GPS quasar PKS

2126-158 (Elvis et at. 1994). We decided to search for the extended X-ray emission from

the cooling gas by observing three radio loud quasars at z ,,_ 0.5 - 1.0 with the ROSAT
HRI. This instrument, thanks to its good angular resolution and effective area, allows

to search for extended emissions around quasars at z > 0.4. We have chosen the most

promising cases for an initial study, i.e. those with: highly compact radio structures
(to have a high chance for a dense and hot confining medium being present), moder-

ate quasar luminosity (to maximize the cooling gas visibility against the glare of the

quasar), and moderate redshifts (to give the most favorable spatial scale).

2. Data Analysis and Results

To minimize the broadening of the HRI psf due to the not perfect aspect reconstruction,

images were extracted from contiguos groups of OBIs, translated to a common reference
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