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Preface

This report contains the 1998 annual progress reports of the postdoctoral Fel-
Jows and visiting scholars of the Center for Turbulence Research. It sumimarizes
the research efforts undertaken under the core CTR program. In addition, earlier
this year a report containing the proceedings of the 1998 CTR Summer Program
was distributed. These reports and other CTR publications are available on the
World Wide Web (http://www-fpc.stanford.edu/CTR). Last year, CTR sponsored
eighteen resident Postdoctoral Fellows, seven Research Associates, one Research
Engineer, three Senior Research Fellows, hosted fifteen short term visitors, and
supported two doctoral students.

For over a decade CTR'’s core funding has been provided by NASA Ames Research
Center; last year NASA Langley Research Center and NASA Lewis Research Center
joined Ames in supporting CTR. We view this as a positive development and hope
for it to continue in the future, and as a result expect to have more direct interactions
with the technical staff at Langley and Lewis. Turbulence is a major problem for all
of NASA; CTR provides the critical mass needed to address different aspects of this
important problem for aerospace technology by attracting researchers worldwide.
CTR also provides technical and infrastructure support for an extensive array of
programs supported by the U.S. Department of Defense and Department of Energy
at Stanford University. The combination of all these activities has provided a unique
environment for turbulence research at CTR.

The reports in this volume are collected into four groups. The first group deals
with turbulent combustion where modeling efforts in the Reynolds Averaged Navier
Stokes (RANS) and large eddy simulation (LES) techniques are described. New
efforts in numerical methodology for turbulent flows with combustion and a new
experimental activity for validation of the numerical studies are described. The
second group begins with a technical report on CTR’s new efforts in simulation and
understanding of Hall thrusters, a propulsion engine used for satellite maneuvering.
This is part of a new research activity for CTR where the tools developed for
prediction of turbulent flows are applied to other areas such as plasma simulations.
The remaining reports in this group include an account of progress in using LES
for prediction of flow generated noise and new efforts for prediction of transition
with application to turbomachinery. The RANS activity, presented in the third
group, continues to play a major role in CTR’s core program. The list of flows
where CTR’s V2F model has been successfully applied was extended to transonic
flows with shocks. In addition, our renewed interest in turbomachinery flows has
motivated our investigation and development of RANS for heat transfer prediction.
The V2F model has now been incorporated in several major NASA codes as well
as other widely used CFD codes. Finally, CTR’s effort in LES has focused on the
problem of wall layer modeling for more efficient LES computations and on the
development of high order conservative numerical methods for flows in complex
geometries. These studies are described in the final group of reports in this volume.



We are grateful to Debra Spinks for her skillful compilation of this report and for
her efficient day-to-day management of the Center operations.

Parviz Moin
William C. Reynolds
Nagi N. Mansour
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Direct numerical simulation of turbulent
non-premixed combustion with realistic chemistry

By W. K. Bushe AND R. W. Bilger!

1. Motivation and objectives

Combustion is an important phenomenon in many engineering applications; com-
bustion of hydrocarbons is still by far the most common source of energy in the
world. In virtually every application of combustion processes, the flow in which
the chemical reactions are taking place is turbulent. Furthermore, the combustion
process itself is usually described by a very large system of elementary chemical re-
actions. These chemical kinetic mechanisms are usually extremely stiff and involve,
for long-chain hydrocarbon species, perhaps hundreds of chemical species (which,
if the combustion process is to be completely simulated, implies a need to solve
hundreds of partial differential equations simultaneously). The governing equations
describing the chemical composition are closely coupled to those describing the
turbulent transport. Also, the chemical reaction rates are non-linear and strongly
depend on the instantaneous composition and temperature. For these reasons, a
full understanding of the many processes at work in devices such as furnaces, diesel
engines, and gas turbines has been lacking.

In many devices of interest such as those mentioned above, the combustion takes
place in what is known as the “non-premixed” regime. The fuel and oxidizer are
initially unmixed, and in order for chemical reaction to take place, they must first
mix together. In this regime, the rate at which fuel and oxidizer are consumed
and at which heat and product species are produced is, therefore, to a large extent
controlled by mixing. The nature of such flows lends itself to a particular variety
of models which attempt to take advantage of this. These models describe mixing
based on what is called the “mixture fraction”, or the fraction of fluid which origi-
nated in the fuel stream; they attempt to either describe a steady state flame by a
simple mapping operation—as in fast chemistry models (Bilger, 1980) and laminar
flamelet models (Peters, 1984)—or incorporate reaction rates by expressing them
as functions of the mixture fraction—as in the unsteady laminar flamelet model
of Pitch and Peters (1998), the Conditional Moment Closure (CMC) model pro-
posed independently by Klimenko (1990) and Bilger (1993a,b), and the Conditional
Source-term Estimation (CSE) model of Bushe and Steiner (1998).

Work attempting to improve and validate models for turbulent combustion has
been hampered by a lack of adequate experimental results. Experimental methods
which might provide the necessary insight are also extremely expensive, difficult to
perform, and still quite limited in the information they provide. Direct Numerical
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Simulation (DNS) of the governing equations offers an alternative to experiments;
however, such simulations are limited by available computer resources. Previous
simulations have either been limited to extremely simple chemical kinetic mecha-
nisms (Vervisch, 1992; Chen, et al., 1992) or to two-dimensional flows (Smith, 1996;
Chen & Echekki, 1996).

With the advent of new techniques for the systematic reduction of chemical kinetic
mechanisms, new reduced kinetic mechanisms are now available which are still rela-
tively simple but which retain sufficient complexity from the original mechanism to
provide good predictions of flame structure and reaction rates. In a previous study
which implements such a reduced mechanism in DNS (Swaminathan & Bilger, 1997
& 1998a), the flow was assumed to be incompressible so that effects of heat release
on the flow were neglected. While the results of this study have been encourag-
ing, validation of the CMC method against this constant property DNS data is not
completely convincing. There is clearly a need to obtain DNS data using realistic
chemical kinetics in turbulence where effects of the heat release on the flow are
included.

In the present study, a reduced kinetic mechanism has been incorporated into a
fully compressible DNS code. The results of the simulations will be used for the
validation and, hopefully, improvement of current combustion models such as those
mentioned above.

2. Accomplishments

2.1 Chemistry

The chemical kinetic mechanism that was used in the simulations is one repre-
sentative of the oxidation of a methane/nitrogen mixture by an oxygen/nitrogen
mixture. There are three reactions in the mechanism; the first two represent the
oxidation of the methane (Williams, 1991), and the third represents the formation
of nitric oxide and was obtained by putting the Oxygen free radical in the simple
Zel’dovich into partial equilibrium. The reactions are:

Fuel + Ozi — Int + Prod (I
Int + Ozt — 2Prod (I1)
N2 + Ozi — 2NO (111)

where Fuel is CHy, Oziis Oy, Int is (%Hg + %CO), and Prod is (%HgO + %CO;).
In order to reduce computational costs and to make the mechanism more tractable
for modeling purposes, the reaction rate expressions were simplified. The chemical
kinetic mechanism was incorporated into a DNS code which solves the governing
equations for fully compressible turbulent flow (Ruetsch et al., 1995), based on the
algorithms of Lele (1992) and Poinsot and Lele (1992). The implementation of the
mechanism was thoroughly tested in one- and two-dimensional simulations; this
work was described previously (Bushe et al., 1997) and will not be discussed here.
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2.2 Three-dimensional simulations

Having tested the implementation of the chemical kinetic mechanism and hav-
ing established that simulation with turbulence was possible, a series of three-
dimensional simulations were undertaken. Several limitations on initial and bound-
ary conditions had been established in the two-dimensional tests.

For the simulation results to be useful for the purpose of model validation, it
was clear that the bulk pressure in the domain would have to remain constant. In
order to ensure this, fluid had to be allowed to leave the domain; therefore, it was
necessary to use partially non-reflecting outflow boundary conditions (Poinsot &
Lele, 1992) for at least one boundary. An additional constraint was then that the
reaction rates at any such a boundary was required to be zero; otherwise, these
boundary conditions become ill-posed. Also, because the chemical kinetic rates
depend on the hydrogen free radical concentration, the mechanism cannot auto-
ignite; therefore, the fields had to be initialized such that at least some chemical
reaction is already underway.

The species mass fractions were initialized in the one-dimensional simulations by
first defining the mixture fraction as a linear combination of mass fractions such
that the chemical source term in its transport equation is zero:

60YFuet — 60Y0zi — 36Yprod — 32YNO + 18
Z = 5 : 1)

The mixture fraction was initialized with the analytical solution to the diffusion
equation for a semi-infinite slab of fuel mixing with a semi-infinite slab of oxidizer,

Z(z,t) = erf (—\/:_—Dt_—) , (2)

at an arbitrary time, chosen such that the reaction zone would be sufficiently re-
solved with the available number of grid points. Mass fractions for each species were
then calculated by assuming that an arbitrary fraction of moles for each of reaction I
and II had reacted to completion. This assumption also allowed for the calculation
of the heat released as a function of mixture fraction, from which the temperature
field can be calculated. The initial velocity was zero, and both boundaries in the
one-dimensional simulations allowed for partially reflecting out-flow.

The mass fraction, temperature, density, and velocity fields for the three-dimen-
sional simulations were then initialized by using a stabilized one-dimensional flame
solution. By placing a stable flame in the middle of the three-dimensional domain,
the time until the reaction zone (the region of the flow in which chemical reaction
takes place) reached a boundary could hopefully be maximized. The placement of
the flame is depicted in Fig. 1.

Initial turbulent velocity fluctuations were obtained by using a pseudo-spectral
code (Ruetsch & Maxey, 1991) to solve the governing equations for incompressible
flow and forcing a periodic, three-dimensional flow field on a 120% grid from quies-
cence until its statistics became stationary. Two identical 120° boxes were placed
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- - out-flow

FIGURE 1. Depiction of initial flame placement.

next to each other to fill out the 120 x 120 x 240 domain; periodic boundary con-
ditions were retained for the y and = directions and out-flow boundaries used in
the = direction as shown in Fig. 1. The turbulent fluctuations near the out-flow
boundaries were filtered to zero to avoid potential generation of unphysical vortic-
ity. The incompressible turbulent fluctuations were taken to be fluctuations in the
momentum; thus, the turbulent velocity was divided by the density so as to satisfy

B(pus)
Jz;

=0,

in the initial field. The resulting turbulent velocity field was added to the velocity
field induced by dilatation in the one-dimensional flame.

2.8 Results

Six sets of data have been produced. Two simulations were run for 90 time units,
and the remainder were run only for 20 time units. These additional simulations
were run to provide a larger ensemble of points from which to extract statistics.
In each simulation the same initial flame was used, but the initial velocity field
was either shifted or rotated such that the flame saw the same velocity field in
a statistical sense but underwent a very different evolution. In all cases, data
was stored for every 2.5 non-dimensional time units so that the evolution of the
flow and scalar fields could be studied. The data stored included the density, the
temperature, the mass fractions of Fuel, Oxidizer, Intermediate, Product and NO,
and the velocity in each direction for every point in the domain.

2.8.1 Visualization of slices

In Figs. 2-4, eight different properties are visualized for a single plane oriented
normal to the flame brush. These figures show the properties taken from one sim-
ulation at three different times (7.5, 15.0, and 30.0 time units). The properties
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shown are summarized in Table 1, along with a legend to the colors in Figs. 2-4.
The minima and maxima of the properties are kept the same for all three figures to
allow direct comparison between them. Superimposed on these plots are isopleths
of mixture fraction. The black lines are spaced at intervals of mixture fraction of
0.1, and the white line is the isopleth of the stoichiometric mixture fraction of 1 /3.
The gas at the right-hand edge of the figures is pure fuel (where the mixture fraction
has a value of unity), and the gas at the left-hand edge of the figures is pure oxidizer
(where the mixture fraction has a value of zero).

sub-figure Property Minimum (white) Maximum (black)
a X 0 0.0125
b T 300K 2000K
c Yint 0 0.032
d Yu 0 0.0024
e wi 0 6.5 x10°°
f Wi 0 6.0 x 10°°
g Yno 0 1.4 x107%
h WILI 0 23 x10~°

Table 1. Legend for Figs. 2, 3, and 4.

In Fig. 2, there is a peak in scalar dissipation evident, which coincides with
a saddle point in the temperature. There is considerable fine-scale structure in
the scalar dissipation. In the middle of the slice, there is a fairly large region in
which the scalar dissipation along the stoichiometric isopleth is very low; it is in
this region where the temperature is a maximum. This region also coincides with
the maximum production rate of Nitric Oxide. Furthermore, the Intermediate and
Nitric Oxide mass fractions also peak here. The Hydrogen radical, however, peaks
in a region of moderately high scalar dissipation. Neither of reactions I or IT show
any sign of local extinction at this early time in the simulation; however, there are
in both reaction rates double peaks, which may indicate turbulent structure within
the reaction zone, although it is more likely a consequence of out-of-plane folding.
Regardless, it would be difficult to describe the flame shown in this figure as being
locally one-dimensional.

In Fig. 3, the peak in scalar dissipation which was apparent in Fig. 2 has become
larger in magnitude and has been transported by the flow. The scalar dissipation
still exhibits fine-scale structure. The saddle point in the temperature still coin-
cides with the peak in scalar dissipation and has become deeper. The region of
low scalar dissipation where the temperature is high has become larger, and the
maximum temperature is slightly higher here. The Intermediate and Nitric Oxide
mass fractions as well as the Nitric Oxide production rate all peak in this region.
Interestingly, the Intermediate species mass fraction nearly vanishes at the location
of the peak in scalar dissipation, as does the mass fraction of the Hydrogen radical,
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(b)

(4)

(f)

(k)

FIGURE 2. Visualization of properties on a slice through the three-dimensional
domain after 7.5 acoustic time units: a) Scalar dissipation, b) Temperature, ¢) Mass
fraction of Intermediate, d) Mass fraction of Hydrogen radical, d) Reaction rate I,
e) Reaction rate II, f) Mass fraction of Nitric Oxide, g) Reaction rate III. See Table 1

for legend.
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(b)

(d)

(f)

(h)

FIGURE 3. Visualization of same properties shown in Fig. 2 after 15.0 acoustic
time units. See Table 1 for legend.
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FIGURE 4. Visualization of same properties shown in Fig. 2 after 30.0 acoustic
time units. See Table 1 for legend.
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even along the stoichiometric isopleth of mixture fraction. This, coupled with the
low temperature at this spot, has the effect of extinguishing the rates of reactions I
and II; that is, the local reaction rates are more than an order of magnitude lower
than they are at other locations with the same stoichiometry; this is what is known
as local extinction. At this later time, reaction I is significant in a very broad region
in space where the scalar dissipation is low (that the scalar dissipation is low here
indicates that this is not merely a consequence of out-of-plane folding); furthermore,
there is also a pocket of unreacting gas surrounded by reacting gas.

In Fig. 4, the peak in the scalar dissipation has been convected further to the
right, but the peak is lower in magnitude. The structure in the scalar dissipation
field is starting to exhibit somewhat larger scales than was seen at the earlier times.
The temperature field still peaks in a region of very low scalar dissipation, and
the saddle point in temperature associated with the peak in scalar dissipation has
become even lower. The Intermediate mass fraction and the rate of reaction II are
both very low in this region, and the Hydrogen radical mass fraction and rates of
reactions I and III are all negligibly small. Peaks in the Nitric Oxide mass fraction
are at the same locations as peaks in the rate of reaction III; these coincide with
peaks in the temperature.

2.8.2 Scatter plots

Figure 5 gives scatter plots of the scalar dissipation, temperature, and mass frac-
tions of Oxidizer, Fuel, Intermediate, and Hydrogen radical as functions of the
mixture fraction for the simulation discussed above at a time of 15.0 time units.
The scalar dissipation shows considerable scatter with a peak at a mixture fraction
around 0.5. The peak scalar dissipation in the turbulent flow at this time is over
200 times the peak in the original laminar flow. In the plots of the temperature and
the Fuel, Oxidizer, Intermediate, and Hydrogen radical mass fractions, the laminar
flame with which the simulation was initialized is superimposed on the scatter plots.
Most of the points in the temperature scatter plot lie below the initial flame, which
is an effect of the increased scalar dissipation caused by turbulent mixing. Almost
all of the points in the oxidizer and fuel mass fractions are higher above the curves
of the initial flame, as are most of the points in the Hydrogen radical mass fraction
plot. In this last plot, however, there are still a few points below the laminar flame
curve; these are points that lie in regions of local extinction such as that discussed
above. The Intermediate species mass fraction exhibits the most scatter of the mass
fraction plots; however, the bulk of the points lie close to the laminar flame curve.

2.8.8 Turbulence statistics

While the field used to initialize the velocity in the turbulent simulations came
from an isotropic simulation, the mixture fraction was initialized with an anisotropic
field, and the turbulent velocity fluctuations were adjusted using the initial laminar
flame density. Also, the viscosity was taken to be a function of the temperature,
and the temperature had, as seen in the previous section, substantial variation even
as a function of mixture fraction. Therefore, the initial velocity field was strongly
anisotropic in the direction across the layer. As such it is difficult to describe the
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FIGURE 5. Scatter plots of a) Scalar dissipation, b) Temperature, c) Mass fraction
of Oxidizer, d) Mass fraction of Fuel, e) Mass fraction of Intermediate and f) Mass
fraction of hydrogen radical. Solid lines are initial laminar flame profiles.
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characteristics of the flow using statistics. In order to examine the characteristics of
the flow field, statistics were taken on planes normal to the direction of anisotropy
in the mixture fraction field; that is, properties were averaged together on planes
normal to the ¢ direction. One unfortunate consequence of this is that there are
only 1202 points on each plane, which may mean that the statistics on these planes

are not properly converged.
The Taylor microscale is defined by Tennekes and Lumley (1992) as

10-7-k

N

where v = % is the Favre averaged kinematic viscosity,

pui — @i )(u; — i)
2p

k=

is the Favre averaged turbulent kinetic energy, and

Ou; Bu; du;
e prda? N Tciid
pv (8:,- 3::.-) Az,

€=

p

is the Favre averaged dissipation rate of turbulent kinetic energy (Hinze, 1975). The
Reynolds number based on the Taylor microscale is

This is shown as a function of z in Fig. 6 for several times: the initial condition is
shown, as are those times for which visualizations were given in section 2.3.1 (7.5,
15 and 30 acoustic time units) along with the last time for which data is available
at 90.0 acoustic time units.

The Taylor scale Reynolds number was initially around 60 in the cold fluid; how-
ever, the higher viscosity reduced this to only 20 in the flame. The effect of filtering
the velocity fluctuations to zero at the outflow boundaries is apparent in that the
Reynolds number drops dramatically to zero at the boundaries in the initial field.
The diffusive nature of turbulence and the dilatation caused by heat release in
the middle of the domain change this very quickly—by 7.5 time units; the Reynolds
number at the boundaries rose to around 20. While a Taylor scale Reynolds number
of 20 is very low, it can still be taken as an indication that there is turbulent motion
present; this is roughly the Reynolds number of the turbulence in the reaction zone
for all but the latest time shown.

The Kolmogorov length scale, which is

)1/4

o

BN S
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FIGURE 6. Favre averaged Taylor Reynolds number on planes of constant z
through the mixing layer: t=00; ——1t =75 —e—1t =150; ---- ¢t =
30.0; oo t = 90.0.

is shown in Fig. 7. This is initially almost constant in the domain except at the
edges, where the dissipation is zero because the velocity fluctuations have been
filtered out (this is why the Kolmogorov length shoots up to infinity at the edges).
The Kolmogorov length in the middle of the domain, where the heat is released,
rises with time much faster than it does at the edges of the domain. Initially the
Kolmogorov length is somewhat smaller than the grid spacing (0.067) and this gets
larger with time; this indicates that the turbulence was adequately resolved on the
grid throughout the simulation.

The initial turbulent flow field did not exhibit any inertial range in its spectrum
so it would be inappropriate to consider the integral length scale of the flow field.
Instead, the dissipation length and time scales were examined. The dissipation

length is
"3

U
ldiss = ="
€
and the dissipation time is
ldiss
tdiss = TRE
u

where u" = %’: . These are shown in Fig. 8. The dissipation length is initially
around 0.8L in the middle of the domain and just over 2.5L in the cold fluid near
the edges; it is zero at the boundaries, but this is again due to the filtering of

the fluctuations there. In time, the dissipation length appears to decay to around
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FIGURE 7. Favre averaged Kolmogorov length on planes of constant z through
the mixing layer: t =00, ——1t =175 ——1t=150;----t = 300
........ + = 90.0.

0.7L throughout the domain. The dissipation time is initially very low—around
9 acoustic time units—in the middle of the domain, but exceeds 50 in the cold
fluid. In time, the dissipation time increases to around 25 acoustic time units in the
middle of the domain but remains around 45 at the edges. The dissipation length
in the middle of the domain is initially about one order of magnitude larger than
the Kolmogorov length. Only at 90 time units do these lengths become comparable.
This is further evidence that the flow is turbulent albeit not very vigorous given the
fairly long dissipation times.

The Favre averaged scalar dissipation is shown in Fig. 9a. Clearly, in the presence
of turbulence the mean scalar dissipation is considerably larger in magnitude than
the initial, laminar profile. The peak in scalar dissipation is at 7.5 time units
and this decays slowly. Only when the turbulence has effectively decayed away,
evidenced by the low Reynolds number, does the mean scalar dissipation return to
near the initial laminar curve.

The Favre average of the temperature is shown in Fig. 9b. The peak mean
temperature drops abruptly in the presence of turbulence; this is likely due more
to the variance of mixture fraction that results from large scale mixing than to
local changes in the flame. The peak mean temperature never approaches that
of the initial curve although the increase in the area under the mean temperature
curve with time indicates that the reactions are still clearly proceeding in earnest
throughout the run.
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FIGURE 8. Favre averaged dissipation length {a) and time (b) on planes of
constant  through the mixing layer: t =00, ——t =75 ——1t=15.0;
ceom £ =30.0; - t = 90.0.
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FIGURE 9.  Favre averaged scalar dissipation rate (a) and temperature (b) on
planes of constant z through the mixing layer: t=00; ——1t="75 —o—

t=15.0; ———= t = 30.0; - t = 90.0.

2.5.4 Conditional reaction rates

In Fig. 10, the conditional averages of the reaction rates are compared to those
predicted by evaluating the reaction rates with the conditionally averaged mass
fractions, temperature, and density in the entire domain at 15 acoustic time units.
This is a test of the validity of the first order CMC hypothesis, which is used to
obtain closure for the chemical source terms in both the CMC and CSE approaches.
The reaction rates for reactions I and II are predicted to within 5%. However, the
under-prediction of reaction III is substantial—over 25%.
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FIGURE 10. Comparison of conditionally averaged reaction rates to reaction rates
predicted using the first order CMC approximation at 15 time units:

(a) Awr(Y5, THZ = n); - , wi(Qu, (T|Z =n));
(b) — , {wrr(Y5, T)Z = n); - ,wirn(Qy,(T1Z = n));
(c) A@r(Ys, THZ =n); ,wii(Qu,(T|Z = n)).

2.4 Discussion

Several interesting findings are seen in the previous section. These will now be
discussed in greater detail.

2.4.1 Eztinction effect

Non-premixed flames can be thought of as a competition between local chemical
reaction and local mixing. At low values of local scalar dissipation (which is a direct
measure for the rate of mixing), the reactions which consume fuel and oxidizer
are limited by the mixing rate. As the local scalar dissipation increases, these
chemical reaction rates will increase. When the local scalar dissipation rate becomes
very large, the rate of diffusion of heat away from the reaction zone, the region of
space in which chemical reaction is taking place, becomes large and can exceed the



18 W. K. Bushe & R. W. Bilger

rate at which chemical reaction replenishes that heat; the local temperature goes
down. Since virtually all chemical reaction rates in flames are strongly temperature
dependent, the reaction rates are slowed. If the high scalar dissipation persists
for a sufficiently long time, these reactions can become quenched. Once this has
occurred, even if the scalar dissipation subsides, the reaction rates will not recover,
and re-ignition occurs either by a premixed front originating from non-extinguished
gas adjacent to the region of local extinction or by auto-ignition.

This local extinction phenomenon is clearly evident in the sequence of Figs. 2-4.
At 7.5 time units, the scalar dissipation peaks at a location where the temperature
reaches a local saddle point, and yet reaction rates I and II are significant at the
same location. It is only at 15.0 time units that these reaction rates appear to be
quenched.

At this time, however, it is not yet clear whether the extinction events seen in the
database are genuinely a result of low-temperature quenching of the reaction rates
or an effect of the form of the steady-state expression for the Hydrogen radical.
The form used contains an exponential term which is a surrogate for a sharp cut-
off function of YF,/Yoxi- It is conceivable that the extinction events were caused
by depletion of the Hydrogen radical and that the low local temperatures are a
consequence of extinction rather than the cause. This shall remain a question for
future work.

2.4.2 Edge-flames

It is interesting to note that the flames at the edges of the extinction event seen in
Figs. 3 and 4 do not exhibit triple flame structure. This was investigated carefully—
where colormaps for the plots were manipulated so as to highlight even very low
reaction rates—and found to be true for all of the times at which data was ana-
lyzed. It has not yet been possible to search through the fields at later times to
establish if this is a persistent phenomenon. Furthermore, given the possibility that
the extinction events may be caused by Hydrogen radical depletion rather than
low-temperature quenching, it is possible that the lack of premixed branches is a
consequence of the form of the reaction rates. In earlier simulations using different
initial conditions (with the same chemical kinetic mechanism), premixed branches
of triple flames were clearly evident; thus this seems an unlikely explanation. Alter-
natively, the lack of premixed branches on the edges of the reaction zones may be
an indicator that the edge-flames are receding or that the local scalar dissipation
is still so high that the premixed branches ordinarily associated with triple-fames
have merged with the diffusion branch (Vervisch & Trouvé, 1998). This, too, will
remain a question for future work.

2.4.3 NO production

It is also interesting to note the correlation between production of Nitric Oxide
and peak temperature. Given the very large activation energy of this reaction, it
would be expected that it would be sensitive to temperature. It also appears to be
sensitive to the mass fraction of the Hydrogen radical.



DNS of turbulent non-premized combustion 19

2.4.4 Scatter plots

One important effect of the local extinction phenomenon is to cause considerable
scatter in the scalar fields. This could pose considerable difficulty to moment closure
methods such as CMC or CSE; conditional averages of most of the properties shown
in Fig. 5 would fail to represent the wide scatter, and the mean reaction rates,
which are highly sensitive non-linear functions of the scalar fields, would not be well
represented by the first moment CMC closure hypothesis. Thus, local extinction
phenomena, in particular their effect on scatter in the scalar fields, would likely
necessitate either adding an additional conditioning variable to account for the
physical process at the root of the scatter—such as the scalar dissipation—or the
use of a second moment closure.

2.4.5 Favre averaged statistics

The Favre averages make clear the fact that the turbulent flow field is substan-
tially influenced by the presence of the flame. This is true in the initial field as
evidenced by the strong spatial dependence of the Taylor scale Reynolds number.
It is also clear in the Kolmogorov length scale, which is almost constant across
the layer in the initial field, but is almost five times greater in the middle of the
layer, where the temperature peaks, than at the edges of the simulation after 90
time units. While the Kolmogorov length varies more across the layer as time pro-
gresses, the Reynolds number, dissipation length, and time all tend to become more
evenly distributed.

The scalar dissipation and temperature plots (Figs. 9a and 9b) show how mis-
leading mere Favre averages can be. In the scalar dissipation plot, the maximum
mean scalar dissipation is almost one order of magnitude lower than the peak scalar
dissipation seen in the visualizations (Figs. 2-4). If one were using a model that
incorporated scalar dissipation into the prediction of reaction rates, such as CMC or
laminar flamelets, one could conceivably under-predict the significance of extinction
phenomena (which are clearly strongly dependent on scalar dissipation) by using
only the mean scalar dissipation and neglecting fluctuations around that mean.
The temperature plot shows an abrupt drop to around a 1500 K peak temperature,
which is not evident in the visualizations. The drop in the Favre average of temper-
ature appears to be primarily due to the out-of-plane folding across the layer. This
highlights the difficulty in providing closure for the chemical source terms. One
would grossly under-predict the reaction rates if one were to attempt to estimate
these using the Favre averaged values directly.

2.4.6 Implications for modeling

The test of the validity of Conditional Moment Closure for the chemical source
terms is encouraging. It would not be expected that single moment closure using
only mixture fraction as a conditioning variable would give such agreement even in
the presence of the extinction phenomena described above. Indeed, several modi-
fications to the method have been proposed in order to improve closure for cases
where extinction might occur. These include the addition of other conditioning
variables (as in Bilger, 1991 and Bushe & Steiner, 1998) or the use of conditional
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variances (as in Li & Bilger, 1993; Kronenburg et al., 1998; Swaminathan & Bilger,
1998b).

While the closure appears to work well for two of the reactions, it appears to
break down for the slower pollutant formation step. Since the activation energy of
the Nitric Oxide formation reaction is very large, it is quite sensitive to variations
in temperature. The considerable scatter in the temperature evident in Fig. 5b has
a significant impact on this reaction. This indicates that a higher moment closure
might be necessary although the potential to use scalar dissipation, with which
variations in temperature appear to correlate strongly, as a second conditioning
variable might improve closure as well.

3. Future work

Several issues remain to be addressed. A more detailed analysis of the affect of
heat release on the flow field is needed so as to better describe the interaction of
the flow with the chemical reactions. Further research into the edge flames present
after extinction events will also be needed to attempt to establish the parameters
which control whether or not triple lames form.

Ultimately, however, the purpose of the database was originally intended to be
the validation of modeling, and it is this direction that attention will be focused in
the near future. Already, the database has been used in a priori tests of models.
Beyond the comparisons shown herewith, Cook and Bushe (1998) have used the
database to test a new model for scalar dissipation for use in LES. The data is also
being used to test the CSE approach in a RANS context. Model validation work is
going to continue; in particular, a priori tests of the CSE approach for LES will be
conducted and statistics relevant to second moment CMC closure will be extracted.
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LES of non-premixed turbulent reacting flows
with Conditional Source term Estimation

By H. Steiner AND W. K. Bushe

1. Motivation and objectives

In the foreseeable future, Direct Numerical Simulation (DNS), a technique in
which all flow scales are resolved, will remain computationally unaffordable for tur-
bulent reacting flows at technically relevant high Reynolds numbers Thus, Large
Eddy Simulation (LES), which resolves only the large scale motion of the flow while
modeling the contribution of the small (subgrid) scales, has been recognized as a
powerful alternative approach. The LES set of equations is obtained by applying a
spatial filter to the governing transport equations of mass, momentum, and energy.
Several subgrid-scale models for the filtered means of the unresolved turbulent trans-
port of momentum and species have been developed. They range from the widely
used constant-coefficient model of Smagorinsky (1963) to dynamic models where the
model coefficients are computed as functions of the instantaneous flow field (Moin
et al,, 1991; Germano et al., 1991). These dynamic models, which have proven to
be successful in many types of non-reacting flows, are well established tools in LES.
In combusting flows, however, the subgrid-scale modeling of the chemistry is still a
major challenge; our present study is focused on this issue.

In an LES of turbulent reactive flows, a spatial filter is applied to the governing
set of differential conservation equations. Let

f:

NI

be the density weighted (or Favre) filtered representation of some quantity f. Then,
the filtered transport equations for the mass fraction Y; of some species I and
enthalpy h = ¢,T read

apY; oYy 0 [/~ =\ | -
opL | TP [ﬁ(D,+D,)I ’]+w1, (1)

ot 8z; ~ Oz; dz;
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where 7 is the spatially filtered density and &; and ho, are the reactive source term
and the enthalpy of formation of species I, respectively. The turbulent subgrid-scale
fluxes 5

A~ ~ 0Y]
p (uiYI - UiYI) = ﬁDtI‘an
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7 (k- wh) = ﬁfag%
have been modeled in terms of diffusive fluxes involving the corresponding eddy dif-
fusivities Dyy and k;. Subgrid-scale models providing these quantities have already
been mentioned above.

The main challenge faced in modeling combustion is that chemical reaction rates
are usually highly non-linear functions of temperature, density, and species mass
fractions. For a system with N possible species, the K-th chemical reaction can be
written as

N N

1 —_ "
Z nikAs = Z Nk A,
J=1 J=1

where A is the chemical symbol for species J and 7';; and n'j, are the stoichio-
metric coeflicients for species J in reaction K. If M chemical reactions are to be
considered, then the chemical source term for species I becomes (Williams, 1985)

M E N PYJ 2K
wr = Wr Z (nfx — nix)BxT ™ e” RF (m‘) ) (3)
K=1 J=1

where W is the molecular mass of species I, T is the temperature, R is the universal
ideal gas constant, E is the activation energy, and By is the frequency factor. The
power of the pre-exponential term g for reaction K accounts for non-exponential
temperature dependence of the reaction rate. Due to the strong non-linearity of (3),
substituting the filtered temperature, density, and mass fractions into (3), yielding

—

“‘.)_I ~ "‘."I(ﬁa i:‘a YJ),

will generally provide a very poor estimate for the filtered reaction rates. It is
evident that closure for the filtered chemical reaction rates has to be provided. In
non-premixed combustion, where fuel and oxidizer are initially separated and must
mix together before they react, several different approaches have been suggested:

Assuming Fast Chemistry circumvents the estimation of the chemical source
terms. Under this assumption the thermodynamical state is completely determined
as a function of the mixture fraction (Cook & Riley, 1994). However, effects like
ignition and extinction, which may crucially affect many real flames, cannot be ac-
counted for. Fast Chemistry also poorly predicts pollutants whose rates of formation
are kinetically limited.

The Laminar Flamelet model (Peters, 1984; Cook et al., 1997) assumes the flame
structures to be thin in comparison to the turbulent eddies. Within the “laminar
flamelet regime” the flame is considered to be comprised of an ensemble of strained
laminar flames, which themselves merely depend on mixture fraction and scalar
dissipation. Given the filtered means of these two quantities and assuming the shape
of their joint probability density function, the filtered means of the mass fractions
and temperature can be computed. There is still considerable argument on the
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applicability of this method to flames outside the “flamelet regime”. Furthermore,
the chemistry is assumed to be in steady-state; for LES, this implies a quasi-steady-
state assumption neglecting important transient effects on phenomena like ignition
and extinction. In order to overcome this drawback, an unsteady Laminar Flamelet
model has been devised for RANS of combusting flows (Peters, 1997). Thereby, an
unsteady flamelet code is running simultaneously with the CFD code. Receiving the
time dependent thermodynamic state and the scalar dissipation from the CFD code
as inputs, the unsteady flamelet solution yields the actual chemical composition as a
function of mixture fraction. Assuming the shape of the probability density function
for the mixture fraction, the updated chemical composition vector in physical space
can be computed and fed into the CFD code. Whether or not the unsteady Laminar
Flamelet model can also be employed in LES has yet to be investigated. Unlike
unsteady RANS, LES provides a time-accurate solution without periodicity in time.
Thus, the number of unsteady flamelets to be tracked might increase continuously;
in the long run, this could make the LES prohibitively expensive.

The PDF-Transport methods solve a transport equation for the Filtered Joint
Probability Density Function of mass fractions, energy, etc. (Pope 1985; Givi,
1989; Colucci et al., 1998). In the transport equation of the PDF, the chemical
source terms occur in closed form; however, the dimensionality increases with the
number of species, and the unclosed molecular mixing term has to be modeled. The
closure problem for the chemical reaction term has apparently been commuted to
the closure for the molecular mixing.

Recently, Bilger (1993a,1993b) and Klimenko (1990) independently proposed a
new approach for modeling turbulent reacting flows, called Conditional Moment
Closure (CMC). The CMC method solves for the transport equations of condition-
ally averaged quantities instead of their spatially filtered counterparts. Variables
on which the chemical reactions are known to depend on are chosen to be the
conditioning variables. Solving the transport equations also in conditioning space
adds a further dimension to the problem which inhibits the application of CMC to
three-dimensional flow simulations due to its high computational cost.

In the present study the Conditional Source term Estimation (CSE) method
(Bushe & Steiner, 1998) has been proposed as an alternative to the aforementioned
methods for closing the chemical source terms. CSE is based on the CMC hypoth-
esis. However, unlike in traditional CMC methods, it is not necessary to solve the
transport equations in the conditioning space; this makes the method computation-
ally affordable. In its present form the proposed model is devised to provide the
filtered means of the chemical source terms needed to close the LES set of equations
in reacting flows. CSE has proven its predictive capability in an a priori test using
DNS data of turbulent reacting mixing layer, and it is currently being tested in an
LES of a turbulent jet diffusion flame.

2. Accomplishments

2.1 Conditional Source term Estimation (CSE)
CSE is based on the CMC closure hypothesis. In the CMC method proposed
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by Klimenko (1990) and Bilger (1993a, 1993b), the transport equations are condi-
tionally averaged, with the condition being some variable on which the chemical
reaction rates are known to depend.

2.2.1 One condition

In non-premixed combustion far from extinction, the reaction rates mainly de-
pend on mixture fraction. Thus, the mixture fraction is clearly an appropriate con-
ditioning variable. In the context of non-premixed combustion, the mixture fraction
represents the local fraction of mass originating from the feeding fuel stream. Thus,
1t is zero in pure oxidizer and one in pure fuel. In the following the conditional av-
erage of some quantity f, conditional on the mixture fraction Z having some value
¢, will be denoted by an overline:

fl1Z=(f1Z2=¢).

The conditionally averaged reaction term occurring in the conditionally averaged
transport equation for the mass fraction Y; is closed with the first order CMC
hypothesis: the conditional average of the chemical source term of some species
I can be modeled by evaluating the chemical reaction rates using the conditional
averages of the composition vector Yy | Z, temperature T |Z, and density p|Z.
Thus,

oV, T.p) | Z ~ ooy (YK|Z,T|Z,p|Z). (4)

It has been established that the CMC hypothesis, based on a single condition-
ing variable, provides adequate predictions of reaction rates for flames far from
extinction (Bilger, 1993a; Smith 1994). The CSE method makes use of the CMC
hypothesis (4); however, it suggests an alternative way to obtain the conditional av-
erages. Rather than solving the conditionally averaged transport equations, which
would be computationally expensive having the mixture fraction Z as additional di-
mension, it takes advantage of the spatial homogeneity of the conditional averages
on particular surfaces in the reacting flow field. For example, in case of a react-
ing mixing layer, the conditionally averaged quantities show only small variation
on planes normal to the reacting interface. Based on this spatial homogeneity the
“extraction” process of the conditional averages might work as follows: For some
set of m = 1,..., M cells in an LES domain which lie on the surface of homogeneity,
the conditional average of the temperature is invariant in all m cells:

(T|Z)m=T|Z. (5)
The density weighted, filtered temperature in each cell m can be expressed as
1
T, - / Pn(2)T|Z dZ, (6)
0

where Pp,(Z) is the probability density function of the mixture fraction within the
filtered cell m. Eq. (6) is an integral equation—a Fredholm equation of the first
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kind—which, for discrete intervals in Z, can be inverted to yield T|Z. Similar
equations can be written for the density and the mass fractions to obtain p p|Z and
Yx | Z, respectively . Even in the case of non-homogeneity, where (5) does not hold,
the inversion of (6) would still yield an approximation for the conditional average
of the temperature on the surface constituted by the ensemble of m =

..M LES cells. The conditional average of the chemical source terms wy |2
can now be obtained using the CMC hypothesis (4), and the unconditional mean
chemical source term is then

Sim= ' Pu(2) TTZ dz. ()

In this manner, it should be possible to obtain closure for the sub-grid scale mean
reaction rate for any chemical kinetic mechanism. No assumptions have been made
regarding the thickness of the regions in which chemical reactions are significant rel-
ative to the turbulent length scales. Only the assumption of statistical homogeneity
of the conditional averages of temperature, density, and pressure on some surface
must be made. As for the probability density function P, (Z), a f— PDF with the
same mean Z,, and variance Z/2 Z72 of the mixture fraction has proven to approximate
the real PDF appropriately (Bushe & Steiner, 1998). The mean of the mixture frac-
tion Z,, is obtained as a resolved quantity of the LES. The filtered variance 2,2 Z'2 can
be estimated either through a subgrid-scale model, e.g., a Dynamic Model or using
a similarity approach (Jxmenez et al., 1996), or by solving a transport equation for
Z'2, The latter, however, requires modehng of the filtered scalar dissipation

X =2pVZVZ. - (8)

2.2.1 Two conditions

It is known that conditioning only on mixture fraction is insufficient to account for
phenomena such as extinction or ignition. Since the occurrence of these phenomena
depends strongly on the scalar dissipation x, defined in (8), it seems sensible to
introduce scalar dissipation—or some closely related quantity—as the additional
conditioning variable (Bushe, 1995). Assuming for the functional dependence of
scalar dissipation on mixture fraction the shape of the laminar counter-flow solution
(Peters, 1984), the scalar dissipation can be written as

X = x*-exp (—2 [erf_l(Z)]z). (9)

The sufficiently weak dependence of the new random variable x* on the mixture
fraction Z allows expression of the joint probability density function P(Z, x*) as

P(Z,x") = P(Z) P(X"),

where P(Z) again can be approximated as a § — PDF. Analogously to the assump-
tions made for PDF of the scalar dissipation x (Monin & Yaglom, 1975; Eswaran
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& Pope, 1988; Yeung & Pope 1989), the probability density function of x* is taken
to be approximately log-normal as well. In every LES cell m, P,,(x*) is determined
in terms of the filtered mean x*,, and the standard deviation. The first is provided
by the relation

1

y,,,:/olpm(Z) x12dZ =X*,, /0 Po(Z) - exp (-2 [erf_](Z)]Z)dZ, (10)

and the latter is taken to be unity. The rhs of (10) involves again a 3 — PDF
for Pn(Z) and the laminar counter-flow solution. The filtered mean of the scalar
dissipation X,, has to be modeled.

The “extraction” process of the conditional averages is then straightforward. It
is virtually the same as already described for one condition in the previous section.
Inverting the expression

oo 1
T =/ / Prn(Z,x*)T|Z,x* dZ dx*, (11)
0 0

which is equivalent to (6) in the one-condition case, yields the conditionally averaged
quantities needed for the CMC hypothesis now with two conditions:

"‘.)Ilz,)(l‘l = U:J(YA"Z,X',T'Z,X’“,ﬂ'Z,X*)- (12)

The mean chemical source term becomes
Gt = / / Pu(Z,x") G112, dZ dx". (13)
o Jo

2.2.9 Effects of density weighted filtering

Dealing with non-constant density flows the LES set of transport equations (1)-
(2) are solved for the Favre filtered averages of mass fractions and temperature. In
this case the CSE equations have only to be adjusted to the density weighted LES
inputs into the model, the closure hypothesis and the extraction process remain the
same. In terms of density weighted averages (6) and (7) read

1
T =/ Pu(Z2)T|Z dz,
0

Om = P fol f‘m(z)dTI_Z(pl_Z)_1 dz,

respectively, where ﬁm(Z )= P(Z; Zom, Z1?) is the Favre PDF of the mixture frac-
tion, which will again be approximated using the 3-PDF. Its shape is now deter-
mined by the Favre filtered mean and variance of the mixture fraction Z,, and Z"2,
respectively.
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FIGURE 1.  Result of a priori test of integral inversion process to obtain the
conditional averages of: (a) mass fraction of fuel, (b) mass fraction of oxidizer,
(¢) non-dimensional temperature, (d) non-dimensional density; : result of
inversion process, o : DNS value.

2.8 A priori test of the model

In order to test the method described above, the output from several different
time steps in the DNS database of Vervisch (1992) was filtered. The simulation is
of a shear-free, temporal mixing layer with fuel and oxidizer mixing in the presence
of turbulence. The domain was rectangular with 128 points across the layer and 64
points in each direction tangential to the layer. A (16 x 8 x 8)—top-hat filter was
used to compute the spatially filtered means on the LES grid.

The chemical kinetic mechanism used in creating the DNS database was a single
step,

F+0 - P,
with F, O, and P being Fuel, Oxidizer, and Product, respectively. The reaction
rate was 5(1 - 6)
oo 2 - -
w=Dap*YrYo exp (——————1 —a(l _0)) ,
with T T T-T
ad — 40 — 40
= — = \U. = d 9 = ———
o T 08, =8 an To T,
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FIGURE 2. Comparison of reac_tion rate We,: estimated using CSE closure to filtered
reaction rate from DNS data wpys : (a) CSE with one conditioning variable Z,
(b) CSE with two conditioning variables Z and x*.

All temperatures—including Ty (the initial temperature) and T,q4 (the adiabatic
flame temperature at stoichiometric conditions)—were non-dimensionalized with
the reference temperature Tier = (7 — 1) T, and «, the ratio of specific heats, was
taken to be 1.4. The Damkdhler number Da was unity.

The first test was to try to use the quantities Z,, and Z'2 at each point to predict
P..(Z) using the B—PDF as described above and then to substitute 5,,, YFm, YOm,
and T,, and Pn(Z) into (6) to predict the conditional averages. The results of this
a priori test for one time in the simulation (a fairly late time, approximately 1.6
eddy turnover times in the simulation) are shown in Fig. 1, where the results of
the inversion of the integral equation using a simple linear regularization method
is compared to the actual conditional average from the entire flow field. With the
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exception of a slight over-prediction of the maximum temperature, the prediction of
the conditional averages appears to be very good. Similar results have been found
for all other times at which data is available.

The next test is to invoke the CMC hypothesis (4) and use these conditional av-
erages to predict the conditional mean reaction rate w| Z. Then, the unconditional
mean reaction rate is predicted from the prediction of the conditional mean reaction
rate using (7). The estimate W, obtained by this process is compared to the actual
average of the reaction rate wpns in every cell in Fig. 2a. The standard error in the
prediction of the cells where Opns is significant (greater than 1 x 107%) is about
15%. It should be noted that there is some extinction in the DNS database which
cannot be predicted by the single condition version of this method. This is made
evident by the presence of several points where WpNs is very small but West 1s still
significant. These are cells which contain local extinction events. Nevertheless, that
the method is capable of predicting the reaction rates with such accuracy even in
the presence of heat release and extinction seems to be very encouraging.

As was discussed above, adding a second condition to the inversion process is ex-
pected to make the method capable of modeling extinction and ignition phenomena.
This was tested by simply adding the second condition and inverting the two-di-
mensional problem described by (11), using the conditional averages to estimate the
conditional average of the reaction rate (12) and integrating (13). The result of this
process is shown in Fig. 2b. The standard error in the prediction of the cells where
wDNs is significant (again, greater than 1 x 107%) is about 10%. Not only is the
error in the prediction somewhat smaller than was found with only one condition,
the evidence of over-prediction of the reaction rate in cells containing extinction
events is no longer apparent. It seems that the extinction phenomenon is captured
at least to some extent by the inclusion of the second conditioning variable. Thus,
even though the overall improvement of the prediction for the reaction rate at first
sight seems to be rather small, the additional effort of carrying a second condition
variable is still justified: it makes it possible to account for extinction and ignition
phenomena.

Future plans

The CSE model is at present being tested in an LES of turbulent reacting jets.
The code into which the subgrid-scale models have been introduced originally was
written for DNS of non-reacting jets by Boersma (1998a). The first test considers a
piloted jet diffusion flame at Re = 4000; for this basic test case one-step chemistry
is assumed. Preliminary results of this LES showing temperature and fuel mass
fraction contours when looking at the vertical jet from the side are presented in
Fig. 3. Planes of equal distance downstream from the nozzle exit have been assumed
as statistically homogeneous surfaces. The conditional averages have been computed
using the LES filtered means gathered on these planes. The LES results obtained
so far are going to be compared with the corresponding DNS data. These DNS data
will be provided by a DNS performed by Boersma (1998b) for exactly the same test
case. Further test cases will then consider experimentally investigated methane-
air flames with high Reynolds numbers. The first case will deal with a piloted
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7

(a) (b)

FIGURE 3. Results of LES of piloted jet flame: (¢) non-dimensional temperature:
white-black, T/Ty = 1 to 5; (b) mass fraction of fuel: white-black, Yr = 0 to 1.
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jet flame experiment performed in the Sandia Turbulent Diffusion Flame Facility
(Masri et al., 19882,1988b). From these measurements extensive data on chemical
composition and temperature fields are available. Then LES of a lifted methane-air
jet (Muiiz & Mungal, 1997) will be attempted. There, the main challenge will be
to capture ignition effects. Using a second conditioning variable, it is hoped that it
will be possible to obtain a realistic prediction for the flame liftoff heights.
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Measurements of the three-dimensional scalar
dissipation rate in gas-phase planar turbulent jets

By L. K. Su

1. Motivation and objectives

The scalar dissipation rate, x = DVC - VC, where C is a conserved scalar and
D is the scalar diffusivity, is a quantity which is of great interest to models of
turbulent non-premixed combustion. Mathematically, it represents the loss term in
the evolution equation for %C’z, the scalar energy:

a 2 1 2 __ —
(a+u-v—pv)-2-c = _DVC.-VC = —x.

Physically, x can be interpreted as a mixing rate, or equivalently as a rate at which
scalar fluctuations are destroyed. More specifically for combustion applications,
Peters (1983) identified x as a characteristic diffusion time scale, imposed by the
mixing field. Then, local flame extinction could be explained by the scalar dissi-
pation rate exceeding a critical value, thus making the diffusion time smaller than
the chemical time of the local flame structure. Accurate representation of flame
quenching and stabilization poses notable difficulties for diffusion flame computa-
tions, because the scalar dissipation can occur at the finest mixing length scales
of the flow. This means that modeling is required for the scalar dissipation in, for
example, large-eddy simulations (LES) of turbulent combustion, where the filtered
mixture fraction is used as a starting point to describe the combustion.

This study will address two issues regarding the properties of the scalar dissipation
which are of particular significance in the context of combustion. The first concerns
the length scales at which dissipation occurs, in particular their magnitude and
their dependence on Reynolds number. The second issue concerns the scaling of
the mean dissipation values with downstream distance in jet flows. Defining the
thicknesses of the dissipation layers will be of use in determining the resolution
requirements of both DNS and LES computations of turbulent diffusion flames.
Meanwhile, experimental assessment of existing models for the downstream decay
of mean dissipation will provide a fundamental test of our understanding of the
properties of the dissipation rate.

The experimental data used in this study are the planar measurements of the
complete, three-dimensional scalar dissipation rate by Su & Clemens (1998a,b) in
the self-similar region of a gas-phase planar turbulent jet. The data are unique
in providing scalar field information simultaneously in two parallel spatial planes,
with sufficient resolution to permit differentiation in all three spatial dimensions.
Determining the three spatial components explicitly obviates the need to invoke
Taylor’s hypothesis, while the planar nature of the measurement volume allows
direct determination of structural properties of the dissipation field.
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Previous planar measurements of the three-dimensional scalar dissipation at the
smallest scales have been demonstrated in water flows (Southerland & Dahm (1994)).
Some difficulties may arise, however, in applying scalar mixing results in the liq-
uid phase to the gas phase, which is of particular interest in combustion applica-
tions. The Schmidt number (Sc = v/D, where v is the kinematic viscosity and D
the molecular diffusivity) of water is approximately 2000, while in gas-phase flows
Sc ~ 1. From Batchelor (1952), the ratio of the smallest length scales in the ve-
locity and scalar gradient fields in turbulent mixing scales as Sc¢=1/2. Thus, while
in water flows scalar gradients can be sustained on scales roughly 45 times smaller
than the smallest velocity gradient scales, in the gas phase these scales are expected
to be of the same order. It is reasonable to expect that the details of scalar mixing
in the high and low Schmidt number regimes will differ as a result. Results from
analysis of the present gas-phase scalar dissipation data are expected to be directly
applicable to mixing in combustion systems. '

1.1 Ezpressions for the dissipation length scale

Some confusion arises in defining the dissipation length scale in turbulent flows
because different expressions are used. Here we will define the scalar dissipation
length scale as

Ap = A6Re;*/*Sc=1/2, (1)

where 6 is the flow width, Re; is the Reynolds number based on § and a measure
of large-scale velocity, Sc is the Schmidt number, and the constant A is to be
determined. More commonly, this dissipation scale is expressed in the form due to
Kolmogorov and Batchelor. From dimensional arguments, Kolmogorov showed that
the finest turbulence length scale, Ak, should depend on the kinematic viscosity, v,
and mean kinetic energy dissipation rate, ¢, as

Ak = (V3 /e)' /4. (2)

Subsequently, Batchelor introduced the equivalent expression for the scalar dissipa-
tion length scale,

Ag = Mg - Sc /2,

The expressions for Ap and Ap are equivalent to within a constant factor. To show
this, begin by expressing the mean kinetic energy dissipation as ¢ oc U3 /6, were U
and § respectively are measures of the large-scale velocity and flow width. In the
self-similar region of a round jet, Friehe et al. (1971) found

RN

where y is the downstream coordinate, Uy the initial jet velocity, and d the jet nozzle
diameter. To convert to the large-scale variables U and §, we use the relations

U/Us =6.2(y/d)~" and § = 0.37y (e.g. Chen & Rodi (1980)), defining U as the jet
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mean centerline velocity and & as the jet full-width at the 5% points of the velocity
profile. Then, Friehe’s result becomes

U3
e = 0.075 (—-5—) .

Though derived from results for the round jet, this result should be general to all
turbulent shear flows, under the assumption that the small-scale behavior of fully
developed turbulence is universal and is described by the parameters U and 6.

Inserting this result for € into the definition for Ap, and using Res = Ub/v, we
obtain

3
2
Thus the Batchelor scale Ap is equivalent to Ap with a coefficient A = 1.9. The
coefficient 1.9 appearing in these relations results from assuming a proportionality
constant of 1 in the Kolmogorov/Batchelor scale definition. Since that definition
is purely dimensional, there is no reason to expect that the proper proportionality
constant should be 1. Empirical determination of the true value for A is discussed
below (Section 2.2.1).

1/4
Ap = 0.075-1/45( ) Sc1/2 =1.96- Re;*/*Sc1/2, (3)

2. Accomplishments

2.1 Ezperimental conditions

This section presents a brief discussion of the experimental method. A compre-
hensive description can be found in Su & Clemens (1998a,b).

2.1.1 Flow field

The flow considered in these experiments is a planar, turbulent jet of propane
issuing into a slow co-flow of air. The nozzle exit has a slot width A = 1 mm
and spans 150 mm. This aspect ratio is sufficiently high that three-dimensional
effects in the mean flow should be negligible in the flow region of interest, which
extends to 127 h downstream of the exit. The nozzle itself has a contraction ratio
of 75 : 1 to provide a uniform exit velocity profile. Jet exit velocities ranged from
5.9 to 10.7 m/s, while the co-flow velocity was 0.3 m/s. For the planar jet, the jet
exit Reynolds number is insufficient to describe the local turbulence because the
centerline velocity decays as y~1/2 (y is the downstream coordinate) while the jet
grows linearly in y, so the local outer scale Reynolds number, Res, grows as yl/2,
Here, Res was determined using the scalings of Bradbury (1965) and Everitt &
Robins (1978), namely

80.0s = 0.39y (4)

and
U/Uo = 2.4(ps/poo)/*(y/R)™'/?,

and using the kinematic viscosity of air, v = 0.155 cm?/s. For the present mea-
surements, consisting of a total of 906 image pairs, y ranged from 65 to 127 h,
and Res ranged from 3200 to 8400. The binary diffusivity of propane and air is
D = 0.114cm? /s, giving a Schmidt number of 1.36.
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2.1.2 Laser diagnostics

Previous efforts at three-dimensional scalar field imaging in gas-phase flows have
used either simultaneous two-plane Rayleigh scattering (Yip & Long (1986)), or
multi-plane scattering or laser-induced fluorescence (LIF), in which a single laser
sheet is swept through a three-dimensional volume (Yip et al. (1988)). The for-
mer measurements, however, showed somewhat weak signal levels, while the latter
technique suffers from temporal resolution limitations introduced by the laser sheet
scanning.

The current measurements were performed by simultaneous Rayleigh scattering
and LIF in two planes. This approach eliminates temporal skewing effects, while
the high efficiency of LIF yields much higher signal levels for a given amount of laser
energy than two-plane Rayleigh scattering. In fact, only a single, frequency-doubled
Nd:YAG laser was required. Propane was chosen for the jet fluid because its high
index of refraction results in a Rayleigh scattering cross-section over 13 times that
of air. For the LIF, acetone was seeded into the jet fluid to approximately 5% by
volume. The 532 nm output of the laser was split so that 75% was used for the
Rayleigh scattering, while the remainder was further doubled to 266 nm to excite the
LIF. The resulting laser sheet energies were typically 240 mJ/pulse at 532 nm and
30 mJ/pulse at 266 nm. To capture the signals, two slow-scan, thermoelectrically
cooled CCD cameras, with 500 x 500 pixel resolution, were used. Optical filters
ensured separation of the LIF signal (which peaks in the range 400-500 nm) from
the 532 nm Rayleigh scattering signal. To obtain the scalar concentrations from
the raw imaging signals, standard background and sheet intensity profile corrections
were performed. For additional accuracy, however, the intensity profiles for the two
sheets were captured for individual pulses rather than on an average basis.

In computing the three components 0C/9z; of the scalar gradient vector, the
out-of-plane component (here, 3C/3z) will be subject to the highest uncertainties,
owing to the need to perform the difference calculation across distinct planes, which
were obtained by different techniques and processed independently. To quantify
the errors incurred, Su & Clemens (1998a,b) applied the two-plane technique to a
single spatial plane, for which the scalar fields measured in the two imaging planes
should be equal. Deviations from this were used to estimate the errors in the
three-dimensional measurements. It was found that errors in the 8C/3z term were
substantially smaller than the magnitudes of dC/8z corresponding to significant
events in the dissipation fields.

2.1.8 Spatial resolution

To increase signal levels, the scalar field images were binned 2 x 2; in the data
reduction process it was also necessary to match the fields of view of the two cameras
geometrically, with the resulting pixel resolution being 220 x 220. This measurement
area spanned 34 jet widths, h, per side, giving a grid resolution Az = Ay of roughly
150 ym. The 266 nm laser sheet showed a Gaussian cross-sectional profile, with a full
width at the 5% points of 200 um at its waist, while the 532 nm laser sheet showed
a roughly uniform profile with a full width of 180 um. The laser sheet spacing
Az was 200 pm. These parameters are to be compared with the estimated finest
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(b)

81h

-15h X 18 h

FIGURE 1. Scalar fields measured by (a) PLIF and (b) Rayleigh scattering, with a
laser sheet separation of 200 ym. The mean flow direction is upward in the images.
The Reynolds number, Reg, evolves from 5100 to 6200 in the measurement area.

dissipation length scale Ap (Eq. 1), here computed using A = 11.2 as suggested
by Buch & Dahm (1991). For these measurements the downstream coordinate y
spanned from 65 to 127 h, and the Reynolds number Res ranged from 3200 to 8400.
The resulting Ap ranged from 370 gm to 720 pm. Therefore 0.21 < Axr/ip < 0.41
and 0.28 < Az/Ap < 0.54, where these non-dimensional grid spacings should be
0.5 or less to satisfy the Nyquist resolution criterion.

2.2 Results

A scalar field image pair obtained by this simultaneous Rayleigh/LIF technique is
shown in Fig. 1. The mean flow is upward in the images, so the positive y direction
is streamwise, while the x direction is cross-span and the z (out-of-plane) direction
is spanwise relative to the mean flow. In these fields C is normalized by < C >, the
mean centerline concentration value for the full set of 906 image pairs.

Figure 2a shows the scalar dissipation for the scalar field of Fig. 1. The in-
plane derivative components were determined from the LIF image (Fig. 1a) by two-
point central differencing, and the out-of-plane component was found by simple
differencing between the LIF and Rayleigh images. The dissipation shown in the
figure is non-dimensional, with the scalar values being normalized by < C >, and
the Az; used in the differencing being normalized by Ap (Eq. 1), with A = 11.2.
Figure 2b shows the dissipation layer centers for dissipation field of Fig. 2a. The
layer center field was compiled by first identifying peaks in the dissipation field. A
given point was determined to be a ‘peak’ if it both exceeded a given threshold,
and represented the local maximum of dissipation in both its positive and negative
in-plane scalar gradient directions. A connectivity condition was then imposed on
the peak field to remove noise effects. For Fig. 2a, the threshold value was that
which captures 50% of the total dissipation for the full data set (non-dimensional
y = 0.058), and the connectivity condition required that the dissipation structures
span a minimum length of twice Ap.

The probability distribution of the logarithm of the dissipation is shown in Fig. 3.
Also shown is a Gaussian distribution having the same first two moments. The
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FIGURE 2.  (a) The non-dimensional scalar dissipation for the scalar fields of
Fig. 1. (b) The layer centers.
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FIGURE 3. Distribution of the logarithm of the non-dimensional scalar dissipation.
Current data, ——— ; Gaussian (with same first two moments), ---- .

measured distribution follows the Gaussian quite closely, except for a slight negative
skewness. Similar asymmetry has been observed in both experiments (Feikema, et
al. (1996)) and direct numerical simulations (Eswaran & Pope (1988)) of scalar
mixing, and has also been seen in the kinetic energy dissipation in DNS (Vincent

& Meneguzzi (1991)).
2.2.1 Length scales

It is generally accepted that the scalar dissipation field is organized into layers;
the thickness of these layers will scale with the local outer scale Reynolds number,
Res, in a manner dependent on the strain field on the layers. Where the strain
field is the inner scale strain the normalized layer thickness, Ap /6, scales as R66_3/4
(Batchelor /Kolmogorov scaling), while if the strain field were the outer scale strain

the thickness would scale as Regl/ ? (Taylor scaling). The traditional view (e.g. Ten-
nekes & Lumley (1972)) holds that the bulk of the scalar dissipation occurs at the
Batchelor scale, though Dowling (1991), based on time-resolved single point scalar
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field measurements, has suggested that the regions of highest dissipation observe
Taylor scaling. Nevertheless, Dowling (1991) found that the smallest dissipation
scales observe Batchelor scaling.

Numerous studies have attempted to find the value of the constant A in Eq. 1
which accurately defines the size of the smallest dissipation scales. These efforts
have generally proceeded by analysis of single-point scalar or velocity time series
data. The difficulties of this approach can be seen by noting that Dowling & Dimo-
takis (1990) found A = 25 from spectra of scalar concentration fluctuations, while,
using the same scalar time series data set, Dowling (1991) subsequently obtained
A ~ 5 from scalar dissipation rate estimates. In contrast, Buch & Dahm (1991)
determined A = 11.2 from explicit measurement of the average thicknesses of dis-
sipation structures in two-dimensional scalar field images. This latter approach is
taken here.

Consistent with Buch & Dahm (1991), we define Ap from Eq. 1 as the average
of the full widths of the dissipation layers, where this width is computed as the
distance across a layer between those points where the dissipation is 20% of the
maximum. As a first step in computing the layer thicknesses, the layer center fields
for the images were found, as described in Sec. 2.2 and shown in Fig. 2b. For each of
the points on these layer centers, a search was then performed in the scalar gradient
direction (both positive and negative) until the dissipation value dropped to 20%
of the maximum. The resulting layer half width values were then doubled to give a
measure of the full width. Statistics were not compiled for those layers where the
dissipation failed to drop monotonically, indicating a possible intersection of layers.
Finally, because the dissipation images, and thus the thickness computations, are
strictly two-dimensional, the resulting thicknesses were adjusted by a factor of cos @,
where ¢ is the out-of-plane angle of VC.

Figure 4 shows the distribution of layer thicknesses, expressed in terms of A, as
determined from Eq. 1. The threshold and connectivity conditions used for the layer
center determination were the same as those used to compute the layer center field
of Fig. 2b. To minimize the effect of the cos ¢ correction, only dissipation maxima
where ¢ < 60° were considered. The mean of the distributionis A = 14.8, indicating
the the layers in these data are somewhat thicker than predicted by Buch & Dahm
(1991), and are over seven times larger than the Batchelor scale determined using
a proportionality constant of 1 in the Kolmogorov scale definition (Egs. 2, 3).

In Fig. 5, the dependence of Ap on the local outer scale Reynolds number Res
is shown. The curve was compiled by dividing the Reynolds number range 3200
to 8400 into 26 bins, then computing the thicknesses for each bin as above, with
the same threshold and connectivity conditions. The curve thus represents the
average layer thickness for the given Res. The dashed line in the plot is the curve
14.5- Re;3/ * The actual least-squares fit gives a Reynolds number dependence of
Rea_'“. From this plot it is quite evident that the average layer thicknesses observe

the Re;?’/ 4 Batchelor scaling. (The constant A = 14.5 differs slightly from that
found from the curve of Fig. 4 because the data are not evenly distributed in Res
space.)
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FIGURE 4. Distribution of dissipation layer thicknesses, expressed in terms of A.
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However, Dowling (1991) concluded that while the majority of the dissipation oc-
curred at scales which followed Batchelor scaling, a substantial portion of the dissi-
pation, in particular the highest local dissipation values, occurred at the larger Tay-
lor scales. With the present data this can be assessed by considering the Reynolds
number dependence of the extremes of the thickness distribution. Figure 6 shows
the Res dependence of the average thickness of the thickest and thinnest 25% of
layers, together with the overall average as shown in Fig. 5. There is no evidence
of Taylor scaling of the thickest layers. The least-squares fit to the thickness curve
for the thickest 25% of the layers has dependence Re;'”, while the curve for the
thinnest 256% has dependence Re;'75. The trend of weaker Res dependence for
thicker layers is consistent with Dowling’s hypothesis, but this very slight difference
of Re;'73 versus Re;""5 is likely within experimental tolerances, and certainly gives
/2 scaling.

Figure 7 shows the dependence of A on the threshold value of the dissipation rate.
Again, in contradiction to the idea that high dissipation values take place on length

e -1
no indication of Re 5
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FIGURE 7. Dependence of the coefficient A on the threshold value of the dissipation
rate.

scales observing Taylor scaling, it can be seen that higher values of x are associated
with thinner layers.

2.2.9 Dissipation rate scaling

The scaling of mean scalar dissipation rates with downstream distance in turbu-
lent jets is of interest in certain models of the stabilization properties of turbulent jet
diffusion flames. Peters & Williams (1983) suggest that the mean scalar dissipation
rate should scale linearly with the global strain rate, with the square of the local
mean centerline scalar concentration, and with the inverse square of the local jet
width. For the planar turbulent jet, we thus expect x o (Us/h)(y/h)™%. The few
existing measurements for the downstream dependence of the mean dissipation fail
to observe the expected scalings, however. In round jets, both Lockwood & Moneib
(1980) and Effelsberg & Peters (1988) found that the decay of x in the self-similar
region was significantly weaker than the predicted (y/d)™* dependence.

The present measurements span from 65 to 127 jet widths downstream, and
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FIGURE 8. Downstream decay of scalar dissipation rate, normalized by global
strain rate. Current data, ; best fit, y= 14, —~~- |

so can provide useful information on the decay of the dissipation rate. However,
because the present measurements were intended primarily for investigation of the
structure of the scalar dissipation rate field, no direct effort was made to correlate
the measured scalar concentrations to the initial jet value. We account for the scalar
decay here by assuming that the recommended scaling from Chen & Rodi (1980)
applies, namely

<C(y)> /Co = 246(y/h)™'/2,

where < C(y) > and Cy are the local mean centerline concentration and initial
Jet concentration, respectively, and the effect of the jet and ambient fluid density
difference has been included. For each data set of 15 or 30 image pairs, the centerline
average is found, the effective Cp value is computed from the above formula, and
this Co is then used to normalize the scalar field values for the purpose of compiling
the dimensional dissipation rate .

Figure 8 shows the conditional average of x/(Upy/h) with downstream distance,
for off-center positions |z|/6 < 0.05, i.e. near the centerline. The dissipation rate
X is computed here as x = D (8C/0z;)(dC/0z;), where D is the propane-air dif-
fusivity, 0.114 cm?/s, C is the scalar concentration normalized by Cy, and the z;
are dimensional. The global strain rate Up/h has been divided from y to isolate
the dependence of the decay on (y/h). The dotted line is the best linear fit to the
data, which has a slope of -1.4. Consistent with previous results, the data predict a
much slower decay than anticipated by the theory of Peters & Williams (1983). It
should be pointed out that for both planar and round jets, the fine scales increase
in size with downstream distance, and thus resolution requirements are relaxed as
the measurement area moves away from the nozzle. It is therefore possible that the
decay rates are underestimated because high dissipation rates are more accurately
measured further downstream. For the present measurements, however, the relative
resolution differs at most by a factor of two between the y = 65k and y = 12Th
locations. Considering only these two locations, a dependence of x on y~3 would
require that x decay by a factor of 7.5 from y = 65 h to 127 h, while the measured
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y~14 dependence corresponds to a x decay factor of 2.5. From the evidence of
existing measurements which assess the effects of varying resolution (e.g. Dowling
(1991), Antonia & Mi (1993)), this factor of three discrepancy cannot be accounted
for by the resolution difference between near and far downstream positions. Rather
it appears, based on these limited results, that the current understanding of the
scaling of dissipation rates is quite incomplete.

3. Future plans

While this paper has focused on the fine scales of the mixing field, the data are
also well suited to analysis of larger scale properties and, perhaps more significantly,
to analysis of the interactions of the large and small scales. At the upstream limit
of the measurement domain, y = 65k, the jet width (Eq. 4) is § ~ 25k, while at
the downstream limit, y = 127 k, we find that the jet width is § ~ 50 h. Since each
imaging plane spans 34 h, each scalar field image covers a range of scales from the
finest mixing scale to in excess of 0.686. It is therefore possible, for example, to
investigate scale similarity over the full range of flow length scales. As pointed out
by Frederiksen et al. (1996), information on the full three-dimensional dissipation
rate is necessary to assess the true scale similarity of the mixing process. Direct, a
priori assessments of subgrid models for LES can also be performed, by filtering the
scalar and scalar dissipation results and comparing the model predictions based on
these filtered quantities with the actual values on the original, resolved measurement
grid. Similar tests have been demonstrated both on DNS data for Sc¢ = 1 mixing,
and on experimental liquid-phase mixing results (Cook & Riley (1994)).
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Direct simulation of a jet diffusion flame
By B. J. Boersma

1. Motivation and objective

The main energy source in the Western world is the combustion of fossil fuels, and
it will remain to be the major energy source for at least several decades to come.
Everybody is aware of the problems connected to the combustion of these fuels.
First, their supply is finite, and this means that they should be used economically.
Second, during combustion of fossil fuels, air pollution is generated, e.g., in the form
of toxic gases such as NO, or SO; but also in the form of gases harmless for man
such as CQs, which are nevertheless considered harmful because they may influence
our climate by processes such as the greenhouse effect. In view of these problems,
it will be clear that combustion of fossil fuels with an optimal fuel efficiency and
with a minimal production of pollutants must have a high priority.

The process of combustion is highly complex. It involves fluid mechanical pro-
cesses such as turbulent mixing and heat transfer but also other processes such as
radiation and chemistry. The fact that the combustion involves these very different
processes makes it not only a highly multidisciplinary topic for research, but also
a highly challenging one. For this reason the scientific problem of combustion has
been nominated as one of the “Grand Challenges”to be solved when a Tera-flops
computer becomes available, and this is the background of the project that we
propose here.

In this project we aim to perform a numerical simulation of a non-premixed
turbulent diffusion flame. The objective is to shed light on one of the important
processes in combustion that have been mentioned above, namely turbulent mixing,
which is an essential link in the modeling of combustion. In the past researchers and
designers have used so-called Reynolds-averaged turbulence models to predict the
combustion in various appliances. However, these models have their weaknesses,
especially in the complicated environment of a flame, and they have, in general,
failed to produce acceptable results. A factor contributing to this failure has been
the fact that it is very difficult to perform measurements in the hostile environment
of a combustion flame, and such measurements are needed for validating and de-
veloping turbulence models. Therefore, the problem of turbulent mixing within the
combustion process is to be considered as unsolved.

Recently, new methods have become available for combustion research as a result
of increasing computer power (especially due to the appearance of parallel com-
puters). Two very powerful new methods are direct numerical simulation (DNS)
and large eddy simulation (LES). The first technique (DNS) solves the governing
equations for the combustion without any model. In the second method, a model
is used for the small scales of motion. The first method is computationally very
expensive but gives in general very reliable results. The second method (LES) is
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Coflow

FIGURE 1. The geometry of the coflowing jet.

much cheaper, but the modeling of the small scales introduces an error. In this
paper we will use DNS; there is also LES and experimental work going on for the
same problem (see e.g. Steiner, and Su this volume).

1.2 The geometry

In Fig. 1 we show the geometry of the problem. The jet fluid (in general fuel) is
injected in a slower flowing air (oxidizer) stream. In the experiment the Reynolds
number based on the jet fluid is approximately between 5,000 and 50,000. The
coflow velocity is typically 1 to 5% of the jet velocity.

For the DNS we will use a very simple binary reaction:

[Fuell + [Ozidizer] — 2[Prod]

The factor 2 is included to conserve mole fractions. The reaction rate of this reaction
is given by .
w = DapYspY, exp[—0]. (1)

In which Da is the Dahmkohler number, p is the density, Y; the fuel mass fraction,
Y, the oxidizer mass fraction, and

: 1-6
= ea-o (2)

In which o is the heat release parameter and 8 the Zeldovich number. The non
dimensional temperature 6 is defined as § = (T — T,)/(T, — T,) with T, as adiabatic
flame temperature and T, as room temperature.

2. Low Mach number approximation

There are basically two ways to compute chemically reacting flows with significant
heat-release. The first option is to use a fully compressible flow solver (including
acoustic waves). The second one is to use an incompressible solver with variable
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density. The second method is very attractive for flows with low Mach numbers
because numerical time steps are not related to the speed of sound. Furthermore,
the formulation of the boundary conditions is much simpler than in the fully com-
pressible case.

The low Mach number approximation of the equations of motion can be found
in the literature (see e.g. Williams 1985) For completeness we will give the non-
dimensional governing equations here. Conservation of mass reads

% 49 (pu) =0, 3)

where u is the fluids velocity vector. Conservation of momentum

dpu _
¥y +V-(puu)=-VP +

1 Z
=Y ;(Vu +(Vu)h) (4)

In which P is the pressure, Re the Reynolds number, and p the dynamic viscosity.
The energy or temperature equation reads:

6—'ocr-+V-puT !

M .
= v. Loy (5)

= RePr Ko

with Pr the Prandtl number. Furthermore, we have two equations for the chemical
species, i.e. one for the fuel and oxidizer.

dpY; 1 U .
ey +V puY'_ReScV #OVY. w (6)

with Sc the Schmidt number. The equation of state gives a relation between density
and temperature:
P=pT (N

For the temperature dependent viscosity p we will use the following relation

£ (2)" ®)
Ho T
The main assumption in the low Mach number approximation is that the pressure
P can be written as:

P= Po(t) + ‘7M02P1 (9)

In which Py(t) is the total pressure, which is only a function of time. For an open
domain like our jet, the pressure Py(t) is a constant with an arbitrary value, say
1. This means that in the Navier-Stokes equations (4) Py, which will be further on
denoted by p, plays only a role and that pT =1 at the lowest order.
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3. Numerical method and parallel implementation

In this section we will give an outline of the numerical method which will be used
to solve the governing equations. The spatial terms in the continuity and momentum
equations are discretized with help of a second-order finite volume method on a
staggered three-dimensional spherical grid (see e.g. Boersma et al. 1998). The
convective term in the transport equations are treated with a TVD scheme (see
e.g. Vreugdenhil and Koren 1993) to keep the scalar concentrations between the
specified minimum and maximum, say 0 and 1. For this, we had to recast the
transport equations in the following form:

oT 1 1 U 2.
E+VUT—TVU—;PTR6VL—D'VT+;W (10)

The diffusive part of the transport equations is treated in a similar way as in the
momentum equations.

The time advancement is accomplished with a predictor-corrector method similar
to the one used by Najm, Wyckoff and Knio (1998). First the transport equations
are integrated from time level n with an explicit Adams-Bashforth step to an inter-
mediate level, i.e.

3 1
T* — T" = M[3(~ A+ Do) = 5(—As+ D)) (11)

where 4, and D, stand for the advective and diffusive terms in the transport equa-
tions (equations for Y; are similar). The equation of state, P = pT, is then used
to find the density at the intermediate level. Also the momentum equations are
integrated to the intermediate level,

*,, % n,n

pru* — p"u

3 n 1 n—
At = [5(—Am + Dm) - 5(_Am + Dm) 1] (12)

In which A,, and D,, stand for the advective and diffusive terms in the momen-
tum equations. The intermediate hydrodynamic pressure is determined from the
pressure Poisson equation

.1 . s Op*
Vipt = V- (ptut) + ] (13)

The derivative 9p* /3t is calculated with help of a backward difference formula using
p*,p™ and p™~*. Once the Poisson equation is solved, p*u* can be corrected in the
following way

p'u* :=p*u* — AtVp® (14)

The next step is to use the Adams-Moulton corrector for the transport equations:

1

n+l n _
T T >

[(—At + D¢)" + (—A: + Dy)"]. (15)
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FIGURE 2. The stability regions of the Adams-Bashforth (AB2) and the predictor
corrector (P-C) method. AB2: ---- ; P-C: 0.

The equation of state again gives the density, but now at time level n+1 Again the
momentum equations are integrated:

pu’ — p"u®

1 n *
! = '2"[(—Am + D))" +(—=Am + D)’ (16)

The Poisson equation is used to obtain the pressure at n + 1, and the velocity
correction gives the final velocity (or flux) at n + 1.

The scheme above is quite similar to the one used by Rutland (1989) and the
one used by Najm et al. (1998). In Rutland’s work the predictor corrector method
is replaced by a fully implicit method using Crank-Nicolson. The advantage of
this method is that there is no restriction on the time step. However, for a full
three-dimensional calculation, the solution of the matrix vector equation is very
expensive. Najm et al. (1998) use the predictor-corrector strategy only for the
transport equations (5), (6) and not for the full system of equations (4), (5) and
(6). In Fig. 2 we show the stability regions of the method proposed by Najm et
al. (1998) and of our method. It is clear that the full predictor corrector method
has a considerably bigger time step without much extra work. Furthermore, the
predictor-corrector scheme does not have the weak instability for advection which
the second-order Adams-Bashforth method has.

3.1 Boundary conditions
In this section we will describe the boundary conditions for the coflowing jet
calculations. At the inflow all components of the velocity are prescribed on the

staggered grid:
u, = Ucosé (17)

ug = —Usinf (18)
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ug =0 (19)
T=1,Yr=1,Y,=0, Inthe orifice
T=1 Y;=0,Y,=1, In the coflow

where U is the velocity (jet or coflow) in a Cartesian system. This boundary con-
dition will be used for both the velocity and predicted velocity (u*).

At the lateral boundary of the jet, several boundary conditions can be used, for
instance, the frequently used free-slip conditions (Gresho 1991) which read:

_ Our _ Oug
=26~ - (20)

Ug

With this boundary condition no entrainment of fluid into the jet is possible because
ug 1s set equal to zero. Another possible boundary condition is the so-called traction
free boundary condition, i.e. the traction of the stress tensor with the unit normal
on the boundary, Gresho (1991)

(—pbij + 7ij) -ng =0, (21)

For simplicity we will assume that the pressure p at the lateral boundary is constant.
Without loss of generality we can also assume that the pressure at this boundary
is zero. In the computational domain the pressure is calculated by the model, and
the pressure difference between the pressure at the border and the pressure in the
computational domain will determine the entrainment of fluid in or out of the jet.

At the outflow boundary we apply a convective boundary condition (see e.g.
Akselvoll and Moin 1996).

Opu = - Opu (22)
ot or
where U = U(#) is the mean velocity at the outflow boundary. This boundary
condition is applied to the predicted velocity u*. The convective boundary condi-
tions are discretized using a first-order upwind method in space and a first order
discretization in time.

From numerical experiments, we found that the flow is rather sensitive to the
convective outflow velocity U. It turns out that errors in the outflow boundary con-
dition generate rather high pressure gradients near this boundary, and this influences
the entrainment over the lateral boundary, which changes the total behavior of the
Jet. These large pressure gradients can be avoided by enforcing that the integral,

///(6;; +V'pu*)dV°l=///a;t*dVolJr//pu*dS, (23)

is exactly zero. We enforce this by chancing pu, at the outflow boundary.
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3.2 Parallel implementation

The numerical method outlined above has been implemented on parallel machines
using the message passing interface (MPI). Let Ny, Ny and Ny be the number of
grid points in the coordinate directions and Np the number of processors. It is clear
that from a physical point of view N, will be larger than Ny and Ny. Therefore, we
have decided to distribute the radial direction over the CPU’s. Thus on every CPU
there are N, /N, x Ny x N4 points. To minimize the communication we have added
two ghost points in the radial direction, so actually there are (N,./Np+2)x Ng x Ny
point o