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INTRODUCTION

The Fifth International Symposium on Magnetic Suspension Technology was held at the
Radisson Hotel Santa Barbara in Santa Barbara, California, on December 1-3, 1999. The

Symposium was sponsored by the Guidance and Control Branch of the Langley Research
Center, in coordination with NASA Headquarters, the National Aerospace Laboratory
(NAL), Japan, and the National High Magnetic Field Laboratory (NHMFL) operated by
Florida State University. The symposium was hosted by the University of California at santa
Barbara (UCSB) Center for Control Engineering and Computation.

The organizing committee and symposium committee consisted of the following people:

ORGANIZING COMMITTEE

Nelson J. Groom, Chair

NASA Langley Research Center

Hampton, VA 23681-2199
U.S.A.

I-Iideo Sawada

National Aerospace Laboratory

Chofu, Tokyo, 182
JAPAN

Hans Schneider-Muntau

National High Magnetic Field Laboratory

Tallahassee, FL 32306-4005
U.S.A.

SYMPOSIUM COMMITTEE

Nelson J. Groom, Symposium Co-Chair

NASA Langley Research Center

Hampton, VA 23681-2199
U.S.A.

Brad Paden, Symposium Co-Chair

University of California at Santa Barbara

Santa Barbara, CA 93106
U.S.A.

Sandy Johnson, Administrative Chair

NASA Langley Research Center

Hampton, VA 23681-2199
U.S.A.

An international steering committee assisted in selecting and reviewing submitted
abstracts and in structuring the symposium sessions. The steering committee consisted of the
following people:

**t
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Colin P. Briteher, Chair

Old Dominion University

Dept. of Aerospace Engineering

Norfolk, VA 23529-0247

Isaiah Blankson

NASA Glenn Research Center

MS/5-9

21000 Brookpark Road

Cleveland, OH 44135

David Trumper

Massachusetts Institute of Technology
77 Massachusetts Avenue

Cambridge, MA 02139

Jim Downer

Foster-Miller, Inc.

350 Second Avenue

Waltham, MA 02154

Alexander Kuzin

Moscow Aviation Technology Institute
Petrovka 27

Moscow, K-31, 103737
RUSSIA

Justin Schwartz

National High Magnetic Field Laboratory
1800 E. Paul Dirac

Tallahassee, FL 32306-4005

Raoul Herzog
MECOS Traxler

Industriestr. 26, CH 8404
Winterthur

SWITZERLAND

Atsushi Nakajima

National Aerospace Laboratory

7-44-1 Jindaiji-Higashi-machi

Chofu, Tokyo, 182
JAPAN

Jim Lauffer

Sandia National Laboratories
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P.O. Box 5800

Albuquerque, NM 87185-0557

The goal of the symposium was to examine the state of technology of all areas of
magnetic suspension and to review recent developments in sensors, controls,
superconducting magnet technology, and design/implementation practices. The symposium
included 18 sessions in which a total of 53 papers were presented. The technical sessions
covered the areas of bearings, controls, modeling, electromagnetic launch, magnetic
suspension in wind tunnels, applications, flywheel energy storage, rotating machinery,
vibration isolation, and maglev. A list of attendees begins on page xiii.

The first symposium in this series was organized by NASA Langley Research Center

and held at Langley Research Center, Hamp.ton, Virginia, on August 19-23, 1991. The
proceedings of the first symposium are available as NASA Conference Publication NASA
CP-3152, Parts 1 and 2. The second symposium in the series, also organized by NASA
Langley Research Center, was held at The Westin Hotel in Seattle, Washington, on
August 11-13, 1993. The proceedings of the second symposium are available as NASA

Conference Publication NASA CP-3247, Parts 1 and 2. The third symposium, organized by
NASA Langley Research Center and hosted by the National High Magnetic Field Laborator)
was held at The Holiday Inn Capital Plaza in TaUahassee, Florida on December 13-15, 1995.
The proceedings of the third symposium are available as NASA Conference Publication
NASA CP-3336, Parts 1 and 2. The fourth symposium, organized by NASA Langley
Research Center, the National Aerospace Laboratory, Japan, the National High Magnetic
Field Laboratory, and hosted by the National AerospaceLaboratory was heldat The
Nagaragawa Convention Center in Gifu City, Japan on October 30-November 1, 1997. The

rAoceedings of the fourth symposium are available as NASA Conference Publication
SA/CP- 1998-207654.
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COMPARISON OF RADIAL MAGNETIC BEARING DESIGNS

Anthony S. Kondoleon

William P. Kelleher

Draper Laboratory

555 Technology Square

Cambridge, Ma 02139

ABSTRACT

The initial design of an active magnetic bearing actuator is critical for a successful magnetic

suspension. The sizing of the stators and rotors is a vital step for maintaining a favorable weight to load

capacity ratio for the magnetic suspension. Sizing the stators and rotors for minimum running losses

during high-speed operation is a challenge all designers face. This paper presents results from recently

completed analyses for rtmning loss determination in radial magnetic bearings, and presents how these

results are used in the initial design phase for radial magnetic bearings. Comparisons of flux density versus

speed for various heteropolar radial flux distribution designs and a comparison of rotating loss versus load

for various radial pole counts are also presented.

INTRODUCTION

Designing a radial magnetic beating actuator for low loss and high load capacity is a challenge.

Tests carried out (ref. 1) have provided insight into the nature of rotating losses in these actuators.

Combining these results with design procedures (ref. 2) provides a means for determining the basic

parameters of the radial bearing actuator for the initial design tradeoff comparisons. The basic design and

analysis of a radial magnetic bearing actuator is presented along with magnetic FEM results. The results

from the rotating loss tests and the basic equations used to determine rotor losses are then explained. The

two procedures are combined for first order calculation of bearing sizing and rotor loss determination

required in any initial design tradeoff study. Results are presented from this procedure as it relates to

both rotor loss and bearing capacity determination.



MAGNETIC BEARING ACTUATOR SIZING

The basicequation(ref. 3) used to determine the pole area required to magnetically support

object is:

Pole Force (F) = 8260 * Pole Area (A) * B 2 [ 1]

an

where F is in Newton, A is in mm 2 and B is in Tesla. Assuming B in the air gap and the B in the

material are approximately the same, then the following equation (4) holds:

N*I=B*go/_ [2]

where go is the air gap length (meters), go = 4n * 10 .7 (Hengys / meter), N is the number of turns

and I is the current (amps). The inductance of a coil and the relationship of inductance, voltage and

current are:

L=N 2. go* A/go [3]

V / L = dI / dt [4]

where L is in Henrys, V is in volts and t is in seconds.

These four equations when used together are the f'LrStsteps in determining the size of a magnetic

actuator. These equations also show that while all the equations are independent, when some parameters

are chosen, then others become dependent. As an example, if the pole force and the maximum flux density

are chosen, then the pole area is calculated using [ 1]. For a given air gap and flux density, the required NI

is calculated using [2]. Given a maximum current, the number of turns is determined using [2] and with the

number of turns the inductance of the coil is calculated using [3]. For a given voltage, the maximum slew

rate of the actuator is calculated using [4].

RADIAL MAGNETIC ROTOR LOSSES

Rotor losses can be separated into three families, losses due to eddy currents, losses due to

rotating hysteresis and losses due to alternating hysteresis effects. These three effects are influenced by

the magnetic flux density in the material, the shape of the magnetic field, the type of material, mass of the

rotor and the lamination thickness. Kasarda (ref. 1) has proposed the following equations for these three

losses.



Theequationfor power loss in a rotor due to eddy currents is:

2d2 2 2
B max f_rMvec (lO 6 )

Pe - (w atts/cm3) [5]
6p

d = rotor lamination thickness (meters), p = resistively (f_-m) and Mvec is the effective volume

coefficient. The effective frequency is determined by the rotational speed of the rotor times the

number of pole edges:

_xn, [6]
f,._= _

6O

where N = rotational speed of the rotor in rpm and ne = number of stator pole edges, 32 for a 16

pole configuration and 16 for an 8 pole configuration.

The equation for the alternating hysteresis power loss component is:

Pha=lO-7Tif ff(lOOOOXBmax:Mvah(Watts/cm 3) [7]

The hysteresis coefficient, _ , has a proposed value of approximately 0.00046 and the exponent,

k, has an approximate value of 1.6 for flux densities (13) in the range of 0.15 to 1.20 Tesla.

The proposed equation for the rotational hysteresis power loss component is:

Ph r = 10- 7 [3000.0 x Bma x - 500.01f r M vrh 0Vatts/cm3) [S]

Where Bma_ is the maximum flux density in Tesla, f_ is the effective frequency in Hz, and Mwh is

the effective volume coefficient for the rotational hysteresis calculation. The effective frequency

for the rotational hysteresis is:

f,_ N x n, [9]
6O

where N = rotational speed of the rotor in rpm and nl = the number of flux loops experienced by

the journal during one revolution, 8 for 16 pole configuration, 4 for an 8 pole configuration.

The above equations show a basic fact of magnetic bearing design: the loss in the bearing is a

function of both maximum flux density and the mass of the rotor. While flux density on the rotor surface

produces force, flux density inside the rotor produces loss. Reducing the flux density level inside the

bearing and reducing the mass of the rotor at the same time will produce a design which will be low in loss

and weight efficient.



RADIAL BEARING FLUX PATHS

The flux paths for a four-pole heteropolar radial bearing are shown in Figure 1. As shown by

Figure 1, the flux leaving or entering the pole is twice that of the back iron and the rotor. If the flux

density in all the material is desired to be at the same level, then the poles should be twice the cross
sectional areas of the rotor and the back iron.

When the actuator poles become greater than four, the flux paths wiU differ depending on the

polarity of the pole configurations. Two heteropolar actuator configurations used are the alternating pole

(NSNS) and the pole pair (NNSS) configurations. The flux paths for these two eight-pole configurations,

in the bias condition (NI = 200), are shown in Figures 2 and 3.

RADIAL BEARING FINITE ELEMENT MODELING

Finite element modeling was performed on the hetro-polar configurations shown in Figures 2

and 3. The dimensions of the design modeled are shown in Table I. While the flux density on the rotor

surface is the same in the bias condition for the two configurations under the poles, (Figures 4 and 5), the

pattern of the flux density is vastly different. Figures 6 and 7 show the flux density at the middle of the

rotor for the two configurations. Both configurations have the same maximum flux density in and on the

rotor, but with a different profile. Figures 8 and 9 show the flux density in the stator between poles 1 and

8. While the flux density under the poles on the rotor is the same, the flux density in the stator is

approximately 200% higher for the pole pair configuration than the alternating pole configuration.

Figures 10 and 11 show FEM results of the flux paths for the two configurations in the maximum

force condition (NI = 450), four poles on and four poles off. Figures 12 to 15 show the FEM results for

the flux density on and in the rotor for the maximum force condition. As in the bias condition, the flux

density levels are the same for the two configurations, but the patterns are again different. Figures 16 and

17 shown the flux density in the stator between poles 1 and 8. The flux density in the pole pair

configuration is approximately 25% higher than the alternating pole configuration.

COMPARING FINITE ELEMENT MODELING AND POWER LOSS MEASUREMENTS

Kasarda (ref. 1) has shown that at speeds above 3,000 rpm, the loss in the rotors for the two

configurations is approximately the same. Below 3,000 rpm, the pole pair configuration had less loss than

the alternating pole configuration. This suggests that at high frequencies, the flux density level is more

important than the flux density frequency pattern on or in the rotor.



DISTRIBUTED FLUX BEARING DESIGN

From the above analysis, the pole configuration at the same flux density level produces the same

loss in the rotors. Reducing the loss by reducing the mass of the rotor is attempted by the distributed flux

configuration magnetic bearing shown in Figure 18. The dimension of the magnetic bearing modeled for

this configuration is shown in Table I. Figures 19 to 21 show the results of the FEM the flux density

levels for this configuration in the bias condition (NI = 200). Figure 22 shows the flux pattern for the

maximtan force condition (NI = 450) for this configuration. In this configuration, three upper poles are in

the full on state, the two horizontal poles are set half the NI value of the full on poles and the last three

poles are off. Figures 23 to 25 show the results of the FEM for the flux density levels of this

configuration in the full force condition.

COMPARING FINITE ELEMENT CONFIGURATION MODELS

Comparing the FEM results on the rotor for this configuration and the two previous designs, the

pattern and the maximum levels of flux density for the bias condition are the same. For the maximum

force condition, the levels are the same but the pattern is slightly different. The distributed flux condition

produces a more efficient design than the other two hetro-polar designs.

POWER LOSS CALCULATIONS

Using equations 5 to 9, power loss calculations were carried out for the three configurations. For a

speed of 30,000 rpm and a flux density level of 1.5 Tesla and a one-inch long rotor, the alternating pole

and the pole pair configuration produced a power loss of 420 watts. The same length rotor for the flux

distribution configuration produced a power loss of 250 watts.

The effective volume coefficient (ref. 1) had a uniform bias field at the poles with a small control

flux superimposed at the poles for stability. When a heteropolar bearing is fully energized for maximum

load capacity, the flux distribution is changed. In the maximum condition, approximately 50% of the

bearing contains flux and approximately 50% is flux free. Modification of the preceding effective volume

coefficients to account for these conditions was carried out for a series of first order parametric studies.

The conditions held constant in the study were the outside diameter of the stator, the inside diameter of

the rotor, the magnetic air gap, and the material properties of the rotor and stator.

For a 445 Newton load capacity bearing, Figure 26 shows the effect which setting the flux density

to a maximum has on a four-pole design. Since load capacity changes as the square of the flux density, but

the rotor mass changes linearly with flux density, the losses go down as the flux goes up. This type of

comparison would be useful when a choice of material is required in the design phase of a program, with

the oaly difference being in the flux saturation limit of the materials in question.



Applying the distributed flux configtwation to stators with pole counts of 4, 8, 12, and 16, a

comparison of rotor loss versus bearing load was made. For a given speed and control flux density

(60,000 rpm and 2 Tesla), Figure 27 shows the influence which pole count in the stator has on rotor

losses. The higher the pole count, the less rotor mass is required and the rotor losses go down even with

increased effective frequency of the magnetic field in the rotor. The limit to the number of poles, which

can be designed into a bearing is a function of the skin effect (ref. 7), the volume required for the coils and

the overall volume of the bearing.

SUMMARY

This paper presents a f'wst order attempt to size radial bearings for typical applications. A

comparison of test data results to proposed rotor loss equations were presented. The use of these

equations to understand the different stator pole configurations was shown. As more data become

available on the true nature of rotating losses in magnetic bearings, the equations used in this procedure
will be updated.
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Figure 3 Flux Path for Alternating 8 Pole Bias
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Table I

8 Pole Magnetic Bearing Dimemions (inches)

8 Pole

Alternating
Configuration

8 Pole
Pair

Configura
tion

1.40 1.40

2.055 2.055 1.815

2.070 2.070 1.830

3.095 3.095 2.790

3.75 3.75 3.20

.82 .82 .82

8 Pole
Distributed

Flux

Configuration

1.40
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SUMMARY

As the demand for electric power has been increasing steadily, a flywheel energy storage

system (FESS) using magnetic bearings is needed in order to level daily load of electric power. We

have succeeded to suspend a flywheel of 385kg in total weight which has a 1,000ram diameter carbon

fiber reinforced plastics (CFRP) rotor performing as 10kWh FESS by means of 5 axis controlled active

magnetic bearings (A.M.B.).

This paper presents the A.M.B. used in the above system controlled by digital signal processor

(DSP). The switching power amplifiers of the A.M.B. can supply maximum current of 8A per channel

driven by 300V supply voltage. The radial electromagnets were designed as so called homopolar type

in order to reduce rotational loss due to eddy current. The decentralized controller was designed for

upper and lower radial beatings using bias current system linearization. On the other hand, an axial

electromagnet was designed as a permanent magnet biased (non-linear) actuator.

It is possible not only to monitor the displacement of the rotor and control currents in the

electromagnet but also to change control parameters of each axis from personal computer by means of

serial communication, including telephone line with modem, accessing directly to the DSP.

The paper also reports the system information of the FESS and measured data during stand

still and rotation by means of above mentioned serial communication.
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INTRODUCTION

In a flywheel energy storage system (FESS), the electric energy is stored as the kinetic energy

of the rotating flywheel and it is taken out as electric energy if needed. In past studies, it had been

considered that it was difficult to supply the energy more than one hour because the rotational loss of

ball bearing was very large. Furthermore, there was no suitable material for flywheel which has high

tensile strength against its density.

By the way, there were only a few reports about the flywheel rotor supported by contact free

A.M.B. which can be accelerated up to a certain high speed practically. One of the reasons seems to be

that it is very difficult to control and stabilize the natural frequency vibration of the rotor by A.M.B.
Additionally, large gyro effect due to large moment of inertia around rotational axis increase such
difficulties.

Recently, it was revealed that a high-Tc superconductor (YBa2Cu307_x) which has a strong

pinning force was used in magnetic bearings [1] and the rotational loss of superconducting magnetic

bearings was very small [2]. In these conditions, it is expected that the superconducting magnetic

bearings could be used for large scale FESS. Also, the development of CFRP for FESS rotor has

advanced remarkably.

In Japan, a national research and development project of FESS using superconducting

magnetic bearings was started in 1995. In this project, a small type model of 0.5kWh class FESS

system was assembled, tested and discussed about its rotor dynamics in 1998 [3]. Currently, as a

further step, a middle type model of 10kWh class FESS which rotor was suspended by A.M.B. (without

superconducting magnetic bearing) has been tested in order to verify the developed know how in rotor

dynamics for FESS.

STRUCTURE OF FESS ROTOR

Figure 1 shows a structure of 10kWh flywheel system and Table 1 shows a specification of the

system respectively. It is necessary to place the rotor and bearings in a vacuum housing in order to

minimize aerodynamic drag (windage loss). A flywheel (FW) made of carbon fiber reinforced plastic

(CFRP) was shrunk-fitted to an aluminum hub connected on a main hollow shaft. A synchronous motor

rotor was installed in the inside of main hollow shaft in order to perform energy input (acceleration)

and output (deceleration). Two lamination cartridges of radial rotor core made by silicon steel plate for

the radial active magnetic bearings (RaAMB) were also shrunk-fit to each end of the main shaft. In

addition, a ring shaped disk for the axial active magnetic bearings (AxAMB) was attached to the upper

end of the main shaft. The rotor assembly was levitated by RaAMB and AxAMB without mechanical

contact in all directions. When the radial/axial vibration or displacement exceeds the control limit of

the A.M.B.s, the main shaft touches the inner race of the emergency ball bearings in order to prevent
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therotor from beingdamaged.For futurestudyin this project, it is possible to install permanent magnet

in the inner side of main hollow shaft rotor for radial type superconducting magnetic bearings[4].

DESIGN OF ACTIVE MAGNETIC BEARINGS

The electromagnets of RaAMBs are homo-polar type in order to reduce drag torque due to

eddy current loss in the radial rotor core. Table 2 shows the specification of A.M.B.s for this system.

The RaAMBs and AxAMB are totally controlled by Digital Signal Processor (DSP)

TMS320C50. Thanks to the digitaUy controlled system, it is possible to monitor the displacement of

the rotor and current of the A.M.B.s from a personal computer through serial communication. The

autonomous scheduled diagnosis including residual unbalance of the rotor, running orbit analysis, etc

are easily implemented by monitor software. Using modem and a telephone line as shown figure 2, it is

also possible to access to the A.M.B. controller from any long distance place. (ex. From Santa Barbara

to Tokyo). The PWM (Pulse Width Modulation) switching power amplifiers of the A.M.B.s, which

switching frequency is 100KHz, can supply maximum peak current of 8A per channel driven by 300V

supply voltage. The inductance type displacement sensors for radial direction are used and eddy current

type displacement sensor are used for axial direction.

ANALYSIS OF ROTOR DYNAMICS

The entire rotor assembly consisth3g of shaft, hub and FW, as shown Figure 3, was modeled

by means of the Finite Element Method (FEM). Finally a State-Space expression was used for

mathematical rotor model which is easily used for total system analysis including feedback structure of
A.M.B.s.

Figure 4 (a) shows a modeled entire rotor assembly used in this analysis. As a result, first 3

natural frequencies and corresponding bending mode shape at stand still were calculated as shown in

figure 4 (b),(c) and (d). Figure 4 (b) and (c) show 1st and 2nd bending mode mainly due to the

deformation of hub and FW. Contrary, figure 4(d) shows 3rd bending mode of rotor, which is resulted

from 1st bending mode of main shaft. In the above natural frequency analysis, RaAMBs were

expressed as simple spring element.

Figure 5 shows analysis results of natural frequencies of first 2 rigid mode of 1R, 2R, and

above mentioned 1B,2B and 3B including frequency response of upper and lower RaAMBs. The

natural frequency of the rigid mode are results from the characteristics of RaAMB (resonance of

A.M.B. stiffness and mass, rotating moment of inertia of the rotor) and 1B,2B,3B show natural

frequency of bending mode caused by the elasticity of the rotor. It is indicated that each natural

17



frequency value is split in two branches (forward and backward) by increase of the rotational speed due

to gyroscopic effect. The rotor speed is shown as a straight line in figure 5. At intersection of each

natural frequencies and the line, the rotor can be expected to vibrate by resonance (critical speed). For

accelerating the rotor at system target speed of 17,200rpm, the rotor has to pass through resonant

frequency of backward 1B at 12,500rpm after passing resonant frequencies of 1R,2R. The controller of

the RaAMBs has to be designed to stabilize these vibration mode and to pass the critical speed.

RESULT OF ROTATIONAL TEST

After the rotor was successfully suspended by AMB, the dynamic stiffness could be measured

indirectly as the reciprocal of the sensitivity transfer function of the controller which has the input of

the disturbance force to the rotor and output of the displacement of the rotor. These measurements can

be easily carried out by developed built-in function of DSP. Figure 7 shows the dynamic stiffness

measured in upper and lower RaAMB and AxAMB. Measured values of natural frequencies were

nearly equal to calculated values in figure 4. The 3B bending mode was not found clearly in measured

data, because lids mode was thought to be damped quite well.

The rotor was accelerated up to 8,000rpm in this step. The actual natural frequencies were

obtained from dynamic stiffness data measured during rotation. Figure 6 shows the measured results of

interesting natural frequencies. The branch of measured 1B was larger than that of calculated value.

But except for it, the whole branch of measured natural frequencies were predicted well by that of
calculated results.

Figure 8 shows the results of measured run-out (orbit) in radial direction and axial direction at

8,000rpm. The run-out was approximately less than 5_m and the rotor vibration were damped well by

RaAMBs. The rotor will be accelerated up to the target speed of 17,200rpm in near future.

CONCLUSIONS

The prototype of 10kWh class flywheel energy storage system which has the flywheel rotor of

diameter 1,000mm and rotor weight of 385kg was supported by the Active Magnetic Bearings without

mechanical contact. The whole rotor assembly could be successfully accelerated up to 8,000rpm. As a

result, kinetic energy of the system was achieved about 2kWh. This energy storage value will became

larger in near future by reaching more higher speed step by step, and will be finally achieved 10kWh at

17,200rpm.

In this study, the rotor dynamics of the flywheel energy storage system whose rotor had large

gyroscopic effect including RaAMB dynamics were analyzed in detail, and the rotor vibration due to

natural frequencies was damped well by RaAMBs.
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Table 1 Characteristics of 10kWh flywheel system

Pressure

Storage Energy

Rotation Speed

Inertia moment

Length of Rotor

Mass of Rotor

Flywheel

Motor/Generator

Less than 0.14 Pa

1o.oolTort)
10kWh ( at 17,200rpm)

17,200 rpm (target)

8,000rpm (achievement)

2.79 × 108gcm 2

1,060 mm

385 kg

CFRP

q_ 1000 × $ 625 × 165

Synchronous type 2kW
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Table2 Dataof Active MagneticBearings

Control method Digital control
BiasCurrentof RaA_MB 1.5A
BiasCurrentof AxAMB 3.0A
Air gapat AxAMB
Air gapat RaAMB
Air gapat emegencybearing

Typeof electromagnet
(RaAMB)

Material of rotor (RaAMB)

0.4ram (axial direction)

0.4mm (radial direction)

0.2mm (axial direction)

0.2mm (radial direction)

Homopolar type

Inner diameter : 240.8mm

Super-E core(NKK)

(0. lmm thick)

/

o#

AMB Controller
1

SENSOR

A/D

D/A

Tokyo

Figure 2 Remote control of AMB controller
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Figure 3 Modeling structure of the rotor consist of a shaft, hub and flywheel
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A SELF-HEALINGMAGNETICBEARING

H. Ming Chen
Foster-MillerTechnologies,Inc.

Albany,NY

SUMMARY

A fault tolerantmagneticbeatingcontrolscheme,whichindependentlycontrolseachstatorpoleusinga
proportional-integral-derivative(PID) displacementfeedback,hasbeenanalyticallytested. The scheme

was applied to a 16-pole magnetic beating with a load capacity of 6000 lb and a static load of 4000 lb.

Transient response simulation of pole failures (such as those caused by power amplifier failure or coil short

circuit) demonstrated that the rotor recovered its bearing center position in a fraction of a second after two

consecutive failures of the two top load-carrying poles. The scheme does not require on-line current

monitoring to determine the pole failure patterns or storage of precalculated control data to counteract pole
failures.

INTRODUCTION

Conventional mag-netic bearings share one common trait that impacts system reliability m if a single

component fails, the entire system fails. For example, in a large turbine-generator supported by three radial

magnetic bearings and one thrust magnetic bearing, a bearing system malfunction could occur due to

burned-out electronic switches in one power amplifier out of thirty. Such unreliability is inherent to the

method used to control the bearing. Consider the typical 8-pole bearing configuration shown in Figure 1.

The conventional control method separates the poles into four pairs and uses two opposite pairs of poles (1-

2 and 5-6) to control shaft motion in the vertical direction (y), and the other pair of poles (3-4 and 7-8) to

control shaft motion in the horizontal direction (x). For each pail" of poles, their coils are connected in

series and driven by a power amplifier. If any of the four power amplifiers or coils fails, control of the

associated direction or axis would usually fail due either to loss of static load-carrying capacity or when the

system becomes dynamically out of tune. When one axis fails, the bearing cannot function, and the entire
system must be shut down.

This paper addresses this deficiency of conventional magnetic beating technology. Other methods have

been developed to introduce redundancy into the control but all have certain limitations. Lyons, et al., [1]

have designed and tested a fault-tolerant magnetic bearing system in which each radial beating has three

magnetically isolated control axes, any two of which can maintain control of the rotor position. However,
with this approach, there is only one redundant control axis. Maslen, et al., [2] have taken a distributed

approach that independently controls each pole-coil set by determining the coil currents for given required
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magnetic forces. The multi-pole force-to-current relationship needed for feedback control is not unique and

requires complex computation of a matrix relationship that is stored digitally in look-up tables. For the

failure of a specific coilor a combination of coils, a specific matrix exists for the application of the servo

control, and on-line monitoring of the coil currents is required to identify the pattern of coil failure.

As shown in Figure 2 for an 8-pole configuration, this author also uses the same distributed approach to

independently control each pole-coil set (hereinafter called "pole"), but does not use the precalculatecl

matrix method. Instead, a special set of bias currents and PID constants are assigned to each pole. These

special values are determined by an engineering design analysis of the magnetic actuator, considering

possible current and flux saturation, and overload due to different pole failure patterns. This new control

scheme proves to be amazingly resilient to pole failures and shows a "self-healing" characteristic [3].

Specifically, when pole failures occur, the remaining poles work in unison and adjust current individually

to regain control of the rotor. There is no need to monitor the pole failure pattern or provide precalculated

current control parameters.

MULTI-POLE CONTROL MODEL

The self-healing control method is applicable to magnetic cores of heteropolar or homopolar

configurations with any number of poles greater than three. To keep the discussion simple, we will

concentrate on those bearings with uniform or identical poles in heteropolar configurations. The cross-

sectional areas of magnetic flux paths at poles, rotor, and stator are all equal as with conventional active

magnetic bearings. Each pole has a single coil driven by a dedicated power amplifier. Heteropolar bearings

usually do not use separate bias currents, and the current in each coil may vary from zero to the maximum

amperage but never change sign. Note that the flux variation or redistribution is no longer limited locally

in a quadrant of poles. The current or air gap variation of one pole not only changes the flux density of that

pole and the opposite quadrants, but also affects the perpendicular quadrants. Assuming negligible core

metal reluctance, the flux distribution is calculated using the model in Figure 3 with an 8-pole example and

the following matrix equation [2].

R0 = NI (1)

where:

¢ = magnetic flux vector = {¢,,¢: .... ¢,}'

I = current vector = {I,,I_ .... I,}'

R, = g,/gtoA = air gap reluctance at iu' pole

g, = air gap at i_ pole

A = pole area

gto = air permeability

n = number of poles

N = number of coils per pole
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The current vector, I, includes the bias currents and the modulating or dynamic currents from the

displacement feedback control. The bias currents are set at equal amounts for all poles before the servo

control starts. Once the control starts, the bias currents will be redistributed according to the bearing static

load. The bias currents are set, for example, at the half value of the maximum allowable continuous current

of the power amplifiers. The neighboring poles are assigned with alternate signs to avoid magnetic flux

saturation at local cores. The dynamic current of each independently controlled pole is:

i -- -C_D -Q f Ddt -CddD/dt (2)

where:

Cp, C i, C_ =
D =

x,y =

0 =

t =

proportional, inte_al, derivative constants

xcos(O) + ysin(O)

displacement measurements in X, Y directions

pole angle
time

Only two orthogonal displacement measurements are required as for conventional magnetic bearings.
No sensor redundancy is assumed in the above formulation. The determination of the PID constants

follows a linear system method for the magnetic bearing control [3], which is not elaborated on here.

Additional filtering for phase and gain compensation to eliminate system resonance, for example, may be
imposed on the dynamic current, i, if needed.

Once the flux vector, _, is calculated using Equation 1, the pole force at the i'bpole can be calculated by:

Fi = pqb[" (3)

where p is a constant depending on the units. The magnetic bearing rotor is thus subjected to n of these pole

forces, equally spaced around the circumference.

Our interest is to know how the magnetic bearing behaves during pole failures. The transient behavior was

simulated using the above nonlinear formulation, including the magnetic flux saturation in cores and the current

limit of the power amplifiers. The formulation has been implemented into a commercial rotordynamics program,

DyRoBeS, as a special bearing [4, 5]. Using this program, a rotor-beating system including one or more self-

healing magnetic bearings can be analyzed for its transient response by assigning pole failures in a time sequence.
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TRANSIENT RESPONSE SIMULATION OF POLE FAILURES

The self-healing control method was simulated using a large-size mag-netic bearing. Shown in Figure 4, this

bearing has 16 poles, runs at 3600 rpm, supports a 4000-1b rotor weight, and has a load capacity of 6000 lb.
Other important bearing parameters include:

Axial Len_-n.h L = 5.5 in.

Journal OD JD = 18.95 in.

Saturation Flux B = 90,000 Maxwell/in.:

Air Gap g = 0.030 in.
Coil Turns N = 65

Pole Area A = 15 in.2

The proposed test rotor weighs about 8500 lb and is supported by two bearings: one rolling element bearing
and a self-healing magnetic beating, with a beating span of 6 ft. The mathematical model for this rotor from

DyRoBeS is presented in Figure 5. The lower half of the model is drawn with the rotor stiffness diameters and

the top half with the mass diameters. The self-healing magnetic bearing is at the condensed model station no. 4.

The following pole failure time sequence was assumed:

At time =

At time =

At time =

0.35 sec, the top pole #5 fails.

0.60 sec, another top pole #4 also fails.

0.85 sec, the horizontal pole #1 also fails.

To present a clear picture of transient response, only gravity force was considered. No unbalance or other

excitations were included. Figures 6 and 7 present the transient displacements at the bearings due to the pole
failures. Figxtre 6 shows the displacements for the ball bearing, which has a static rotor load of 4500 lb and an

assigned stiffness of 1 x 104 lb/in. The x (horizontal) and y (vertical) time traces are very fiat and uneventful,

because the bearing is relatively stiff. In the Y-direction, there is an average of 0.0045 in. of deflection as

expected. Figure 7 presents the behavior of the self-healing magnetic bearing due to the pole failures. As the

rotor position approaches steady-state position, the top pole #5 fails at 0.35 sec. The rotor drops vertically

about 0.0055 in. and recovers its position in less than 0.25 sec. At 0.60 sec, when another top pole (#4) fails,

the self-healing magnetic bearing loses more load-carrying capacity, and the rotor dips further down to 0.010

in. However, it also recovers its levitated position in 0.25 sec. Since #4 is an inclined pole, its failure also

slightly affects the horizontal position of the rotor. The horizontal pole #1, which fails at 0.85 sec, affects both

directions only slightly, because no horizontal static force exists. Fi_mare 7 shows that the self-healing bearing

can apparently correct for the pole failures in a fraction of a second and continue to function.

Figures 8 and 9 present the transient coil currents. As shown in Fignre 8, as the top poles fail, the remaining

top poles, noticeably #3 and #6, pick up more current to support the 4000-1b static load, which becomes a

consideration for the design of power amplifiers for the self-healing bearing. Slight current saturation of the #3

and #6 coils occur when the #5 and #4 poles both fail. For the bottom poles, Figure 9 clearly shows that #11,

#12, #13, #14 and #15 poles may all be eliminated without much impact on the dynamics for this application.
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CONCLUSION

Poweramplifierandcoil failurescanbecatastrophicfor rotorsystemsusingmagneticbearings.A magnetic
bearingcontrol schemethat copeswith this type of failurehasbeendescribed,includinga nonlinear
formulationof the magneticbearingdynamicsbasedon this schemeandthe transientsimulationof rotor
responseswhenthefailuresoccur. Theschemeindependentlycontrolseachmagneticbearingpolewithout
requiringon-linemonitoringof failuresor useof anyprecalculated,storedcontroldata. Whenpolefailures
occur,the remainingpoleswork in unisonand adjustcurrentindividuallvto regaincontrolof the rotor,
demonstratingthecharacteristicsof aself-healingmagneticbearing.
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Figure 1. Conventional magnetic bearing coil arrangement

Each coil is connected to its own

power amplifier.

Figure 2. Self-healing magnetic bearing coil arrangement
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Figure 3. Self-healing magnetic bearing mathematical model
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Figure 4. A 16-pole self-healing magnetic bearing
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Figure 6. Simulated transient response at rolling element bearing due to pole failures
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Surnmary

The content of the present study is the feasibility asseasment of a reaction wheel on active

magnetic bearings (AMB) to be followed by the design of a flflly operational engineering model I ,

which is preA_ently xmder construction. The stress is laid mainly on the demonstration that a

small, simple reaction wheel on AMB can be built and operated reliably with power requiremems
which are not in excess than those characteristic of conventional units.

A reaction wheel ks usually a part of a complex system whose task is the attitude control
of a spacecraft and in some cases also the storage of energy in the form of kinetic energy in

the rotor. Here the work is concentrated only on the reaction wheel component, intended as

a torque actuator. No attempt to address the problems related to the global system or to the
possibility of using the reaction wheel as an energy storage device is performed.

AMB technology is at present a well known technology in high speed rotating machinery.

Several prototypes of machines of various kinds in which the rotor is magnetically suspended

have been built and in some cases are on the market. Several applications of reaction wheels

have been studied and many reaction wheels operating on AMB have been built, starting from
the seventies 2. The present study is intended to address some specific problems, mostly related

with low power consumption, high system integration and design compactness.

General architecture

The starting reqlfirements were limited to those listed in table 1 in order to leave many open
choices to the designer. In particular the maximm-n torque that the motor must supply to the

wheel and the operational speed range have not been explicitly stated. The req_firement on the

maximum torq_m has no impact on the design of the wheel itself but is related to the power

con.sm-nption, not only while producing torque but also while spinning in no torque conditions

as the size of the motor influences the power losses in all conditions.

_Thc fc&qibilty study has been accomplished under contract 730-08-06527 from University of Houston (USA).

2A number of papers are available in the proceedings of the conferences on flywheel energy storage (San

Francisco 1976.. Seottsdale 1978), on active magnetic bearings (Zurich 88, Tokyo 90_ Alexandria 92: Zurich 94:

Kanazawa 96) azld on magactic susper_ion (spon,c_orcd by NASA). Other related papers were pre_cntcd at the

flywheel clmrgy storage sc_ions of IECEC.
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Angallarmomentum > 3.5 kg m2 s -1

Wheel maas _< 1 kg
Wheel diameter < 200 mm

Wheel thickness < 60 mm

Five active, axe_ magnetic s_spension
DC bmlshless motor

Digital integrated AMB, controller and motor drive

Table 1: General req_firements give.n at the contract formalization.

Torque and power requirements together affect the choice of the working speed range. For the

parameters not explicitly stated, a torque of 0.03 N m over a speed range of_-!:10,000 rmp were assumed
as design objectives.

Wheel configuration In order to obtain the required anglflar momentum at a fairly low

speed, a pierced disc with rim and central hub configuration has been chosen. The higher stress

level, if compared with other configurations, is of no concern here as the peripheral velocity is very
low.

Active magnetic bearings In order to limit the axial thickness of the rotor, a conical con-

figuration for the magnetic bearings has been chosen. The conical bearings allow radial and axial
forces to be produced without the need for a separate axial bearing. Moreover, the conical bearings are

'_Y' mounted to improve the bearings load capability in order to compensate for the gyroscopic torque.

To keep to a minimum the mu-nber of power drive_, each AMB actuator includes three

horn.shoe shaped electromagnets. The resulting six magnetic forces are enough to constrain the

five degrees of freedom of the rotor.

An optical solution for colocated displacement, sensors is proposed. Its main advantages are:

integration within the magnetic actuator, low sensitivity from electromagnetic interferences and

simple signal electronic.s.

Motor In order to limit the axial thickness of the system, a DC brushless motor with external

rotor has been devised. The rotating permanent magnets are actually installed in the flywheel

hub. The internal stator with the motor windings is mounted on the central shaft,. The motor

is driven to provide a constant torque in either directions.

Electronic control unit In order to obtain an electronic control unit as integrated as po_ible,

a number of highly integrated components has been chosen. The computing unit is a fixed

point digital signal proc_sor (DSP) with integrated PWM outputs, A/D and capture inputs.

Moreover, the power electronics for AMB and motor drives have been chosen to be. directly

interfaced to the DSP outputs.

Housing and locking The wheel, the bearings and the motor are in vacuum, together with

the sensors and the sensor electronics. The electronic control lmit ks in a separate housing, not

vacmma tight, to be mounted either on the wheel horsing or at a certain distance from the main
unit.

Whenever the wheel is in non operating conditions, one of the conical bearing can be vsed

together with the landing bearings to lock the wheel against high vibrations or accelerations.
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Reaction wheel

A minimum value of speed and moment of inertia of the re_action wheel can be easily assessed:

Jma_max > Ma (1)

where ";raax is the minimum value of the top speed, /tla is the stated an_flar momentlma and

Jmax ks the maximlLrn moment of inertia compatible with the mass and the external envelope
constraints. The shape which uses at best the allowed envelope ks a circlflar hollow cylinder.

The higher the speed, the lighter the wheel can be. This consideration ks limited by the
allowable strength of the material (centrifalgal stressing grows with the square of the peripheral

speed) and by the maximum speed at which the chosen bearings can work. However, while

this consideration is very important in the case.s in which the an_flar velocity (or, better, the

peripheral velocity) can be c]aosen without strict constraints and the limitations come only from

the allowable stren_h of the material, as in the case of energy storage flywheels, in the present

case the peripheral velocity ks limited by the requirement of limiting the maximum power P
needed to produce a given reaction torque T:

P = Tw (2)

As a trade-off between the mass of the wheel and the power of the motor generator, a value
of 10,000 rpm is assumed for the maximmaa spin speed. The wheel must then have a moment of
inertia

J = 0.00334 kg m 2 (3)

To exert, the required torque of 0.03 Nm at 10,000 rpm, the motor must therefore supply a power

P = 31.4 W (4)

Rotor design

The ratio between the angular momentum Jw and the mass m of the rotor can be expressed as

Jw -_ 2KO'max (5)
m _,J

where K and _max are the shape factor, depending only on the geometry of the rotor, and the

maxim_ma stress present in the material. At equal speed w, maximum strength and material

density p, the shape which allows the maximum value of the ratio between the angular momentum and

the mass is that which is characterized by the maximum value of the shape factor, namely the constant
stress disc. The stressing of the flywheel can thus not be the limiting factor and a disc-with-rim rotor
can have performances exceeding those of a constant stress disc.

In the present c_ase, a shape which minimiz_ the ma.¢s for the chosen momentum J and

for the given external envelope, constraint.s has been selected. The values of the stresses will

be shown to be fairly low and a shape which maximizes the radius of inertia can be used. A

disc with rim configuration has then been chosen. A pierced disc configuration has the added

advantage of allowing the location of the motor inside the wheel, reducing the axial length of the
system.
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To reducethemassof thediscwithout resortingto averythin wall andto reducecentrifllgal
stre&sing,a light alloy hasbe_enchosenfor the wheel.The stub shahsaremadein onepiece
with the wheel.

The total massand the momentof inertia of the wheelare 0.459kg and 0.00349kg m2.
Slightly highervaluesareto beexpectedowingto thepresenceof fillets at the disc-riminterface.
The hub, the bearinG andthe rotating partsof the motorfi_her increasetherotor mass.

The inertia propertie_of the wheelassembly,includingthe rotating parts of the magnetic
bearingsand motorare reportedin table 2.

Rotordynamic analysis

The rotordynamic analysis of the wheel is aimed to verify that no critical speed linked to the

wheel deformation modes falls in the working range of the machine. A free-free finite element

model of the wheel, with its integral shaft,, the laminations of the magnetic bearings and the
rotor of the electric motor has been blot. Ks usual, the laminations of the bearings and the

permanent magnets of the motor have been modelled as distributed inertias located on the stub

shafts, which has been considered as the only element which provides stiffness.
To take into account possible deformation modes of the wheel disc, the wheel has been

modelled using suitable deformable disc. elements, which take into account both centrifugal

stiffening and gyroscopic effects. The model includes 17 nodes, 9 Timoshenko beam elements,
7 disc elements and one sha_'t-disc transition element. The total mzmber of complex degrees of

freedom ks 50, then reduced to 17 after performing Guyan reduction.

The first critical speed related to deformation modes is 98,500 rad/s = 941,000 rpm and the

analysis of its mode shows that it is due to shear deformation of the stub shafts. It is definitely

outside the working range. The first two natural frequencies of the free-free rotor (Figure 1) at
standstill and at the maximlma speed of 10,000 rpm are reported in table 3.

The modes corresponding to the lowest natural frequencies are related to bending deforma-
tions of the disc. The very strong gyroscopic effect is clear: the disc deformation modes do not

yield any critical speed, as conical modes are very much affected by the speed. The first mode

which ismainly a cylindricalone has a naturalfrequencywhich isvery high.

The rotor works in the low subcriticalrange,with respectto deformation modes, and its

dynamics isthat of a rigidrotorwith very high gyroscopiceffect(highratiobetween polar and

Iransversc moments ofinertia)supported on magnetic bearings.

Load conditions

No requirements regarding external loads or gyroscopic moment_ have been explicitly stated.

The inertia wheel has to operate in a microgravity environment but the engineering model
mlrst be. tested on the ground. It is therefore reasonable to require that the wheel is able to

operate under a gravitational acceleration load of 1 g in all directions. This value of the load,

augmented by a mtitable safety factor, will be used in desig-ning the bearings. This choice leads

{ M_.ss I
Polar moment of inertia

Transversal moment of inertia 0.796 ] kg
0.00364 kg m 2

0.00188 kg m 2

Table 2: Reaction wheel: inertial properties.
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Figalre1: Free-freetest for the validationof the FE modelof the wheel.

to anoverdesignof both the electromechanicalpartsandthe powerelectronicsrelativeto the
microgravityoperatingconditions.Howeverthis haslittle effecton the powerconsumptionand
the massof the systemsandhastwo advantages:thebearingsoperatewith very low magnetic
induction,andhencewith veryloweddycurrentdrag.In addition,severerequirementsregarding
accelerationandgyroscopicmomentscanbemet bytheengineeringmodel. Theno-torquepower
colLsumptionwhileoperatingin 1 g environmentwill begreaterthan that whichwill occur in
actualmicrogravityoperation.

Mode
[rad/s]

1st Forward 3130

1st Backward 3130

2nd Forward 16330

2nd Backward 16330

at standstfll

[Hz]
498

498

2599

2599

at 10,000 rpm

[rad/s] [Hz]
4120 656

2780 443

17960 2859

15920 2534

Table 3: Free-free rotor: first two deformable body natural frequencies.
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Figllre 2: Reactionwheelunderradial forcetests.

Stator design

Themai'nhousingmustcontainthewheelin avacuumenvironment.To allowaneasymolmting
and registrationof all the internalcomponents,the designincludestwo separatehalves,which
carry the bearingmagneticcircl_itsand coils,thesensorsand related local electronics, and two

covers which, at the center, are connected by a central and nonrotating shaft, carrying the motor
stator.

The electronic control unit ks located in a separate housing, not vacuum tight. It is axially

attached to the main one and cylindrically shaped to fit the wheel housing. Alternatively, it can
be located at a certain distance from the main unit.

A vacmnn connection will be located on the housing for evacuating the housing dlwing

laboratory tests. The simplest location for a vacmnn flange ks at the center of the left, cover:
the air can be pmnped out through the central hollow shaft, and the holes in the covers used to

pass the c_.bles.

Active magnetic bearings

In order to operate the active magnetic bearings, several subsystems m_ust be properly designed
and integrated: the AMB electromechanics made by the magnetic circlfit_ and the coils, the

rotor dksplacement sensors, the power electronic_ to drive the electromagnets, and the stabilizing
controllers.

In non conical AMB configurations, each mechanical degree of freedom can be separately

actuated, sensed and, most of the times, controlled. The AMB configuration here adopted

4O



Figure 3: Reactionwheelin explodedviewof opticalsensorsand electromagnets.

(Figure 3) includestwo conicalbearingswith threeelectromagnetseachto control the five
degreesof freedomof the rotor. It sho_fldbe.notedthat this layout intrinsically couplesthe
radial .andaxial behaviors: each electromagnet produce_ a radial as well as an axial force at the
same time.

The analog to digital converters integrated in the DSP (see 6) allows the sampling of two

signals at a time. This is compatible with both the aforementioned sensor configurations in

terms of computation efficiency, but only in the case of decentralized control.

Optical displacement sensors

Optical displacement sensors based on the measure of the light flux passing through the gap

between the stator and the rotor are here _Lsed to measure the rotor to stator relative displace-

ments. The light flux is related to the amplitude of the gap, its measure allows therefore to

determine the relative position of the rotor. Each ser_or is made of a light source, namely a
light emitting diode (LED) and a light meas_ring device, namely a photodiode (for example Burr

Brown OPT210P [1]). They are installed on opposite side_ of each electromagnet so that the

light, emitted by the LED passes through the gap and illmninates the corresponding photodiode.
Six displacement sen_rs are installed on each AMB with a 60 ° angular spacing. Their

a ng_flar location is the same where the forces produced by the three, magnetic actuators are

acting.
This setup has been chosen for the following reasons:
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Figure 4: Block diagram of the signal electronics for the optical displacement sensor.

• redlmdancy: in the case a single sensor faiks, the sensor located at 180 ° can be l_.sed instead

of it with minimum system reconfiguration;

• flexibility: several connection schemes between the single sensors are possible with this

configuration, this allows the adoption of different controller architectures;

• colocation: the sensors allow to measure the displacements along the directions where the
AMB forces act.

A possible connecting configuration is shown in figure 4. The differential connection of the

sensors at 180 ° ks used to obtain a measure of the displacement along the diameter connecting the

two sensors. This me_asure is decoupled from the axial displacement_ and from the displacements

in a direction perpendicular to the diameter. The summing connection of the same sensors is used

to obtain a measure of the axial displacements which ks decoupled from the radial displacements.

The optical sensors used here are intrinsically colocated with the actuators, i.e. each of them

measures the displacement in the same direction of the force produced by the corresponding

electromagnet. In their simplest configuration, they can be directly used to implement a fully
decentralized control, i.e. each measurement is fed back to a separate control that computes the

driving command to be applied to the corre_sponding (colocated) actuator.

Electromagnets

Under the asslmaptiorLs of

• no magnetic saturation in the iron core and

• no flux leakage out of the magnetic circuit in the air gap,
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Maximumforce(-,,2 g)
Maximlmacurrent
Polecrosssectionat the air gap
Nominalair gap to
N_lmber of turns

Coil resistance

Maximum field in iron

Bias c.urrent i0

Nominal current density

Nominal dissipated power
Coil inductance L

19

3

6O

0.3

95

0.19

0.85

0.1

0.2

N

A

ITiIn2

mm

I.i

Force/current factor = L_ 0.38

Force/displacement factor = L 127

Table 4: Active magnetic bearing: main

f2

T

A

A mm -_

19 mW

mH

N A -1

N m -1

characteristica.

the force Fm generated by each electromagnet depends only on the induced magnetic field B
and on the magnetic circuit cross section in air Sair

SairB 2
F,,,= (S)

P,o

where /z0 is the magnetic permeability. The iron cross section along the magnetic circuit is

relevant only as far as it does not induce saturation of the induced magnetic field. In order
to avoid saturation, a geometrical relation of 1:1 is usually applied for the iron pole width and

lamination radial width with respect to the pole width at the air gap. In case a lower ratio is

needed for design reasons, a local check of the magnetic field must be carried out. The saturation

limit is here ass_maed conservatively to 1 T.

The radial dimensions of the bearing slot depends on the characteristic of the coils it is

supposed to house. A compromise must be fo_md between the copper (or alumimma) wire
section in order to have low thermal dissipation and the overall weight of copper and iron parts.

Under steady state operation, a bias current of 100 mA is here supposed for e_.h coil with a

relatively low cm-rent density of around 0.2 A/ram 2 for a total heat dissipation of 20 mW for

each coil. This value must be kept low because the dissipation is possible only by radiation since the
bearing stator is under vacuum.

The main parameters of the designed electromagnets are summarized in table 4.

Control

The general scheme for the electromagnet control subsystem is sketched in figure 5. The

presence of two analog to digital converters allows to sample simultaneous.sly the cm'rent and the

position signals for each electromagnet. With a decentralized control algorithm, it is possible to

compute the command to set the PWM output while waiting for the conversion of the sampled

current and position signals for the next multiplexed electromagnet.

The differential configuration of the optical sensors provides 6 decoupled purely radial dis-
placement measurements and 1 purely axial displacement measurementa. This set of measure-

ments is intrinsically redundant to control the five degrees of freedom that fully characterize the
rotor behavior.
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Figure 5: Block diagram for the electromagnet control subsystem.

AMB

COILS

It should be noted that, if a centralized control is adopted, every control output is setting

a value to all the PWM outputs to the coils. A radial command usually drives three different

coils to obtain a bidirectional force. In addition because of the conical shape of the bearing, any

radial command also produces an axial action that can be compensated by equally actuating the
three, electromagnets on the opposite bearing. Actually, the PWM settings axe updated after

the computation of each control but the PWM commands are sent to the drivers of the power
amplifier bridge only at the end of every sampling period.

Electronic control unit

The electronic control unit (ECU) ks based on a digital signal processor (DSP), that manages all

the system operations. The ECU also includes the externai memories, the programmable logic
and the AMB and motor power drives (figure 6).

The DSP choice strongly influences the overall machine layout: actually the use of the

TMS320F240 DSP [2], that provides on a single chip the A/D converters, the PWM generation,
the capture inputs, along with the timers and the computing unit, yields to a very compact ECU

design, with a minimmn amount of external components. Moreover, in the power electronics

components selection, attention was paid to find integrated devices so as to reduce the total
component number.

The system must be able to operate as a stand-None machine and to be connected to a

local and/or a remote interface. At power up the DSP ks reset and the execution starts from

the on-chip flash memory, programmed to load the code from the external nonvolatile RAM

(NVRAM) into the external fast static RAM (SRAM). Once the code is loaded into the SRAM,

the program execution starts. A programmable logic device (PLD) ks responsible for the address

decoding, the wait state generation to access the slow NVRAM and the reset logic.

To accomplish the need for an external interface, without DSP overloading, a dual port RAM

(DPRAM) has been cahosen. This allows to easily give accessibility to the relevant control and

system parameters and variables, both for monitoring and tuning on-the-fly. If a dedicated bus
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Figure 6: Electronic control unit fimctional block scheme.

is selected to interface the system to a host, then a PLD is needed to handle the interface. A

single or two separate PLDs can be used to perform the ECU strictly necessary ta._ks and the
b_m interfacing: in the former case a larger device is necessary, but some redlmdemcy is avoided,

in the latter case a more compact solution for the ECU can be achieved.

The power to the AMB coils can be supphed by either linear or switching amplifiers: in the

present case, to reduce the power consumption, the latter drive_ are selected. The DSP is able

to directly provide the PWM signals necessary to drive the power stage that supphes the coil
with the control current. An integrated H-bridge (including an internal current sense) has been

found mzitable for the AMB control [3] and has been tested at very low voltage supply (less than

15 V).

The brushless DC motor windings must be supplied by a 3-phase driver. An integrated

device, suitable for the present application, is an SGS-Thomson 3-phase motor driver [4], with

a high current capability (4 A) and a large supply voltage range; assuming a supply voltage of
15 V it can supply the motor with the requested power. It.s inputs are directly connected to the

DSP PWM outputs.

Conclusions

The present feasibility study shows the design configuration of a small, lightweight, highly inte-

grated, low conmzmption reaction wheel based on the active electromagnetic bearing technology.
The characteristics of the ine_ia wheel are s_zmmarized in table 5.

The main characteristics of the design are the following. It uses conical active bearings with

the minimum number of coils, obtaining a five active-axis suspension with just six coils instead
of the usual ten. The configuration used allows to positively lock the wheel against vibration and

high accelerations when not rotating without resorting to a separate grabber system. Optical

differential sensors are used instead of the more common eddy current or inductive sensors, with
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System

Reactionwheel

Motor

AMB

Powercons_unption

Anglllar momentum
Torque
Speedrange
Diameter
Length(inchldingECU)
Length(ECUnot included)
Mass

3.81 kg mZs -1
0.03 N m

=t=10,000 rpm
220 mm

78 mm
67 mm

0.796 kg
Moment of inertia 0.00364 kg m z
Diameter 100 mm

Thickness (at the hub)
Material

36

Light alloy (2014)
6Poles

Slots 9

Phases 3

Bearin_

Electromagnet.s 6
Maximum radial load 19 N
Maximum axial load 15

--, 4OFull torque

rflin

N

W

No torque ,-- 6 W

Table 5: Reaction wheel: main characteristics.

notable advantages for what the actuator-sensor colocation, the electrical disturbance rejection

and the overall cost is concerned. State-of-the-art digital electronics and purposely developed
circuitry and software are used.

The whole system is very compact, with some of the electronics located within the wheel

housing and the ECU with the power electronics located in a separate housing, axially to the

wheel. All the subsystems are designed with ample margins, allowing the possibility of upgrading the
performance, particularly where the maximum angular momentum and maximum torque is concerned.
The detailed analysis of all components will lead to reductions in mass.

The so-called engineering model is currently under construction and will be. ready for testing

in the first part of next year.
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Appendix: Drawing and main parts

The basic layout drawing of the system is reported in figure 7 . The main parts are identified
and labelled; other parts as screws, seals, etc. are just indicar, ed or omitted. With reference to

the included layout, the main parts are as follows:

1. Wheel. Materiah aluminum alloy, tentatively 2014. Owing to the low stress levels, the
exact material choice _ not critical. A corLstant thickness disc with rim and central hub

config-uration has been chosen. The stub, hollow shaft is integral with the wheel.

2. Left, honsing. Material: ah_ninm-n alloy, tentatively 2014. Main part of the housing,

carrying the left, magnetic bearing. The ho_.sing protmde_ inwards to carry the circuit

board with the LEDs of the position sensors.

3. Left, cover. Material: aluminmn alloy, tentatively 2014. Housing cover, carrying the central

non-rotating shaft, (part 9) and the motor.

4. Left, magnetic bearing electronicAs. Two printed circuit boards, containing the main left

bearing sensor components and the relevant electronics. The cables to this board nm in

the hollow shaft, (part 9) and through a hole in left cover (part 3).

5. Left, magnetic bearing stator. It is made of 3 horseshoe electromagnets. The magnetic

circl_it i_s laminated. The cables to the coils nm in the hollow shaft, (part 9) and through

a hole in (part 3).

6. Left, magnetic bearing rotor. It includes the laminated magnetic circuit, plus the inner

flange. The flange is of steel, but alumimn_ can be l_sed to save weight.

7. Left landing hearing support. Materiah steel. The support, acts also as outer flange for

the bearing rotor.

8. Sleeve. Material: aluminum alloy. It carries the left, landing bearing and keeps in position

the motor windings.

9. Central shaft. Material: steel. It ks attached to the right housing cover (part 11), and ks

restrained from rotating by a pin set into the left housing cover (part 3). The cables to
the left, bearing and the motor run through the shaft,.

10. Left landing bearing. Standard deep grove, ball be_ring with O.D. 24 ram, I.D. 15 mm,
thickness 5 ram.

11. Right housing. Material: aluminum ahoy, tentatively 2014.

12. Right cover. Material: aluminum alloy, tentatively 2014. Similar to part 3, left cover,

except for the fact that it carries the vacuum tight connector for all cables connecting the

motor and the magnetic bearings.

13. Right magnetic bearing stator. Same as the left one (part 5).

14. Right magnetic bearing electronics. Same as the left one (part 4), but the cables axe

directly attached to the connector on part 12.

15. Right magnetic bearing rotor. Same as the left, one (part 6).

16. Motor permanent magnet. Cylindrical permanent magnet with six poles.

17. Right landing bearing. Same as the left one (part 10).

18. Washer. Material: aluminum alloy.

19. Motor laminations. The magnetic circuit with 9 slots is laminated. The cable_ to the coils

nm in the hollow shaft (part 9) and through a hole in the right cover (part, 12).

20. Right landing bearing support. Same as the left, one (part 7), but with the provision for

allowing a larger displacement of the wheel to the left (locked wheel conditions).

21. Nut. To lock the central shaft, to the right cover.

22. Electronic control _mit hol_.sing. Material: alumimnn alloy. It ks not vacmLrn tight.
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Figllre 7: Reaction wheel section drawing (not to scale) with part numbers.
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LATERAL FORCE CONTROL THROUGH ARMATURE CURRENTS

IN SUPERCONDUCTING LSM MAGLEV VEHICLE

Tetsuzo Sakamoto.

Department of Control Engineering, Kyusl'iu Institute of Tecknology

Tobata, KJtakyushu 804-8550, Japan

SUMMARY

The ride comfort or stability of the superconducting maglev vehicle is still the area to be investigated

for commercial implementation. This paper proposes a method to get the vehicle guidance forces for a

superconducting EDS maglev with LSM propulsion. The author has previously proposed a methodology

of analysis using dq0 transformation with space harmonics included, and obtained the exact expression

for the propulsion force in terms of q,axis component. It is shown that the d-axis components of the LSM

armature currents result in lateral forces, and we show the formulation and design the vehicle motion

regulator system, demonstrating the high performance by computer simulations.

INTRODUCTION

Superconducting magnetically levitated vehicle is suitable for super high-speed ground transport in

terms of both electrical and dynamical characteristics. It includes three fundamental elements for

producing" propulsion, levitation and guidance forces with no contact. The vehicle of Japan Railway in

Yamanashi is being tested for gathering data for a possible commercial operation in the near future. A

traveling magnetic field generated by the linear synchronous motor (LSM) windings on the ground

interacts with onboard superconducting magnets (SCMs), resulting in propulsion forces. The magnetic

field of SCMs on the vehicle induces emfs in levitation-guidance coils on the ground, and the forces of

levitation and guidance are produced.

One of the problems of the vehicle is that the ride comfort has not yet been gained as much as the

designer expects. The spring constant in the lateral direction can be specified at the design stage, while

the damping forces cannot be obtained satisfactorily. The actual damping relies on the uncertain

phenomenon that could not be estimated. This causes a slight vibration with amplitudes of less than

10mm [1]. Moreover the minimum levitating speed should be preferably set as low as possible, but it is

limited because even the spring constant is very weak at low speeds. These problems strongly motivate

the study for additional guidance forces.

The author has previously proposed a methodology of formulation for the superconducting linear

synchronous motor with the space harmonics of magnetic field included exactly, and then defined the

thrust coefficient [2]. This formulation has now become the basis for studying the propulsion system

quantitatively [3].

This paper presents the extension of our formulation to the lateral motion of the superconducting

LSM, and a guidance force coefficient of the propulsion system is defined. The coefficients are

calculated for the two types of feeding system: two-power converter system and three-power converter

system. Then a method of generating desired lateral forces through propulsion coil currents is proposed,

and the regulator system design methodology for the three-power converter system is proposed.
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LATERALFORCEAND ITS FORMULATION

It is convenientto considerthedq-framc whcn we discuss the electromagnetic forces for propulsion

and guidance. Suppose the situation that the LSM armature coils, i.e. propulsion coils, and SCMs are

positioned as shown in Figure l(a). The symbols of dot and cross represent the positive directions for

armature currents. If the armature currents have the values such that ire > 0,iv > 0, iw < 0, then the

currents, which can be replaced with the equivalent magnets, interact with the magnetic fields of SCMs.

The forces are decomposed into the propulsion force and lateral force as shown in the figures (b) and (c),

respectively. The arrow directing to the SCM indicates repulsive force while the opposite arrow means

the attractive force. In this case, the phases V and W generate propulsion force, whereas the phase U

generates the lateral force. On the dq-frame in which the d-axis is assigned to the field axis of SCMs, the

former corresponds with the q-axis, and the latter with the d-axis. Therefore, it is found from these

discussions that the q-axis and d-axis currents produce propulsion and lateral forces, respectively.

The magnetic coenergy stored between the armature and the SCMs is

rv,,;= iv (J)L::) (I)

where ¢v; (.c = u,v,w) is the flux linkage of the armature windings, which is the function of the relative

displacements of SCMs to the armature windings. Now we define the map of physical variables from the

3-phase axis to the dq0-axis

c= , - (2)
1

(a) Propulsion coils ancl SCNLs

V W W V W W U U

• s_

(b) Propulsion force oomponent by the phases V aad W

NA s a.,x s NA s x a s

(c) LaleraI force component by the phase U

Figure 1. Principles of fi)rces by propulsion

coil currents ( iu > 0,/_. > 0, i., < 0 )
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whcrc
"9,T

_-'l= cos O,_,j..': = c.s(O,l,_ - -_),c 3 = cos(O,l,t
.3

Substituting this into (1), we have

2z "_"r 2z
,- -3-/ , .3,: ._i.%,s, : si_(% - z?),.,.3 = ._i,(o_,,+ 5-), % - "_,

\io/ \'//o)

(J) (3)

where

/o

= i V ) _vq =C _vv ,

_/o _,_vw)

X 1 = Vxt, vx • Vehicle speed

Since we have obtained the energy in terms of currents and displacements, the lateral forces can be

written by using the lateral displacement of the vehicle Yl(Y'-Y; Y',Y" lateral axes fixed to the

guideway and the vehicle, respectively) as follows

c[/V_(ld,lq,lO,Yl) =_, • . .
ia iq df/----9-q+io (N) (4)d _/_____La+ d_" o

Fop. = c3y1 dy 1 dyl dYl

Now we take up two models: one is a short vehicle equipped with the two-power converter system

shown in Figure 2(a) and Figure 3(a), and the other is a long vehicle with the three-power converter

system shown in Figure 2(b) and Figure 3(b). The flux linkages of the armature windings for one feeding

section are given in the following equations:

_U = Z _bnelJ'Y_Iknie'C°/2sinIctk(Xl+_)}+knoe-fl'c'/2sin{ak(x,-_)}] (Wb)
k=l,3.... _=1,3,..-

(5)

S N S
,q I )

N S _ S

S N S N

, i N "[ S I N I $ ;

s
I N t S I Nr i S I N I i-

, . st<______ . s , 1
4-pole pi_ch s_ce

N S N i S M [ ST I I " _ /
"- I S N S N ' S M

(a) A short length vehicle with doublefeeding system (model-l)

$ )4 s N 5 N I s I 14 Ii f il [ I i ;i
N S N S[ , N S q S

,P-': )-F

12-Dole plt_'J space

- Sr "'l s] N s _ s i' ] * )1 I '
N S N S _ N S

(b) Along length vehicle witltriple feeding system (model-2)

Figure 2. Schematic diagram of the vehicle models

S N S q

_1 S X S

Sl N I S [ N
;_ S N S
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(a) Two-power converter system for the model-1
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Inverter
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(b) Three-power converter system for the model-2

Figure 3. Feeding system

where

_'v = =ZLa...,.=_,3.W._ef'Y'Ik,ie'a'c'/Zsin{a_(xz -_-)l+k,,oe-P_'c'/2sin{ctk(x z +_)}I CWb)

zo

= k=1,3,-.- sin ak(x 1+r) +k.oe_P_.c./z_'w k_L_.T_eP_'Y'[k,,ieP_'_'/" { 6} sin {aJ' (:q - _'_)}I (Wb)

(6)

(7)

_d_ = 2n.kZo a_ sin(cz_ _)sin(a., -_)a.(k,m)e-_'(d'-a') sin(N°_k r)sin(2ak r ) c°s a,,,zl

32n,I, I, w, cos(3a_r / 2)
I _sin(a k --)sin(tz,. --_-)_sin(5akr/2) (model-1)

as(k,m )_,J n-kin 2 - cos(akrl2)
- 164nsl, 4 w, sin(2a_r)

/---vT---. sin(a_ _)sin(a,. '-£-)'7-s_. _. cos(16a_,r)cos(8akr) (model- 2)
L x-tom - Z cos(a_r/z)

_#. = @tz_+ a_, k,# =nai / na,k#o = nao / n_ a_ = _ / L,a,. =mn / W, N_ : number of cells in one feeding section

nsI s : mmf of SCM, ls, ws • length and width of SCM, r : pole pitch

nai,nao,n a : number of turn of inner armature coil, outer coil, and and the average turn

n., c.,l., w.,d_ : number of turns, layer depth, coil length, coil width, position of armature windings

z a : center height difference between the armature and the SCMs

(8)

Combining (4) with (5), (6) and (7), we obtain the lateral force for the unit feeding section

Fo>..=V_. (x,)i_ (_,)i_+*o(,-,_,o}(N)

where

k a (x z) = k,,4e/_./Z (qs_ t + czs,,z + c3swx) + k,,oe-&.c`/Z( qs,,z + c2s,4 + c3s_ z )

kq (x t ) = -k,,ie "O_c''z(sis,4 + s2s,,t + sss,,_ ) _ k,,oe-_c./2(sis,, "-+ szsv2 + s3sw2 )

k()(.,q ) = k,aea_"c'/Z(s_,t + s,,_+ s,4 ) / ._2 + knoe-a_"c./Z(s_,z + sv,,+s,,. z)/-,/'2

= sin(_x_(x_ + 3r.]. _ . f . 5r ]
_')l s_'"=s[n{a'(xt-2)} s"t=sin{a'_(x'-Z6_)} sv2-stn[cz'_(xt+6-) i

k
) ) )

s,,,z = sin a_(x t +g)f
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!
s,,: = ,_iuia_ (x t ---g-)j.

The lateral force consists of the three components: d-axis, q-axis, and {)-sequence R_rces. It is going to bc

demonstrated in the next section that the d-axis component is dominant and the other two components

are very smatl compared to it. Accordingl); we can rewrite the equation as follows

&;p_ = Kav(yl,t)ig + KGpq(yt,t)i q + Kcpo(Yt,t)io (N) (9)

where

;7 _ *'

Ko>(ypt ) _1 , a_y:.
_ L3.k--,...m=t,3,-..

_3 k=L3¢'" m'=1,3,-.-

2 £ Efl_W,,,,e#_,nko(x, ) (10.C)"....

Since the d-axis component Kap is used to control lateral motions of the vehicle, we now call it the

guidance force coefficient of the propulsion system.

CALCULATED RESULTS OF THE GUIDANCE FORCE COEFFICIENT

Figure 4(a) shows the guidance force coefficient for one feeding section at the left side as a function

of time for the model-1 when the vehicle runs at 500km/h without lateral displacement (y_ = o). The

transients arise because it is assumed to have only one single feeding section. The plot indicates that

guidance force may contain some pulsated forces, although the amplitudes are not so significant. It is

found out that the harmonics are made from the 5-th and 7-th space harmonic fields. However, the

_0o
g
._ 8o
d

.g

o
L"

-0.2 -o,_ o o 1

time (s)

(a) Guidance forc'e ooefficient for unit seclion

.,:, _ ,

i
Net guidance coeffcient ! _ t

KGp._,ff, -_K ov.ri&l_: !

o:................... ....................

-sa i ; ,

o.z .oo4 .o,'- o o_ 0e4

lateral displacement (rn)

(b) Guidance force ooefficient vs lateral displacement

Figure 4. Guidance force coefficient (model-l; 500km/h)
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modc[-I has the two-power converter system, and accordingly the same armature current flows at both

sides of feeding section. Therefore, the net guidance force coefficient is written as Kap.z_r,-K_;p.,_,,,

where the former is the one from the left side section, and the latter from the right section. This is shov,'n

in Figure 4(b). In this case, the vehicle guidance demands higher values of armature currents when the

vehicle runs near the center of the guideway. To avoid this current capacity problem, the two sections at

both sides of the vehicle should preferably be fed from different power supplies.

Figure 5 shows the calculated results for the model-2 with a three-power converter system, in which

120 i

,-,100 1

80
._'J

¢J I

60,
:.J

P_.
_, 40

Q.)
call

.':2- 20

120

_,100
Z
v

80
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p_. 40

r.,,l
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_3 0
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i l
i i ,i

:_ gGpq KGpo _ • _:_J

:/ , il

-1.5 -1 -0.5 0 0.5 1 1.5

time (s)

(a) Guidance force coefficient for unit section

KGp

i i

F

- K K@°

i / apq /

; r , i

o o.o2 o.o, o.os o.oe o.1
time (s)

(b) Guidance force coefficents (close-up)

Figure 5. GUidance force coefficient
(model-2; 500kin/h, zl=0.04m)
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cvcry feeding sccti'on that faces the vchicle is supplied from a diffcrent source. The coefficients of (I.0)
arc plotted to comparc the magnitudcs. Positive value indicates that if the d-axis armature curi-ent is

positive, thc latcra[ force arises so that the lateral force y_ increases, i.e., attractive force is gencratcd

bctwccn the armature and the SCMs. It is found that negative d-axis current should be supplicd to the

armature windings when the lateral displacement is positive: The q-axis has some ripples in the whole

region, while the ()-sequence component is vanished except at the transient regions. Since the q-axis

armature currents should be large enough to produce sufficient propulsion forces, rippled lateral forces

may appear if only one side of q-axis current is especially enhanced. However, the same amplitude of

q-axis armature currents is to be generated because propulsion force should be produced equally at both

sides; thcre is no reason for enhancing one side of propulsion force. Therefore the both rippled forces
cancel each other.

Figure 6 shows the coefficient as a function of lateral displacement. It is-expected that the relation at

the neighborhood of the center can be approximated by a linear function:

K@(yl,t ) = Kat, o +kcpYx (II)

LATERAL MOTION REGULATOR FOR VEHICLE

It was found out that the two-converter system might not fit into our guidance methodology using

armature currents, and consequently our discussion for numerical simulations here for possible

implementation is going to be focused on the model-2 with the three-converter system.

Our target is to build a regulator so that appropriate lateral guidance force is generated by armature

120

 ,oo

60

e-
40

_.a 20

;..-.."-_'_ Krsp

.0.04 .0.1_ 0._

Lateral displacement y,(m)

0.04

Figure 6. Guidance force coefficient of propulsion

system as a function of lateral displacement
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windings when the vehicle begins lateral motions triggered by some disturbances such as strong wind,

guideway irregularities, etc. Figure 7 shows the concept of the regulator, where M is the vehicle mass, F

is the feedback gain matrix, and K_._. is the spring constant of the levitation-guidance coils, which arc

installed aLong with the propulsion coils on the guideway. When the state vector comprised of lateral

displacement and its time derivative has moved away from the equilibrium point, the state vector canbc

moved back by" using a negative feedback of the vector to cancel the motions.

The regulator block diagram is shown in Figure 8, where the system has three controlled power

sources corresponding to the three feeding sections. Instead of using the combination of the state

feedback and feedback gain matrix, an output feedback is employed with a dynamic compensator C(s):

the negative feedback is given by

r ayl
ia : -Fx = -(.I"1, f_-)(Yp'-_-) : -flY1 - f2 dt (12)

Using the Laplace transform, we have

Ia(s): -(fl + fzs)Yl(s): -K_(I+ r_as)Yl(s): -C(s)Yl(s) (13)

where C(s) = K_(I+ T_as).

If a feeding section is located on the left side of the vehicle, positive d-axis currents produce attractive

Controlled object
f 1

Vehicledynamics
_jArmature windings

_p(yl,t)d _

I

I

Feedback gain matrix

2
.d Yl -

M -'_-T-+ K_yl = F_,

I

I

I

I

state_ctor

(")x= dYt l dt

Figure 7. Concept of lateral motion regulator

Section A 'FopA

+Yl "\.
- \

r ldB _ Fc;p° "_+ _ YL

Section B " [ -- : .

,_ Section C

±Yt

Figure8 Vehiclelatcra[motionregulatorsystem
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force, i.e., positive fi)rcc so that lateral displacement increases. When the fceding section is on the right

side, it bccomcs a negative force. Therefore the guidance force coefficient Kc,_ has different sign and

function depending on v,'hich side of the vehicle the feeding scction is located. Moreover a positive value

of b_tera[ displacement means that the vehicle is coming closer for the left side section, but moving away

for the right side section. Then thc control actions to cancel the ,,chicle motion should be the opposite

from each other. The signs of Yt in the figure indicate this situation.

The block diagram of Figure 8 is simplified to the diagram of Figure 9, being used for designing the

dynamic compensator. Since the two sections at both sides of the vehicle are expected to generate the

guidance force at the same time, one of them produces half the necessary force. Then the dynamic

equation of the regulator observed from one section is written as

d2Yl +-'_-7 K_,oKcT_a dya--+ (K'ey + KcpoK_)y 1 =0 (14)
dt z dt

t

where M'=M/2, Key=Key�2

This equation has the form of the standard second-order system

d ZYl + 2(co _ dY--z+ (OnZYl = 0 (15)
dt 2 dt

As the result, our specification work for the regulator design has just become determining the damping

factor and natural frequency. This is practically useful because we know the characteristics well. The

spring constant of the levitation-guidance coils K_ varies as the vehicle running speed changes.

Accordingly, the proportional gain of the compensator K_ is to be altered based on a scheduling data if

the natural frequency should be kept constant.

Assuming that K_ __0

frequency co,, as follows

K c - M?on 2

Kapo

at very low speed, the proportional gain is obtained by specifying the natural

(16)

Yl Left section i I - ',

'L
Yl Right section -I_ kGPYl 2

Figure 9. Simplified block diagram of the regulator
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Thedcrb.ativctimeis then determined by spccR'ying the damping factor ..', i.e.

K<;poK c (17)

To avoid a noise problem for sensing the lateral displacement, the addition of a low pass filter to the

derivative term may bc useful. If wc consider the derivation frequency range to be less than ea,_, (rad/s),

then the dynamic compensator is finally constructed as

C(s)= Kc(I+ T_s ) (18)l + S / _ der

Figure 10 shows the simulations for the proposed regulator system using the block diagram of Figure

9. The assumed natural frequency is 10 (rad/s) with the damping factor of 0.5, 1 and 2. The vehicle was

assumed to have a lateral disturbance force of 10,000 (N') as shown in the figure, which is equivalent to

20 (m/s) of lateral wind. From the results, the regulator works very well to suppress the vehicle motion in

less than about l(mm). Since the currents of the two sections have almost the same amplitude with an

opposite sign, only the currents of the left side are depicted here. The currents are required only around

100(A) at most. The desirable damping factor may be 1 as expected.

CONCLUSIONS

The paper has presented the formulation of lateral forces resulting from the interactions between the

armature coil currents and the SCMs, and proposed the vehicle guidance system by using the d-axis

currents. The guidance force coefficient of the propulsion system was then defined. And the lateral

motion regulator system was proposed together with the design methodology, where the design formula

has become the problem of determining the damping factor and natural frequency of lateral vehicle

motion. Finally the numerical demonstration has shown that the system works very well.
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SUMMARY

In controlled-PM LSM Maglev Carrier, four attractive-forces of four controlled-PM's fixed rigidly

on the carrier can control heave, pitch and roll motions, by using an integral-control method. We have

completed minimizing of electric power loss for its levitation. But it is very difficult to control guid-

ance with the sway and yaw motions without any additional magnets and coils. For guidance control

we have made successful use of a lateral reluctance-force which is produced between controlled-PM and
armature iron rail.

INTRODUCTION

An experimental Maglev carrier in our laboratory (Fig. 1) has four controlled-PM's (CPM's) ar-

ranged rigidly at the four corners on the same plane of the bogie [ 1]. It is impossible to apply the local

control method to the levitation problem for controlling simultaneously the four CPM's in the Maglev

carrier system which includes six degrees of freedom. The integrated control method should be used to

design the robust levitation control system for minimizing the electric power loss. The levitation con-

trol at standstill and propulsion motion combined with levitation have been carried out in our previous

research without guidance control [2], [3]. The five degrees of freedom except propulsion motion can

be controlled independently of the propulsion motion. The propulsion force due to LSM is treated as a

disturbance for the heave, pitch, roll, sway and yaw motions. To control guidance with sway and yaw

motions, a lateral force is required [4]. A reluctance force between CPM and armature iron rail can be

used effectively.
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This paperproposesa simplecontrol methodof usingonly four CPM's for thefive degrees of free-

dom including sway and yaw motions as well as heave, pitch and roll ones. The method is based on

using the lateral reluctance-force which is produced at both side-edges between CPM and armature

iron rail. The restoring reluctance force is produced without any additional magnets and coils and

depends on lateral displacement, airgap length and PM control current.

DYNAMICS MODELING OF MAGLEV CARRIER

Figure 1 shows a configuration of controlled-PM LSM Maglev Carrier in which the 2-pole--controlled

PM's are arranged rigidly at the four corners on the same plane. The LSM armature gtiideway is also

constructed rigidly. The levitation control system levitates the carrier stably while the propulsion con-

trol system propels the cartier by synchronizing the CPM with the travelling magnetic field produced by

the stator armature current-carrying windings.

Figure 2 shows a rigid bogie model of Maglev carrier which has six degrees of freedom [5]. The

heave motion is described as that of the center of the gravity (CG):

Stator Rail

Table

CPM2

Gap Sensor

CPM3

CPM1

Stator Control
Coil

Stator Winding

Controlled-PM

Figure 1. Controlled-PM Maglev Carrier.
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2

M d Ah m
dt 2 = Fz, +Fz2 + Fz3 + F:4 - Mg+Fzx _ (1)

where M = the mass of carrier

h_ _ = the height of the CG with respect to the reference plane, which is defined in the
downward direction as shown in Fig.2

F i(i = 1,2,3,4) = the lift force produced in the CPM i ( i = 1,2,3,4 )

F x = the external force, such as aerodynamic drag force, and g is the acceleration of

gravity

The roll motion is described as

Ie -_d20= (F_, - Fz_ + Fz3 - Fz, )l,. - (F.,.,.... "at"gr2 "]- _.3 .,1- Fy4 )l z ..}- No ex (2)

where I o =
a=

F i (i = 1,2,3,4) =

N s,,,g --=

the moment of inertia around the x-axis

the roll angle, l and Iz the y- and z- directed distance between the CG and the
PM's

the guide force produced in the CPM i ( i = 1,2,3,4 ), [4]
the external moment around the x-axis

x

Z

Reference plane
\

CPM2
/s J

,I

CPM4

CPM3

Ix ¢ y
0

CPM1

Figure 2. Rigid bogie model of carrier.
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The pitch motion is described as

I dz#=(-F:,-Fzz-Fz,+F.,)I,+(F,,+F:+F,3+E',,)I.+N_ `
dt z .....

(3)

where I, = the
= the

F, (i = 1,2,3,4) = the

lx = the
N = the

moment of inertia around the y-axis

pitch angle

thrust force produced in the CPMi ( i = 1,2,3,4 )
x-directed distances between the CG and the PM's

external moment around the y-axis

It is clear that equation (3) includes explicitly propulsion forces F, ( i = 1,2,3,4 ) and the pitch motion is

affected directly by F a ( i = 1,2,3,4 ).

The sway motion is described as

M d2_t_>
dt 2 =F._t+F,'z+F,'3+F:"+F,',._

(4)

where hGy = the sway position of the CG with respect to the reference point
F = the external force

y, ex

The yaw motion is described as

I, -_-y-(-Fx,dzv/- + Fx_- Fx3 + Fx4)ly +(F_., + Fy 2 - Fy 3 - F>.4)l x + N_.ex (5)

where I_ = the moment of inertia around the z-axis
= the yaw angle

N _._ _ = the external moment around the z-axis

The self-inductance L 2 of the CPM coils are very large compared with the mutual inductance M
between them and armature coils, so that terms associated with M can be neglected in the circuit equa-

tions of levitation control coils. They are described as

1_]2, + K6_ , + 1_I,., =ec, (i= 1,2,3,4) (6)

where
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Iz (i = 1,2,3,4) =
K =

a

R 2 =

e, (i = 1,2,3,4) =

an instantaneous current of the CPMi ( i = 1,2,3,4 ) coils

the speed EMF coefficient due to the change in airgap

the equivalent resistance of control coil including additional resistance

the control voltage supplied to stabilize the levitation system according to the

integrated control law

INTEGRATED-CONTROL DESIGN FOR MAGLEV CARRIER

At standstill when the Maglev carrier has no propulsion forces, i.e.F; = 0, the mutually cross-cou-

pling levitation motion described by equations (1) - (5) and following equations (7) (8) that express the

relationships of the airgaps b' i between ,4 h, @, / and y_ between hey, tb can be transformed into
five independent motions of the heave, roll, pitch, sway and yaw. They are expressed as follows.

rx ]-' -' '//"°/=

aa, j [1 -1 l -1jL 0 j kOJ
(7)

Ay, 1 _[-1-1-1 11)_] r,1

Aye| -1-11-1 r_/r_,/

:lay3/ -1 1 -1-1//0/

Lay,j -1 1 1 a

(8)

M d213/_
d: = Fo,-Mg +_.. (9)

d20

I° _ -- Fcoly + Fo.,., (10)

d20 F_,ty + F¢,x
I, _ = (11)

M d 2,fJ%,
el: = F_:+ F:.. (12)
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_¢ d_" . _._,.r

(13)

where Fzo ,, F z e, Fz _ ' Frcy "Fr _ are derived from

-r[Ez. _z_Fz3_. r,. r:_ r,3 r,.]T (14)

by using the following transformation matrix

0
(15)

The linearizing equations (9) - (13) around the nominal operating po!nt of b'. = d o ( i = 1,2,3,4 ), I_

- 0 ( i - 1,2,3,4 ), the subsystem is obtained in the form of

d2Xs
M s _ = -4KrvX_ + Kpll2s + Fs_

dt'-
( j = G_,O,(_, G>., IV) (16)

where

k,o:t _A=,o.,,=o' *"=t-_-77A_o.,,=o

Xo, = Aho, , X o = lyO, X, = l:(_

Xo_ = 6h_:, X v = _ + I:" _/

Mo_ = M, M o = lol,. -2, M# = I#l_ -z (17)

_-2

Mot=M, M_=I__

[lzc,_ 120 12_, lzv 120,. Is,� I2u 12w]T

=T[/2:I I2:__ 12:3 12z4 12yl /v2y2 1:>'3 _r2.v4]T
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In the same manner, the circuit equation (6) of the levitation system are given by

I__dl2J-4kdt_ dXJ +R212j=e"/dt (j=G.,O,_,G,.,o,/)..

1..2dI2i
_+ R212Jdt= ecj (j=U,V,W)

(18)

(19)

where

ec, ec, ecv ec, e.w]"

= T[e_z I e.: e.3 ecz4 e_._l ecy2 e,_3

Equations (16) and (18) are three subsystems expressed as

dxj
-x=a,x,+B,u,+d,

uj = e_j

e_4] T
(20)

(21)

(22)

I 0 1 0 1
Aj = ---4krn/Mj 0 Krs / Mj

o 4ks/_ -R 2 /
(23)

Bj =[0 0 1//_,2] v (24)

Therefore, for each mode of motions, a stable levitation-control system is designed by applying the
theory of linear optimal control.

DIGITAL CONTROL SYSTEM DESIGN

For the experimental Maglev carrier, an optimal digital levitation control system is designed to mini-

mize the power loss in the control circuit. By descretizing the continuous subsystems of equation (21)

by means of zero-hold with a sampling time, 1 type digital servosystem for three independent-motions

are constructed as shown in Fig.3. Feedback gains K t, K2 and K 3 are determined from optimizing the
following performance index
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r---_

+
_i

X (k+1)=AX(k)by(k)

+BuCk)+cll-

X(k)

Figure 3. Scrvo system counting for sampling time.

J- + +2)}
k=O

(25)

where

b"X(k), b"u(k) =

Q,R =

deflections from the steady-state values of X and u

weighting coefficient matrices

The digital control algorithm for minimizing levitation loss is achieved by choosing c = [0 0 1] and

outputs yj = 12# (j = G z, 0, _ ,G V, _b ). The control laws corresponding to the CPMi ( i = 1,2,3,4 ) are

given by putting ecv = 0 and by transforming inversely eo (j = G, @, _ ,G r i,_ ) by the help of the

transformation matrix T, as follows:

where

ea(k+ I)= Kz,AS(k )+ Kz2a_(k )

-Kzfl2,(k)- Kz4 _.,12,(n)- Kz,ea(k)

K (m = 1,2,3,4,5) = control gain matrices

AS(k)=[A_,(k) a_2(k) A_3(k ) A_,(k)] T

( i = 1,2,3,4 ) (26)

SWAY AND YAW MOTION CONTROL STRATEGY AND DESIGN

Sway and yaw motions in phase of stable levitation of Maglev carrier can be damped by controlling

reluctance force between stator iron and CPM's. The reluctance force is dependent on lateral displacement,
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airgap length and PM control current [4]. When lateral displacement is increased with sway motion, a

method to brake it effectively is to decrease airgap length and to increase control current. With respect to

yaw motion, it is also true. However it is a problem how to do that by means of four lateral displacement y,.
(i = I, 2, 3, 4) caused due to sway and yaw motions. From sorne experiments, we have found a simple control
method given in following equation:

4

A ea(k+l) = 2(Kr, A y_(k)+Kr,.A _,,,(k)}
v=l

where

Kr_(i= 1,2,3,4) =

,4 yi(i- 1,2,3,4) =

A _,_(i- 1,2,3,4) =

( i = 1, 2, 3, 4) (27)

control gain for sway-motion control which is obtained by integrated control method

lateral displacement of each CPM center of LSM guidewa.y

speed of lateral displacement of each CPM

Equation (27) is superposed on equation (26).

LEVITATION AND GUIDANCE CONTROL SYSTEM FOR EXPERIMENT

Figure 4 shows a configuration of levitation and guidance control system for the experiments. The

gaps and current information from eight gap-sensors and four current-sensors are fed as a form of

voltage to personal computer through A/D converters. The required control-voltages for each CPM's

are calculated by personal computer according to equation (26). The control coil current is supplied

with a sampling time of 1 ms by the PWM controllers.

f "N

HostComputer
(Personal Computer)

Gap6'16ch, 12bit • Gapy

A/D __ CurrentVoltage [

Voltage

8ch, 12bitI .] PWM
D/A Controller

I Gapsensor_(1,2, 3, 4)

q. Gapsensory(1,2,3,4)

-_ (_'r°"c_i',2,3,
. .)

Controlled-PMLSMCarrier

Figure 4. Levitation control system for experiment.
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SWAY AND YAW CONTROL EXPERIMENTS

Figure 5 shows the experimental results of sway-and-yaw control by utilizing the lateral reluctance-

force between CPM and armature iron rail during Maglev motion. The carrier takes off from initial

height of 0.45ram limited mechanically by guide rollers and initial sway of about -2.2mm, and levitates

at the standstill and stops from Maglev condition. Maximum control current is limited about 30A.

Three-step-sway-control synchronizing the variation of sway motion is carried Out effectively in order

to suppress sway and yaw motions. Figures 5 (a) and (b) show the sway and yaw motions with sway-

control (solid lines) and without sway-control (dotted line) i.e. free dynamics of sway and yaw motions,

respectively. The halftone regions in the figures indicate intervals during which sway motion is controlled.

Each control is started from a negative maximum value of sway motions and finished with 1.5 cycles of

its oscillation. Though yaw motion becomes relatively large in only the regions of sway control, the

sway and yaw motions are damped rapidly and the excellent sway-and-yaw motion control is achieved.

On the other hand, sway and yaw motions without the control are oscillated continuously. Figures 5 (c)

and (d) show control current i2t of CPM 1 and heave motion he: respectively. In the sway control region,
the control current and heave motion are varied similarly to oscillation of sway motion. Figures 5 (e)

and (f) show the roll motion @ and pitch motion _¢, respectively. Variations of these motions are very
small and stable levitation control of carrier is realized and those with and without sway control are

almost the same.The roll and pitch motions with sway control correspond almost to those without sway

control. Figures 5 (g) - (i) show the control currents of CPM2, CPM3 and CPM4. These waveforms are

the same as those in Fig.5 (c).

CONCLUSIONS

A simple control method for the five degrees of freedom including sway and yaw motions as well as

heave, pitch and roll motions have been proposed for controlled-PM LSM Maglev carrier in our labora-

tory. By using the lateral reluctance-force which is produced at both side-edges between CPM and
armature iron rail, oscillations of sway and yaw motions have been damped successfully by experiments

without any additional magnets and coils. The results in this research leads to practical Maglev carrier

system.
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SUMMARY

A practical feasibility study on superconducting linear synchronous motor (LSM) rocket launcher

system for H-II rocket is presented on a basis of dynamic simulations of electric power energy,

efficiency and power factor as well as ascending motions of the launcher and rocket. To decrease vastly

maximum reactive power per section and to improve electrical efficiency and power factor, four-

power-supply (A-B-C-D) system is introduced to shorten one section length as small as possible. It is

made clear that the LSM rocket launcher system can obtain very high energy-efficiency of 94 %. It

is found from very large instantaneous power at a peak speed and relatively low required-energy that

initial cost is very high but operating cost is very low.

INTRODUCTION

We proposed a vertical type superconducting linear synchronous motor (LSM) rocket launcher

system of which four acceleration guideways with double-layer armature windings are arranged

symmetrically along a shaft of about 1,500 m under the ground. From our feasibility study, it is found

that the linear launcher made the rocket attain the speed of 700 km/h at the height of 100 m above

the ground, where the payload could be increased more than 15 % by substituting it for the first

acceleration rocket. The linear launcher is brought to a stop at the ground surface by a quick control

of deceleration. Superconducting LSM rocket launcher system was simulated to operate in an

attractive-mode, controlling the Coriolis force [1]. Dynamics simulations of ascending the 4-ton-

launcher with 1-ton-rocket were obtained to meet the same acceleration pattern of quick acceleration

and deceleration rates as that of the repulsive-mode operation used in our previous papers [2], [3].

Electrical dynamics were simulated for electric powers, efficiency and power factor as well as

ascending motions of launcher and rocket. It has been found that an optimal design of the 60-

sections-length power supply system enable the system to obtain high efficiency and power factor [1].

This paper presents electromechanical dynamics simulations of ascending the launcher for H-II
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rocket of practical size (length 48m , diameter 4m and weight 256 ton) which meet the same

acceleration pattern of quick acceleration and deceleration rates as that of the attractive-mode

operation used in our previous papers. After the rocket is released at a peak speed of about 900 km/

h, the linear launcher is stopped for a very short time of 5 seconds by a rapid control of deceleration.

To decrease vastly maximum reactive power per section and to improve electrical efficiency and

power factor, four-power-supply (A-B-C-D) system is introduced to shorten one section length as small

as possible. Electric power, energy, efficiency and power factor are evaluated qualitatively for more

practical feasibility study. It is made clear that the LSM rocket launcher system with four-power-supply

(A-B-C-D) system can obtain very high energy-efficiency of 94%.

SUPERCONDUCTING LSM ROCKET LAUNCHER SYSTEM FOR H-II ROCKET

Figure 1 shows a concept of a large-scale superconducting LSM-controlled rocket launcher system

Ground surface

Armature windin

Acceleration guide

Linear

Z
Y

Figure 1. Vertical type superconducting-LSM

controlled rocket laucher system for
H-II rocket.

2x

t'O

U -T
u

x

Y

4.0m

Figure 2. Acceleration guide tube of LSM armature and

rocket laucher with superconducting magnets, and

H-II rocket.
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for H-II rocket, which has the acceleration guide tube of about 1,500 m deep under the ground. The

concept is based on our theoretical work on a superconducting LSM-controlled ground-based zero-

gravity facility with the drop shaft of about 800 m [4]. In Fig. 1, the LSM armature-windings which

are installed all along the acceleration guide tube are used" to drive and guide the linear launcher.

Figure 2 shows double-layer windings of the LSM armature which are composed of inside and
outside coils, and the linear launcher on which the rocket is mounted through the use of passive

suspension. The superconducting magnets are arranged with two poles facing the armature-windings in

the front and rear portions of the linear launcher vehicle.

ASCENDING AND GUIDANCE MOTION CONTROL

OF LINEAR LAUNCHER SYSTEM FOR H-II ROCKET

The linear launcher is accelerated to a peak speed, with the H-II rocket, and after

releasing the rocket, it is decelerated with no-load to be brought to rest at the end of guide tube near
the earth surface. On the other hand, during the acceleration phase, the rocket is fixed to the launcher

through a passive suspension, but after separation from the launcher, it ascends freely in the guide

tube. According to the armature-current control method proposed in Reference [1], the ascending
motions in the X-direction of the launcher and the rocket are controlled together with the guidance

motions in the Y-Z plane. When the Z-axis is assumed to be in an eastward direction, the Coriolis
force can be taken into account as an external disturbance force in the Z-directed motions of the linear

launcher and the rocket.

After the rocket is released from the launcher and takes off with a high initial-speed, the rocket

continues to ascend with no control subject to the Coriolis force in the Z-direction under the force

of gravity in the X-direction.

The effective values of armature-currents in four LSM systems are controlled independently for the

launcher to meet the command acceleration pattern. The linear launcher should be controlled simulta-

neously to ascend at the synchronous speed Vxo of the travelling magnetic field, by producing total

thrust force F x due to all the four LSM-systems. The mechanical load-angle is controlled for all the

four LSM's to produce the sufficiently strong attractive force due to the resultant guidance forces F r

and F z. When the launcher receives any disturbance forces in the Y- and Z-directions, the LSM

guidance forces can compensate them automatically and keep it at the center of the four LSM's.

ANALYSIS OF ELECTRICAL DYNAMICS

By applying vector analysis in the 3-phase armature-windings connected to satisfy the condition of

i,,+iv+iw---_, the terminal voltage per phase I)' is derived in the following vector expression [1]:

(/=2Rl+2ja_ L-M2+M_ Ms+M6) i'+_"°2 (1)
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with Eo = Eoe_c"'-*'_''l (2)

where R =

L =

M,=
Ms, M6 =

_=
X 0 _-

03 =

f=

resistance per phase of inside or outside armature-windings

self inductance per phase of inside or outside armature-windings

mutual inductance between neighbouring inside and outside armature-windings

mutual inductance between inside and outside armature-windings of the same phase

mutual inductance between inside and outside armature-windings of lagging and

leading phases

vector of phase current

vector of induced voltage

effective value of induced voltage

mechanical load-angle

2n'f = angular velocity

supply frequency

The active power Po, power loss P_ and the reactive power Po for each LSM system are
described as follows:

P,, = 3Eolsin_ x o = F,V L (3)

Pt = 6R/2 (4)

P°"= 6°_ L- M" + M*- Ms + Me ll2 + 3 E°I c°s tCx°2z" (5)

where I = effective value of phase current

VL = speed of launcher.

Apparent power Po, the efficiency 1"/and power factor cos O are thus calculated using equations

(3) - (5).

pa = 3/(po + pt)2 + po2 (6)

Po ×_7=_ lOO (7)
t'o+ P,

cos¢_= Po+------_P'x 100 (8)
t,o

Active electric energy E M , electric loss energy E t and energy-efficiency r/E are defined as follows:
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El4 _ 1 (t)dt (Wh) (9)
3600 '

g_ _ 'So3600 Pt(t)dt (Wh) (10)

_E E_= ' xl00
E,_ + E / (11)

where tM = total running time in seconds of the launcher which operates as a motor.

DESIGN OF POWER SUPPLY SYSTEM AND SECTION-LENGTH

Especially for the H-II rocket which is 220 times heavier than the rocket in previous papers [1],

[2], power supply system design is one of the most important problems in reducing reactive power at

a peak speed of 900 km/h as much as possible. By increasing number of power supply systems, one

section-length of the long-stator along the guideway is made shorter, so that a large component of

reactive power which is expressed by the f'trst term in the right hand side of equation (5) is decreased

in propotion to section-length. But with its increase, the total initial cost also increases. We have

designed four-power supply (A-B-C-D) system which has four sets of inverters.

The section-length depends strongly on launcher speeds. Before the launcher enters the next

section, the armature-current in the section is required to be at a steady state. The time constant is

the same in all sections, so that the higher the speed of launcher increases, the longer one section-

length should be. Figure 3 shows a design of total section-length which includes the 5 groups with

18-, 30-, 39-,42- and 36-m-sections. The five kinds of section-lengths are determined considering the

time (170 ms) required to converge switch-on transient phenomena, which is about three times larger

than the time constant "rc = 55.5 ms as shown in Table 1. Tables 2 and 3 is for (A-B) and (A-B-C)

systems.

Table 1. Resistance, inductances and time constant in each section

for four-power-supply (A-B-C-D) system

tion

R

group (1)
6 sections of

18-m-section

group (2)
10 sections of

30-m-section

group (3)
8 sections of

39-m-section

group (4)
10 sections of

42-m-section

group (5)
10 sections of

36-m-section

(I'_) 0.0706 0.1176 0.1529 0.1646 0.1411

L- M2+ M 4 (mH) 3.936 6.560 8.528 9.184 7.872

M 5 + M 6 (mH) 0.0362 0.0604 0.0785 0.0846 0.0725

l:c (ms) 55.5 55.5 55.5 55.5 55.5
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Table 2. Resistance,

for two-power-supply (A-B) system

tion
group (1)
3 sections of

36-m-section

inductances and time constant in each section

group (3)
4 sections of

78-m-section

group (2)
5 sections of

60-m-section

group (4)
5 sections of

84-m-section

group (5)
5 sections of

69-m-section

R (_) 0.1529 0.2352 0.3058 0.3293 0.2705

L- M2+M 4 (mH) 8.528 13.120 17.056 18.368 15.088

Ms+M 6 (mH) 0.0785 0.1208 0.1570 0.1691 0.1389

_'c (ms) 55.5 55.5 55.5 55.5 55.5

Table 3. Resistance, inductances and time constant in each section

for three-power-supply (A-B-C) system

tion

parameter

R (_)

group (1)
5 sections of

27-m-section

group (2)
7 sections of

39-m-section

group (3)
7 sections of

54-m-section

group (4)
7 sections of

57-m-section

group (5)
7 sections of

45-m-section

0.1058 0.1529 0.2117 0.2234 0.1764

L- M2+ M 4 (mid 5.904 8.528 11.808 12.464 9.840

M 5 + M 6 (mid 0.0544 0.0785 0.1087 0.1148 0.0906

_:c (ms) 55.5 55.5 55.5 55.5 55.5
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Figure 3. The 44 sections divided into five groups along the guideway

NUMERICAL EXPERIMENTS

The superconducting LSM rocket launcher system (see Table 4) is designed for the 1-ton rocket

to attain a speed of 700 km/h at the height of 100 m above the ground. In the limited length of LSM

armature guide tube, the linear launcher is controlled to meet the command acceleration pattern. It has

the 6.6-s-acceleration-phase with a quick variation from zero to 4 G's for 0.5 s and 4 G's kept for

6.1 s, and the 4.67-s-deceleration-phase with a very quick variation from 4 G's to-7.5 G's for 1.3

s, -7.5 G's kept for 2.87 s and a very quick variation from -7.5 G's to zero for 0.5 s.

Table 4. Design data of superconducting LSM rocket launcher.

Guide Tube :

Total length
Diameter

LSM Armature Guide Tube

Total length
Inside diameter

Outside diameter

No. of LSM Armature

Coil length
Coil width

Linear Launcher :

Total length
Diameter

• Total weight 15 ton

1,500 m No. of Superconducting Magnets 60

7 m Superconducting Magnets per one LSM :

No. of poles 15

1,500 m Coil length 1.3 m
5.0 m Coil width 0.5 m

5.1 m MMF 700 kAT

4 Pole pitch 1.5 m
0.8 m Rocket :

0.6 m Total weight 220 ton

Clearance Gap :

23 m Electrical gap between coil centers 25 cm

4.8 m Mechanical gap 10 cm
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Simulated Motions of LSM Launcher and Rocket

Figure 4 (a) and (b) show that the rocket is released from the launcher just after the peak speed

at the height of 1,000 m from guideway tube bottom and launches with an initial speed of about 900
km/h. After the rocket ascends freely, receiving lateral force due to the Coriolis force in the

guide tube, it flies out the LSM guide tube with a speed of about 720 km/h and then attains the

command speed of 700 km/h at the height of 100 m above the ground. An instance at which the

rocket is released is known from an instance for ,6/-/= 0 in Fig. 4 (e). As shown in Fig. 4 (c), the

launcher is controlled to follow very well the command acceleration pattern according to the

command mechanical load-angle in Fig. 4 (f). The required armature-current and thrust force are

shown in Figs. 4 (g) and (j).

Figure 4 (1) shows that the Coriolis force in the Z-direction is compensated completely using the

guidance force in Fig. 4 (k) before the release point and after that the launcher itself is controlled

quickly and stably in the center of the LSM guide tube. On the other hand the rocket is deflected

in the reverse direction of the Z-axis, i. e. in the westward direction, by 3.75 cm at the flying-out

point of the guide tube end. The deflection is sufficiently small compared with a mechanical clearance

between the rocket and the inside coil of LSM armature, such that the rocket does not come into

collision with the wall of the inside coils illustrated with shade in Fig.4 (1). Figure 4 (1) shows that

the launcher makes no motion in the Z-direction and the rocket is moved quite slowly in the
westward direction due to the Coriolis force.

Electrical Dynamics Simulations

Figure 5 shows simulated results for terminal voltage, active-, reactive- and apparent-powers,

power loss, efficiency and power factor .per LSM for three cases of the power supply systems.

They are power-supply system (PSS) (A-B), (A-B-C) and (A-B-C-D) which have two sets, three

sets and four sets of inverters per LSM, respectively. Each terminal voltage per phase becomes

a maximum value of 168 kV, l l7kV and 93kV at a peak speed of 900 kin/h, as shown in Fig. 5

(a). By using PSS (A-B-C-D) with four sets of inverters, the maximum voltage can be decreased to

half value as compared with that of PSS (A-B) with two sets of inverters. The maximum active

(output) power of about 1GW is required as shown in Fig. 5 (b). Even in PSS (A-B-C-D), it is

followed by the maximum power loss of 60 MW in Fig. 5 (c) and the maximum reactive power of

1.9 GVar in Fig. 5 (d) which result in the maximum apparent power of 2.4 GVA in Fig. 5(e). However,

very high efficiency of above 90 % is obtained during almost all operating phases of LSM launcher

controlled by PSS (A-B-C-D), as shown in Fig. 6 (a). Power factor is also generally very high and

its minimum value is above 50 % in Fig. 6 (b) especially in PSS (A-B-C-D).

According to equations (9), (I0) and (11), active electric-energy E M, power loss energy E t and

energy-efficiency r/e are calculated as shown in Table 5. Active electric-energy E M due to active

power Po shown in Fig. 5 (b) is constant independently of three kinds of power supply systems. Its

value is very small though the maximum power at the peak speed of 900 km/h is extremely high. It
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is due to very short operating time of about 12 s. Power loss energy E t is much smaller than electric-

energy E u and strongly dependent on three kinds of power supply systems as shown in Table 5,

because the section-length and the armature coil resistance become smaller corresponding to PSS (A-

B), (A-B-C) and (A-B-C-D). Consequently, energy-efficiency 77e is generally very high. Especially in

PSS (A-B-C-D) very high value of 95 % is obtained.

Table 5. Active electric-energy, Power loss energy and energy-efficiency
for three kinds of PSS

!

energy

EM (kWh)

(A-B)

929.45

E t (kWh) 98.47

We (%) 90.42

(A-B-C)

929.45

(A-B-C-D)

929.45

66.29 48.95

93.34 94.99

CONCLUSIONS

A vertical type superconducting LSM rocket launcher system under the ground which is operated

in an attractive-mode is proposed to apply to full-size H-II rocket with the first acceleration rocket

eliminated. To reduce maximum terminal phase-voltage and maximum reactive power and to improve

efficiency and power factor, three kinds of power-supply systems with two sets, three sets and four

sets of inverters are designed and evaluated for feasibility study.

The following results are obtained from the simulation study:

(1) The novel armature-current control method proposed previously by us was successfully applied in

an attractive-mode operation for the 15-ton-launcher with 220-ton-rocket to meet the 4 G

acceleration pattern and for the launcher without the released rocket to meet 7.5 G deceleration

pattern. The launcher is controlled quite stably with no deflection in the center of the guide shaft

with compensating for the Corioli's force as a lateral disturbance force.

(2) Even when the designed power-supply (A-B-C-D) system with four sets of inverters is used and

electric characteristics are improved to a large extent, the maximum terminal phase-voltage is about

90 kV, the maximum active (output) power about 1 GW, the maximum power loss 60 MW, the

maximum reactive power 1.9 Gvar and the maximum apparent power 2.4 GVA for each LSM.

(3) But efficiency is generally very high and power factor is also above 50 %. Active electric-energy

is only 930 kwh, electric loss energy is only about 49 kWh which is about 5 % as compared with

electric-energy, and very high energy-efficiency of 95 % is obtained.

(4) The LSM rocket launcher system requires very high initial cost but relatively low operating cost.

The launcher system is feasible technically.
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THE NASA INDUCTRACK MODEL ROCKET LAUNCHER AT

THE LAWRENCE LIVERMORE NATIONAL LABORATORY*

L. S. Tung, R. F. Post, E. Cook, and J. Martinez-Frias

Lawrence Livermore National Laboratory, Livermore, California

SUMMARY

The Inductrack magnetic levitation system, developed at the Lawrence

Livermore National Laboratory, is being studied for its possible use for

launching rockets. Under NASA sponsorship, a small model system is

being constructed at the Laboratory to pursue key technical aspects of this

proposed application. The Inductrack is a passive magnetic levitation

system employing special arrays of high-field permanent magnets

(I-Ialbach arrays) on the levitating carrier, moving above a "track"
consisting of a close-packed array of shorted coils with which are

interleaved with special drive coils. Halbach arrays produce a strong

spatially periodic magnetic field on the front surface of the arrays, while
canceling the field on their back surface. Relative motion between the

Halbach arrays and the track coils induces currents in those coils. These

currents levitate the carrier cart by interacting with the horizontal
component of the magnetic field. Pulsed currents in the drive coils,

synchronized with the motion of the carrier, interact with the vertical

component of the magnetic field to provide acceleration forces. Motional

stability, including resistance to both vertical and lateral aerodynamic
forces, is provided by having Halbach arrays that interact with both the

upper and the lower sides of the track coils. In its completed form the

model system that is under construction will have a track approximately

100 meters in length along which the carrier cart will be propelled up to
peak speeds of Mach 0.4 to 0.5 before being decelerated. Preliminary

studies of the parameters of a full-scale system have also been made.

These studies address the problems of scale-up, including means to

simplify the track construction and to reduce the cost of the pulsed-power
systems needed for propulsion.

"Work performed under the auspices of the U. S. Department of Energy by the Lawrence Livermore National Laboratory
under Contract W-7405-ENG-48
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INTRODUCTION

The Inductrack concept uses passive magnetic levitation that is generated when a moving object

holding an array of permanent magnets moves over shorted loops of wire embedded in a stationary track
(ref. 1). The interaction of the magnetic field moving over the wires induces currents in the wire. Above

a critical speed, the induced current interacts with the magnetic field to generate a repulsive force that

levitates the object above the track. There are many potential applications of this concept that range

from magnetic bearings in motors to levitating a cradle that carries a payload or a trainload of people. In

particular, under NASA sponsorship at Lawrence Livermore National Laboratory, we are building a

prototype to demonstrate the feasibility of this concept for initiating rocket launches. At this phase of the

project, our goal is to demonstrate acceleration in excess of 10g's with stable levitation. (The high

acceleration - higher than would be needed for magnetic launching - is dictated by our need to limit the

track length and costs.)

The basic concept of passive magnetic levitation has already been demonstrated at LLNL (ref. 2). In

that experiment, a 20-kg cart was accelerated (at about 1 g) to 12 ntis, a speed which was about 6 times

greater than the critical speed needed for levitation. Following initial acceleration, the cradle entered the

region of shorted coils, levitated, and coasted to a stop on its auxiliary wheels at the end of the 20-m

track. Except for initial transients, which damped out in flight, the cradle behaved stably.

THEORY

Levitation

The Inductrack concept for passive magnetic levitation uses a special configuration of high strength

permanent magnets. This configuration, called a Halbach array, has an array of permanent magnets with

a direction of magnetization that is rotated by 90 ° with respect to adjacent magnets (ref. 3). Figure 1
shows the contours of constant magnetic flux around a 5-bar array that is similar to that used in the

Inductrack experiment. Without the horizontally-polarized magnets, the flux would be equal on the top
and bottom.

An infinite number of bar magnets in a Halbach configuration would produce a sinusoidal variation

of field at a constant distance from the bottom of the array. For the five magnets, the field parallel to the

bottom of the array (B_) and the field normal to the bottom of the array (By) axe nearly sinusoidal in the x
direction, parallel to the bottom of the array. Figure 2 shows these field profiles as generated using

ANSYS (ref. 4) for our array that is 1-cm thick, 13-cm (5 bars) wide, and 12-cm long. The remanent

field of these magnets, composed of NdFeB, is 1.23 T. The field is 0.26 T at 1-cm from the array

surface, which is the expected levitation height above the shorted coils.

The sinusoidal variation in B_(x) and By(x) is critical to provide the proper time-variation in magnetic
field experienced by the stationary wires as the magnets move by. As the field cuts through the nearest

upper conductors in the track, the tie-variation in magnetic field acts as a voltage source in each closed

loop of wire. The effective circuit of this wire is just an inductor L and resistor R in series so that the

levitation forces can be predicted through standard circuit theory. The excitation frequency ¢0 of the

circuit is ¢.o= k v where k = 2 _ / _., v is the array velocity (m/s), and _. is the array wavelength (0.1-m as
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seen in figure 2). When to >> R/L the phase of the current is shifted 90 ° with respect to the voltage so

that the current is in phase with the flux which maximizes the force in the +y direction to provide lift

and minimizes the drag force. For velocities much greater than the transition speed of

v, = (& R)/(2 _ L) m/s, (1)

the cradle will lift off the track. For lesser velocities, the drag force, acting in the -x direction, will

decelerate the cradle. At a speed of v,, the levitation and drag forces are equal.

The current I, induced in each closed loop is a function of the flux _penclosed so that

It. = dp/L = _, Bo/(2 _ L) w exp(-2 k Yl) sin(k x) A (2)

where Bo is the theoretical surface field for a Halbach array, w = length of the excited wire and Yt = gap

between the array and wire. This surface field, as given by Halbach, is

Bo = B, (1 - exp(-k d)) sin (_/M)/(rc/M) T (3)

where d = array thickness and M = the number of magnets per wavelength (4 in the present case). The

levitating force, averaged over x, is produced when the induced current is crossed with Bz so that the

average levitating force per closed loop is

< F_, > = <B,,(x)wh> N. (4)

The theory and assumptions behind equations 1-4 can be found in other articles (refs. 1, 2).

Acceleration

Acceleration is provided to the cradle through the use of an impulsive current provided to drive coils

that turn on when the peak of the B r field is present (refer to figure 2). Because the drive loop generates

a local field that could affect the induced current in the nearby levitation coils, there is also a flux-

canceling coil that is co-planar with the drive coil. The wire layout is configured so that the return path

for current is far from the magnets yet creates a flux pattern that yields a zero net flux in the adjacent
circuits.

The peak value of acceleration can be estimated from the peak strength of By so that

By.,,_ = Bo exp(-k (y + d J2)) T (5)
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where dc is the conductor thickness. Then the peak force F_, dependent on the drive current ID is given

by

F,=By.,,_wlo N. (6)

Experiment

Mechanical

In the present phase of development, the Inductrack test track is 30-m long. Mechanical acceleration,

e.g. a compressed air cylinder, will be used to launch the cradle. TMs should provide acceleration to 10

m/s within the first meter. Mechanical acceleration is considerably less expensive than electrical drive

during this launch phase. The next 16 meters is the acceleration/levitation section of track. Here the

drive coils are interleaved with the levitation coils every 5 cm. The levitation coils are 1-cm wide and

the levitation coils are 4-cm wide. The remaining track length has a non-magnetic stainless steel sheet

that provides deceleration caused by the eddy currents in the conducting sheet that are generated when

the magnets move by.

The cradle, pictured in figure 3, is composed of carbon-fiber composite material and has a length of

64 cm. A 3d ANSYS (ref. 4) computer simulation aided in the development of this design. The analysis

was used to minimize the weight yet withstand 40 g's of acceleration. It was also used to design the

structure necessary to keep the cradle from "opening" due to the repulsion of the magnets away from the

track and to calculate the natural frequencies of the cradle structure. The cradle has arms that extend past

the track and surround the guide mils. As seen in the photo of the Inductrack model in figure 4, the C-

guides on these arms are needed to prevent the track from touching the fragile magnets on the inside of

the cradle prior to levitation. The cradle without the magnets weighs 3 kg.

There are three arrays of magnets on the front and three on the back of the cradle. These magnets are

located next to the track inside the cradle ribs as pointed out in figures 3 and 4. The lower magnets

oppose the force in the upper magnets. The upper magnets have a width of 12-cm and the lower a width

of 8-cm. Because the lower magnets are at a 45 ° angle to the upper magnets, only 6% of the repulsive

force from the top magnets balances the weight of the cradle and magnets. The remainder is used to

center the cradle about the track to provide stability. The total weight of the cradle and magnets is

8.5 kg.

Electrical

Within each set of levitation coils, which are 4-cm wide, are close-packed loops of #10 wire. The

perimeter of each loop is 56-cm. Each loop has a resistance of 1.5 x 10 .3 t2 and inductance of 2.6 x 10-6

H. Applying these values to equation 1, one finds the transition speed for our levitation coils is 11 rrds.

Thus mechanical acceleration produces levitation just after the first meter of track.
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TheNdFeBmagnetswith aB, = 1.2 T have a thickness d of 1-cm and M = 4 magnets per wavelength

(as seen in figure 2). According to equation 3 then the field at the surface (if the array were infinitely

long) would be Bo = 0.52 T. We anticipate that the cradle will levitate at y_ = 1 cm above the track. We

also assume that the lateral arrays will levitate at 1-cm above the track. Thus, using equation 2, one finds

that the current generated in each loop by the presence of the three, moving Halbach arrays, that have a

total length ofw = 12+2"8 cm, is 570 A. The total repulsive force provided by just the top array is 1450

N. With 94% of this force contributing to stability, the remaining lifting force provided by all six arrays

is 166 N. This should provide sufficient lift with some operating margin for the 8.5-kg cradle assembly.

The drive coils comprise a single turn of # 6 square insulated magnet wire. The drive coils are

separated by 5-era to align with the peaks in B_,(x) seen in figure 2. Note that because By(x) changes sign,

the current pulse must also switch directions to still produce a forward force. Thus six drive coils (3

front and 3 back) are energized simultaneously to provide acceleration. A pulse of 7000 A with a fixed

width of 600 micro-seconds is expected to produce a maximum cradle speed of around 50 m/s at the end

of the driven section of the track. Using equations 5 and 6, one can estimate that the maximum

acceleration will be about 3000 N or 36 g's. Although a variable pulse width could provide optimal

acceleration in a shorter distance, this option is very expensive because of the number of high current

switches required.

The drive circuitry is triggered pairs of infrared detector/emitters mounted along the track. The

infrared beam sends a trigger signal when an arm attached to the cradle blocks the beam. This signal will

also be used as a diagnostic to measure cradle velocity. A series invertor is used as an ac switch for each
group of drive coils. When triggered, the series invertor both energizes the desired group of coils and

creates the half-sine wave pulse of fixed amplitude and time. The pulse width and amplitude depend on

the inductance and resistance of the coils, the capacitance of the resonant capacitor, and the dc bus

voltage. The pulse width can be varied in discrete intervals along the track by changing the value of the

resonant capacitor.

FUTURE

The simplest diagnostic will be that of using the trigger signal to measure velocity. We also plan to

add an on-board laser to project down the track in order to measure the pitch, roll, and yaw of the cradle.

If necessary vibration dampers may also be added around the C-clamps to mitigate instabilities at the

slower speeds. The next phase of this project is to extend the track to 100 meters in length and achieve
peak speeds of Math 0.4 to 0.5.
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Moving Halbach array
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wire inInductively-loaded, closed loops of stationary track

Figure 1. Sketch of passive magnetic levitation using a Halbach array of magnets. The horizontally-
polarized magnets concentrate the flux on one side of the array and help to form the sinusoidal flux
shape.
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Figure 2. Variation of Bx and By along the track (in x) indicating the nearly sinusoidal behavior. Results
arc calculated from a 3d model of the Halbach array using ANSYS.
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Locations of each

5-magnet Halbach array
(same front and back)

Figure 3. Photo of carbon fiber cradle (magnets not shown). The length is 64 cm.
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Figure 4. Photo of the model of the drive and levitation coil assembly.
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Feedback Linearization Applied to a MIMO Active

Magnetic Bearing: A Systematic Approach and

Application to a Balance Beam

Michael Baloh, Gang Tao, and Paul Allaire *t

Abstract

This paper illustrates a systematic approach to feedback linearization for a magnetic

bearing system. This method relies upon the construction of a nonlinear coordinate

transformation that insures a unique feedback linearization law exists which has sev-

eral practical properties: the linearizing feedback is guaranteed regular; the resulting

linearized system is guaranteed controllable; and beam angular position regulation is

achievable. Moreover, the construction of a diffeomorphism allows the control engineer

to assert operating constraints on the actuator fluxes. In particular, this paper investi-

gates constant flux sum and constant product constraints and compares their relative
merits.

1 Introduction

Magnetic bearings are nonlinear devices, but normally they are modeled using Jacobian lin-

earization about a fixed operating point (of both position and magnetization) [6]. However,

there are many instances when the bearing system must operate away from the linearization

neighborhood. For example, magnetic bearings typically have large clearances and in some

cases the rotor must operate reliably over the entire clearance space. A particular appli-

cation where this is true is the magnetic bearing suspended impeller for an artifical heart

pump, which does not have back-up bearings and must sometimes operate near the bearing

clearance limit [9]. Similarly, actuator fluxes might also deviate far from nominal conditions,

compromising both performance and stability. Feedback linearization avoids these problems

by providing an exact linearization over the entire operating clearance of the actuator.

On the other hand, many applications require a minimum control effort, while still achiev-

ing a specified performance [3]. One objective is to keep the bias flux as low as possible to

*Michael Baloh and Gang Tao are with the Electrical Engineering Department of the University of
Virginia, Charlottesville, Virginia, USA. E-maih mjb5s@Virginia.EDU and gt9s@ral.ee.virginia.edu, respec-
tively

tpaul Allaire is with the Mechanical, Aerospace, and Nuclear Engineering Department of the University
of Virginia, Charlottesville, Virginia, USA. E-maih pea@virginia.edu
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limit coil current induced ohmic losses. However, the flux ¢ governs the force slew rate _P of

the actuator, placing restrictions on bearing performance. Mathematically,

d 2 12

# o( _-_¢ _ ¢_ (1)

where N and v are the coil turns and voltage respectively. Therefore, with decreased bias

fluxes, the actuator's dynamic capacity gradually diminishes until it is zero at the origin.

Feedback linearization provides a method of constraining actuator fluxes independently of

rotor position, which allows the control designer to implement low power biasing strategies.

Several works have considered solutions to the above mentioned difficulties. Levine et.

al. [10] employed a polynomial to define the flux constraints on a magnetic bearing in order

to keep the bias flux low but still avoid zero bias flux and the resulting loss of stability. Kim

and Kim [14] explored the use of gain scheduled controllers over a range of actuator motion.

Trumpet et. aI. [5] applied feedback linearization to the magnetic suspension of a ball with

resulting improvement in tracking and stability away from the nominal operating point. A

globally linearized current control law in controllability canonical form was developed which

was linear with ball position and proportional to the square root of the acceleration to be

applied to the mass. Mittal and Menq [15] investigated the use of a geometric feedback

linearization technique about the origin for a suspended ball similar to that of [5]. They

noted that their method is subject to uncertainty errors due to parameter variations and

external disturbances but that these effects can be overcome with good nonlinear control

design methods with resulting robust control. The conventional linearized model destabilizes

under certain conditions that the feedback linearized controller can still control, such as

large ball motions. Lindlau [4] investigated a feedback linearization approach to dynamic

biasing. Recently, Li [12] as well as Li and Mao [13] discussed exact linearization using

several different control configurations: constant voltage sum (CVS), constant current sum

(CCS) and constant flux sum (CFS). They showed better tracking properties of the magnetic

bearing with these control algorithms.

While several authors have discussed exact linearization, no systematic method of de-

veloping the approach has been presented in the literature for MIMO magnetic bearings

to date. This paper discusses a very general special coordinate transformation developed

by Nijmeijer [8] and Isidori [1] that can be used to evaluate various control strategies for

magnetic bearings and applies this method to some particular magnetic bearing systems.

Slotine and Li [11] discuss a similar approach. It is well known that an infinite number of

transformations can be found to linearize a nonlinear system. However, a very specific one

must be constructed, called a diffeomorphism, that twists the original system into a new

one with specific properties: unique feedback linearization that is regular and guarantees

controllability. This mathematical technique provides an unambiguous way of obtaining the

coordinate transformation and a natural way of placing constraints on the actuator fluxes.

2 System Description

Figure 1 illustrates the system to be considered in this paper. Essentially, a rigid beam

of moment J is simply supported at its center of mass by a pivot designated by O. At
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Figure 1: Symmetric balance beam with magnetic bearings.

a length La to either side of the pivot are horse-shoe electromagnets labeled A1 and A2,

which produce forces F1 and F2. Each actuator has a voltage input vl and v2 and flux state

variables ¢1 and ¢2- The remaining two states of the system are the beam angle, 8, and

angular velocity, 0. The system can be adequately described by the following differential

equation

= e) + d(t) (2)

where _-,_(¢, O) is the magnetic actuator torque and d(t) is an unknown external moment.

We now calculate the function _-m(¢,0) assuming the coil voltage as input. Begin by

noting the that the flux linkage, A, and flux, ¢, are related by the number of wire turns, N,
in the actuator coil

A = N¢

Then from Faraday's Law we have that

v = -_ + Ri = N + Ri (3)

where R and i are the coil resistance and current respectively. However, Ampere's Law gives

the current, i, in terms of flux ¢, as

i=

where the actuator reluctance, _R(0), for actuators A1 and A2 is

_1(0) = 2(9° + La0)
2 #oA

Here go and A are the nominal air gap length and air gap area, respectively. When combined

with Eq. (3) this gives

2Rvt = N + #oNA2R (go + LaO)¢l and v2 = N + --#0NA(g° - L_0)62, (4)
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which expresses the relationship from voltage to actuator flux. A corresponding force be-

tween the stator and rotor components develops in response to the flux between them. This

relationship between force and flux can be approximated by evaluating the magnetic energy

present within the actuator given variations in beam displacement. Neglecting magnetic

fringing and leakage the magnetic energy stored in the actuator is [2]

E(8) = 2_R(O)_2

Differentiation of the reluctance with respect to beam angle provides the force expression

OE 1 0:2 2
F- O0 - 2 -_¢

Then, given a torque arm of length £a, the actuator torque for A1 and A2 becomes

rl = F_ " LA = =]=L'_°_¢_ " La (5)
2 2 #0A2

Finally, in state space form the nonlinear dynamic equations describing the magnetic bearing

system become

= + vl+ v2 (6)d-7

c,(¢_ - ¢1_) o o
dz

- f(z) + 91vl+ g:_ (7)
dt

For convenience we have defined Cl = L2_auoAand c2 = uog2A'2a This system has two inputs

and at most two outputs. One output will be the beam angle ha = 0. The other, h2, will

not be chosen until later because its selection will profoundly affect the construction of a

diffeomorphism that makes feedback linearization possible . As stated earlier the diffeomor-

phism twists the nonlinear system described by (7) so that its nonlinear components can

be algebraically canceled. Although one might construct a feedback lineaxization in an "ad

hoc" approach there is no guarantee that the resulting linear system would be controllable

and implementable. In the next section the controllability of system (7) will be investigated

to prove that the system is feedback linearizable.

3 Nonlinear Controllability

This section will be to show that the system exhibits the properties of strong accessibility

and feedback invariance. Conceptually, we are interested in the overlap of the input space

and the state space defined by f(x). If the overlap is the same dimension as the state space

then some type of controllability exists for the system (7). To explore this concept further,

define Co as the smallest Lie algebra which contains gl and ge and also satisfies If, X] C Co

for all X C e0. Using the above definition we generate a corresponding distribution

Co(x) = span{X(x)[Xvector field in Co}
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In the literature, Co is the accessibility algebra and Co the accessibility distribution. With

these definitions we posit the following

Theorem 1 The system (7) is said to have the property of strong accessibility from the point
xe if

dimCo(xe) = n

where n is the system order.

Readers interested in the proof of the above theorem are referred to [8]. Note that for

linear systems this reduces to the Kalman Rank Condition. For the system (7), gl and g2

are constant, therefore the distribution spanned by the vector fields gl and g2 is trivially

involutive 1 so that the accessibility distribution for the system does not contain brackets

of gl and g2. Hence, the accessibility distribution for system (7) becomes

Co(X¢) = span {gl, g2, [f, gl ], If, g21, [f, [f, gl]], [f, [f, g2]], If, If, [f, gill], [f, [f, [f, g2]]], ...} (8)

where the maximum possible dimension of Co is the dimension of the state space described

by (7), in this case four. Examination of Co shows that we need only take

Co(x_) = span {g,, g2, [f, gl], [f, g2], [f, [f, gl]], [f, [f, g2]]} (9)

to achieve a dimension of four because additional vector combinations axe redundant. Given

this information, we select Eq. (9) as the definition of the accessibility distribution for this

particular system. Interestingly, strong accessibility vanishes when the equilibrium point of

the system is chosen to be x, = (0, 0, 0, 0), which agrees with intuition based on Eq. (1).

However, for an equilibrium point in the open set IR4- 0, say x_ = (e, e, 0, 0), dim Co(x_) = 4

so that the system exhibits strong accessibility by Theorem 1. This suggests that the system

described by (7) must have at least a very small bias flux to be controllable.

Now we may use the following theorem of Nijmeijer [8] to determine feedback lineaxiz-
ability.

Theorem 2 Given the system 2 = f(x)+glul +g2u2 is strongly accessible in xe and f(x,) =

0 the system is feedback linearizable 2 if and only if the distributions

Dk(x) = span{ad}gl,...,ad)g21r = O,...,k- l},k = 1,2,3,4

1A distribution G is involutive if the lie bracket [_I,B_] of any pair of vectors fields /_1 and t32 belonging
to G is a vector field belonging to G. Mathematically,

_Briefly, _?= f(x) + g(x)v is feedback linearizable if the following statements are true:

(i) a diffeomorphism, z = <I>(x)is defined around xe

(ii) regular feedback is defined

such that the nonlinear system _ = f(x) + g(x)v can be written in the form _ = Az + Bu
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are involutive and of constant dimension in the neighborhood x_ 3 Furthermore, the resulting

linear system is controllable.

In the case of system (7), the distributions are in fact all involutive, thus satisfying the first

condition of Theorem 2. The next condition is that the dimensions of these distributions

are constant (i.e. feedback invariant). This test is performed by evaluating the dimension

of the distributions at x and at x + 5, where 5 is a state perturbation. Performing this

test shows the distributions D1, D2, D3, D4 have invariant dimensions 2, 3, 4, 4 respectively,

and so satisfy the second condition of Theorem 2. As with controllability, the system fails

the feedback invariance criterion at an equilibrium point x_ = (0, 0, 0, 0) such that the

distributions DI, D2, D3, D4 have invariant dimensions 2, 3, 3, 3. This further emphasizes the

ill-defined nature of the system at the origin (without bias).

4 Construction of Diffeomorphism

In the previous section system (7) was shown to be feedback linearizable. Consequently, a

coordinate transformation z = ¢(z) exists such that its application will twist the original

system into Byrnes-Isidori normal form. Here _(x) represents a function in R n and is called

a global diffeomorphism when the following conditions are satisfied:

(i) ¢-1(z) exists such that ¢-1(¢(x)) = x (invertible)

(ii) ¢(x) and ¢-1(z) both have continuous partial derivatives of any order (smooth map-

pings).

Application of the diffeomorphism to the description of the nonlinear system can be calcu-

lated as

where

= :(z) + _(z)v
y = £(z)

](z) = f(x) _(z) : -_xg(X )
==¢- ( )1= ==,_-1(=)

h(z) = h(x)lx=_-,(=) (10)

We wish to construct a diffeomorphism that twists the nonlinear system into a specific form

(i.e. normal form). Let us begin by considering the normal form of the system described by

Eq. (7) given relative degree r = 3, 1

3A convenient shorthand notation for the k-th recursive bracketing of f with g is ad_g(x)

[f,[f,...[f,g]...]]

;_1 = Z2

Z2 _ Z3

_ = 9_,(z)v, + _,_(z)_ + _,(z)
_, = /3_,(z)_ + :_(z)_ + _(z) (11)
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Let us elaborate on each equation of system (11) beginning with the uppermost

d01 001 0x _ _._Ta_x - dt - COx COt __ (f(x) + g,(x) + g2(x)) = z2

and then set the first channel of the coordinate transformation to be the first output, math-

ematically

01 = zx = hi (12)

where hi is the first output. Then the previous equation for ix becomes

zl = Lfhl + Lglhl + Lg2hl

Here LI(.) is the Lie derivative 4. Now, inspection of the system (11) shows that the input

should not appear in the first equation. Therefore, the following must be true

Lglhx = O and Lg2hl =0

so that

zl = Lfhx = z2 (13)

Continuing onto the second equation of system (11) and using the fact that z2 = 02 = Llhl

we have

d02 002 cOx

dt Ox cOt
-- Llhl(f(x ) + gl(x) -+"g2(x))

= L2lhl + LfLglhl + LfLg2hl = z3

Once again, inspection of the system (11) shows that the input should not appear yet. As

such

LiLg, ha = 0 and LlLg2hl = 0

then

in similar fashion z3 is calculated

d03 cO03 cOx

dt cOx cOt

Z2 = i2]hl = Z3 (14)

-- L}hl(f(x) -4-gl(x) + g2(x))

4This differential operation Lf),(x) is called the Lie derivative of ), along f where A is a real-valued
function and f a vector field and is calculated as

0A
(d£(x),f(z))= _--_zf(x) = _ _-_xifi(z)

i=1

where product of the Lie derivative is a new real-valued function.
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Since the output must appear in thisequation to satisfythe normal form we have that

Z Lg,h,# 0 and L Lg h,# 0

Having exhausted the output hi by this process, we proceed to calculate z4 using the output

h2. The results of Isidori [1] explain that if the number of differentiations before an input

appears is r for each output h such that rl + ... + rm = n (where there are rn inputs and

the system is n th order), then a coordinate transformation exists that is both nonsingular

and twists the nonlinear system the into normal form. Thus, since the first output was

differentiated three times before the input was allowed to appear, rl = 3, we desire to differ-

entiate the second output only once before the input may appear, r2 = 1. From a geometric

perspective, we desire to maximize the dimension of the system manifold such that the zero

dynamics sub-manifold must be 0-dimension. The zero dynamics manifold represents the

"internal" dynamics of the system which for specific input and initial conditions constrains

the output to be identically zero. For linear systems, the zero dynamics are those eigenvalues

of the system which coincide with the zeros of the transfer function. If possible, we avoid

zero dynamics by proper selection of the output. Hence we select the fourth channel of the

coordinate transformation to be

= z4 = h2 (15)

and since this is the last equation of the system, the input must appear so that rl +r2 = 4 = n

d04 004 Ox

,4- dt - Ox Ot - Llh2 + Lg_ h2 + Lg_h2

and thus

Lg_h2#0 and Lg2h2#O

Several conditions were placed on equations for Zl through it to ensure that the coordinate

transformation results in normal form with no zero-dynamics. Summarizing

LgjL_hi(x) =0 (16)

for all 1 _< j _< rn, for all 1 < i < m, and for all k _< ri - 1. In addition, the following matrix

must be nonsingular:

Lg, L}hl Lg_L2lhi
]

Lg_h2 L_h2 J (17)

The above conditions are in fact the definition of the relative degree {rl, r2} of this system[i].

Although the framework for building a coordinate transformation that twists the nonlin-

ear system described by (7) has been provided by the previous analysis, i.e.

O 1 _ h 1

02 = L/h1

03 = L_hl

04 = h2
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the outputs hi and h2 have not been chosen. It is clear that the conditions (16)-(17) place

restrictions on the choice of output such that normal form can be achieved. Consider the

primary control objective for the system, which is that 0(t) --_ 0 as t -+ _. As such, one

output must be 0. Recall that the first output, 0, must be differentiated three times before

an input appears. To satisfy the condition rl + r2 = n = 4, we must only differentiate

the second output once before the input appears. Inspection of system (7) shows that any

smooth function F(¢1,¢2) satisfies this condition. In this paper two functions for h2 will

be considered: h2 = (¢1 + ¢2)/2 and h2 = ¢1¢2. The first choice offers the possibility of

controlling the nominal flux dynamically, while the second dismisses the concept of biasing

altogether in favor of complimentary flux control. Either choice satisfies the conditions

of relative degree imposed by conditions (16)-(17) at the equilibrium of the system, x, =

(e, c, 0, 0) where e > 0.

5 Feedback Linearization

Having satisfied all mathematical preliminaries, we proceed to calculate the coordinate trans-

formation for system (7) with the choice h2 = (¢1 + ¢2)/2. Based on Eqs. (12), (13), (14),

and (15), the coordinate transformation for this system becomes

(I)1 = hi = 0

_2 = L1hl =

¢4 = h2= 2(¢1+ ¢2) (IS)

where ¢(x) = co1(¢1, ¢2, _3, _4) and whose Jacobian is

0 0 1 0

d_ 0 0 0 1

dx --2c1¢1 2c1_)2 0 0

! ! 0 0
2 2

Application of the chain rule gives

N _92v2- ,1vl) + 2clc_((go+ LoO)¢_- (go- ioO)¢_)
_(_ + v2)- _ ((go+ Lo0)¢1+ (go- Lo0)¢2)

We place the above result into the form of system (11) where we define _ and a as

/_ = _ 2 1 o_ = --_ ((go + La0)¢l + (go - LaO)¢2)

Finally, the nonlinear system in new coordinates (11)is linearized with the feedback law
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where col(u1, u2) are the new input into the linearized system and 8 -1 is

1 2¢: ] ,
3_ 1 N 2_

-- 1 2O 1 ,01 "4- q52 ¢ 0
(01 -t- ¢2) 2c-T

As defined, the feedback law of Eq. (20) is regular since both fl-1 and a are smooth and

always finite.

Now consider the diffeomorphism defined with outputs hi = 0 and h2 = ¢1¢2. Then the

bottom most channel of Eq. (18) becomes 04 = ¢1¢2 so that Jacobian of _(x) is

d,I_

dz

0 0 1 0

0 0 0 1

--2C14h 2C1¢2 0 0

¢2 01 0 0

Consequently,

C 1 ¢2 2 -- C 1 ¢12

2__
N ((P2v2 -- ¢,v,) + 2ClC2((go + LaO)¢ 2 -- (go -- LaO)¢ 2)

-2c290¢1¢2 -t- -_(¢2Vl + (_1732)

which when placed in the form of system (11) gives _q and a as

tfl = -N ¢2 dpl a = _ 2c2goc}l dp2

Like the previous lineaxization, the well behaved form of ¢3-1 and a implies regular feedback•

Regardless of the choice of outputs h2, the feedback linearization results in the linear system

of the general form

i2

i3

Z4

0 1

0 0

0 0

0 0

= Az+Bu

0

1

0

0

0

0

0

[o]
/zl}Z2

Z3

Z4

0

0
+

I

0

0

o{u,}0 u2

1

(22)

where the linearized system decomposes into two subsystems, the top left of A into a 3 x 3

system and the bottom right of A into a 1 x 1 system. For the first subsystem, the equations

simplify" to

oo°

Zl _ O :U I
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while the second subsystem becomes

This implies that the first input can be used to control the beam angle, 0, while the second

input can be used to constrain the actuator fluxes independently of one another.

The flux constraint we use has serious repercussions on the total power consumption

of the magnetic bearing system. Consider the flux constraint h2 = (¢1 + d_2)/2 = r(t),

where r(t) is a "dynamic bias" reference signal. The ability to alter the bias flux to achieve

better performance is highly desirable for two reasons. First, the bias flux is proportional

to bias current, greatly affecting I2R losses. Second, the force slew capacity of the actuator

is directly proportional to the bias flux. Thus, a small bias can be selected during low

disturbance periods and a higher bias during greater disturbance periods, thus limiting

power losses while maintaining actuator dynamic capacity. Unfortunately, the process of

selecting the bias reference trajectory, r(t), doesn't appear to be simple and will require an

entirely new layer of control artifice.

On the other hand, the flux constraint h2 = ¢1¢_ = e, where e is a small constant alluded

to in Section 3, discards this problem altogether. With this constraint the flux trajectory

behaves parabolically so that both fluxes always have the same sign, while the actuators react

nearly complimentarily providing an almost optimal suspension depending on the choice of e.

More precisely, the value of e is dictated by dynamic requirements and hardware limitations.

For instance the maximum flux density allowed in either actuator is related to magnetic

saturation of the iron core of the actuators Bs_t. On the other hand, the minimum flux

allowed must be such that actuator slew capacity is sufficient. Therefore, e must be selected

based on hardware limitations. This can be summarized mathematically as

NA

Here -_,m, is the minimum slew rate allowed based on a knowledge of the possible disturbance

d(t) (See Eq. (2)), and lips is the power supply voltage of the amplifiers and represents the

maximum voltage available for control. Note, since e > 0, we conveniently avoid the origin

(i.e. uncontrollability) automatically.

6 simulation

The purpose of this simulation is to ascertain the performance of the feedback linearization

in a realistic manner. First, we acknowledge that the flux, ¢, is not directly available for

measurement, but instead must be estimated in some way. Therefore it seems necessary to

first simulate the system in terms of current and displacement, then to use that information to

construct a feedback linearized system. From these "measurements", gap fluxes are estimated

and then used to build the linearized feedback of Eqs. (20) and (22). For instance, under
ideal circumstances the flux can be derived as

#oANil(¢1, O) #oAaNi2(¢2,O)
¢1 = 2(go+ LaO) ' ¢2 = 2(go- LoO) (24)
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Figure 2: Staxtup of beam with h2 = (¢1 + 4_2)/2, (left), and h2 = &1¢2, (right) with AI(-)

and A2(-. )

where the coil currents il,2 and beam angle 0 are available experimentally. In practice,

estimating ¢ is not very simple (Keith [7]).

The system as described has been simulated for both outputs, h2, described in this paper.

In each case, a pole placement controller with identical feedback gains was used to stabilize

the linear system. For the linearized system with h2 = 1/2(¢z +¢2), the bias flux was set at a

constant of r(t) = 0.4T, although, a dynamic bias might just as well have been used. For the

lineaxized system with output h2 = ¢1¢2, e was selected using Eq. (23) such that the steady

state flux density is about 0.01T (e = 10 -4) for each actuator. This choice insures that at

all times the actuators provide sufficient slew rate to react to any possible disturbances.

Figure (2) shows a startup sequence for the beam system with initial conditions of zero

voltage, current, and flux, but leaning against actuator A1. The mechanical response of the

system was independent of the output employed. Even so, the system with bias required

greater staxtup flux and voltages than the system with constant product. Also, the staxtup

flux for the biased case crosses the 0-axis which tends to destabilize the beam since F e< ¢2.

Any dynamic biasing system must avoid this situation. Please note that the flux trajectories

for the system with output h2 = ¢1¢2 are at times obscured by the zero axis even though

they axe slightly positive. Also, note that Eq. (23) guarantees slew performance during

these periods. Figure (3) illustrates the system with initial conditions all zero, but with

a sinusoidal disturbance torque, d(t), of amplitude 0.SN-m and frequency 2Hz. Again, the

mechanical performance in either case was nearly identical. The difference rests with the

voltage and flux used to achieve that performance. For instance, the net RMS flux for the

biased system was 0.4 x 2 = 0.8T while for the unbiased system the net RMS was about

0.32T. Lastly, Figure (4) shows the actuators fluxes plotted against one another for both

biased and unbiased systems. The fluxes begin at the origin at startup and quickly approach

their desired trajectories where they remain indefinitely.
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Figure 3: Sinusoidal disturbance for beam with h2 = (_1 + 42)/2, (left), and h2 = (_1(_2,
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7 Conclusions

In this paper a systematic and formal mathematical procedure was used to feedback linearize

a magnetic bearing system. This procedure is a direct application of the methods illustrated

by Isidori [1] and Nijmeijer [8]. Consequently, the resulting linearization had three favorable

properties:

(i) linearizing feedback was smooth and finite, i.e. regular;

(ii) the resulting system was controllable; and

(iii) beam angular position and flux regulation achievable.

The generality of the method allows it to be applied to almost any magnetic bearing system.

As an additional benefit of the linearization, beam and flux control were decoupled. Specif-

ically, the system decoupled into a third and first order system governing the beam angle

and actuator flux respectively (Eq. 22). For the output h2 = (¢1 + ¢2)/2 a dynamic bias

was possible. However, there are many difficulties in choosing the trajectory of a dynamic

bias: what signals are to be measured to determine reference and do they exist? If these

signals axe available, how are they processed? how do we optimize the bias trajectory while

avoiding slew deprivation? In other words, how do we specify the behavior of the second

output h2? Thus, several barriers must be overcome before dynamic biasing becomes prac-

tical. Perhaps, the problem of dynamic biasing is not well posed. Ultimately, our goal is not

to achieve dynamic biasing, but instead to achieve some sense of optimization regarding the

use of force. If we minimize net force, power losses will necessarily be minimized, motivating

the choice of output h2 = ¢1(P2. Constant flux product becomes more appealing since the

reference value ¢ can be chosen based on well known actuator properties and the dynamic

requirements of the plant.

Future work will consider the application of linear optimal control theory to the linearized

system. However, it will be necessary to establish the relation of optimality in the z state

and optimality in the x state. If this can be done, then the vast body of literature developed

for linear optimal control will be applicable.
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SUMMARY

A new vibration isolation system is developed. A table is levitated by an active magnetic bearing

and isolated from any external vibration. Subspace identification methods are used to find a state-space

model for this system from input-output data. A PID controller is designed to levitate the table, and a

random signal is used to excite the system in addition to the controller inputs. This paper points out some

problems when subspace methods are used for identification of closed-loop systems. Although three

subspace methods are applied to the present problem, only one of them works well. Two subspace methods

are not able to find a model with order of a reasonable value. We present one of the reasons why those
subs'pace methods do not work

INTRODUCTION

Vibration isolation is an important topic in a lot of engineering fields such as manufacturing a

semiconductor or micro-scale observation using an electron microscope. Vibration-proof rubber, coil spring,

or air bearings are used for passive vibration isolation. However, those passive methods are not yet able to

achieve a working environment required by the preceding engineering fields. As an alternative to the passive

methods, magnetic bearings are used for active vibration isolation t'3. A table is levitated by an active

magnetic bearing and isolated from any external vibration. This system is expected to achieve good

vibration isolation when compared with the preceding passive methods. Traditional controllers for magnetic
bearings are designed to regulate the relative displacement between a levitated object and a base; those

bearings are fixed on the base. In order to isolate the table from external disturbance, we have to redesign a

controller to regulate the absolute displacement of the levitated table in an inertial coordinate system.

Moreover, it would be necessary to obtain a precise model of the controlled system in order to design a good

controller. One of the excellent ways to get a precise model would be the one based on the input and output

data of the controlled system. From this philosophy, many methods have been developed for the system

identification based on the input and output data. In particular, subspace identification methods 4 have been

proven to be a valuable alternative to classical prediction-error methods. Unlike the classical methods they

do not suffer from such problems as a priori parameterizations, initial estimates and nonlinear optimizations.

Subspace methods are used to find a state-space model for the present system from input-output data. Since

this system is essentially unstable, we first design a PID controller to levitate the table and then add a

random signal to the controller inputs in order to excite the system for a frequency region of interest. So, the

system identification is made owing to closed-loop data of the inputs and the outputs.

This paper points out some problems when subspace methods are used for identification of closed-

loop systems. Although three subspace methods are applied to the present problem, only one of them works
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well Subspace methods determine the state-space dimension owing to the singular value decomposition of a

matrix_ the state dimension is the number of the singular values different from zero The singular values

could be different between the methods. In other words, the state dimension might be different between the

subspace methods. In particular, two subspace methods are not able to find a model with order of a

reasonable value We present one of the reasons why those subspace methods do not v,ork.

HARDWARE DESCRIPTION

A table (a rectangular plate) is levitated by electromagnets in order to isolate it from external

disturbance such as floor vibration. Here the system confi_ration is shown in figure I. The system contains

a table to be isolated from any disturbance, three electromagnets, and a base; the base supports those

actuators and table and fixed on the floor of our laboratory. The table motion is vertically limited to 0.35

mm, that is, gap width of the electromagnetic actuator. The electromagnetic actuators are able to generate an

attractive force upward and downward in order to levitate the table. An eddy-current-type displacement

sensor is built in each electromagnetic actuator to measure the relative displacement of the table to the floor,

neglecting mechanical flexibility of the base. Moreover, three acceleration sensors are located on the table to

measure the table motion in an inertial coordinate system.

Here we present the control system for the preceding sensors and actuators. A digital controller is

implemented on a digital signal processor (DSP) built in a PC. All the sensor outputs are amplified, passed

through an anti-aliasing filter, and put into the DSP through an analog-to-digital convener (16 bit

resolution). The controller input is calculated by the digital controllers and put out of the PC through a

digital-to-analogue converter (12 bit resolution). Moreover, the input is passed through a smoothing filter

and a Pulse-Width-Modulation (PWM) circuit and convened into an electric current driving the

electromagnetic actuator.

IDENTIFICATION SCHEME

Subspace methods are used to find a state-space model for the present system from input. :,utput

data. The control system for the levitated table is essentially unstable if it is in open loop, although the

clearance of the magnetic beatings would limit the table motion. Since we assume a state-space model

should describe the system, input and output data are necessary foi" the identification such that the table

moves not contacting the clearance limits. Thus, we first design a PID controller to levitate the table in that

way and then add a random signal to the controller inputs to excite the system for a frequency region of

interest. In other words, the system identification is made owing to closed loop data of the inputs and the

outputs.

The configuration of the inputs and the outputs for this system is shown in figure 2. If the open-

loop plant is given by the state-space realization: P(z) = C(zI - A)-tB + D, the system is written in a state-

space form:

xk+ t = Axz + Bu;,, ye = Cx k + Du e (1)
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u_ = v_ - w_ with v, = K(z)y, (2)

Here, xeis an n-dimensional state-vector, the matrix A is nxn, B is n×m, C is l×nand D is lxm;

K(z) is a PID controller, and w_ is a random signal. Now the controller input ue is completely measurable,

and we don't account for measurement noise, process noise, model mismatch, and so on. In other words, the

present system is completely deterministic. The problem is now to find the system matrices, A, B, C, and

D, from the input and output data, u_'s and y,_'s. Subspace identification methods are applied to this

problem, although it is known that these methods don't work in closed-loop stochastic system. Although

many subspace methods have been oroposed 4, we have applied three methods (Intersection Method 5,
N4SID 6, and Balanced-basis method 6'v')to the present problem, and only one of the three works well. Since

this successful method has received little attention as far as the authors know, we would like to present a part
of the algorithms in order to point out the differences between the three subspace methods.

Subspace methods start with introducing a block Hankel matrix such as

//0 /'/I "'" /'/J-1 l

Uo_i-i = 111 ll 2 "" Uj
°., ,.o °,,

Ut_ ll t ... l,¢t+j._2

(s)

where the subscript of U denotes the subscripts of the first and last element of the first column. A block

Hankel matrix formed with the output is defined as Y0_-_ in the same way. Intersection methods continues to

introduce the singular value decomposition of the following matrix:

(4)

It is easily found that the following relation holds for the intersection of the row space of the matrices
H l and H 2 :

= (5)

If we introduce the state-vector sequence X_ = (x, x,+I --. x,+j_l), it is proved in reference 5 that the

row space of X: is equal to the row space of UrHx or Ur:H_. Therefore, a sequence of state vectors can

be determined by the intersection of the Hankel matrices up to within a similarity transformation. Moreover,
the sequence of the state vectors is used to find the system matrices _, although the state dimension and basis
have been determined already.

On the other hand, the other two methods, N4SID and Balanced-Basis method, continues to the
optimal projection ofa Hankel matrix as follows:
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I U°'-t 1

/ < Yo,-i j

(6)

where A/B = AB r (BBrftB, that is, the optimal projection of the row space of A onto the row space of B.

Equation (6) gives the projection of the future outputs onto the past and future inputs and the past outputs.
The extended observability matrix is defined as

F,T=( Cr (CA) r "'" (CA'-I_] (7)

It is shown in Ref that the column space of F_ coincides with the column space of the following matrices:

Zl i 3= L,U(__I + L, Yot,,-1,

where N4SID and Balanced-basis method take T_ C3andE T2, respectively, as a matrix with the same column

space as that of F,. Therefore, we can put F, = UiZl/2 when the singular value decomposition of T1 or T2 is

given by

(9)

Moreover, we can observe F,__ = U,.._Ztl_2 owing to the definition of equation (7), where U, is defined as

U t without the last 1 rows. If the relation, rank0-',) = rank(F,_ l), holds, the two subspace methods work.

Here the state-vector dimension is the number of the singular values different from zero, whereas the state

basis has been fixed by selecting a matrix with the same column space of F,. Furthermore, F_ is used to find

the system matrices as shown in reference 6.

In theory the difference between the two subspace methods is the. state-space basis, which constitutes a

similar transformation connecting the two state space models. In practice, the state dimension n could be

different between the two methods because it is determined by counting the singular values larger than a

threshold value; those singular values might be different between the two methods. In order to clarify this

point, let us consider a problem reducing a model of order n to a model of order r by truncating the

singular values 0-_ 's of T_. The following relation then holds for N4sIDT:

[Z-'" " <If(<>
/c=r÷l

(a > o) ().o)

where/6(=) is the reduced model oforder r ; S u(z) is the spectral factor of U(z). Equation (10) shows that
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the error of the reduced model would be

words, a lot of input energy in a certain
similar relation to equation (10) holds for

small where the frequency content of the input is large. In other

frequency region leads to an accurate model in that region. The
Balanced-Basis methodT:

k=e_l

Here, G, is a singular value of L. This reduction cannot depend on a spectrum of input energy. Judging

from equations (10) and (I1), the state-space dimension n might be different between the two methods

unless the input is white noise.

EXPER_IENTAL RESULT

Although three subspace methods are introduced in the preceding chapter, those subspace methods
are used to identify the control system for the table levitated by the electromagnetic actuators. Those

subspace methods are implemented in MATLAB, whereas all the programs for controllin_ the table system
are written in C language. An M-sequence (maximum len_h null sequence) signal of 15" order is used to

excite the table as a random input %. This M-sequence is generated by a PC and keeps its power spectral

density constant up to a given frequency. The input and output data for the identification test are sampled
15000 times into the PC through an analog-to-digital conve .rter; the sampling rate is 3000 Hz.

Although we have applied the three subspace methods to the present system, we show the
calculated results here. The column number of the Hankel matrices is 14800 through all the calculation for

system identification. When using the Intersection method, we are not able to find the intersection up to

order of S0. This number of the model order is the upper limit in our PC. Since the smallest singular values

of equation (4) is 6.9 even at i = 50, the matrices UI: and U= don't exist, that is, there is no intersection of

those two Hankel matrices. Therefore, the Intersection method does not work well in the present case. When

we take N4SID to identify the present system, we encountered a problem similar to the problem we have

already observed. The matrix TI is always of full rank with respect to the column up to 90; the smallest

singular value is 3.1x10 -2 at i =90. Since F, is then of full rank, rank(F_) cannot be equal to rank(F,__)

due to the definition, which means the state dimension n is not constant. Therefore, N4SID subspace

method does not work, either. Finally, Balanced-Basis method is used to identify this table system and works

well. The smallest singular value of T2 is 5.9 x 10-Sat i = 42. By truncating the singular values larger than

1.0x 10 -4, we get a state-space model of order 40. The transfer function P(:) is computed owing to the

identified system matrices (Figure 3).

Let us consider the reason why N4SID does not work well whereas Balanced-Basis method works.
As shown in equations. (10) and (1 I), the two methods would yield the same system matrices within up to a

similar transformation if the input is white noise. However, it would be difficult to cause the input to be
white noise in ctosed-loop settings because the input absolutely contains the frequency content to stabilize

the system, in the present case, v,. It would be possible to solve the problem by passing the input sequence

through a filter if the spectral factor S, is invertible.
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CONCLUSION

A new vibration isolation system is developed. A table is levitated by an active magnetic bearing

and isolated from any external vibration. Subspace identification methods are used to find a state-space
model for this system from input-output data. A PID controller is designed to levitate the table, and a

random signal is used to excite the system in addition to the controller inputs. This paper points out some

problems when subspace methods are used for identification of close-loop systems. A/though three subspace

methods are applied to the present problem, only one of them works well. Two subspace methods are not

able to find a model with order of a reasonable value. We present one of the reasons why those subspace
methods do not work
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In this paper a prescribed large motion control using active magnetic bearings in a proposed active stall

control test rig was developed A finite element method is employed to model and to synthesize the flexible

shaft in a closed loop system. A linearized model of the stall rig using conventional PD controllers to 16

magnetic poles (4 opposing C-cores) yields stability and frequency responses. In the mean time the

nonlinear model is studied to consider the Ampere's Law, Faraday's Law and the Maxwell stress tensor. A

fuzzy logic control system is then designed to show the advantages over the conventional controllers with

the fitly nonlinear model.

1. INTRODUCTION

The development of magnetic bearings in rotating machinery has increased

significantly due to its low power loss with high-speed operations. Since the shaft and the

bearing assembly have no contact between one another, frictional loss, which grows

drastically with speed increase, is nearly eliminated. Active magnetic bearings require

dosed loop feedback, which offers a way to support the rotating shaft as well as to

control the vibration. In most industrial applications, the feedback system includes a

linear PID controller with compensators, power amplifiers, magnetic actuators and

inductive eddy current or optical sensors [1]. In addition to the widely applied PID

controllers, advanced control strategies such as optimal control [2],/a-synthesis control

[5], H-oo control [6,8] can be found in some applications. All these methods are based on

linear systems theory and need linear models. Nonlinear control techniques were also

applied to active magnetic bearings. Sliding mode control and fuzzy logic based control

can be found in several papers.
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In the applications of aircraft engines, in order to suppress rotating stall in a high-

speed compressor wheel, it is desired to shake the wheel at a large amplitudes while

maintaining the rotor system stable. Electromagnetic shakers and magnetic bearings have

been used for actuators in vibration" control. In the case of magnetic shaker with the

nonlinear models, there are some difficulties to obtain large whirl orbits because of

system instability. By carefully designing a PD controller the shaking orbit radius can be

increased but only to a limited value in the stable region.

Motivated by the capability of dealing with nonlinearities of the problem, fuzzy logic

has been introduced for control of magnetic bearing system. Although sliding mode

control can yield robust performance against modeling error, it is difficult to achieve fast

switching required. Fuzzy logic theory was first established in Zadeh's seminal paper [9]

in 1965. Since then it has been considered as an effective means in various control

problems. An idea of applying fuzzy logic to dynamics systems was introduced in early

70's by Mamdani [10]. The Mamdani architecture of fuzzy logic controller is build up

based on qualitative and empirical knowledge of human beings. Later Takagi and Sugeno

established a fuzzy model [11], called Takagi-Sugeno model, which can be more easily

used for analytical purpose.

The AMB nonlinear model considers the three cases: nonlinear B-H curve, Ampere's

Law and Maxwell stress tensor. Fuzzy logic control is constructed by designing a rule

base to implement a non-linear control strategy. The antecedent and consequent of each

rule operate on the positions of input and output variables in predefined membership

functions. These membership functions possess qualitative descriptions which generalize

the notion of assigning a single degree to a specific response severity or corrective action

level. Researchers in the area of AMB using fuzzy logic control are mainly based on
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simple model such as lumped mass model or rigid body model [12] [13]. Some

application needs to reeursively tune the rules to achieve better performances [14]. While

these results are absorbing, they can not deal with a flexible shaft with a dimension of

over hundreds of structural states plus control variables. The stall-rig model consists of a

rotating shaft with a compressor wheel. Finite element method is used to describe the

flexible rotor in designing a suitable control and analyzing the system behavior. The fTont

bearing is an active magnetic bearing system, which includes feedback between non-

collocated sensors and actuators, via controllers. The shaft is divided into 23 elements

and at node 17, an oil film bearing is employed to support the rotor system. The magnetic

bearing is located at node 9. The non-collocated sensors are placed at node 7 and have

outputs directed PD controllers. The control signals are then directed to power amplifiers

to produce control currents, which drive the coils of the magnetic bearings to control the

rotor system. The shaking voltages are applied to a summing point at the control output to

force the shaft to execute motions that alter the compressor wheel's tip clearance and

inhibit stall cell formation.

Fuzzy logic controllers for active magnetic bearings are synthesized and designed for

suppression of imbalance vibration and to increase the shaking orbit radius. The main

objective of this paper is to develop robust controllers for maintaining magnetic bearing

system stability against imbalance and external shaking forces or voltages for linear and

nonlinear models. Applying the basic magnetic bearing theory yields a fully nonlinear

model. Based on the nonlinear magnetic bearing model, linearization is carried out to

formulate a complete linear model for analysis. The PD controller and the fuzzy logic

controllers based on Mamdani architecture are synthesized and designed. The superiority

of nonlinear fuzzy logic control over linear PD control is also shown. Simulation results

for each type of controllers are provided and their performance specifications can be

compared accordingly.
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2. SYSTEM MODEL

2.1. MAGNETIC BEARING FORCE

Consider the 2 opposing magnetic C-cores shown in figure 1"

pos_-ve O-co_

W

ne0z0ve O-_re

Figure 1. Schematic of 2 opposing C-cores

According to Ampere's law, the magnetic flux density _ ÷ in the positive C-core is

_+ (NBi B + Nci ) #oAo (Nni s + NJ) .
= 2w ÷ = _ - _-_ /-to,L (1)

The magnetic flux density _- in the negative C-core is

tp- - (Nain - Nci) #oAo = (Nsis - Nci) #o,4° (2)
2,'- 2(g 0 + w)

where go is the air gap of the magnetic bearing and w is the displacement of the rotor in

positive direction. The corresponding flux density in the positive magnetic path and the

negative magnetic path can then be written as:

B ÷ _ _ + _ (NBi a + N j) _ O- _ (NBia - N j)g
Ao 2(g o-w) #0, B- _ 2(g 0+_ o (3)

Note that Ampere's Law yields flux expressions that are nonlinear functions of the shaft

displacement w.

134



A second nonlinearity occurs when the Maxwell stress tensor formula is applied to

obtain the resultant electromagnetic force of the two opposing C-cores:

F = [(B+) 2 A--e-=- (B-) 2 A-_--=]cos_ (4)
/z0 /%

where

(B-)2 (NniB - Nci) 2
= 4(g o+w) 2 /'to2'

(B-)2 = (NBia - Nci) 2 2
4(go+ wy Uo (5)

This yields:

F = 772cos t_ AJ--L[( NBin + Nci )2 _ (Nnia - Nj.)2 ]
4 go - w go + w

(6)

The related parameters for the example considered are •

,/'/0 --4//7×10-7

_ 6 (m 2) area per pole
Ao 39.372

0.02
go- (m) , air gap

39.37

t_ = 360*/(16×2)= 11.25 ° , half angle between poles

7/= 0.9 derate factor

i B = 30(,,' 0 , bias current

N a = 40 (turns per C- core), bias coil

N c = 16 (turns per C- core), control coil

2.2. COIL INDUCTANCE AND VOLTAGE

According to Faraday' s law, the coil voltage in each C-core can be written as follws:

positive C-core

negative C-core

d___=V[ = g _"_"(---_)
" dt 2 dt w +

(7)

V[ = N_ dO- N?u.A_ d i= 2 g(w (8)
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or"

and

2 2

VL+ N,/2oA o d/ N,/_oAo.d 1
= 2w + dt _ 2 "_'(_7")

= L+ dit Nc2/AOAa . d 1
dt -_ t -._(g-_)

(9)

where

2 2

V[ Nc lZoA° di Nc laoAo i d ( I.
= 2w- dt 2 "-_-_'z-)

di N_21"t°A° i d ( 1 .
= L----tdt 2 -'_ g--_)

(10)

N _21aoAo 1 N c21_oAo 1

v - ("---=--), v -
2 go - w 2 go + w

are the non-linear inductances of the coils on the two opposing C-cores.

(11)

Considering the coil resistance R, the voltage drop across the power amplifier output

terminals for two opposing C-cores becomes:

2 ch" N_laoA o
V=2Ri+L + di 4 N_ #oAo id( 1.____)+L- + (12)

dt 2 dt go-W dt 2 dt go +W

Eqs. 10-12 show the nonlinearity that is contained in the voltage expression obtained

from Faraday's Law.

2.3. FLUX DENSITY SATURATION

Due to the non-linear property of the ferromagnetic materials, the flux density in the

magnetic circuit will saturate with increase of exciting coil current. The AMB forces

saturate accordingly due to the saturation of the magnetic field.
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For simplicity, suppose the maximum flux density is 2 Teslas:

B+,.= = B-.._, = 2 (Teslas) (13)

Then we have for the maximum AMB forces expressed as:

F-== = F+==, =r/2 COS¢_(B+==) 2 Aa= 4r/2 cos¢_ja//, o

#o
(14)

The saturation of flux density B limits the maximum force"

F===(B+==y&
/to

(15)

The above result is valid for each opposing C-core pair ( 2 opposing C-cores).

2.4. CLOSED LOOP SYSTEM

The basic configuration of one control channel is shown in Figure 2.:

10 I1 12 13 14 15 16 17 18 19 20 21 22 23 24

F221:8 + 1

s (t,s + l) z

Figure 2. Finite element model of shaft plus feedback control path
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In this diagram, we use PD controllers in the feedback loop. A more elegant nonlinear

fuzzy logic controller will be described later. It can be seen from this configuration that

the shaft is divided into 23 elements. Dimensional data for this model are given in the

Appendix. The sensor is located at node 7 and the actuator is located at node 9: this is a

non-collocated system. An oil film bearing is placed at node 17 to support the other end

of the shaft (see Appendix). The sensor measures the displacement signal of the rotor and

feeds the signal to the controller. The controller synthesizes the input signal to generate

output voltage to the power amplifier (P.A.), which in turn produces the control current

for the magnetic bearing coil to support the rotor. The compressor wheel is located in the

first two elements and the operating rotor spinning rate is set to 12=17000 rpm

3.1. LINEARIZATION

3. LINEAR ANALYSIS

The magnetic bearing used to support and shake the rotor has 16 poles, which

constitutes 4 C-core -pairs. The 4 magnetic bearing system consists of 8 C-cores

distributed around the circle at uniform angles of 45 degrees. Each C-core has 2 poles, N

and S, two opposing C-cores have 4 poles. Totally the system has 16 poles evenly

distributed at an angle of 22.5 degrees. Figure 3 shows the configuration of the 4 C-core-

pairs.

..... -....:o:,-
s "! I x,,

Figure 3. Configuration of the 4 C-core-pairs

138



Rewrite F for the j-th (i"=1,2,3,4) C-core pole pair as

F =,12cosa-_[(N'i" + Noi)2_(N_ - Nj)2]
go - w go + w

= k_ [( NBin + Nci.)2 _ (Nni B - N j)2]
go - w go + w

(16)

where

k= = 7/2 cos a A°#°
4

(17)

Linearize the force at i=O and w=O:

-2

n=dF 2k a [(NBi a + N_i)N_ _ (Nni s - N_i)Nc .] [_:_0_° =4k= _NBN _
di (go - w) 2 (go + w) 2 go

dF ,.., _(NBi B + N_i) 2 (Nni B _N¢i)2 .2
--- t .] 1_o =4k=N_ 'B

-_= zx=t _ _ w) 3 (go + w) 3 go3

Therefore,

F =[Fx(x,y, ix,iy), Fy(x,y,i,,,i

OF,, OF: OF:

Ogl Og2 Og3

= OFy OFy OFy

Ogj Og 2 Og 3

Og 3 + OF:. OFy iy

Oi_ Oi>.

,)]

"Og l

Ox

i)F_ Og2

Og4 Ox

OF:. Og 3

0g41 OX

Og___4

Ox

0y

0g_.__4

0y

(18)

(19)

(20)

Geometric consideration of the 4 C-core pairs gives the following relations:

gl -'X

g2 = x cos(/r / 4) + y sin(tr / 4)

g3 =Y

g4 = X cos(37r / 4) = y sin(3_r / 4)

(21)
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Then,

F =[F_(x,y,i,,iy), Fy(x,y,i_,iy)]

Fay, at, av, av,ll-
_/_ ag_ ag, _11 _/=
-|av_ aV, aV, ar, II o

o l F<

1 ILyJIaw,
¢_/2j Lai_

<l
a;,/r'_l

_Im',J

After algebraic manipulations:

lJLyJ+]_ aF, ,:
La*,

.2

lB -NB is the position stiffness.
where Kin, = 8k a

For the current stiffmess, note that

i2= i. cos(_r/4)+ iysin(#/4)

i_=i,

i4=/_cos(3_r/4)+ iysin(3_r/4)

(22)

(23)

(24)

Therefore:

av, aF,
ai, aiy

aF,. aF,
ai, ai,

i B
where K, = N BN` 4k,, "T is the current stiffness.

go

'[lo= NnN_8k,_ -T
go

(25)

The total lineatized resultant force is:

v=r_,[: °l[_]+r[' °l[i,]ULyJ 'Lo 1JLi:,J
(26)
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To obtain the linear electric load, we ignore the coil inductance difference in the two

opposing C-cores due to the radial displacement of the rotor, that is, let

+

W = W =go

Then L÷ = L- = L, where

2

L - Nc/l°A°

2go

For two opposing C-cores, the linear electric load is

V = 2Ri + 2L di
dt

(27)

(28)

3.2. STABILITY AND STEADY STATE ANALYSIS

The linearized closed loop equation is expressed as:

= A Z + Bu (29)

where

Z ---_ IX1 y, Oxl Oy_X 2 Y20x20y2 ..... .XN y_ Oy_ 0 w ]r is the state variable vector of the

closed loop system,

Bu represents external disturbances, i.e. imbalance and shaking input

A = closed loop system matrix where the feedback control forces are included.

The system stability property is determined by the eigenvalues of the closed loop

system matrix A. If all the real parts of the eigenvalues of .4 are negative, i.e. the

complex eigenvalues are all located on the left half plane, the system is stable. For a

stable system, the steady state solution is given as follows:

U = Ue j°" whereto =shaking frequency
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This lead to

_coej" =AOej"+PeJ"

jcoO=AO+ _

(jco-A)O=P

0 =Uco-A)-'P

Figure 4 show the amplitude of the compressor wheel (node 2 and node9) with respect to

the shaking frequency.

101
Y--def_ak_ _ m _

10-'

i
x

lO _

10'
1 ' ' '1 _'tv

/

m_mm.,e tm*n Ha.

lo I

1 o*

y -¢tm_ialctm_ of *¢4Jg_B a_ i_¢le 8

10 -I

I0 -m

c=;
x

10 4

10 _ - , ,
10' 101 10=

Stm_ng fmquemW in liar.

Figure 4. Compressor wheel amplitude vs. shaking frequency

The frequency responses are obtained with the following conditions:

Shaking frequency vcries from 20 Hz to 600 Hz, shaking voltage=66 v

Rotor spinning rate I2=-17000 rpm
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The following table shows the steady state displacements in the x and y directions at

node 2, node 5, node 9 and node 17, when the shaking frequency =200 Hz, respectively:

Node number 2 5 9 17

Displacement (ram) 0.292 0.241 0.178 0.0355

Note that this is a linear response prediction and the nonlinear response amplitudes were

less than 0.254mm.

4. TRANSIENT RESPONSE SIMULATION WITH PD CONTROLLERS

The simulation was carried out with the following parameters:

PD controllers:

Proportional control path: Kp Derivative control path: Kds
(z,s + 1)2

where Kp = 65, Kd = 0.008, "¢_-

Power amplifier DC gain = 1

Sensor gain : 4 = 200

Rotor spin rate: _ 17000 rpm

Shaking voltage frequency: 200Hz

2a: x 5000
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SIMULATION WITH LINEAR MODEL:

Results for the linear model are shown in Table 1

Table 1. Linearized model forced response results

V(shaking) Radius of orbit Power amplifier Power amplifier

At node 2 (ram) voltage (v) current (.4)

20 0.0889 50 16

45 0.2032 I10 35

80 0.3556 180 62

It can be seen that the radius of the orbit at node 2 is proportional to the magnitude of the

shaking voltage. The magnitude of the shaking voltage increases linearly with time until

it reaches the desired steady state value. Figure 5 shows a linear system shaking orbit and

power amplifier voltage for Vs_cing=80 v:

i
o

4Lgl

-O.01

•-O.gg t • i
•-D._ .-0._6 ,-_01 "_.m

Wm gt_t _WmNtd

0.015
0 L_ 011 OAS 02 US 03 0.3S

line
0.4 Oils

Figure 5. Linear model vibration response at node 2
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SIMULATION WITH NON-LINEAR MODEL:

In the non-linear model, we include the nonlinear magnetic bearing forces, the nonlinear

electric load expression and the saturation of the flux density. The following table

summarizes the simulation result:

V(shaking) Radius of orbit Power amplifier Power amplifier

(v) At node 2 (ram) voltage (v) current (.4)

20 0.0635 17 5
30 O.0965 25 8

45 0.1524 40 12
46 0.1549 46 14

50 diverge

Figure 6 shows a shaking orbit and power amplifier voltage for the fully non-linear model

when Vshaking=46v. Not ethat the target of 0.25ram could not be achieved with a PD

control. This was true even over an exhaustive range of Kp and/G values.

0

i
--2 x 0.(_ m xSO _

J_w _lmm _lIMw m4_lira, ml_ _

0 0.06 o.1 0.15 o.,1 G25 0.3 (].3E 0.4 0.45 o.J$
w,i

Figure 6. Nonlinear model vibration response of node 2
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5. FUZZY LOGIC CONTROL

From the simulation results, it can be seen that with the linear model, the radius of the

shaking orbit can be easily made greater than 0.25ram. For the nonlinear model, the

maximum radius is O.I6mm at a shaking voltage of 46v. Further increase of the shaking

voltage leads to system divergence.

For the active stall control studies, it is desired to obtain a shaking radius of 0.25mm

to reduce the stall of the compressor wheel. This target can not be attained with the PD

controller. A fuzzy logic controller is introduced in the control loop to overcome this

difficulty. The 0.25ram shaking radius can be reached by adding fuzzy logic controllers

with Mamdani architecture.

Fuzzy logic is an intuitive way to map an input space to an output space. In our case,

the input space is position voltage Vp and the rate of change voltage Vd, and the output

space is the control voltage vc. To employ a fuzzy logic controller, we define input and

output membership functions which describe the truth of any statement as a matter of

degree. More precisely, a membership function is a curve that defines how each point in

the input space is mapped to a membership value between 0 and 1. Then based on

experts' heuristic knowledge about how to control a system, a rule base is formulated

holding the knowledge of how to best control the system.

The fuzzy logic controller is formed as follows:

The 2 inputs called Vp and Vd, and one output denoted as vc. Triangular and trapezoidal

shapes are used to define the membership fimctions.

The 3 input membership functions for Vp are: neg, zero, pos

The 3 input membership functions for Vd are: neg, zero, pos

The 5 output membership functions for v_ are: vneg, neg, zero, pos, vpos
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The following figures depict the input and output membership functiom:

-120 -60 0 60 120
input variable Vp

-2 (.

neg zero pos

-15 0 15 29

input variable Vd

1.0 m

0.5

-100 -80 -60 -40 -20 0 20 40 60 80 100

output variable Vc

Figure 7. Input and output membership functions

The rule base can be described in the following compact form:

Inputs vp: neg Vp:zero vp: pos

vd: neg vneg neg zero

vd: zero neg zero pos

yd."pos zero pos vpos
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The above table formulates 9 rules. For example, the first rule is:

if vp is neg and va is neg , then vc is vneg.

Schematically, the closed loop system with fuzzy logic controller is depicted in Figure 8:

II !_.............._,_.-_.._w_ _,_,_.__._
I[llllll I [llllll I IIlllIF--_

1",$ + 1

sn_a,_ -I (r,s+ Iy

_mWTtl_l'

Figure 8. PD controllers with fuzzy logic control stage

The results with the fuzzy logic controller are

V_{shaking} (v) Radius of orbit Power amplifier volt. (v) Power amplifier current(A)

45 0.25 mm 220 70

It can be seen that the cost paid for the larger shaking radius is higher power amplifier

voltage and current. However, these are within the allowable limits for the selected power

amplifier. Figure 9 shows the wheel orbit and the power amplifier voltage with the fuzzy

logic control stage.
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Figure 9. Shaking voltage response with fuzzy logic control stage

6. CONCLUSION

In the closed loop analysis, frequency response with the shaking voltage of 66 v is

given for the magnetic front bearing system. When the shaking frequency is 200 Hz, the

shaking radius of node 2 reaches 0.29 mm with the designed PD control.

We have also shown that in the transient simulation, the linear model can reach

higher shaking orbit radius. When the shaking voltage is as high as 80 volts, the

simulation still converges and the orbit radius at node 2 is greater than 0.25 ram. However

the linearized force assumptions are shown to be invalid by comparing the results

between the linear and nonlinear models.

For the full nonlinear case it is impossible to reach 0.25mm radius with conventional

PD controllers. Further increase of the shaking voltage will result in simulation

divergence. However, the large shaking amplitudes required for the NASA stall-rig

necessitates a fully nonlinear model. Although a linear approach can be used as a

preliminary means to analyze the system, it is not appropriate for obtaining accurate

results. By employing a fuzzy expert system, it has been shown that the shaking orbit
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radius may be increased 50% greater than that with the conventional PD controllers. The

fuzzy rule base system used in this approach is very simple and direct, so it is easy to

implement on a real time basis.
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Finite Element Model of Stall-Rig:

No. of Element DO DI

APPENDIX

E G RHO LEN

1 14 x25.4

2 14 x25.4

3 5.25 x25.4

4 3.75x25.4

5 3.75x25.4

6 3.75x25.4

7 4.25x25.4

8 8.25 x25.4

9 8.25 x25.4

10 8.25 x25.4

11 6.20 :,<25.4

12 6.20x25.4

13 6.20x25.4

14 6.20x25.4

15 6.20x25.4

16 3.30x25.4

17 3.30 x25.4

18 3.30x25.4

19 7.30x25.4

20 7.30x25.4

21 3.50x25.4

22 3.50x25.4

23 8.25 :,:25.4

0

0

3_5.4

1_5.4

1_5.4

1_5.4

1_5.4

4.8_5.4

4.8_5.4

4.8_5.4

4.8_5.4

4.8_5.4

4.8_5.4

4.8_5.4

0

0

0

0

0

0

0

0

0

2.07e10 6.9el 1 7.8 0.7)<25.4

2.07e10 6.9el 1 7.8 0.7x25.4

2.07e10 6.9el 1 7.8 1.25x25.4

2.07e10 6.9el 1 7.8 1.0x25.4

2.07e10 6.9el 1 7.8 125)<25.4

2.07e10 6.9el 1 7.8 0.5x25.4

2.07e10 6.9el 1 7.8 5/8x25.4

2.07e10 6.9el 1 7.8 2.5x25.4

2.07e10 6.9el 1 7.8 3.0:<25.4

2.07e10 6.9el 1 7.8 0.5x25.4

2.07e10 6.9el 1 7.8 3.0x25.4

2.07e10 6.9el 1 7.8 3.0x25.4

2.07e10 6.9el 1 7.8 3.0x25.4

2.07e10 6.9el 1 7.8 2.75x25.4

2.07e10 6.9el 1 7.8 5/8x25.4

2.07e10 6.9el 1 7.8 1.75x25.4

2.07e10 6.9el 1 7.8 1.5x25.4

2.07e10 6.9el 1 7.8 1.75x25.4

2.07e10 6.9el 1 7.8 5/8x25.4

2.07e10 6.9el 1 7.8 5/8x25.4

2.07e10 6.9el 1 7.8 1.25x25.4

2.07e10 6.9el 1 7.8 0.75x25.4

2.07e10 6.9el I 7.8 1.25:<25.4
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where DO

DI

E

G

RHO

LEN

outer diameter, mm

inner diameter, mm

Young's modulus, N/m 2

elastic shear modulus, N/m 2

mass density, kg/¢m 3

length of element, mm

Total number of elements:

Total nmnber of nodes:

23

24
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ITERATIVE CONTROL-RELEVANT IDENTIFICATION AND CONTROLLER

ENHANCEMENT OF A MIMO MAGNETIC BEARING SYSTEM

Dong-Chul Han, Sang-Wook Lee, Hyeong-Joon Ahn and Sang-Ho Lee

School of Mechanical & Aerospace Engineering, Seoul National University

SUMMARY

The magnetic bearing systems are intrinsically unstable, and need the feedback control of

electromagnetic forces with measured displacements. So the controller design plays an important role in

constructing high performance magnetic bearing system. In case of magnetic bearing systems, the order of

identified model can be high because of unknown dynamics included in closed loop systems - such as sensor

dynamics, actuator dynamics - and non-linearity of magnetic bearings. "Identification for control"-joint

optimization of system identification and controller design - is proposed to get the limited-order model

which is suited for the design of high-performance controller. We applied the joint identification/controller

design scheme to MIMO rigid rotor system supported by magnetic bearings. First, we designed controller of

a nonlinear simulation model of MIMO magnetic bearing system with this scheme and proved its feasibility.

Then, we performed experiments on M/MO rigid rotor system supported by magnetic bearings, and the

results shows that the performance of the closed-loop system is gradually improved during the iteration.

INTRODUCTION

Active magnetic bearing (AMB) systems have been widely used for their unique advantages such as:

non-contact, lubricant-free operation, the possibility of high rotational speed, and the controllability of the

bearing characteristics. Since AMB systems always require the feedback control of magnetic force for stable

levitation of a rotor, the characteristics of AMB system is mainly determined by the feedback controller.

Therefore, the design of controller plays a significant role in building high performance AMB system.

Since nominal models of AMB systems are generally constructed ignoring the non-linearity of magnetic

force, dynamics of sensors and actuators, and the spill-over of a rotor, the identification of AMB systems is
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essential to enhance the performance of whole system. So far, identifications of AMB systems have been

performed to get experimental values of specific physical parameters, which were current stiffness and

displacement stiffness of AMB or poles of open-loop plant. Ho,A,ever, the estimation of system parameters

in the sense of controller design law is required to achieve better performance.

In these days, the control-relevant identification has become more and more important area of control

researchers. An idea has been raised that the model identification and controller design is not performed

independently. This has led to the iterative design of model-based controller. While conventional

identification methods put emphasis upon getting accurate model, the objective of the control-relevant

identification is to get the nominal model that is suitable for the design of a high-performance controller.

Various control-relevant identification schemes [1-2] were proposed recently and achieved good results in

many industrial applications [3-4].

This paper presents the iterative identification and controller design of a MIMO rigid rotor AMB system.

A theoretical model of the system is derived, and the iterative scheme based on LQG criterion is suggested.

We verified the feasibility of this scheme through simulations, and performed experiments on a MIMO rigid

rotor AMB system. The performance of the closed-loop system is enhanced successively during iterative

designs.

MATERIAL AND METHOD

Active Magnetic Bearing

The magnetic force equation near the operating point is approximated by

F=k, .i+k. "z (1)

ki=ll°N!Aib, k: 12"N!Ai_ (2)
g,; g,;

where displacement is given by z, input current by i, permittivity in vacuum by .uo. the number of coil

turns by N,, the area of actuator pole by A, nominal gap by g,,. and bias current by i_. respectively.

A configuration of rigid rotor AMB model is shown in Figure ! and the theoretical model of a rigid rotor
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AMB system using magnetic force equation ( l ) is described as follows

M h_5_+ C_ _-b÷ Kh zh = f, (3)

M b -_

(rnl_ + J,)/(l I +l_,)-' (mlll z -J,)/(l I +/_,)-" 0

(miLl: -J ,)/(l I +l:)'- (ml_: + J _)/(l I +l,_)" 0

0 0 (ml_. +J.,.)/(l 1+l:),

0 0 (mill: _ j, )/(ll + lz )2

f! oo1, F
-K,.. 0 0 Zb =[xl X, Y3 Y,]r

0 --1 J.g'-2 , Kh= " , - -
C_ = -1 0 " 0 -K,. I 0 fb =[Ki._ti.,.i Ki.,.,_i,,_ Ki,-li,.i

1 1 0 0 0 -K,. 2

where m denotes rotor mass, Jr, J¢, J, polar and diametrical moment of inertia, K_ displacement

stiffness of AMB, f2 rotating speed, f,, bearing force and :._ displacement at bearing location.

Figure 1. The model of a rigid rotor AMB system

Ignoring the gyroscopic effects, theoretical model above has 4 rigid body modes and these modes give 4

double poles in real-axis, which are symmetric to imaginary-axis.

Control-relevant identification

The basic principle of the control-relevant identification problem is described by the following triangle

inequalities, as considered by Schrama [5]:
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!t+,o +. _4)

:,tJ,o,,.c,tl=J'"':"hea hiev,dperfo .n  (4-a)

IJ G.C) = J'Z" " the desired performance _4-b)

JIG.,. C)- J (G. C) = J"l " the identification criterion (4-c)

where G,, means true plant, d estimated model of true plant, and C the controller.

Basically. the objective of all controller design is the minimization of cost function (4-a), which is the

left part of equation (4). But. that is unrealizable since the exact description of a true plant Go is not

available. The aim of the control-relevant identification is the minimization of the right part of equation (4).

which means the upper bound of the achieved performance cost (4-a). It can be done by the minimization of

both (4-b) and (4-c), but the simultaneous minimization of equations (4-b) and (4-c) is impossible by

ordinary identification and control-design method. Therefore. separate optimizations over d and over C are

performed in an iterative way. The model and controller of i'_ iteration are obtained by

G,.,(0)=argmoin J(Go,C,)-J(G(O),C,) I, C,.,=arg nlla(<.,(O).C)il (5)

where 0 denotes the parameter vector that is estimated in the identification procedure and i means the

iteration step.

The iterative identification and control design procedure described above will be modified for LQ

criterion• The state-space model ofanLQG controller is described as

2 = .'4..? + Hv. u = -K.? (6)

where ._ is estimated state, v system output, H Kalman filter gain. K LQ gain and A augmented

system matrix, individually.

158



The control design procedure for LQ criterion minimizes a following cost function.

JLQc = lim l-L_ E {._:rQ:_+ur Ru }
V--_ IV t=O

(7)

The identification procedure with LQG criterion minimizes

l .V-t

J'_ = _m-Y {w (z)(:(n- ._'U,o))[{%(z)(y(t)- _'(.o))}
.v-,-.N _ "

(8)

, which is equivalent to equation (9) in frequency domain

J"' = W(jo))(Go(jco) - G(jo),O)) i (9)

W(s) is a control-relevant weighting function in frequency domain and is calculated as

W(s) = WcR(s)(l + 8(s,O)C(s)) -_ (10)

where WcRr (s)WcR(S) = Hr (sl - A )-r (Q + Kr RK)(sI - A,.)-Z H can be calculated by Schur decomposition.

A flow chart of the iterative identification and control design procedure is described in Figure 2.

No

i=i+1 l

Start ]

Experiment on (Go,C)

Identification t

Controller Design

Figure 2. A flow chart of the iterative identification and control design procedure
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Frequency domain identification

The averaged frequency spectra of input and output signals are used to get the frequency response

function (FRF) of a plant. Experiments are done with 8 different excitation signals. The frequency spectra of

input and output signals are U"'()oo)_ C '''_' , Y"'(jw)e C"x'. i= 1.2,...8 and nu. nv the number of input and

output, respectively. The entire input/output data are defined as

Y(joo)=[Y'"(joo) Y'Z)(joo)... Y'Sl(jo0)]r _ Cn, xs (11)

U(jeo) = [U'"(jO2) U_'-)(jO))... U'8'(j¢O) ]r e C,,×s (12)

Then non-parametric transfer function matrix G(jo))e C "_'_ can be obtained by [6]

G(jo)) = Y(jo))U(jo))* (13)

where superscript + denotes the Moore-Penrose pseudo-inverse.

Frequency-domain curve fitting algorithm using polynomial matrix fractional descriptions (MFD) is used

for the identification of MIMO system. The transfer function G(co,0) is described via left MFD.

G(co, O) = A(co, O)-tB(co, O) (14)

A and B denote polynomial matrices as follows.

d÷o b-I ot

B(_,O) = '_B,p(_)', B, _ R "_" , A(_,O) = I ....... +__A,p(_)', A, _ R "_': (15)
i=d i=d

where polynomial matrices are written in terms of a (scalar) polynomial basis

p(_ ) [ p [1 + p [ _ + p : _ 2 + [ ] l + p,,_ '1 (16)

The parameters are estimated via minimizing 2-norm of each element of weighted error matrix

O=arg m_n ZIE"(tg)" r (17)

160



The (i, j),, component of weighted error matrix is parameterized as follows.

(18)

where ..- ,,. B (o,,.)=_,(o_,).[8,,'B;'

p'(_(w,)7 -.. p'" (_(w,))], ¢(_,.) = ---_(_,.)_"(_(_ )) p'(_(_,.))

The equation (17) above are converted to general least squares form.

="r_m!2EU_,,- e,,.et1:, (19)

y,, is denoted by

I I* (,O J

lY,, ( ,)}"

Y,,, (¢0,) = : , where

{Y,y(_)}"

r" =[w:' w:,:

LG" G_" ---G" LW,",

(20)

and P,, is

where

I pL. r 1

{ ,, (co,.)}
P.,(co, ) = i = _,_,,® [(w_)r ® _ {G-W, Ir ®¢]

w,(_,) = Wo(O._,)a(_,o)-', {e;',..(_,) I" =w"o,® [(_)" ®v {a. _}" ®_]

(21)

® is Kronecker product.

First, SK algorithm based on QR factorization [7-8] estimates the approximate value of system parameter.

Then, using this approximate estimate as the initial value, nonlinear least square problem is solved with

MATLAB optimization toolbox function [9].
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RESULT

Simulations

Eight different excitation signals are generated using multi-sine of random phases. In general, the

amplitudeof anexcitation signal should be as large as possible to ensure sufficient signal-to-noise ratio(SNR).

Except safety or economic reasons, there are two important limitations of input amplitude on AMB -

linearity region and slew rate of magnetic actuator. The slew rate of magnetic bearing rotor system can be

described by (22)

di= 2g,, [V -(is, +i)(R +R, +Rrer) ] (99)
dt .u.,,VA s --

where Vs is supply voltage, R coil resistance, R r the resistor connected to FET, and RFer FET resistance.

A nonlinear AMB rotor model is constructed by using MATLAB Simulink and the proposed control-

relevant identification scheme is applied through the flow chart of Figure 2. Estimated model parameter

converges as iterations are repeated. Although identified model differs from theoretical model, it can be

considered as the approximated model that is suitable in the control-design point of view. The eigenvalues

of identified plant are given in Table 1 and the values of cost function j_,-h and J"_ at each iteration are

shown in Table 2.

Table I. Eigenvalue of identified system matrix (Simulation)

eigenvalue
627.68

rgl

eigenvalue
-627.58

ttl

eigenvalue
493.05Nominal

Step 1 649.27 -737.29 550.50 -608.09

Step2 648.83 -791.93 552.66 -633.86

Step3 -791.93648.83 552.63

gl

eigenvalue
-493.05

-633.87

Table 2. The cost function value (Simulation)

Step i Step2 Step3

J"'" 4.69 4.58 4.58

J"J 0.63 0.58 0.58
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The parameters of identified plant converge in 3"' step. and the cost function value of the achieved

closed-loop performance J'"_ decreases. This results from the reduction of the identification cost function,

j_d ,

The number of iteration is only two, which is relatively small in general control-relevant identification

scheme. This is because control-relevant schemes are effective in case that high-order plant should be

approximated to low-order model for the design of reduced-order controller. The simulated plant can be

sufficiently described as the model of 2nd order, so the decrease of cost function is not drastic. But the

enhancement of performance still can be shown.

Experiment

\

(a)

Radial R_li_l
Bc=nr_ Thr,._t B e_.,'J.z'_

Cyiind,fic_ _]]m_mlww B_r'u'_ Induc_onMotor _ C}Imd=ical
ABItH_Capacitive _, F_i c_._

_P

(c)

Figure 3. Rigid rotor AMB system (a) assembly Ib) elements

(b)

(c) schematics
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A rigid rotor AMB experimental setup consists of two AMB units with built-in cylindrical capacitive

sensor, thrust bearing, rigid rotor, and induction motor, as shown in Figure 3 [10]. The AMB unit is

designed for ease of assembly like a commercial bearing. The cylindrical capacitive sensor and electro-

magnetic actuator are embedded in the housing of the AMB unit as shown in Figure 3(b). In case of wiring,

small connectors are used for the convenience of assembling and machining. The rotor has outer radius of

39mm at the AMB unit and the maximum rotational speed is 60000 rpm. The water jacket is embedded

around 3kW induction motor. TMS320C44 40MHz DSP board with 8 ch. 16 bit, 200kHz AD/DA is used.

Experiments are performed through the same procedure as simulation. The eigenvalues of the identified

system matrix are shown in Table 3, and cost function values are shown in Table 4.

Table 3. Eigenvalue of identified system matrix _, (Experiment)

Nominal
eigenvalue

627.58

n_

eigenvalue
-627.58

Ctl

eigenvalue
493.05

ffl

eigenvalue
-493.05

Stepl 629.12 -618.82 559.66 -565.99

Step2 612.84 -588.46 533.88 -544.18

Step5 613.82 -588.07 541,99 -533.62

-587.55616.58 535.76Step8 -537.47

Stepl0 615.90 -592.75 534.38 -533.95

Table 4. The cost function value (Experiment)

Nominal Step I Step2 Step5 Step8 Step 10

J_'* 9.33 7.28 7.26 7.24 7.24 7.22

j,u 1.25 0.813 0.591 0.544 0.551 0.539

Measured FRF anti identified transfer functions are shown in Figure 4. Because of unknown dynamics of

rotor system and other factors, nominal transfer function is not matched well with measured FRF of system.

As shown in Figure 4, the identified model (step 7) with the control-relevant scheme does not look better

than the model estimated without control-relevant weighting (step 1). But the decrease of the achieved cost

function J'* (Table 4) proves that the identified model is appropriate for high-performance controller

design. Figure 5 shows the relative error of the closed-loop transfer function, T(s) between real and

identified plant. The relative error decreases as the iteration steps increase. The experimental results confirm

the simulation results that the iterative scheme can enhance system performance.
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CONCLUSION

We applied the joint identification/controller design scheme to MIMO rigid rotor system supported by

magnetic bearings and the performance of the closed-loop system is improved sequentially during the

iteration. Although the rigid rotor AMB system is not significantly high-order plant, the control-relevant

identification method gives better performance. In case of high-order system, Such as flexible rotor

supported by AMB, the improvement of performance may be more conspicuous.

For the future work, the control-relevant identification with other robust confrol design scheme - H or

/1 control synthesis - will be developed. Also a considerable amount of work is needed to apply this scheme

to a flexible rotor AMB system.
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APPLICATION OF MAGNETIC SUSPENSION AND BALANCE SYSTEMS TO HYPERSONIC

WIND TUNNEL TESTING

Andrew K. Owen

Department of Engineering Science

University of Oxford

Oxford, UK

SUMMARY

Wind tunnel model sting and shroud interference effects can be significant especially when

testing small slender models which are required to simulate higher Knudsen number flows. Indeed,

the presence of a sting of any size complicates all flowfield calculations since the model/sting

geometry must also be numerically modeled.

Thus, in an attempt to generate reliable low density aerothermodynamic data on test models in

flows closer to the flight test ideal, the University of Oxford Low Density Wind Tunnel was

recomissioned for an extensive series of experiments in which a magnetic suspension and balance

system was used to obtain sting and shroud free model data. Test data were obtained over wide ranges

of freestream Mach (M= 6 - 9) Knudsen numbers (.001-0.3) on a wide variety of half angle cones at

angle of attack, axially aligned cylinders of varying aspect ratio, and a model of the NASA Aerobrake
vehicle.

In this paper, the critical components and functions of the magnetic suspension and balance

system along with the levitation and test measurement procedures will be described. Techniques used

to achieve model stability through the active control of lift, pitch and drag, and lateral stability,

including suitable shaping of the magnetic field, and strategic placement of ferromagnetic material

within the test section will be discussed. Coil placement, coil current control loop, and the interactive

magnetic field and optical control procedures required for successful levitation will also be described.

Details of the optical model position detection and feedback system which were developed for both

conical and axisymmetric model levitation and testing will also be presented along with the procedures

developed for drag calibration and measurement. Some of the data that were acquired during the

program will also be presented and they include: Aerodynamic heat transfer and recovery factor

measurements on slender cones, and the drag data obtained for the NASA Aerobrake vehicle.

MAGNETIC SUSPENSION SYSTEM DESCRIPTION

The Oxford University magnetic suspension and balance system in its basic form was designed

and built by Haslam-Jones ('78) to measure cone drag in the Oxford University Low Density Wind

Tunnel (Figure 1).
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Figure 1 Magnetic Suspension System and Traversing Mechanism

A view of a levitated cone is shown in Figure 2. This view is looking at an angle of 45 °

towards the upstream direction with the cone in the centre of the test section. There was active contxol

of life pitch and drag, together with an inherent lateral stability due to suitable shaping of the magnetic

field. This shaping was performed by the strategic placement of a ferromagnetic material within the

test section resulting in a component of field towards the centre of the test section. This material can be

seen at the comers of test section in Figure 2. The drag coils were split into front coils and rear coils

which typically had 30 ames divided between them.

Figure 2 Cone Levitated in Test Section
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They are located around the test section and were used to magnetise the model and maintain its axial

location. The difference between the front and rear drag coil currents produced an axial gradient of the

axial field component, while maintaining constant magnetisation of the model. With the drag coils

magnetising the model, the lift and pitch coils, all located on the same horseshoe shape steel core,

acted on the model as a magnetic

I

I

I

1

I

I

I

1

Figure 3 Magnetic fields

The pitch coils produced a uniform vertical field creating a pitching moment and the lift coils

superimposed a horizontal gradient on this vertical field component to produce lift. The magnetic

fields were controlled by Proportional, Integral, Differential (PID) analogue electronics with feedback

provided by optical detection of the model position.

Within the vacuum chamber there is no effective inherent cooling other than radiation,

therefore all of the magnetic coils were enclosed in water tight casings, and cooling water was

continuously flowing through the system, preventing the coils from overheating.

This basic magnetic field coil construction was built by Haslam-Jones, as already mentioned, and

essentially remained unaltered. In addition, the PID electronics was also that originally employed.

However, the model detection system was completely renewed in order to perform the more advanced

experiments undertaken by the author. This was made possible due to the new opto-electonic devices
now available.

OPTICAL DETECTION SYSTEM

The original optical detection system consisted of 4 individual photodiodes arranged in the

pattern shown in Figure 4.
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A

C

Figure 4 Original Detection System

-_-----. 396"

Figure 5 Modified Detection System

The physical size of the photodiodes restricted the size of cones which could be suspended. By

replacing the existing 4 photodiodes with one quadrant photodiode, there was virtually no restriction

on the minimum model size (Figure 5), and since the new detector worked in the same manner as the

original individual photodiodes, no complex modification of the control circuits was required. The

original incandescent light source was replaced with a low power (1 mWatt) class III laser diode (_, =

570 nM), and the quadrant detector was covered by a laser line filter, which eliminated the interference

from ambient light which was a problem with the original incandescent light source. Since the laser

diode is a source of unvarying light intensity, there was no longer a requirement to monitor the light
intensity.

The laser beam traversed through the test section and over the model by a series of mirrors as

shown in Figure 6. The model position was found by comparing the signals of the quadrant detector
illuminated by the laser.

Figure 6 Test Section

Using the notation in Figure 5, the model was said to be in the null position when there was an equal

signal from all four quadrants. Tl_s position was set by placing the model in approximately the right

position and adjusting the potentiometers associated with each quadrant until equal outputs were

observed. Axial movement of the model affected all four quadrants similarly, ie backward movement

showed an increase in light signal on all four, while a forward movement showed a decrease in light

level. For solely vertical movement, the outputs of the two lower quadrants were equal as were the
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outputs of the two upper diodes, ie upward movement decreases the signal from the top two diodes,

while increasing the lower ones. Pitching caused opposite pairs to behave the same way, ie pitching

upwards caused the output of the front top quadrant and the rear bottom quadrant to decrease, with the

output of the other two diodes increasing. The original control signals were as follows:

Drag
Lift

Pitch

A+B+C+D+E

(A+ B+ 5E)-(C + D)

(B + C + 5E) -(A + D)

The fifth diode (E) was used to monitor the overall light level intensity, and was replaced with a

constant voltage signal since the laser is a source of essentially constant intensity.

The additional benefit of this new system is that it enables position detection

Figure 7 Model at Non-Zero Angle of Attack

of cones at non-zero angles of attack. Figure 7 shows the orientation of a model at non-zero angle of

attack. Following the nomenclature of Figure 5, and the control signals described above, it can be seen

that the same criteria apply. The maximum angle of attack was therefore limited by the pitch coil

current distribution. This distribution is discussed in the appendix on the operational procedure of the

Magnetic Suspension System.

NON-CONICAL MODELS

The optical system also has a removable second laser diode, and single photodiode detector for

use with non-conical models (Figure 8).
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Quadrant Detecto
Laser Beams /

_ingl

Figure 8 Non-Conical Model Position Sensing

This additional system was used to detect the rear of the model and replaced the above mentioned drag

control signals with the output from the single photodiode.

MODEL STABILITY

The Magnetic Suspension System has active control of drag lift and pitch. There was no active

control of yaw, roll, or lateral position. Yaw was stabilised by the drag coils creating a field in the axial

direction. This field induces a moment and magnetic field within the model which produced a

stabilising yaw moment if the model axis was misaligned with the balance axial directiion. Roll was

seen to be of little consequence to the bodies of revolution tested, and was, therefore, not controlled at

all. However, roll could be used to determine viscous terms by monitoring the roll speed as a ftmction

of time whilst the model was suspended. The lateral position was maintained by suitable shaping of the

axial magnetic field. By placing ferromagnetic material in strategic positions in the test section, a

component of force was created towards the centre.

CALIBRATION TECHNIQUE

The magnetic suspension and balance system is used to measure the aerodynamic forces

applied to a model under test conditions. The forces on a suspended model are balanced by the

magnetic force required to hold the model in a stationary position relative to the flow. This magnetic

force comes about from a change in the distribution of current in the two drag coils. A calibration

procedure is required to relate the coil currents to the forces applied to a model. Previously, the

calibration procedure entailed glueing the end of a light thread to a model and then tying small weights

to the other end which was draped over a pulley, thus applying an axial force on the model. This

procedure is quite straightforward and, although laborious, produces a fairly accurate calibration. The

drawbacks are that this technique inevitably suffers from the effects of friction and pendulum

movements of the hanging weights. A new technique was developed that has no errors due to friction.
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The entire balance is tilted with a hydraulic jack so that the mass of the model itself is used in the

calibration, both techniques are shown in Figure 9.

Figure 9 Calibration Methods

The angle to which the balance is rotated is measured on an inclinometer fixed to the balance and has

an accuracy of one minute. The angle and the difference in the two drag coils are logged in the data

acquisition system. The procedure is repeated at several different angles and a calibration is taken from

the slope of the resulting line. A two ues is shown in Figure 10.

Figure I0 Calibration Comparison

177



It can be seen that there is a very small difference in the two procedures. However there is little scatter

in the tilting calibration, and this procedure proved to be more practical.

A typical calibration done before and after a run is shown Figure 11, which demonstrates the

repeatability of the drag calibration procedure.

Drag Calibralion Before and After a Run
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Figure 11 Drag Calibration Before and After a Run

A comparison of calibrations obtained for a cone at varying angle of attack is shown in Figure 12.

E

2.50

2.00

1.50

1.00

0.50

0.00

m

Drag Calibration Comparison

as

=t

I I I I

0 1 2 3 4

• 5ram cone 0 deg AOA I

• 5ram cone 5 deg AOA I

• 5ram cone 10 deg AOA I

ct=_., _ o,_= ('.3
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It can be seen that there is essentially no difference in the calibration with the different angles of

attack. This was taken to be true on all subsequent testing of cones at angles of attack.
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HEAT TRANSFER AND RECOVERY TEMPERATURE MEASUREMENTS

The total heat transfer and recovery temperature of a cone have been measured while the model

was suspended. The heat transfer was to be measured using calorimetry techniques whereas the

recovery temperature was found from the equilibrium temperature. The model temperature was

measured remotely utilising liquid crystals.

The following technique was used to measure the convective and radiative heat transfer rates

using the temperature sensitive liquid crystals. The model temperature was measured by observing the

colour of the liquid crystal on the cone as previously stated. The model was suspended in the magnetic

balance and then heated in a vacuum to a temperature above the colour play of the liquid crystals. The

cone models had a good thermal conductivity so their internal temperature was essentially uniform and

the models acted as calorimeters. With the test section at the operating background pressure and with

no flow established, the heater was removed and the model was allowed to cool radiatively. Using the

liquid crystal calibration, a comparison was made with the cooling experiment to determine accurate

model temperature. With this procedure it was possible to obtain a history of model temperature

against time, Figure 13. With a relatively simple analysis, the radiative and convective heat transfer
coefficients can be calculated.
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Figure 13 Cooling Rates

A technique for determining the recovery temperature of a levitated cone has also been

developed. The procedure involves coating the model with temperature sensitive liquid crystals having

colour play temperatures around those of the expected recovery temperature.

In the present experiments, the recovery factor for a 6.5 degree half angle silver steel cone has

been found in a low density nitrogen flow at both zero incidence and at 10 degrees angle of attack in a

Mach 5.4 flow. The cone base was covered with three temperature sensitive liquid crystals, with colour

play temperatures of 10, 15, and 22 degrees C. The stagnation chamber was heated until the 22 degree

crystal colour play had been exceeded so that the model temperature was above 25 degrees C. The

flow stagnation chamber was then allowed to cool and the model temperature decreased accordingly.

By monitoring the liquid crystal colour changes, along with the corresponding stagnation temperature,

the recovery factor could be deduced. The model temperature corresponds to the colour of the liquid
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crystals during their color play. A graph of stagnation temperature vs. model temperature is shown in

Figure 14 for the two models tested at zero and 10 ° angles of attack (AOA).
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Figure 14 6.5 degree cone model cooling in heated Mach 5.4 flow

To find the recovery factor, shown in Figure 14, a point on the line where the model temperature is

equal to the chamber wall temperature is taken. This is done so that there is no effect of radiation to or
from the chamber wall.

NASA AEROBRAKE

Aero-assisted space transfer vehicles have three primary components: the aerobrake, the

payload, and the propulsion unit. Flowfield interaction with and between these elements can have

significant effects on drag, vehicle stability, and allowable payload size and shape. Of particular

importance is the interaction of the near wake with the payload compartment. Consequently, precise

determination of drag and wake structure are critical issues for aerobrake design. Unfortunately, the

heating and aerodynamic forces which result from the interactions between the payload and the near

wake are not well understood Also, available experimental data are not sufficient for design purposes
nor sufficient to validate CFD models. The few data which are available are contaminated to unknown

degrees by sting or shroud interference or model wire suspension effects. In particular, the most recent

direct simulation Monte Carlo (DSMC) calculations of Moss et al ('95) indicate that considerable

sting/wake interference effects call into question conventional sting mounted model experimental data

obtained in low density hypersonic wind tunnels at CNRS Meudon and DLR Gottingen. These data,

generated in support of AGARD Working Group 18, are known to be influenced by model support

interference. As a result, additional calculations are needed to explore the sensitivity of the wake to

sting effects. Reliable experimental and prediction design methods will be essential to the success of

future space missions. This will require new interference free test results which will provide unique

test cases for the validation of DSMC calculations and predictions generated by solutions of the

rarefied forms of the Navier-Stokes equations.
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The University of Oxford magnetic balance and suspension system offers the opportunity to

generate new aerothermodynamic drag and wake flow data in the rarefied flow regime on realistic

space vehicle models and payload shapes.

The Aerobrake model used for testing is shown in Figure 15.

Rn = 2.75 mm

Rc =0.5 mm

'--------30mm & 25ram

Figure 15 Aerobrake model

A 2.5 degree semi-angle afierbody was used with the aerobrake in order to maintain compatibility with

the original optical detection system. The detection system was modified so that different afterbody

model geometries can now be tested. However, for the tests undertaken, a series of drag
measurements were obtained on the Aerobrake with two different afterbodies. The 25 and 30 mm

afterbodies were 2.3 mm in diameter and attached to the

Figure 16 Aerobrake in Suspension

18 mm base diameter of the Aerobrake model. This more than satisfied the AGARD guidelines for

sting interference, and set the Knudsen number, based on model base diameter, in the range between
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0.005 and 0.01. The Aerobrake was made of a light non-feromagnetic material, balsa wood, and the

afterbodies were constructed of mild steel. A picture of the Aerobrake in suspension can be seen in

Figure 16. This view of the Aerobrake is taken from a downstream location through the test section.

The present results of the drag on the Aerobrake are shown in Figure 17, and are compared with

DSMC results of Gilmore et. al. ('94) for the same configurations. A unique feature is the decrease in

Cd with increasing Kn, evident in both the experimental data and the DSMC predictions. This trend is

opposite to that which has been experienced with the slender cones, and is attributed to a negative

shear component acting along the sting. This shear component is a result of the recirculating region

reattatching along the sting, and acts in an upstream direction. The trend could also be associated with

an increase in base pressure.
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Figure 17 Experimental Aerobrake Drag Results Compared with DSMC Predictions

In Figure 18 the data are compared with Cd results for the Mars Pathfinder calculated from the data

collected during its decent into the Martian atmosphere in July 1997.
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Figure 18 Experimental Aerobrake Drag Results Compared with Mars Pathfinder Flight Data

The decrease in Cd with increasing Knudsen number is also evident in the drag coefficient shown in

Figure 19 computed from the Viking 1 pressure and acceleration data. Viking 1 also had a 70 degree

blunt nose cone and entered the Martian atmosphere in June, 1976. This effect on Viking has been

attributed, by NASA, to a departure from chemical equilibrium with the increase in altitude which

results in a reduction in pressure coefficient and corresponding decrease in drag coefficient. This

explanation was concluded in 1975 from experiments in the Langley Expansion Tube facility by C.
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Miller, (Blanchford et. al. ('97)). At even higher altitudes rarefied-flow effects begin to dominate and

Cd rises again.
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Figure 19 Viking I drag coefficient vs altitude from flight measurements and DSMC simulations along with

Pathfinder drag coefficient predictions from DSMC simulations (from Blanchford et al '97) and including the

present experimental results

The present data shows a decreasing Cd with increasing Kn over the range tested and this appears to be

consistent with available flight data both from Pathfinder and Viking. The present experimental Cd

values are a little below those of the CFD. However, this trend appears to be supported. The

mechanism for the decrease is still the subject of investigation, although from the low enthalpy results

here, and the CFD predictions, it does appear that it is more of an aerodynamic effect rather than an

effect due to chemical non-equilibrium.
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ROLL MOTION RESTRAINT SYSTEM FOR NAL 0.6m MSBS
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SUMMARY

Suspending the wind tunnel model and controlling its motion in 5 degrees of freedom

are realized in the NAL 0.6m MSBS but the roll motion of the model is not controlled

yet. So a mechanical roll motion control system is designed for NAL 0.6m MSBS. This

system has worked well in the test with the free rotation model hung by the string

vertically and applied to the model suspended by MSBS. A wireless communication

system between the system inside the model and the observer" out of the test section has

also been designed.

INTRODUCTION

Magnetic Suspension and Balance System (MSBS) is a new technique for the wind

tunnel tests that suspends the testing model by the magnetic force. It enables to avoid

the support interference problem and has many other advantages in the future wind

tunnel tests. At National Aerospace Laboratory (NAL), a MSBS for the 0.1m x 0.1m

test section (0.1m MSBS) has been developed and succeeded in suspending the

cylindrical model and controlling its motion in 6 degrees of freedom. And a MSBS for

0.6m x 0.6m test section (0.6m MSBS) has been designed to apply the techniques

proved at 0.1m MSBS to the larger test section.

Figure-1 shows the arrangement of the electromagnets of NAL 0.6m MSBS. A model

containing a cylindrical magnet is at the center of the test section and the magnetic field

from the electromagnets surrounding the test section causes the lifting force that

suspends the model. The position of the model and its attitude around y-axis and z-axis

are measured by the optical position sensor and controlled by modifying the current

supplied to each electromagnet by digital automatic control. Figure-1 also shows the

outlook of the 0.6m MSBS. As shown here, it has already attached to the low speed

wind tunnel and succeeded in suspending the model in the wind tunnel flow. The flow
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velocity is up to 28m/sec.

However, in this system, the magnetization of the model is equal around the x-axis so

the motion around x-axis (roll motion) of the model causes no change of the magnetic

force acting on the model. So the roll motion c_mot be controlled by modifying the

current supplied to each electromagnet. In the wind tunnel testing, some roll moment

acting on the model from the wind tunnel flow must be considered, so some means to

restrain the roll motion is necessary.

Containing some magnets besides the main magnet (the magnet to obtain the lifting

force that suspends the model) or using the main magnet that is not cylindrical gives the

gradient of magnetization in the direction perpendicular to x-axis and enables to control

the roll motion by modifying the surrounding magnetic field. Such a way to control the

roll motion is realized in some facilities successfully.(Ref. 1, 2) At NAL 0.1m MSBS,

Sawada et al succeeded in control the motion in 6 degree of freedom by using the model

containing 4 small magnets besides the main magnet, fReE 3) Figure-2 shows the model

used in the 0.1m MSBS and the test of the roll motion control.

However, when the MSBS and the models become larger, the required current to the

electromagnet increases proportionally to the increasing size of the test section in such a

way to control the roll motion. And when magnetic field from the main magnet becomes

stronger it deducts the effect of radius magnetization for the roll control and make the

required electric supply larger. In addition, such a system has another problem

that it causes the coupling between the roll motion and other mode of motions.

On the other hand, when the MSBS becomes larger, using the large models makes it

easier to contain some mechanical system inside the model. So a mechanical system that

is contained in the model and controls the roll motion is designed for the large scale

MSBSs.

GENERAL IDEA & PROTOTYPE

Figure-3 shows the general idea of the mechanical roll motion restraint system. In this

system, the roll rate of the model is measured by the gyro contained in the model and

the roll rate is fed to the control circuit. The control signal from the control circuit drives

the DC motor with flywheel to cancel the roll motion of the model. According to an

approximate numerical simulation, such a system will control the roll motion well with

simple P-I compensator.

This system has two problems that are to be solved. One is that it creates counter-

torque by changing the rotation of the flywheel, so when the constant moment from
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wind tunnel flow is acting on the model, the rotation will increase continuously to the

maximum rotation of the motor. Increasing the mass of the flywheel increases the

capacity of the constant moment acting on the model, but the weight of the flywheel

is limited by the payload of the MSBS.

Another problem is that when the flywheel is rotating, the gyro moment changes the

force required to change the attitude of the model and influences the control of the

motions besides the roll motion. In the prototype designed, the mass of the part that is

rotating in the model is only 1-2% of the total mass of the model, so it is expected that

the gyro moment caused by the rotating flywheel has little effect on the whole control

systems.

A prototype of the mechanical roll motion restraint system is designed for the d_55mm

diameter cylindrical model used in NAL 0.6m MSBS. Figure-4 shows the arrangement

in the system. In order to avoid the unexpected force from the surrounding magnetic

field, a fiber optic gyro (FOG) and coreless DC motor are used and the frame is made

of aluminum. Because we could not get the FOG that can be contained in the dp55mm

model, the system is contained in a g075mm diameter and 150mm long cylindrical

frame and attached to the model with the longitudinal axes in common. The difference

in diameter is off course intolerable for the wind tunnel tests. But it is only because of

the size of the FOG and not an essential problem of such a system. Some smaller FOG

that will be developed in future or further enlargement of the MSBS will solve the

problem. A d_90mm diameter super-conducting solenoid model has been introduced to

NAL 0.6m MSBS already so this test makes sense as the preparation for applying this

system to the ff90mm super-conducting solenoid model. The FOG used in this system is

TA7319N1 produced by Tamagawa Seiki Co., Ltd.

In order not to spoil the advantage of the MSBS that it has no support interference, no

connection for the power supply between the model and the external power source is

allowed. So the power source also must be contained in the model and must have the

capacity to keep driving all through the wind tunnel test. A 9V dry cell on the market is

used and DC-DC converter is used to produce required constant voltage. The dry cells

are magnetic bodies so it's not desirable to use it actually. According to the experiments

below, some effect to the MSBS control has been considered.

Figure-5 shows the outlook of the prototype of the roll motion restraint system. The

lifting ability of the NAL 0.6m MSBS with its d_55mm diameter model is limited to

700g so the system has been made as light as possible. Finally the weight of the system

is 650g with the communication system mentioned below.
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COMMUNICATION SYSTEM

In the wind tunnel tests, no wire connection for data communication is allowed

because it spoils the advantage of the MSBS that" it has no support interference. So a

wireless communication system for the MSBS is required. It must work under strong

magnetic field and its interference,and strong electric noise caused by power amplifiers

for MSBS and should be small and light in order to be contained in the model.

As a prototype of such a wireless communication system for the MSBS, an infrared

(IR) communication system is designed for NAL 0.6m MSBS. Figure-6 shows the

outlook of the IR communication system. An IR communication system has been

chosen instead of conventional radio telemetry system because it is expected to have

required anti-noise performance. It has one analog input and converts the data to 12 bit

digital data and sends it to the PC with IR communication. It also has a 12 bitdigital IR

input from the PC and converts it to analog voltage output. It can keep driving for

60 minutes with conventional dry cells.

At first, a system that sends the roll rate from the FOG to the PC and receives the

calculatod control signal from PC was planned. But because the designed communication

system does not have enough sampling rate to control the roll motion, an analog PID

compensation electric circuit has been designed and implemented to control the roll

motion of the model. Figure-7 shows the control circuit. So the communication system

was used only to monitor the roll rate and to change the reference value of the roll rate.

Such a system can be used not only for the communication to control the motion of

the model but also sending the data measured by the sensors contained in the model,

such as temperature, pressure, etc. It will be a useful tool in future wind tunnel tests.

However, it requires more channel numbers and further accuracy including anti-noise

performance.

EXPERIMENTS

Before applying the roll motion restraint system to the model suspended in the MSBS,

a test by the vertically hung model is carried out to prove the possibility of restraining the

roll motion under the influence of the magnetic field caused by the main magnet of the

model. The model with mechanical roll motion restraint system is hung by a string

and can rotate around x-axis. First, the test was carried out without control circuit. The

FOG and the motor were connected by wire to the PC and the PC calculates the

control signal that drives the motor after the roll rate from the FOG. After that, the test

with the analog control circuit in the model was carried out. In this system the
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control loop is closed in the model and the PC was used only for the monitor.

Figure-8 shows the time trajectory of the roll rate (d_b) in degree per second and the roll

(_b) in degree and control command in voltage. The initial value of the roll rate is given

and the system works to restrain the roll rate to the zero value. Because of the elasticity

of the string suspending the model, the roll motion is reduced without any control as

shown in the upper chart (Fig.-8.1). But the results of the test shown in the lower chart

(Fig.-8.2) shows that the roll control system reduces the roll motion much faster. The

magnetic field by the main magnet contained in the model did not cause any influence

on the performance of this system. The required time to restrain the roll motion is longer

than expected by the numerical simulation. This is probably because of the capacity of

the circuit that drives the DC motor. This circuit has been refined when it was combined

to the inner control circuit, so there exists the possibility of some improvement in the

response speed between the system with wire and the system with inner control circuit.

Figure-9 shows the picture of the roll motion restraint system attached to the

cylindrical model actually suspended in the MSBS, but with no wind tunnel flow. The

IR communication system was attached to the model but could not perform as expected

probably because of the heavy electric noise from the power amplifiers of the MSBS. So

in the experiments below, it is replaced by a wire connection temporarily. But the P-I

control loop itself was implemented as the analog control circuit contained in the model

and closed in the model.

At first, the roll motion restraint system also could not perform as expected because of

the heavy electric noise from the power amplifiers of the MSBS. So the test was carried

out again by the system whose anti-noise performance is enhanced by strictly shielding

the electric circuits. Figure-10 shows the time trajectory after some initial roll rate. The

initial rate is not accurately the same but it is clear that the roll motionrestraint system

works to reduce the roll rate much faster. The position of the model and its attitude

around y-axis and z-axis changed little while the roll motion restraint system was

reducing the initial roll rate. This means that there exists little coupling with the roll

motion control.

As mentioned before, this system works to restrain the roll rate to the reference value,

so was not designed to control the roll value itself. The easiest way to know the roll

angle is to integrate the roll rate but it did not work well when the roll rate value is

affected by the electric noise. So the position sensor of 0.6m MSBS was refined to be

able to measure the roll angle and modify the reference value of the roll rate to control

the roll angle. The reference value of the roll rate is fed to the control system once a

second from the external PC by the IR communication system. Figure-10 also shows

that the roll angle is kept the same as that before the impulse has been given in spite of

the outer moment given as the initial roll rate.
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CONCLUDING REMARKS

A mechanical roll motion restraint system is designed for use in the large scale

MSBS that requires strong magnetization of the model. A prototype of the roll motion

restraint system and the IR communication system has been designed. This prototype is

temporarily larger than the model in diameter but this problem can be solved for larger

MSBS.

Some tests by the model hung vertically was carried out. The results showed that this

system control led the roll motion in the constant magnetic field. Further tests have been

carried out with the model actually suspended in the MSBS. The system restrained the

roll motion from outer force in the strong magnetic field and its fluctuation by the

MSBS. But the IR communication system could not perform as expected probably

because of the heavy electric noise from the power amplifiers of the MSBS. It should be

refined in the near future because this system is very important not only for control but

also for data acquisition such as pressure and temperature.

As mentioned before the tests were carried out under the no flow condition. The next

step is to increase the performance enough to control the roll motion of a cylindrical

model in the wind tunnel flow with this roll motion restraint system. It requires that the

cylindrical model completely contain the mechanical roll motion restraint system in it

and further improvement in accuracy and reliability of this sytem.
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Fig.-9 • roll motion restraint system in the MSBS
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SUMMARY

A model in the frequency domain is considered and checked with experimental results for the dynamic
characteristics of magnetic actuators with solid iron core. First, an analytical magnetic reluctance based
on a two-dimensional analysis is approximated in a simple form with a half-power of frequency and an
accompanying complex number. This approximation is used to describe the dynamic characteristics of the
electromagnet system with a C-shaped stator. Magnetic hysteresis effect is considered with a simple
phase shift and with the conception of a complex value of permeability; leakage flux is ignored. The
model is given by relations in the form of Laplace transform with the variation of working air-gap. For
the symmetric electromagnet system with a uniform cross-sectional area, the frequency responses are
compared with the experimental results when the working air-gap is fixed.

hNTRODUCTION

When solid iron cores are used in electromagnets, eddy currents induced in the iron cores degrade and
complicate the dynamic characteristics of the actuators. Several approaches have been presented to the
analysis of eddy current effects, and distributive models have been derived (refs. 1-5). These are
described by a transcendental function of the Laplace transform variable. There are two ways to obtain a
lumped parameter model from the distributive models. One is to expand the transcendental functions into
an infinite sum of lumped parameter systems and truncate them by several terms (refs. 6-8). The other
one is to identify the parameters for a prescribed system in a range of frequency (ref. 9). The first method
is very simple but may fail with a low-order system. The parameter identification method, in contrast, is
generally reliable but requires a complicated computational procedure.

On the other hand, Feeley (ref. 10) proposed a simple distributive form to approximate an analytical
one-dimensional model. This form is equivalent to the description with the half-power of the Laplace

transform variable, ,_. The approximation has been proven effective in very low and higher frequencies.
This form may be useless in the time-domain analysis but presents few problems in the frequency-domain

analysis. Britcher et al. (reL 1l) recommend an alternative form with a term such as ,drl + _', where r is
a time constant.

In addition, magnetic hysteresis in iron cores has effects on the generation of the magnetic flux. The
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shape of the hysteresis loop is complex, in general; several models have been proposed in precise but very
complicated forms (ref. 12). A simple treatment was devised by Aspden (ref. 1) with the conception of a
complex value of permeability. This approach may have a difficulty in understanding the static hysteresis
loop.

In this paper, we adopt an approximation similar to Feeley's and apply it to a theoretical magnetic
reluctance of iron cores based on a two-dimensional analysis. With hysteresis effects, we take an

approximated elliptical form for the static loop and apply it to the dynamic behaviors in its original form.
The model considers the variation of working air-gap, but ignore's leakage flux. We check the validity of
the proposed model with the experimental results when the working air-gap is fixed.

SYMBOLS AND NOTATIONS

A: Cross-sectional area of iron core.
a : Width of iron core.

B: Magnetic flux density.
b: Thickness of lamination.

b_,: Increment of B.

H: Magnetic field intensity in iron core.
H e : H-value on the surface of iron core.

h s: Increment of H s.

I: Magnet-coil current.
i: Increment of 1.

j. = d-2i.
k b : Gain of magnetic-flux density to coil current.

k i : Gain of coil current to input voltage.

I,, : Mean length of air-gap.

t : Mean length of iron core.

N k : Magnet-coil turns.

N: Total magnet-coil turns.
q : Incremental variable equivalent to magnetic flux.

R : Magnetic reluctance of iron core.

R,: Magnetic reluctance of working air-gap.

ro : Increment of R,,.

s : Laplace transform variable.
T : Time constant.
t : Time.

: Magnetic flux.

0: Increment of _.
/.t : Permeability of iron core.

/.to: Permeability of free space.

cr : Conductivity of iron core.
co : Angular frequency.
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APPROXINLATION OF MAGNETIC RELUCTANCE OF SOLID CORE

Assumptions

Wc make the fl)llowing assumptions.
(At) There is m) leakage flux.
(A2) Magnetomotive force is uniform on the surfacc of iron core.
(,-%3)The distribution of magnetic flux is uniform in working air-gaps.
(A4) Magnetic material parameters are uniform and constant (no saturation).
(AS) The increments of flux and working air-gap are sufficiently small.

Eddy Current Effects

We consider a magnetic-flux path of length l and of constant cross-sectional area A, and assume the

flux distribution is two-dimensional with assumption (A4). Eddy current effects complicate the flux
distribution. We consider a rectangular iron core of width a and thickness b (a > b ). For the sinusoidal

excitation of the magnetic intensity on the surface, a two-dimensional analysis derives the following
equation as an expression of the amplitude of the induced flux (refs. 5 and 6).

¢(,.o) --u .4Hm(_) (1)
where

p(,o)=p,(_,)+p,(,o) (_

pa(w) = tanh(ab/2)
oh/2 (3)

8 a.._. tanh(flka/2)Pa(m) : [(2k _ 1).zr]2 flk 2 flka/2
(4)

= ,_/.,t O'¢.O , , [
2

ilk" = az + (2k
b

(5)

and where H, is the amplitude of the input intensity on the surface, and oJ an angular frequency.
Equation (1) is rewritten as

where
H,t = R@)¢(_) (6)

R(co)= --
R o I

&=-- (7)
p(co)' g-_

Approximation of Magnetic Reluctance

If the thickness is much smaller than the width ( b <<a), then the first term is dominant in eq. (2). To
approximate this term, a low-order lumped parameter model is simple but not always successful because
its series expansion has poor convergency. Feeley (ref. 10) proposed a distributive model described by the
half-power frequency with the approximation

x

tanh(x) _--_ (8)
l+x
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This approximation is very good in very low and high frequencies but fairly poor in the intermediate
frequencies.

For real x, we note that the function tanh( x)/x monotonically decreases with increasing x. In this
case, if we replace the second and higher-order terms by the fh'st approximation, then we have an
overestimation. Neglecting them, we have an underestimation. Taking the overestimation, we
approximate the infinite sum of eq. (4) as

where

=

0 for op << O)bl

tanh(aa/2) for w >> %1
ua/2

i (;'r/2

(9)

In this case, for high frequencies, we have an approximation to eq. (2) as

--+--= i+ (10)

Considering the static value of unity, we give a rough approximation to the magnetic reluctance as

R((o) v b'= b
_ =Fz(w) = 1+ a--
Ro 2' l+--

g

(11)

To check the approximation, we take up a iron core of a =20ram and b =8ram (b/a =0.4) with the
material parameters in Table 1 given later. The absolute value and argument are shown in Fig. 1 by

broken lines (notation F2), and compared with the theoretical values shown by thick filled lines (_o). The

approximation is very good in higher frequencies but fairly poor in lower frequencies. The comparison
for different values of width and material parameters is given only against a scaled frequency axis. The

approximation becomes better with the increase of the ratio b/a (< 1).

To improve the approximation in lower frequencies, we may modify eq. (11) as

=i+_b
a

(12)

by ignoring the accuracy in the statics. The evaluation is'shown by thin fdled lines with F3 in Fig. 1. This

modification improves the first approximation in lower frequencies but is poor in very low frequencies.

We note _ (0) = 1/(1 + b/a) <1, while the first approximation gives the accurate value of unity.

The frequency characteristics with fixed working air-gap may be expressed by the transfer function

1 &
G(s) =_ , cRo -'---

1 + c,or(s) R,o
(13)
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Figure 1. Approximation of magnetic reluctance.

In the equation, Ro is the static magnetic reluctance of iron core and R,,0 that of working air-gap. Figure 2

shows the frequency responses for the approximations when ce0 =0.1.

MODEL OF ELECTROMAGNETIC ACTUATORS WITH C-SHAPED STATOR

Magnetic Circuit Model

Figure 3 illustrates in the left-hand part a configuration of electromagnetic actuators composed of a
C-shaped stator and an I-shaped rotor. Two coils are set on the two pole legs and connected in series.
Actually, the magnetic flux is distributive with leakage along the flux path. When the effects of eddy
currents are combined, the leakage fluxes increase with frequency; hence the dynamics become more
complicated.
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Figure 3. Configuration of magnetic actuator and magnetic circuit model.

202



If we neglect thc leakage fluxes, the magnetic system is modeled by an equivalent magnetic circuit, as

shown in the right-hand part of Fig. 3. In this figure, Nkl are the magnetomotive forces, and R,_ and R,

are the magnetic reluctances in the working air-gaps and in the iron cores, respectively.

Relation of Magnetic Flux to Coil Current

For a loop along the surface of the iron cores in the magnetic system, Ampere's loop law gives the
relation

HJ. + HJ = N1 (14)

where H, and l, are the field intensity and the path length, respectively, associated with the working

air-gap, H, and l are those with the iron cores, N the turns of magnet coil and I the coil current. The

length l is given by the mean on Assumption (A2). Concerning the working air-gap; with Assumption
(A3) we have the relation

Hi. = g,,¢ (15)
where

Io
R. -- #oA.'

where A, is an effective area of the working air-gap, B, the flux density assumed to be uniform over the

area, and #0 the permeability of air. Concerning the iron cores, in the steady state, the flux distribution is

uniform; hence, we have the simple relation

l
H.ol = Ro *'o, Ro = -- (16)

#A

where A is the cross sectional area and # the permeability. This gives the steady-state value of the flux.

In the unsteady state, another approach is required.

For the increment of coil current and for the variation of working air-gap length, we consider the
resulting increments of the field intensity and the flux.

I = I o + i, R. = R.o + r., H. - H.o + h., *" = *'o + @ (17)

Substituting these into eq. (14) with eqs. (15) and (16) and neglecting the second-order term, 1",0, we

obtain the equation of the increments

Ro# + I,,l ,. Ni - *'or, (18)

The Laplace transform of the above relation is given by

R,#(s) +h,(s)l --2Vi(s)- *':, (s) (19)

where the variables with the argument s denote the Laplace transform of the corresponding variable, for
example, @(s) of 0, with the initial values of zero.

Now, we apply the result of eq. (1) to eddy current effects in the magnet core. in a similar way to the
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derivation of eq. (1.), from the Laplace transform of the original equation under some conditions for the
associated functions, we can obtain a similar equation

R(s)¢(s) =/h,(s) (20)

where R(s) is given by the relation in eq. (7) where jco is replaced by s in the term a in eq. (5). We set
the initial values of the variables to be zero. Then, eq. (19) results in

[&o +R(s)]C(s)=Ui(s)- ¢'or,(s) (21)

If we use a variable for the flux, defined by

e_0

q = "77_ (22)
2v

then eq. (21) is written by

[1 + F(s)] q(s) =i(s) -loF,(s )

where
(23)

F. = R.o + Ro "1 + FooR.o Fo= _ (24)' P_o

and where we used the steady-state relation in the term with F,(s).

Equations with Input Voltage

We take a power amplifier with coil-current control. In this case, the electric circuit gives an equation
to the incremental voltage between the ends of magnet coil, v, as

v = p(k_' e - 0 = Rci + N dO (25)

where e is an incremental voltage input to the power amplifier, k_' a constant, p the loop gain of current

feedback, and R,: the resistance of the magnet coil. Then, the above equation is simplified with eq. (22) as

where

i + T, dq = k_e (26)
o dt

pk i ' N z

k, p+&, ro (p+R )g,o

Substituting the Laplace transform of eq. (26) into eq. (23), we obtain the relation between the magnetic
flux and the input voltage

[1 + Ts + F(s)] q(s) - k,e(s) - lo_(s ) (27)

For the coil current, we have
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[1 ÷ Tos + _-(s)] i(s) =[1 + P(s)] k,e(s) + Io TosY.(s) (28)

Effects of Magnetic Hysteresis

The conception of complex permeability allows us to consider the hysteresis effects with an
approximate elliptical relation (ref. 1). This approach is simple and can be applied to the results obtained

above only by use of the complex permeability _-jo in place of the real permeability _. This approach,

however, presents difficulties with regard to giving a reasonable understanding to the experimental static
hysteresis.

If we slowly change the value of magnet-coil current I with amplitude i0 around a bias current /O,

then the magnetic flux forms a hysteresis loop with the current. Concerning the magnetic flux density, Bo

is the mean value of the upper and lower values at the bias current and b,, 0 the resulting amplitude. With

the increments i and b,, around/O and B 0 , respectively, we approximate the hysteresis loop with the

elliptical function and consider the transfer function with a phase shift

b,.(s) = kbe_j, (29)
i(s)

where the phase shift q_ determines the swell of the ellipse; _p=0 gives the linear relation b,,, = kbi, where

k b is the gradient of the long axis and given by

k b = b,,,.._o
io (30)

The hysteresis loop brings another effect, in general, that the current-flux gain k b varies with the

variation of the amplitude of coil current. In the steady states without hysteresis effects, eq. (21) gives the
flux (s)

] U = UoNA. i .(s), -- (R,o+,%)A, (t + 0)lo (31)

The term in the square brackets in the above equation is a magnetomotive force, corresponding to the coil
current in eq. (29). Hence, a corresponding equation with the hysteresis effects is written by a similar
form

kb (32)
_(s) =/_be-'_'_(s), /_b =_"

Combining eq. (32) with eq. (21), we have the equations

[1 + F(s)] q(s) = _qe-J_'[i(s) -/oF. (s)] (33)

{[1 + F(s)] e j_' + Ts}q(s) =ffb[k_e(s) - loF. (s)] (34)

where

[1 + F(s)+ Tse -_" ] i(s)--[1 + P(s)] k_e(s) + loTse-J"F_(s) (35)
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r -- r0

We note that the time constant TO was replaced by/_,T 0. This is a result of the decay of back

electromotive force in the magnet coil.

(36)

Special Case with Fixed Working Air-gap

The approximations of magnetic reluctance are applicable to iron cores composed of different cross-
sectional dimensions or different materials. If the material and the dimensions are common, then the total

reluctance has a simple form. When the working air-gap is fixed, i.e. F,(s)---0, if eq. (11) is applied to the

magnetic reluctance of the iron core, then eqs. (33) to (35) are written by the very simple transfer
functions:

q(s_._)),. _e -j_'

i(s) 1 + _o(1 + _'s) (37)

_- /,, (38)
e(s) 1 + Fo(1 + _r-_)+ Tse-,_ 1 + Ts e_,_,

1+ _o(1+ "_')

q(s__._)= kite-"

e(s) 1 +_(1 +,_)+ Tse -_ (39)

where r is a time constant given by

,40 "fr = 1 +b/a =

EXPERIMENTAL RESULTS

Experimental Setup

Figure 3 shows the dimensions of the magnet-iron cores; the cross-sectional area perpendicular to the
flux path is uniform. The rotor is longer by 5ram than the width of the stator, and sticks out by 2.5mm
from the pole legs on each side. The material is a soft iron. The magnet coils have the same turns and are
excited with a PWM power amplifier with current feedback control. Two pieces of cardboard are put
between the pole-leg faces and the rotor core to set the working air-gap length. We set the air-gaps to
lmm and the bias current to 1.5A. The primary specifications and data are summarized in Table I.

Magnetic Hysteresis Loop

Hysteresis loop of the flux density against the coil current was measured with a gaussmeter in the
working air-gap when the coil current was changed through the input voltage with the bias current. To
obtain the static hysteresis loop, we applied a sinusoidal input at a frequency of 0.0125Hz, and had the
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data of two periods. The results are shown in Fig. 4 for three amplitudes; the hysteresis is very small. The
loops are approximated with a phase shift of about cp=0.03rad. (= 1.7 deg.) in eq. (29). This phase shift is

so small that we will neglect it in the calculations below. The argument of permeability, 0, has a small
effect on the static loop when we calculate it with eq. (37). Hence, it may be difficult to estimate the value
of O from the static loop.

12.5 45 12.5
i- i I I

J÷

20L 2565.120

O

Q

m _ Q,

Laz_d

Figure 3. Iron cores of experimental setup

Table 1 Specifications and Data of Experimental Setup

Thickness of iron core

Width of iron core

Airgap length

Permeability of air

Permeability of iron core

Conductivity of iron core

Magnet coil: turns

resistance (at 21 *C)

Mean length of iron core:

Pole leg

Connecting stator, Rotor

b =17 x 10 .3 m

a =20 x 10 .3 m

/,/2=1.0 × 10.3 m

/*,---47r x 10 .7 H/m

=3 000 po

cr=l.0 x l0 T 1/0 -m

N,r2=200 turns/pole

/_ =1.40 O

l_=/,=30x10 3 m

13=l, =65 x 10 3 m

Current gain

Control loop gain

Time constant

Phase shift

Gain

k_=0.95 AN

p =140

T=0.24 × 10 .3 s

q_=0 rad.

lTl,=1.0
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Figure 4. Magnetic hysteresis loop.

We checked that the measurement may be reliable in frequencies below about 100Hz; we measured
the hysteresis loops in several frequencies; the results are shown in Fig. 4. We see that the amplitude-

dependency of the current-flux gain (k b in eq. (30)) is very small in low frequencies. In higher

frequencies, the loops in each frequency may be similar in shape, but have a larger gradient for a smaller
amplitude. The swell of the loop is a result of the time lag mainly due to eddy current effects.

Frequency Response of Flux to Coil-current

The frequency response of magnetic flux to coil current is independent of the characteristics of the
power amplifier. To detect the incremental flux, a search coil of two turns was wound around two pole
legs, one turn in each, near the pole faces. We input a biasing sinusoidal voltage to the power amplifier,
and measured the coil current and the induced voltage between the ends of the search coil to obtain the
frequency response between them. From the numerical operation of dividing the response by pure
complex numbers j_o, we obtained the response of the incremental flux. The amplitude of the input

voltage was taken to give a statical amplitude of the coil current of about 25, 50 and 75% of the bias
current. The results are shown by the filled lines in Fig. 5, indicated with the corresponding amplitude of
the input voltage. The dependency on the input amplitude is very small in lower frequency; this was
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expccted from the static hysteresis loop. The gain characteristics, however, decays more for a larger
amplitude above about 10Hz. This decay is probably because a part of the magnetic flux saturates
in some parts of the iron core where the flux takes a short cut.

Numerical results based on eq. (37) with/_,_ =l and _ --0 are shown in the figure by broken and dotted

Lines when we assumed 0---0 and0 =.rr/4rad. We shifted these gains up by 2.0dB (1.26 in magnitude) for
simplicity of comparison (such a shift is valid because the fringing effect in the working air-gaps

increases the flux). With the agreement to the experimental results, the parameter0 =0 gives a better result

than 0 _ 0 in the gain, but opposite in the phase. We note that the numerical gain becomes larger for the
permeability of a complex number. Anyway, the agreement to the experimental results is unsatisfactory in
higher frequencies. This may be mainly due to the flux saturation in the experimental results and also due
to defects of the model.

Frequency Response of Coil-current to Input Voltage

The filled lines in Figure 6 shows the experimental frequency responses of coil current to input
voltage. The amplitude dependency is much smaller than the response of the flux to the coil current, and
the gain increases with input-amplitude in higher frequencies. The latter fact seems contrary to an
experience, in general, that the output current decays with the increasing input-amplitude in higher
frequencies, as a result of dynamic characteristics of the power amplifier. The experimental result is
probably a result of smaller eddy current effects with a smaller magnetic flux.

The broken and dotted lines in the figure show the numerical results cff eq. (38). The agreement to the
experimental results is much better than the results in Fig. 5;0 =zc/4rad. Equation (38) may give an
explanation for the experimental results with the amplitude dependency, mentioned in the preceding
paragraph: the time constant T given by eq. (36) is related to the output amplitude through k b in eq. (30),

and proportional to the output amplitude (gain).

CONCLUSIONS

We presented a simple model in the frequency domain for electromagnetic actuators composed of
C-shaped stators of solid iron core with magnetic hysteresis but without leakage flux. The proposed
model is described by the half-power of the Laplace transform variable with eddy current effects and a
phase shift of the static hysteresis effects in addition to the complex permeability. The agreement to the
experimental results is unsatisfactory in higher frequencies. This may be mainly a result of flux saturation
in the experiment. Leakage flux may be another factor: the leakage has a little effect on the characteristics
of the actuators in lower frequencies, but may be large in higher frequencies.

REFERENCES

1. Aspden, H.: Eddy-Currents in Solid Cylindrical Cores Having Non-Uniform Permeability, J. Applied
Physics, 23-5, pp. 523-528, 1952.

2. Kesavamurthy, N., and Rajagopalan, F. K.: Effects of Eddy Currents on the Rise and Decay of Flux in

Solid Magnetic Cores, Proc. lEE, Vol. 109 C, pp. 63-75, 1961.

3. Subba Rao, V.: Equivalent Circuits of Solid Iron Core for Impact Excitation Problem, Proc: lEE, Vol.

111, No. 2, pp. 349-357, 1964.

210



4. Silvester, P., Eddy Current Models in Linear Solid-Iron Bars, Proc. lEE, Vol. 112, No. 8, pp. 1589-
1594, 1965.

5. StoU, R. L.: The Analysis of Eddy Currents, pp. 34-40, Clarendon Press, Oxford, 1974.

6. Zmood, R. B., Anand, D. K., and Kirk, J. A.: The Influence of Eddy Currents on Magnetic Actuator
Performance, Proc. IEEE, 75-2, pp. 259-260, 1987.

7. Leon, F. de, and Semlyen, A.: Time Domain Modeling of Eddy Current Effects for Transformer
Transients, IEEE Trans. Power Delivery, 8-1, pp. 271-277, 1993.

8. Meeker, D. C., Maslen, E. C., and Noh, M. D., An Augmented Circuit Model for Magnetic Beatings

Including Eddy Currents, Fringing, and Leakage, IEEE Trans. Magnetics, Vol. 32, No. 4, pp. 3219-
3227, 1996.

9. Kucera, L, and Ahrens, M.: A Model for Axial Magnetic Bearings Including Eddy Currents, NASA

CP-3336, Third lnter. Sympo. on Magnetic Suspension and Technology, Part 2, pp. 421-436, 1996.

10. Feeley, J. J.: A Simple Dynamic Model for Eddy Currents in a Magnetic Actuators, IEEE Trans. on
Magnetics, Vol. 32, No. 2, pp. 453-458, 1996.

11. Britcher, C. P., and Bloodgood, D. V.: Eddy Current Influences on the Dynamic Behaviour of

Magnetic Suspension Systems, NASA CP- 1998-207654, Fourth Inter. Sympo. on Magnetic
Suspension and Technology, pp. 273-284, 1998.

12. Vistin, A. Edit.: Models of hysteresis, Longman Scientific & Technical, 1993.

211



212



MODELLING, IDENTIFICATION AND CONTROL OF AN AMB SYSTEM FOR THE

SUPPORT OF A HIGH-SPEED FLYWHEEL

Wu Z Y. Howe D, Peel D & Bingham C M

Department of Electronic and Electrical Engineering

The University of Sheffield, Mappin Street, Sheffield S 1 3JD, UK

E-mail: el lwzy@stoat.shef.ac.uk

SUlVE_IARY

The paper describes the modelling, closed-loop identification, and control of an active magnetic bearing

(AMB) system to support a high-speed flywheel in an energy storage/peak power buffer system.

Experimental frequency-domain data is applied to a model-order reduction procedure, based on ,u-

synthesis, to provide the open-loop transfer function of the AMB's. Loop-shaping is subsequently used

to design a compensator to impart robust stability and desired dynamic stiffness attributes to the system,

based on QFT templates. Experimental results are included to demonstrate the real-time dynamic

behaviour of the AMB's, and thereby validate the modelling, identification and controller design

procedure.

INTRODUCTION

Due to their frictionless nature, lubricant-free operation, and low electromagnetic losses, AMBs are

being employed increasingly for high-speed applications spanning different market sectors. This paper

investigates the theoretical modelling, identification, and robust control of an AM]3 system to support a

high-speed fibre composite flywheel rim in a peak power buffer unit which is being developed for

electric vehicles [Howe, et. al. 1999].

Although simple rigid-body dynamic models of an AMB derived from a purely theoretical viewpoint

may exhibit significant inaccuracies, they are often useful for providing an initial physical insight into

their operational characteristics, and as an aid to bearing controller desi_a [Matsumura 1986, Schweitzer

et. al. 1994]. However, to account for features which are not accommodated by these simple models,

such as under-damped flexible modes of vibration, system identification together with robust controller

synthesis is often required. This paper employs closed-loop frequency-domain identification of the

dominant AMB dynamics, and, based on state-variable models of rigid and flexible modes, results in a

reduced order model of the system via the application of ,u-synthesis techniques• Based on the outcome

of the modelling and identification procedure, loop-shaping is used to impart desirable stability and

performance attributes to the closed-loop system.
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MODEL OF MAGNETIC BEARING

In the flywheel unit under consideration, the magnetic bearing system is comprised of two radial active

bearings, and two passive axial bearings, as shown schematically in Figure 1. Kinetic energy is

converted to electrical energy, and vice-versa, via an integral motor/generator. Initially, the central hub,

comprising the AMB and electrical machine stators, and the flywheel rim, which carries the AMB and

electrical machine rotors, are considered as rigid-bodies, and the free space motion of the rim in the

radial direction, ie. two translational motions and two rotational motions, is analysed. The effect of the

flexible modes of vibration of the rotor and stator assembly is subsequently incorporated in the model.

O_')tl_,err_ ')"'.1A¢_67,$

STAT_

P. t's'_EilK _ U

_°...--

SOrt v_'r)c uA'tl_t_

Fig'ure 1. Schematic of fibre composite flywheel, with integral magnetic bearings and electrical machine

Rigid Body Equations Describing Flywheel Rim

A simplified representation of the horizontally mounted, magnetically suspended flywheel rim is shown

in Figure 2, in which x and y are the horizontal and vertical displacements, fx and _ are the component

forces exerted on the rim, 0 and (a are the rotational angles, To and T_,are the torque components acting

on the rim, and lis the distance between the electromagnets of the AMBs and the centre of the rim.

Subscripts ' 1' and '2' denote the right and left-hand ends of the flywheel, respectively.

Yt

y: xt

"_T"_kOy

X2 v x

f,

Figure 2. Illustration of rim and definition of variables.

For a linear AMB, in which both the horizontal and vertical axes comprise two opposing electromagnets

each carrying a bias current io, the net electromagnetic force that results on each axis is given by:
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where

f=k,i+k_x

io i_ N "
k, = 4k/--T'Xo k_ = --4kf --,x3 -kf = ,u o At,

x 0 is the nominal air-gap length, N is the number of turns on each of the electromagnet coils, Ap is the

effective pole-face area of each electromagnet, and ,u o is the permeability of free space, k x and k_ are

normally referred to as the bearing natural stiffness and bearing current sensitivity, respectively. The

resultant force and torque components acting on the rim can be expressed as:

where f_,_, f,,_, fy_ and fy2 are the forces generated by the magnetic bearings on the x_, x 2 , y_ and

y,_ axes, respectively, and mg is the force exerted on the flywheel rim due to gravity.

The Newton-Euler motion equations for the magnetic bearing can be written as,

where J_,, Jy and J: are the polar moments of inertia along the x-, y- and z-axes, respectively, and co is

the rotational speed of the rim.

Denoting the state vector, X, the input force vector, F, and the output displacement vector, Y, as:

X=[x y O (a] r, F=[f_t fy, f_2 fy2]r, y=[x l Y, x: yzlr

the equations of motion can be expressed in state-space form, viz:

where:

dX 0 I X+ 0
_tt[Xl=[A_ A:I[X 1 [-B_]F+[ O]

Yt = y+lO 0 0

x, =x+l_o ' AI=O, A,= 0

y: = y - 10 0

0

0

0

J:/J_co

0

0

- J:/J,co

0
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O,JmOj [,00l-II/m 0 l/m 0 L l

t/s_ o -t/s_' w=[o g o o]_, c,= o o

0 l/Jy 0 0 l -l

Model of Magnetic Bearing Including Flexible Modes of Rim and Hub

In addition to the dominant rigid-body dynamics of the rim, there axe si_grdficant vibration modes

associated with the flexibility of the system. Whilst the frequency of these flexible modes can be

predicted theoretically, for instance, by using either the lumped parameter or finite element methods,

reliable estimates of the effective darnping ratio of the modes is often difficult to obtain using these

methods, and experimental techniques are normally employed [Meirovitch, 1975]. A typical measured

frequency response of the flywheel AMB is shown in Figure 3, where two dominant vibration modes are

evident, viz; at 1440rad/s (230Hz) and 13200rad/s (2.1kHz), respectively. The low frequency mode is

due to the first bending mode of the stator, whilst the high frequency mode is due to the first bending

mode of the rotor. An estimate of the undamped natural frequency and damping ratio of each mode is:

-30
i i i i ! i
t I I J i

-4o _ i = i =
! ! i i F

i i t l
-50 t J i J

I 1 I t

I I ! t

-6o | i, = ] ,! ,! =
0 1000 2000 3000 4000 5000 6000

Frequency (Hz)

Figure 3. Measured frequency response or magnetic bearing system.

It has been shown, [Yocum 1978], that the influence of flexible modes with low damping on the overall

positional displacement can be modelled as additive terms to the displacement dynamics due to the rigid-

body mode alone, Figure 4.
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Stator flexible mode

1

M (s" + 2_too.ts + oo_t)

._] Rigid rotor model ]

1

m(s" + 2_X2tO.2s + r-.o,_2)

Rotor flexible mode

+

+

Figure 4. Model of magnetic bearing incorporating structural flexibility.

The equations describing the stator flexible mode can be expressed in state-variable form as:

_rx,l / _,d,.L._'_I=[,_ Ai][:t']+[B_]F

where

x' =Ix' ' ' ']_ _ ' =1It Yt Xz Yz , At' =-to,j, _ =-2(lo.1,1I, B1 M

Similarly, a state-variable description of the rotor flexible mode takes the form:

' °.l,,
d,Lx"]=[_ _'][x'] [8;

where:

X" =Ix a" Yt x; y;]r, A t" =-oJ#2I, A:_" =-2(zCO.zl, B7 =11
m

The superposition of the rigid body and flexible modes yields the

vector:

Y=[xl YI x2 Y2] r

X • N • #= -l(p+x_ +x7 y+IO+yl +Yt x+l_o+x2 +x2

Denoting the combined state vector, Z, as follows:

z=[xxx'x" x'x']"

the complete AMB model, relating force to position displacement, is:

combined position displacement

y-lO+ yl + y; ]r
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where

Z=AZ+BF

Y=CZ

0 I

A_ A_
0 I

0
0

4"

0

,B=[0

I

-B l 0 B; 0 BT]r,c=[cI 0 I 0 1 O]

Model Relating Control-Current to Position Displacement

For controller design purposes, it is convenient to employ a dynamic model which relates the coil

currents to the rim displacement dynamics. Under the assumption that the power amplifier current-

controller will have a much greater bandwidth than the desired position displacement controller, the

winding current can be assumed to be approximately equal to the current demanded by the position

displacement controller output. By defining the current vector:

i=[i,a i,, i.,2 i:2] r

the force vector can be expressed as,

F = Kti + KxY

where

. 0 0 0

Kt = k,_, 0 0

0 0 k,,
iklooKx= k_, 0

0 k,n

o o k=

Thus, a model relating the control currents to the position displacements takes the form:

= (A + BK x C)Z + BKti

Y=CZ
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Analysis of Magnetic Bearing Model

The derived state-variable model is to be used for describing the dominant dynamic characteristics of the

flywheel magnetic bearing system. The lumped parameters of the AMB are given in Table. 1.

Stator mass
Symbol

M

Length from bearing to centre of rim

Inertia along z-axis

Units

18 kg

Rotor mass m 12 k8
l O.19m

0.071 kg m-J.,,

Inertia along x-axis J.= 0.42 kg m 2

Inertia along y-axis J . 0.42 kg m2

Stator flexible natural frequency w.l 1440 rad/s

Stator flexible damping coefficient _ 0.0161 N s/m

Rotor flexible natural frequency 09.2 13200 rad/s

Rotor flexible damping coefficient _2 0.0002 N s/m

Electromagnet pole-face area : vertical axis Ap_ 2.6 x 10 -_ m 2

Electromagnet pole-face area : horizontal axis Aph 1.3 x 10 -4 m 2

Number of turns/coil N 40

Nominal air-gap length Xo 0.4 mm

Bias current io 5 A

Table 1. Parameters for flywheel AMB's

Influence of Rotational Speed on Dynamic Characteristics

From the theoretical state-variable AMB model, Figures 5(a),(b) show the estimated frequency responses

of the magnetic bearings for zero speed and 60,O00rpm, respectively, together with corresponding pole-

zero maps. Itis observed that, in addition to the highly under-damped vibration modes and an unstable

pole, RHP zeros are present which contribute to controller desig'n difficulties. As the rotational speed

increases, the magnetic bearing dynamics begin to exhibit characteristics commensurate with gyroscopic

coupling. From Figure 5, it is observed that the RI-IP zero moves away from the imaNnary axis as speed

increases, and, consequently, the control constraints due to the RHP zero become less significant.

However, the dynamics due to rotor imbalance, which is not discussed in this paper, become increasingly

si_ificant with increased rotational speed.
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Figure 5. Frequency response of AMB from state-variable models

De-coupled SISO Control or Multi-variable Control

From the state-variable model, Figures 6(a),(b) show the predicted de-coupled and cross-coupled

frequency responses of the AMB's, respectively, for zero speed and lO,O00rpm. It can be seen that at

low speed, the cross-coupling between axes is negligible compared to the de-coupled responses, and a

SISO controller may be adequately employed. However, as the rim speed is increased, the cross-

coupling between axes becomes more sig-nificant, and a multi-variable controller will often be required

to impose desired closed-loop performance attributes.
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Figure 6. Self and cross-frequency responses of magnetic bearings.
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SYSTEM IDENTIFICATION FOR AMB's

Since AMB's are inherently unstable, data obtained from the bearing for the purpose of determining its

transfer function must be measured whilst the bearing .is subject to stable closed-loop control.

Consequently, conventional open-loop system identification techniques are of limited use, and a closed-

loop system identification technique should be employed.

Closed-Loop Identification

One of the key challenges to system identification is to estimate the system transfer function in the

presence of noise. In the case of identification of stable plants, the transfer function can be obtained

directly from the input and output signals, Figure 7(a) and Eq. (1), under the assumption that the additive

noise exhibits Gaussian, zero-mean, white-noise characteristics (since the effect of noise will be

averaged out):

G =Y (I)
U

However, if the same technique is applied to a closed-loop system, Figure 7(b), the transfer function G

cannot be obtained simply from Eq. (1), due to correlation between the noise, n, and the input sigaaal, u.

(a) Open-loop (b) Closed-loop (c) Closed-ioop

Figure 7. Configurations for system identification.

To address this issue, a test sig'nal, typically a band-limited chirp or white-noise source, can be injected at

the input to the plant. The input and output dynamics of the plant can then be obtained by noting that:
G 1

y= w+ n
1 + CHG 1 + CHG

1 CH
U-- W n

1 + CHG 1 + CHG

Since the injected signal, w, and the noise, n, are no-longer correlated, the plant open-loop transfer

function can be obtained from the relationship:

c=Y//w
U/w

(2)
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AMB System Identification

To instigate a system identification procedure for the AMB, it is first necessary to design a closed-loop

position displacement compensator to stabilize the AM]3 at its nominal position. Typically, a PID

controller whose parameters are tuned manually, or are obtained by an appropriate robust control desig'n

methodology, is employed. During stable operation of the magnetic bearing, a chirp signal, w, having an

appropriate magnitude and frequency range, is superimposed on the controller's current demand. The

frequency response from the test signal, w, to the input signal, u, and from the test signal, w, to the output

signal, y, are recorded. By appropriate manipulation, Eq.(2), the AMB open-lo0P frequency response
characteristic can be obtained, Figure 8.

Derivation of AMB Transfer Function;/_ - Synthesis

Although the AMB open-loop frequency response characteristic can be used directly for control system

design, it is often convenient to have a parametric model for investigation of the system properties, and

for application of advanced control techniques.

Here,/,t-synthesis is employed to derive a reduced order model, based on a best-fit to the experimental

frequency response data. A weighting function is used to attenuate the effects of high frequency noise

picked up during the measurements. The resulting estimate of the plant transfer function is:

G(s) -
0.024(s 2 + 199s + 1.212x106) •(s 2 + 30s + 3.5x 106) •(s z" 1787s + 7.06x106)

(s + 1804)- (s + 190)- (s - 178)- (s 2 + 53s + 1.93 lx 106) •(s 2 + 140s + 4.617 x 106). (s 2 + 5s + 2.17 lx 10g)

(3)
Figure 8 compares the frequency response of the estimated G(s), Eq.(3), with the experimental frequency

response. The high degree of correlation between the two descriptions confirms the effectiveness of the

g-synthesis method.
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Figure 8. Identified AMB open-loop frequency response, and corresponding/.z -synthesis model.
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APPLICATION OF MODEL FOR AMB CONTROLLER DESIGN

The identified model of each axis of the AMB system is now used as a basis for the design of a de-

coupled SISO position displacement controller. Although there are numerous methods that could be

used, this paper employs a QFT approach to achieve robust stability and other desired performance

attributes from the closed-loop system, such as dynamic stiffness. The performance specifications that

are used as a basis for the desi_ of a compensator are summarised below:

(a) Robust stability/Robust gain-margin. This criteria is ensured by placing an upper bound on

the complementary sensitivity function, for example:

P1--_Gt<I.7, Vto

provides a gain margin>l.6 and a phase margin>33 °, and, classically, should provide

transient characteristics with an effective damping ratio >_0.3.

(b) Control effort constraint.

Uy--_< 50, o.)<400

This limits the control maximum controller demand to the maximum power electronic

amplifier capability when the rim is subjected to maximum displacement.

(c) Zero steady-state position error. This is achieved by the incorporation of integral action,
which also influences the static stiffness of the AMB.

(d) Robust output disturbance rejection

(e) Robust input disturbance rejection

ID_ < 0.009to[, to < 100

[Y[<0.001, w<100

which can be interpreted as a bearing dynamic stiffness of 108N/m over 0 to lOOrad/s.

Using QFT and loop-shaping, Figure 9, the performance specifications axe satisfied by the compensator:

41600 (s + 1281) (s + 918.8) (s + 16.7)
C(s) =

s (s + 2.958e004) (s + 8000)
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Figure 9. QFT design for AMB controller.

A simulated step response using the identified model and the controller designed using QFT, is shown in

Figure 10. It can be seen that the transient responses are commensurate with a damping ratio of =0.3,

and a bandwidth =lOOrad/s, as specified by the design criterion.
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Figure 10. Simulated step response using the identified model and the QFT designed controller

EXPERIMENTAL CONTROL OF THE FLYWHEEL AIVIBs

The prototype flywheel and magnetic bearing system is shown schematically in Figure 11. The two

active radial magnetic bearings that are used to support the rim have a homopolar magnetic circuit

topology, and the peak force capability being 1600N in the vertical direction and 800N in the horizontal
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direction. Eddy current position sensors are used to monitor the displacement of the rim from its

quiescent position on both the horizontal and radial axes. For position control of the active bearing,, the

sensors have a solution of 1,tu'n, a linearity of 1% of full scale, and a bandwidth of 5kHz. The

electromagnets of each bearing are supplied from current-controlled switched-mode power amplifiers,

and the controllers are implemented using the DSPACE/TMS320C40-based hardware development

platform.

Flywheel rim
Permanent

magnetic motor/generator Containment

Radial AMB Back-up bearing Passive axial MB

Figure 11. Magnetic bearings for a flywheel energy storage unit.

Figure 12 shows the initial excitation responses when both of each radial magnetic bearing are excited

simultaneously, with the flywheel rim initially resting on the touch-down/backup bearings. The results

verify theoretical performance predictions, and, in particular show characteristics consistent with a

robust gain margin>l.6, and phase rear, n>33 °, as desired.
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Figure 12. Initial response of flywheel magnetic bearing control system.
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CONCLUSIONS

The paper has described the modelling, closed-loop identification, and control of an AMB system to
support the rim of a high-speed flywheel peak-power buffer for an electric vehicle.

State-variable models incorporating rigid-body and flexible modes of vibration have been derived, and

used to demonstrate the effects of increasing rim speed on the poles and zero's of the AMB transfer

function. Experimental data has been used to validate the theoretical predicted dominant rigid-body and

flexible modes of the system.

Closed-loop identification has subsequently been employed together with/z-synthesis to obtain a reduced

order model of the AMB system from experimental frequency response data. The resulting model has

been used as a basis for controller design to satisfy desired stability robustness and performance

attributes, via the adoption of a QFT design methodology. Experimental results verify the resulting

controller induced closed-loop dynamics of the AMB system.
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SUMMARY

In high performance applications with high demands on speed range, lifetime, cleanness or

tightness, magnetic bearing systems can provide substantial advantages to classical drive systems

using ball or sliding bearings. Some of these applications like pumps, blowers or fans require

only three actively controlled degrees of freedom and can be supported by four coil bearingless

permanent magnet motors. In these cases three degrees of freedom are passively stabilized by the

tensible force of permanent magnets.

Depending on the particular application an interior or exterior rotor design of the bearingless

motor may be advantageous. A finite element analysis is used to show the interactions between

the current density distributions of the stator and the excitation fields of the rotor. Different

permanent magnet magnetization forms are examined. It is shown that the results of the interior

rotor design differ significantly from the results achieved by exterior rotor design.

INTRODUCTION

In high performance applications with high demands on speed range, lifetime, cleanness or

tightness, classical drive systems using ball or sliding bearings can get technical problems.

Typical applications are spinning drives, high speed cutting milling machines, turbo

compressors, blowers for mainframes, or pumps for the medical or chemical industry. In most of

these high technology applications magnetic bearing systems are already used. Depending on the

required number of actively controlled degrees of freedom magnetic bearing systems can be

equipped with separate devices like radial bearings, axial bearings and motors or as in the case of

only three actively controlled degrees of freedom with merely one bearingless drive.

In the last ten years a lot of research work has been done to work out different conceptions for

bearingless drives, i.e. drives with integrated winding systems for generating torque as well as

radial forces. There are several proposals based on the principle of induction machines,

reluctance machines and synchronous permanent magnet motors [3]-[ 11 ].
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In applications with only three actively controlled degrees of freedom and especially in pump

applications, where the non-ferromagnetic pump housing is placed inside the motor air gap, a

significant magnetization is necessary to establish the air gap field. In these cases, it is more

efficient to use permanent magnet motors instead of electrically excited induction or reluctance

motors. Figure 1 shows two examples of a bearingless pump design with an interior and exterior

permanent magnet rotor.

In [1], [2] new bearingless permanent magnet motor types were presented by the authors.

These motors use only four coils to generate both the radial levitation forces and the torque. In

contrast to former proposals with considerably higher numbers of coils, there are some

significant differences concerning the design and the functional principle. Table 1 shows a

comparison of the two concepts with their substantial differences.

Table 1. Comparison of Bearingless Motors: Classical and Single-Phase Design

winding concept

number of phases

armature fields

field harmonics

armature currents

number of coils

radial force vector

locus curve

¢la_icai bearingless motor

one winding (radial force control)

one winding (torque control)

three phases (radial force control)

three phases (torque control)

rotatory field (radial force control)

rotatory field (torque control)

suppressed by chorded and

distributed windings

separate currents for radial force and

torque control

depending on the motor design, but
much higher than four (typically

about 20)

radial force amplitude independent

from the rotor angle(circular

single-phase bearingless motor

only one winding

four phases (radial force and torque
control)

rotatory field (radial force control)

alternating field (torque control)

concentrated windings

current components superposed in
the current controller

four coils

amplitude depends on the rotor

an_e (non-circularshap..__

Figure 2 presents the constructional principle of the built and tested prototype in exterior rotor

design [2], which is characterized by the features mentioned in the last row of table 1.
For the design of the bearingless motor it is very useful to get information about the specific

force and torque characteristic using analytical [1,2] or finite element calculation methods.

Depending on the application an interior or exterior rotor design can be more advantageous. The

following part of the paper will show main differences between these two construction variants.

The analysis has been done under the support of the finite element calculation program FEMAG.
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FIELD AND FORCE COMPUTATIONS

For time-invariant field problems the system of Maxwell equations can be described by two

electrostatic and two magnetostatic equations. The magnetostatic part is def'med by the following
set of equations

VxH=J

V.B=O
(1)

(2)

where H defines the magnetic field intensity, J the electric current density and B the magnetic

flux density.

Further the interaction between B and H has to be defined by a material specific equation

B=BH+M (3)

where M denotes the magnetization of the material.

Since V -B = 0, B can be represented as a curl of the vector potential Ap

VXAp =B, (4)

i. e. if vector potential A¢ is known the flux density B can be calculated using (4).

The vector potential is solved numerically by

Vx--1 VXAp =VxH=J.
/.t

(5)

The numerical computation of the forces acting on the rotor or the stator of the bearingless motor
uses Maxwell's force tensor.

Using Maxwell's force tensor, it is supposed that the magnetic field intensity H is known on

the surface enclosing the body. It's also supposed that this body is located in air with _t = _t0 .

With a differential area ds on the surface and an unit vector n normal to the surface (with

gs----nds) Maxwell's tensor is defined by the general expression

dF = - _t0 H2ds + Bo(H. ds)H.
2 (6)

or as magnetic pressure

dF _ _/.t0H2a +l.t0(H.n)H
ds 2 (7)

The total force acting on the body is given by the integration of the magnetic pressure over the
whole surface.
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SIMPLIFICATION OF THE MOTOR MODEL

The magnetic circuit of the motor shown in figure 2 can be simplified by the use of a slotless

motor design with an infinite thin current layer at the stator surface in the air gap. The

magnetomotive force distribution of the air gap winding should have equivalent values as in the

slotted design. The proposed simplification usually shows a good correspondence between

calculations and measurements concerning radial forces and the mean value of the torque. Angle

dependent torque variations due to the slotting of the stator don't occur in the motor model and

therefore have to be neglected.

The forces acting on the rotor or the stator model can be divided into two parts: the Lorentz

force components acting on the current layer and the Maxwell components acting on the

ferromagnetic material.

For two-dimensional field problems with the condition for the ferromagnetic permeability

lafe >> _0 the two components can be derived from (7) in the following way

dF( o)
ds

2_t 0 •
- 0

0

-llLt0A2 (q))

+[ A((P)oBn((P)

(8)

with B. as normal component of the flux density B and A as the current density distribution

along the stator surface. In (8) the first row of the vectors denotes the normal and the second row

the tangential pressure components. Usually the normal component of the Lorentz vector can be

neglected.

INTERIOR ROTOR DESIGN

Depending on the specifications of the application, the decision about the motor design either

with interior or exterior rotor has to be made. As the following analyses will show there are

differences not only in the mechanical design but also from the magnetic point of view.

Figure 3 presents an example of a motor model in interior rotor design. The stator comprises

four concentrated coils. The rotor is equipped with four cylindrical permanent magnets which

provide approximately a rectangular magnetic field distribution in the air gap. Depending on the

phase currents a two pole armature field as well as a four pole armature field can be produced by

the stator windings. According to the supposed motor design the two pole field is used for

levitation force and the second field for torque control.

For the computation of the characteristic levitation force locus curve it is supposed that the

rotor is turned while the phase currents are constant and the currents in two opposite slots

compensate each other whereas the currents in the other two slots have the same amplitude and

direction. In this case we get the two pole armature configuration.
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Figure 4 shows the force vectors computed using (8) for different rotor angle steps. The force

amplitudes in the two main axes of the diagram differ significantly. This effect is also

demonstrated by figures 5 and 6 which show the flux density distribution of the motor in two

orthogonal positions (rotor angle 81=0°; 82--90°). There are different reasons which are

responsible for this behavior. One reason is the substantial influence of harmonics in the current

and field distribution. The magnetic conditions are not comparable to idealized conditions with

sinusoidal current and field distributions which would lead to a circular levitation force locus

curve. Another reason are the different directions of rotation concerning the Lorentz and the

Maxwell force vectors. Figure 7 and 8 illustrate the two force components separately.

A better performance can be achieved by a sinusoidal permanent magnet field distribution.

The corresponding levitation force curve is presented in figure 9. In this case the force locus

curve has an elliptical shape. With appropriate corrective currents in the motor windings the

levitation forces can be produced in all directions. This would not be possible using the motor

design with rectangular magnetic field distribution shown in figure 3.

EXTERIOR ROTOR DESIGN

The corresponding motor model design of figure 3 is shown in figure 10. The only difference

is that in this motor design the rotor is outside the stator. The dimensions of the air gap diameter
and the magnet height as well as the current distribution are the same. In contrast to the interior

rotor results of figure 4 the force vector of figure 11 describes a curve which is not very far away

from an ideal circular shape. An advantage of this design is the common direction of rotation of

the Lorentz and the Maxwell force vectors (figures 12 and 13). In the superposition the two (non

ideal) components complement each other to a curve with a relatively small amplitude variation.

From the mechanical point of view the exterior rotor design can lead to better motor performance

concerning torque ripple and cogging torque. Owing to the higher inertia the dynamic behavior
of course is worse than in the interior rotor variant.
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CONCLUSIONS

Owing to the integration of both the torque and the levitation force, windings in the stator

bearingless permanent motors are distinguished by a very compact motor consmiction. In some

applications like pumps, fans or blowers with no special demands on the starting torque a single-

phase motor can be well suited for low cost devices.

The proposed motor design with only four concentrated coils leads to non-circular force locus

curves. The shape of these curves is formed by Lorentz and Maxwell force components acting on

the current layers and on the surface of the ferromagnetic materials. Finite element calculations

show that the force characteristic is strongly influenced by the rotor design. The exterior rotor

design shows better results than the interior rotor variant. An advantage of the exterior design is
the common direction of rotation of the Lorentz and the Maxwell force vectors. In the

superposition the two (non ideal) components complement each other to a curve with a small

variation of the force amplitude.
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FIGURES

Figure 1. Bearingless motor in a pump application

(interior and exterior rotor design).

Figure 2. Principle construction of the bcaringless

motor in exterior rotor design.

Figure 3. Simplified motor model in interior rotor

design.
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Figure 4. Force locus curve of the motor in interior

rotor design (rectangular flux density distribution).

Figure 5. Field distribution for rotor position 6=0 ° .
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Figure 6. Field distribution for rotor position &--90 °.
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Figure 7. Lorentz forces of figure 4.

Figure 8. Maxwell forces of figure 4.

Figure 9. Force locus curve of the motor in interior

rotor design (sinusoidal flux density distribution).
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Figure 10. Simplified motor model in interior rotor

design.

Figure 11. Force locus curve of the motor in exterior

rotor design (rectangular flux density distribution).

Figure 12. Lorentz forces of figure 11.
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Figure 13. Maxwell forces of figure 11. Max_l for_ vector (r_allon of 180")
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A COMPARISON OF EXPERIMENTAL AND THEORETICAL RESULTS FOR MAGNETIC

BEARINGS"
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ABSTRACT

A comprehensive program was undertaken to experimentally characterize the static and dynamic

characteristics of a heteropolar magnetic bearing and to develop nonlinear theoretical models capable of

accurately predicting magnetic bearing performance. This paper presents the results for the static

characteristics of the magnetic bearing and a comparison with the predictions from the analytical model.

The results indicate that the nonlinear theoretical model can accurately predict the static characteristics of

the magnetic bearing.

SYMBOLS AND ABBREVIATIONS

A

B

F

H

I

J

v

- magnetic vector potential

- flux density

- force

- field intensity

- current

- current density

- reluctivity of the material

- conductivity of tJae material

subscripts

x,y,z - spatial coordinates

"This work was partially sponsored by NASA Lewis Research Center under contract NAS3-27827 and

NASA Marshall Space Flight Center under contract NAS8-40584.
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INTRODUCTION

The magnetic bearing holds great promise for product lubricated and non-lubricated rotating

machinery. Although the potential benefits in terms of bearing friction losses, condition monitoring, and

active control are many, there is a great price to be paid in terms of increased complexity. The complexity

and lack of fundamental understanding of magnetic bearing static and dynamic performance characteristics

have limited its application in both aerospace and industrial machinery.

One important application where detailed knowledge of magnetic bearing force characteristics is

required is their use as force measurement devices in rotordynamic test rigs |':'_'4"5. Scharrer et M. t showed

that use of magnetic bearings for this application requires accurate calibration of the magnetic bearing's

static characteristics and transfer function in order to obtain acceptable measurement uncertainty. Without

such a calibration, the data from the test apparatus will be questionable at best.

To better understand magnetic'journal bearing technology, a number of researchers have attempted

to characterize them both analytically and experimentally. Hibbs and Scharrer s and Scharrer and Powers 7

review previous efforts in magnetic bearing actuator analysis and rotordynamic analysis, respectively.

There are basically two experimental approaches to the characterization of journal bearings

(magnetic or otherwise), rotor model-matching and direct component measurement. Rotor model matching

involves the building of a test rotor with somewhat known properties and mounting the rotor in a housing

with two of the bearings of interest Test data for rotor displacement is measured and through comparison

with rotor static and dynamic analysis predictions, journal bearing performance is inferred. This technique

has been utilized in the past with many kinds of fluid film and mechanical bearings with the same result:

large uncertainty and misleading results. This technique has also recently been utilized for magnetic

bearings 8"9. No attempt at predicting the uncertainty was made in either case.

Accurate results for journal bearing characteristics are best obtained through direct component

measurement. This technique requires the complete isolation of the test bearing so that all forces are reacted

through the test bearing and measured directly. Imlach et al. _°reported the fLrSt component measurements

of static force characteristics for a heteropolar magnetic bearing. A closed loop controller was employed.

The measurements were somewhat indirect in that a load was applied at the end of the shaft and analytically

corrected to adjust for the offset relative to the bearing's actual position. The authors reported stiffness as a

function of shaft eccentricity. No experimental uncertainty was reported.

Knight et al. jj tested a heteropolar magnetic journal bearing without a controller. Loads were

applied to one actuator at a time. The authors reported force of the single actuator as a function of position.

Experimental uncertainty was reported.
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Thepresenteffortisfocusedonmeasurementof theforceversuscurrentcharacteristicsof afull
heteropolarbearingwithclosedloopcontrol.

ANALYTIC MODEL

Thecurrentmodel6is focusedontheactuatordesignandcharacterizesthefollowing nonlinearities
of magneticbearings.

• Nonlinear stator/rotor core permeability

• Nonlinear force/flux relationship

• Magnetic leakage and fringing effects

• Air gap non-uniformity (eccentricity)

• Eddy current effects - rotational and control current frequency

Slew rate and other controller dependent effects are modeled separately as discussed by Scharrer and

Powers 7. The two dimensional magnetic bearing analysis solves the harmonic vector potential equation.

Derivation continues from Maxwell's field equations:

The transient term is further split into a rotational and control current term. The control current is

assumed to harmonically vary so that Jz = Jzei_t that requires the magnetic vector potential to vary similarly,

Az = A_ej'_. A novel approach is used to solve for the vector potential.

Nonlinear magnetic flux - magnetomotive force relationship is included in the analysis by allowing

the reluctivity to vary with the magnetic flux such that v = v(B). The medium is assumed to be isotropic (vx

= vy). The periodic boundary condition was used between the actuators on the magnetic bearing, and zero

vector potential was set at the inner radius of the rotor and the outer radius boundary.

TEST APPARATUS

The test apparatus employed for this effort is shown in figure 1. The test rig can support the test

article either horizontally or vertically. For this effort, the test article was supported vertically in order to

eliminate gravity effects and difficulties associated with determination of the zero position control current t°.
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In the vertical position, the test article is supported by four flexures that connect to the test article

through a ring attached at the mid-plane. The stiffness of the flexures was small. Calibration of the flexure

stiffness was accomplished to account for its contribution to the measurement uncertainty. For this test the

shaft was nonrotating and hard mounted to the support structure. Four SKF proximity probes were mounted

at each end of the test article. The proximity probes had a range of 1.3 mm and were specially calibrated for

this application to insure that the magnetic field would not interfere with the measurement accuracy. SKF

had the only product found to be suitable for this application. The load was applied through a loading rod

connected on one end to the mounting ring and at the other end to a strain-gauged load bolt from A. L.

Design. The capacity of the load bolt was 9200 N. All displacement, current, and load data was acquired

using a Pemtech data acquisition system. The sample rate used was 100 Hz.
7

-Ig

Figure 1. Magnetic bearing test rig

TEST B EARING

The test bearing was a four pole, E-sector heteropolar magnetic bearing from Revolve Technologies.

The bearing geometry and material properties are given in Tables 1 and 2, respectively. A representative

magnetization curve for Hiperco 50 with a rotor anneal is shown in figure 2.
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Table 1. Bearing Geometry

Stator Stack Length (ram)

Stator OD (ram)

Stator ID (ram)

Rotor OD (mm)

Rotor Lamination ID (ram)

Nominal Gap (ram)

Small Pole Width (ram)

Pole Height (ram)

Slot Width (at ID) (mm)

Pole Centefline Angle (radians)

152.400

226.081

140.716

139.700

105.973

0.508

16.060

25.819

15.277

0.224

Table 2. Material Properties

Rotor Material

Stator Material

Sat. Flux Density, Tesla

Rotor Lain. Thickness (mm)

Stator Lam. Thickness (ram)

Mat. Resistivity (l.tohm.mm)

Density (N/cu.cm)

Hiperco 50

Hiperco 50

1.80

0.3556

0.3556

48.0

0.07
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Figure 2. Magnetization curve for Hiperco 50

UNCERTAINTY ANALYSIS

The uncertainty analysis was performed using the methods outlined by Coleman and Steele t2. End to end

calibration of the entire system (i.e., transducer to D/A) was conducted to obtain the necessary inputs to the

uncertainty analysis. The calculated uncertainties in the force and current measurements were 10.5 N and

0.25 mA, respectively.
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RESULTS AND COMPARISON

Using the loading rod, the bearing was incrementally loaded over the range 0-8000 N. The bearing

load was increased in 222 N increments. Data was taken continuously as the load was increased and

decreased over the complete range. The loading was applied through the center of the actuator pole and

between actuator poles. The bearing maintained a centered position for all load points. The results of the

on pole loading are shown in figure 3. The figure shows that the nonlinear predictions are much closer to

the test data and have the same characteristic curvature as the test data. The linear predictions are in error as

much as 20% when compared to the test data. Figure 4 shows the load between pole data. Again, the

nonlinear predictions are much closer to the test data than the linear predictions. The curvature in the data

and the nonlinear prediction is much less pronounced.

The current shown in the graphs is twice the control current. Beyond around 5 amps on the graphs,

the loaded actuator becomes saturated. Bias current in the actuator gives a maximum magnetic flux around

17 kG which is in the upper part of the linear range of the magnetization curve (see figure 2). This

indicates that the bearing is operating in the nonlinear range of material properties.

8OO0
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2000
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_
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Figure 3. Load on pole data
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Current (Amps)
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Figure 4. Load between poles data

CONCLUSIONS

New experimentaldatafortheforceversuscurrentcharacteristicsofa hcteropolarmagnetic bearing

were presented.The dataindicatethattheforcecharacteristicsarcnonlinear.Resultsfrom apreviously

developed nonlinear analysis technique were compared to the test data. The agreement between theory and

experiment was good.
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Animal Trials of a Magnetically Levitated Left-Ventricular Assist Device

Brad Paden _, James Antaki 2, and Nelson Groom 3

Abstract

The University of Pittsburglv_agnetic Moments mag-lev left-ventricniar assist devices (LVADs), the Streamliner HG3b and

HG3c, have successfully been implanted in calves. The first was implanted for 4 hours on Jtfly I0, 1998 (Figure 1) and the
second for 34 days on August 24, 1999 respectively. The tests confirmed the feasibility of low power levitation (1.5 watts

coil power) and very low blood damage in a mag-lev ventricular assist device. In this paper, we describe the unique geometry
of this pump and its design. Key features of this LVAD concept are the passive radial suspension and active voice-coil thrust

bearing.

L Introduction

The University of Pittsburgh's McGowan Center for
Artificial Organs and Magnetic Moments, LLC,

have brought a mag-lev LVAD to the/n v/vo animal
testing stage. The first test was 4-hours long and

was conducted with the polycarbonate HG3b
version of the Streamliner on July 10, 1998 (Figure

1). Following this initial demonstration of feasibility
and low blood damage, the titanium HG3c was

fabricated and tested for 34 days in a calf foUowing
implantation on August 24, 1999. The Streamliner

design affords low-power levitation (1.5 watts of

levitation coil power) and very high reliability.
These successful trials mark a turning point in the
efforts of many researchers to devise such a

magnetically levitated pump.

The research effort to develop a reliable mag-lev
LVAD is motivated by a tremendous human need.

In the U.S. alone, 700,000 deaths per year are
atlzibuted to heart diseases such as myocardial
infarction and cardiomyopathy [Hogness 1991]. It is

estimated that at least 35,000 to 70,000 of these
lives can be saved with a mechanical cardiac assist

device. Further, the worldwide need is an

overwhelming 200,000 per year. Technologies for

mechanical circulatory support, particularly left-
l_are 1. HG3b implant in a calf (July 10, 1998) ]

ventricular assist devices (LVADs) have evolved to commercially viable medical devices. However, a long-term implantable
LVAD has been elusive due to mechanical wear and limited biocompatibility. These two problems can he addressed through

DeparUnent of Mechanical and Environmental Engineering, University of California, Santa Barbara, 93106,

vaden_.en_ineerin2.ucsb.edu, and Magnetic Moments, LLC, Goleta, CA.
2 Depa_lment of S_gery, University of Pittsburgh.
3NASA Langley Research Center.
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I Figure 2. I
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the application of magnetic suspension technology. Basic mag-lev research at Magnetic Moments in collaboration with
NASA, and hemodynamics and pump research at the University of Pittsburgh on the Streamliner artificial heart have created
an LVAD capable of meeting the needs of a tremendous number of patients.

The supply of human hearts for transplant is limited to
2,500 per year in the U.S. at best. Once anti-rejection

drugs were developed making heart transplantation
practical, the treatment grew exponentially, doubling

about every year in the mid 198(Ys until limits in supply
capped the growth (see Figure 2). It is reasonable to

expect that long-term LVAD use will follow a similar
growth curve, but will not be limited by supply. The
application of LVADs is much broader than that for

transplants, and patients do not need

immunosuppressive anti-rejection drugs.

Mechanical circulatory support has a long background

with many device types explored and much gained in
basic knowledge. The first approach applied in human

clinical trials was the total artificial heart (TAH). This
is the conceptually simple removal of the human heart

and replacement with two mechanical pumps to
simulate both the left and right ventricles. Dr. Jarvik, a
veterinarian, is credited with the design of the fast

artificial heart, which sustained a patient for 112 days Figure 3. Cleekwise from upper left: Jarvik-7,
Baxter/Novacor LVAD, Streamliner HG3a
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[Marshall 91]. His Jarvik-7 TAH (upper leR in Figure 3) was used in 3 more patients with limited success. The Jarvik-7 has

found a niche as a temporary TAH implanted for interim use while patients and surgeons await a human heart for transplant.
This bridge-to-transplant application of assist devices is a beneficial use of mechanical circulatory support, and is seen as a

stepping stone market for long-term use for our device. The Baxter/Novacor LVAD (upper right in Figure 3) is the first to

receive approval for permanent implantable use, and was granted preliminary market approval (PMA) in 1998 by the FDA.
The first Streamliner prototype is shown in the lower center of the Figure 3.

The applicationsofLVADs can beapportionedintofourareas.The termofuse foreach applicationvariesa greatdeal:

Pmt-Cardiotomy (1-2 weeks): Numerous short-term disposable devices currently serve this application. It is

therefore not an ultimate target market for the Streamliner LVAD.

Bridge-to-Transplant (BTT) ( < 1 year): The maximum number of he.aR transplants in the U.S. is approximately
2,500 per year. Simultaneously, roughly 30,000 patients are awaiting a heart transplant. Thus, for those who are

critically ill, it may be advisable to use an LVAD temporarily while the patients await a transplant. Bridge-to-
transplant use may become "chronic support" use by default ira transplant does not become available.

Bridge-m-Recovery (< I year): Remarkably, some patients who receive a ventricular assist device experience

marked recovery from their heart failure. In some cases the VAD has been removed and the patient discharged from
the hospi_.

Chronic Support ( > 1 year): An estimate of the patient pool needing chronic support with an LVAD is
approximately 35,000-70,000 per year in the U.S. This patient group is now served by the Baxter/Novacor LVAD

that is only suitable for use up to 2 years due to thrombns and thromboembolism.

It is clear that there are a multitude of patients and applications requiring a high-performance implantable LVAD. By 2005,

implantable LVAD's may be as common as pacemakers are today.

EL Background

The HG3 mag-lev LVAD was the lust fully magnetically-suspended pump to be implanted as in an in-vivo animal trial on
July 10, 1998. A second titanium pump was implanted for a 34-day trial in August 24, 1999. Both animal trials were

performed at the McGowen Center for Artificial Organs at the University of Pittsburgh. One of the key technical
achievements of this design was the efficient magnetic levitation scheme requiring only 1.5 Watts of levitation coil power

while pumping. Further the pump design and motor have optimized designs enabling low-power operation.

The Streamliner's success in fully implanted in vivo studies follows a number of major contributions by researchers in the
area ofmag-lev LVADs. Bramm, Novak and Olsen [Bramm 81] appear to be the first to advocate magnetic suspension in

LVADs in the literature. Subsequently, a prototype device was successfully levitated as reported by Bramm and Olsen
[Bramm 85]. Akamatsu et al [Akamatsu 89, 92, 94] tested a magnetically suspended centrifugal pump in the laboratory. This

pump has a magnetically levitated centrifugal impeller magnetically coupled to a conventional bearing supported motor.

The University of Utah/University of Virginia team (P. Allaire, E. Maslen, H. Kim, D. Olsen, and G. Beamson) developed a
fully-levitated LVAD prototype (CFVAD 2) and tested it in water achieving 6 L/min and 100mmHg at 2,400 RPM and 50
Watts of levitation power [Allaire 95, 96]. A subsequent prototype (CFVAD III) has a much more efficient levitation system

requiring only 8 watts of power [Hilton 97], [Allaire 98].

There are a number of patents on magnetically levitated blood pumps listed in Figure 4. These are easily accessible at the
IBM Patent server site (the current URL is www.mtents.ibrn.com_.

US Patent # Date

4,688,998 08/25/87

4,763,032 08/09/88

Inventors

Olsen, Bramm, and Novak

!Bramm and Novak
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4,779,614 10/2_5/88 Moise

4,994,748 07/31/90 Bramm and Olsen

5,078,741 01/07/92 Bramm and Olsen

5,112,202 05/12/92 Oshima, Nakazeki, Akamatsu, and Niki

5,195,877 03/23/93 Kletschka

5,326,344 07/05/94 Bramm and Olsen

5,385,581 01/31/95 Bramm and Olsen

5,443,503 08/22/95 Yamane

5,470,208 11/28/95 Kletsehka

5,507,629 04/16/96 rarvik

5,695,471 12/09/97 Wampler

5,725,357 03/10/98 Nakazeki

5,840,070 11/24/98 IWampter

5,928,131 07/27/99 Prem

6,015,272 01/13/00 Antaki, Paden, Burgreen and Groom

F'tgure 4. US Patents on Fully Magnetically Levitated Blood Pumps

HI. System Description

The preferred Streamliner LVAD implant configuration is shown in Figure
5 and consists of

• Inflow and outflow carmulae, which connect the pump to the left
venWicle and aorta respectively.

• Internalcontroller,whichcontrolsand monitorsthepump.

• Small internal battery, which powers the pump for limited periods,
allowing complete mobility (such as when taking a shower).

• External controller, for programming and monitoring the pump.
• External battery, which recharges the internal battery and powers the

pump for extended periods.
• Transcutaneous energy transmission system (TETS), which transmits

power through the skin to recharge the internal battery and/or power
the pump.

The TETS also carries the control signals between the external and internal
controllers. Therefore, the system is fully implantable and fully self-
contained-there are no wires or ports that penetrate the skin. Except for
the need to periodically recharge the battery, this system would provide
extremely high mobility and quality of life for the patient.

A cross section of the pump is shown in Figure 6 together with a table of
parts. The key suspension components are fore and aft passive permanent
magnet bearings and the voice-coil thrust actuator. The advantage of this
design is that the blood shear is low in the relatively small diameter gap on
the inner pump stator section. Note that the rotor is hollow and supported
on a fixed shaft supported by the inlet and outlet hubs.

Strt, omlir_r Ventricular AssistS_em

Figure5.System Configuration
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Figure 6. Cross section of HG3c and parts list.

28

42

0

part

1

description

pump axis of symmetry

aflho_ing

inlet

fore housing

_rimary blood flow path

aft magnet assemblies (two parts). The inner bearing stack

forms the inner race of permanent magnet bearing. He outer
magnets and pole iron stack serves two purposes: a) it is the
outer race of the aft PM bearing, and b) it is the magnet
structure for the axial actuator - it interacts with the coils

38 and 40 to provide thrust force.

10 fore PM bearing stacks

12 magnetically levitated impeller (hollow)

14 impeller blades

16 inlet hub

18 outflow hub

20 inlet stator blade and support

22 outflow stator blade, converts rotational kinetic energy in

the blood in to pressure

30 slotless iron laminations of motor stator

321

34

toroidal winding on slotless 2-pole DC brusless motor
stator

2-pole DC brushless motor maget
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36 motor rotor iron

38 trust actuator coil

40i thrust actuator coil

26, 28 axial position sensor, used for feedback ¢onuol of the rotor

axial position.

42,44,46 voice-coil actuator magnets. The aft two magnets also serve

as the outer race of the aft PM bearing

50,52 iron focusing poles direct field toward coils 38 and 40.

60,62,64 outer bearing race magnet

66, 68, 70 mner race magnet rings

IV. Passivebearings

The design of the passive radial bearings was facilitated with the development of design formulae for passive PM bearings.

For passive magnetic bearings with dimensions shown in Figure 7, we derived design equations for the radial restoring force
per unit of journal cross section

F(x,g,d)

2LR
4B r _ 1 (l_e_,2,_/_.)e_n2_/xl_(n2_x/_,)= _..g.,_-T_
/f'/"t0 n=l jrt

odd

where the left-hand side of the equation is the radial restoring
force divided by the journal cross section. The fight-hand

side depends on the remanance, Br, of the magnetic

material and the bearing geometry as given in the Figure 7.

The function 11 is the modified Bessel function of order 1.

V. Thrust Bearing and Controller

The active thrust bearing was designed without any stator iron
to minimize negative stiffness effects. Once we chose the two-

coil structure the dimensions ofhoth the coils and the magnets

were opthnized using ANSYS. The objective function was the
force per root watt for the actuator, and constraints were placed
on the dimensions and geomelry. The feedback controller is a

virtually zero power type loop. Thus as the pump pressure

changes, the equilibrium position of the impeller moves
several thousandths of an inch. The rotor position is detected
with a low-noise Magnetic Moments ECS98S eddy-current
sensor.

VII. Conclusion

The HemoGlide HG3b pump (polycarbonate housing) was implanted in a

calf for four hours on July 10, 1998 at the University of Pittsburgh's
MeGowan center for artificial organs. The levitation coils only consumed

1.5 Watts of power not including amplifier losses. Very low blood
damage was observed. A second titanium pump, HG3c, was implanted

for a 34-day trial in September 1999 in a calf. The pump components
showed very minor thrombus formation and the levitation system worked

reliably. The titanium HG3c pump is depicted in figure 8 with the
housings removed.

Figure 7. PM bearing geometry
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(Editors Note: Only the abstract of this paper is available since the text of the

paper was not received by the time of publication of the proceedings.)

MAGNETIC SUSPENSION OF AN ARTIFICIAL HEART PUMP USING

EM/PM BEARINGS

ABSTRACT
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An artificial heart pump is under development for use as a ventricular assist

device. This paper describes a fourth generation prototype pump of diameter

68 mm (2.62 in) and axial length 33.5 mm (1.32 in). The pump is a small centrifugal

pump with a shaftless impeller fully supported in magnetic bearings. It is desired

that the magnetic support system have high load capacity, be very compact, and

have very low power consumption. A hybrid electromagnet/permanent magnet

bearing design has been developed and tested. The bearings consist of two

identical rings, one placed on the inlet side of the centrifugal impeller and one placed

on the discharge side of the impeller. Each ring has eight poles, four radial and four

axial, to control the pump impeller in five axes (x, y, z, a, 13)- three displacements

and two angular displacements relative to the x, y axes. The bearings have a radial

load capacity of 9.65 N (2.16 Ibf) and an axial load capacity of 19.3 N (4.33 Ibf). The

dynamic model of the impeller in the magnetic bearings is developed. The

estimated coil ohmic power loss in normal operation is less than 5 watts.
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DESIGN OF MAGNETICALLY LEVITATED MICRO OPERATION HANDS

Tatsuya Nakamura, Yoshiyuld Kogure and Koichiro Skimamura

Tokyo Metropolitan University

Department of Precision Engineering

1-1, Minami-Ohsawa, Hachioji-shi, Tokyo 192-0397, Japan

SUMMARY

Application of magnetic levitation technology to mechatronics has a possibility of compact design

of machine, since no transmission mechanism is required. Furthermore, becauseof non-friction, force

control is easy to implement and high accuracy is expected in position control. These features are also
effective in robotics. In our research, mechanism and control of micro operation hands are investigated.

The hand consists of two finger rods each of which has three degrees of freedom and is controlled by an

independent finger subsystem. To realize this finger subsystem two models are considered: a hybrid

(magnetic and mechanical) suspension model and a full levitation model. A novel magnetic actuator

composed of a permanent magnet and an air-core coil is used for actuation and suspension in the models.

The basic characteristics of the actuator is analyzed and it is shown that it has a good property for motion

control. Also it is shown that the actuator works as a useful passive suspension component which is used

in the full levitation model. Finally, results of a task of micro drawing using the hybrid model are

presented.

INTRODUCTION

Research on applications of magnetic levitation technology to manufacturing areas are conducted

recently. One feature of the technology used in this area is the manipulation capability of objects in vacuum
environments such as clean rooms in semiconductor industry[ 1,2]. Another feature is the low friction and

force control capability[3]. For such applications in robotics a robotic hand with magnetic bearing, a haptic

interface[4], that is, a magnetically levitated joystick, by which the operator can sense force feedback, etc.

are developed. Recently, research on devices for micro operation in a biological / medical area and a micro
machine area are a center of attraction. In such areas, devices by which operators can do dexterous

operations for biological cells, a human body or mechanical parts are required[5,6]. Force control is
considered to be effective to these dexterous operations even in the micro world, where tasks of assembly

and machining such as cutting objects are necessary. Up to this time, a ball screw mechanism driven by
electrical motors or a link mechanism driven by piezoelastic actuators are developed. Force control is

difficult to implement using these mechanisms. However magnetic suspension type devices have not been

developed yet for these tasks.

In our research, mechanisms and controls of micro operation hands are investigated. The hand consists

of two f'mger rods each of which has three degrees of freedom and is controlled by an independent finger

subsystem. Fig. 1 shows a concept of micro operation by a two-finger micro operation hand which is

attached to a macro robot. The macro robot is used to position the micro operation hand roughly in a large

work space. Therefore, the workspace of the micro operation hand considered is more than the volume of

10 10 10 ram, since the size of micro machine is defined as this size. Operations considered are machining
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and assembly. The two fingers are used as a gripper for the assembly application. If a micro tool, such as a

drill or a knife, is attached, drilling or cutting processes can be done. The operator observes the operations

through a microscope and performs a task using an interface such as a joystick. To realize this finger

subsystem two models are considered. (1) A hybrid (magnetic andmechanical) suspension model and (2) a
full levitation model are considered. The model (1) uses a link mechanism with mechanical bearings to

constrain the finger motion. Each degree of freedom is driven directly by a magnetic actuator. A lever
mechanism was tested to realize the model (1). The model (2) can be used for fine operations in the

environment where mechanical suspension is not suitable. Passive suspension components are investigated

to simplify the control and the preliminary test was conducted.

To develop these models, a novel but simple magnetic actuator composed of a permanent magnet and a

air-core coil is proposed for actuation and suspension. A magnetic field inside a coil is almost constant near

the center of the coil and, if the pole of the permanent magnet is there, an actuator with linear characteristics
suitable for motion control is obtained. Another feature of the actuator is that a magnetic force acts outward

of the coil on a pole of the magnet and it can be used as a spring at the position away from the center. Then

the design of two models are presented and illustrated how to use the actuators, although current states of

prototype development are in different phase in each model.

Finally the results of a task of micro drawing are presented using a prototype of the lever mechanism,

where a position control is conducted in the direction tangential to the contact surface and a force control in
the direction normal to the surface. The position controller uses a disturbance observer which is robust

against model errors and disturbances, and its effectiveness is shown experimentally.

Fig. 1 Concept of a micro operation hand
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MAGNETIC ACTUATOR

The actuator proposed for micro operation hands consists of an air-core coil and a permanent magnet as

showan in Fig.2. The permanent magnet is attached to the finger rod and the coil is fixed in the base frame.
The actuation is done in the axial direction of the coil. The inner diameter of the coil is large enough for the

pole of the permanent magnet to move around in the volume corresponding to the workspace. Apparently.

there is a magnetic force in the radial direction at the place away from the axis. However if the radial force is

small compared with the axial force, the problem is not significant for the control of the finger rod. The axial

force is almost constant at the position near the center of the coil and proportional to the coil current, and

this is a property suitable for motion control.

2O

m

air-core coil

__ pernanent

magnet

lO
(a) structure to)pnotograpn

Fig.2Magnetic actuator

DfivingForce

A conventional type actuator is multiple electromagnets as used in magnetic bearing. Driving force of

our actuator is compared with that of the conventional type actuator under the same condition with respect to
the size and current of the coil. Magnitudes of driving force are estimated using the models in Fig.3, where

(a) is a conventional _-pe and (b) is ours. Assume that the conventional type contains an iron

Sp

coil
I--4 permanent

Fp_// magnet

non ferromagnetic body I

(a) conventional type (b) proposed _pe

Fig.3 Comparison of two types of actuator
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core inside a coil, while our type contains a permanent magnet. Let S[m2], l [A] and n [/m] be the cross-

sectional area, the electrical current and the number of windings per unit length of the coil respectively.

Then the magnetic field H is given by

H=nI (1)

Let us estimate maximum forces for both types. Suppose the gap is very small for the conventional type.

Then the magnetic force F is given by

F = 2/_H:S (2)

where _ is a magnetic permeability of the object. Consider our type. Let the area of the cross-section of the

permanent magnet be Sp. Both poles of the magnet are assumed to be inside the coil. Then the magnetic

force Fp is

Fp = 2HSpM (3)

where Mis the magnetization of the permanent magnet used.

Let us compare F and Fp. Typical values of the parameters are g=0.002[NA 2] for an iron and M--0.8[T]

for a rare earth magnet.

Sp<S (4)

But our type can generate a larger force than the conventional type for small H, since M>#H. For large

H, the magnetization is saturated. It depends on the material and the saturated magnetization is about 0.8IT]
at H=105[A/m] for silicon steel. But the linear region of the B-H curve shows M<0.6[T]. If the gap between

the object and the electromagnetic pole is small enough for the conventional type,

F--Fp for a small gap. (5)

However, the magnetic force decreases rapidly as the gap increases. Therefore our type is significantly

stronger as a whole.

Linear Characteristics

Consider a multi-layer cylindrically wound coil. Let r and z be the radial and axial distances from the

center of the coil as shown in Fig.2. Let H_(r, z) and Hz (r, z) be radial and axial components of the magnetic

field H at the position (r, z) as shown in Fig.4. Magnetic intensity on the axis H.. (0, z) is given by
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magnetic fields

Fig.4 Magnetic field inside the air-core coil

_f _.+_a::+(b+z)_H:(O,.,)= (b+z)_ +_/:+(b+z),
,, a,+_/_:+(b-z): ],

+(b- z_m.-'__ Ja,+_/a,-+(b-.)"
(6)

where

as: an inner diameter of the coil,

a2: an outer diameter,

b: half length of the coil,
n: the number of windings per unit length,
I: coil current.

The theory was compared with the measurement. Magnetization of the permanent magnet and coil

current were assumed to be 0.8[T] and 0.2[A] respectively. The results are shown in Fig.5 and 6. Theory and

measurement give similar results but the z-values which gives a maximum magnetic force are different. The
reason for this is that the effect of the pole of the other side of the permanent magnet is not taken into

consideration in the theory.

The magnetic field at the position away from the axis can be theoretically calculated using the magnetic

equations inside the coil.

Div H =0 (7)

Curlhr=0 (8)

From Eq.(8), H is a potential. H, and H.- are obtained from Eq.(7) by using a potential function approximated

up to the second order with respect to r and z in its Taylor series expansion.

H.(r,z)=tI.(O,z) lr2{a2H- _- - -4
1 r / OH. \ O,

(9)

(10)

265



Eq.(10) shows that the radial component of H, is small near the center of the coil and the actuator can be

used to drive the permanent magnet in the direction of z.

3_ _ F
i i

2_ _ -_

Z"

- !
0 6 13-t3

z[mml

Fig.5 H_ on the z-axis (theory)

i i

:=-] _ I

:"="_ ...... i

r.=3 ....... [

-13 0 t3

z[_'n]
Fig.6 H, on and offthe z-axis (experiment)

Passive Magnetic Spring

The distribution of magnetic field along the axis shows that the actuator works as a spring without

control if a positive magnetic pole is placed at z>0 inside the coil. Therefore, if a positive magnetic pole is

placed at z>0, the magnetic pole is levitated at the position where the magnetic and gravitational forces

balance. Although it contacts with the internal surface of the coil, the radial force is not significant so that it

can be used as a passive suspension component. This magnetic spring is effective to reduce the degree of

fxeedom actively controlled.

DESIGN OF MICRO OPERATION HANDS

We propose two models for one finger subsystem of a micro operation hand; (1) a hybrid (magnetic and

mechanical) suspension model and (2) a full levitation model.

Hybrid Model

A prototype with a lever mechanism was developed and tested for micro drawing. Its structure and

photograph are shown in Fig.7. A finger is constrained with a three DOF link mechanism and three motions

of rotations around joints 1, 2 and 3 are allowed. Rotations around these joints generate approximate

straight line motions of the f'mger tip in x, y and z directions due to the relatively longer lever compared with

the size of the workspace. Three DOF positions are measured at the opposite side of the f'mger with laser

displacement sensors. Magnetic actuators are placed apart by enough distances not to interfere at this side.

This mechanism has the following features:
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(1)structure (2)photograph

Fig.7 Prototype of the hybrid model (lever mechanism)

(1) (Near) line motions of the finger tip are possible using a MAGLEV technique.

(2) Gravity is decoupled by using counter balances for various postures of the micro hand.

(3) Effects of the joint frictions is minimized for fine motions.

(4) The mechanism is rigid in a constrained DOF motion

(5) Compact and light weighted design is possible. Specifications of the prototype are as follows:

[link mechanism]

size: L320x Hll0 x W175 mm

weight: 1 kg

workspace: 10 x 10 x 10 mm

[sensor]

type: Keyence LK-2000

range of measurement: __.5 mm

resolution: 1 gm

response time: 512_z s

[coil]

size: 0 20 mm(intemal diameter)x26 mm(length)

windings: 550 turns with wire ofo0.5 mm

force: 120 gf/A
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Full Levitation Model

A full levitation model has diverse potential applications because of the simplicity of the mechanism.

Especially a compact design of hands might be possible in the applications which do not require large

operational forces. At the beginning, the feasibility was tested using the model illustrated in Fig.8(a) and

experimental apparatus shown in Fig.8(b). The actuators 1 and 2 are used as passive springs and the upward

magnetic forces balance with the gravity force. Other actuators 3, 4 and 5 are actively controlled using the

corresponding laser displacement sensors. Fig.8 shows the experimental apparatus.

18set displmce_nt sensor

(a) structure (b) experimental apparatus

Fig. 8 Full levitation model for feasibility test

The sensors are the same as the ones used in the hybrid models but more powerful coils are used for

actuators. The specifications of the coil are as follows:

size: _ 25 ram(internal diameter) × 26 ram(length)

winding: 1000 turns with wire oft3 07 mm
force: 250 gf/A

An aluminum regular prism of 18x18x260 mm with a weight of 500 gf including permanent magnets was

easily levitated using a simple PID control for the actuators 3, 4 and 5.
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TASK OF MICRO DRAWING USING A HYBRID MODEL

The results of a task of micro drawing are presented in this section, where the prototype of the hybrid

model is used and a pen is attached to the finger tip to draw figures on a paper parallel to the x-y plane,

where x, y and z axes are defined in Fig.7. A position control is conducted in the direction tangential to the

contact surface, that is x and y directions in this case. At the same time, a force control is conducted in the

direction normal to the surface, that is z direction. The position controller is designed using a disturbance

observer which is robust against model errors and disturbances, and its effectiveness is evaluated

experimentaly.

Control System

A position and force control is used for the contact motion control. However the force control is simply

an open loop control since the coil current is proportional to the normal force applied to an object, while the

position control suffers from disturbances such as friction. It also suffers from modeling errors when a linear

controller like PID is used. Recently, a disturbance observer is known for its robustness against disturbances

and modeling errors, and it is implemented in various motion controls.

For these reasons, we applied a disturbance observer to the position control. Assume that the x, y and z

motions of the end effector are decoupled. Since the mechanical time comtant is longer than the electrical

constant, the end effeetor motion in a direction is formulated as follows:

dv= P'q'u -f_ (11)
dt R'

where u is a control, f_ is a disturbance, andp', q' and R" are nominal values of parameters p, q and R:

p: amplification rate of the amplifier

q: force constant of the actuator
R: resistance of the coil

The principle of disturbance observers [8] is stated as follows: "If _ and u are known values, we can

estimate the disturbance from Eq.(ll). Then, by adding the corresponding value to u we can cancel the

disturbance." In our system, velocity f' is not measured thus _' has to be estimated from the displacement,

say x, where

v =k (12)

Fig.9(a) describes this principle in the form of block diagram, where a low pass filter is added to reject
noises.

ab

(s + a)(s + b)
(13)
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However, Fig.9(a) is not desirable since derivative operations are included. But Fig.9(a) can be convertedto

the diagram as shown in Fig.9(b) which contains no derivative operation. The reference ur of the control can

be determined by PLD control law.

U r = Kp(x_-x)+K.J(xa-x)dt+Ka(va-v)

where Kp, Ki and Kd are PID gains, and xu and va are desired values ofx and v.

41S

jfdis

U r

4-

(a) a form including derivative operations (b) a form without derivative operations

Fig. 9 Disturbance observer for position control

Experiments

In the experiments, a pen and a counter balance were attached to the tip of the finger rod. The total

weight of the finger rod is 120 [gf] including the weights of permanent magnets, the counter balance and the

pencil. Using this experimental setup, the effectiveness of the disturbance observer was experimentally

investigated by drawing small circles in the air in case of free motion and on a paper placed in case of

contact motion. In both cases, the circles are parallel to the x-y plane. In the free motion, x, y and z axe

position controlled. In contact motion, x and y are position controlled, and the force in z-direction is open-

controlled. The discrete-time form of the controller described above was derived by approximation and

implemented on a computer. Sampling time of 1[ms] was used. This value is related with the resolution of

the measurement and the derivative operation of the PID control law.
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Free Motion

Fig. 10 shows the trajectories formed from the data of the laser displacement sensor outputs where
references are circles with radii of 300 and 500 [_m] and the operational time t=13.6[s]. In this figure, (a)

results in case of without disturbance observer and (b) with disturbance observer are shown. Comparing

these figures significant differences can not be observed On the other hand, Fig. 11 shows the results with

t---0.72 [s]. In this case, the non-linearity of the actuator and the dynamics can not be cancelled with the

integral operation of PID. So the result without disturbance observer deviates from the reference circle.

5IX

30(

Y

_c
[uml

-30(3
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%b0'-3bo' ' ' '36o'5 o"
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(a) without disturbance observer Co) with disturbance observer

Fig. 10 Experimental results in free motion (t=-13.6)
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without disturbance observer

with disturbance observer

Fig. 11 Experimental results in free motion (t=0.72)

Contact Motion

Fig.12 shows the results in contact motion where references are circles of radii 300 and 500 [#m] and

t= 13.6 [s]. Force enough to draw circles on the paper was applied to the z-direction. The applied force was

24 [gf]. (a) is the results without disturbance observer and (b) is the ones with disturbance observer.
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Fig. 12 Experimental results in contact motion (t= 13.6)

Both results show the stick-slip motions of the endeffector. However (a) shows smaller stick-slip

motions._This tendency is obvious from the graph y(t) of the straight line contact motion with applied force

of 100[gf] as shown in Fig. 13. Moreover, Fig.12 shows that (a) deviates from the reference circle but (b) is

on the reference circles in average.

E
-100C-

--- without Disturbanc¢Observcr

.... ,t .... ....
Time[s]

Fig. 13 y(t) in the experiments of straight line contact motion

CONCLUSIONS

This paper proposed a micro operation hand. Finger subsystems with a hybrid model and full levitation

model were presented. Our idea is a novel actuator which consists of a permanent magnet and an air-core
coil to realize a magnetically levitated micro operation hand. Characteristics of the actuator was analyzed
and it was shown that it has a linear characteristics suitable for the control. It can also be used as a passive

suspension component without control. The effectiveness of the actuator was verified by making a prototype

and a feasibility test model. Finally the hybrid model was applied to a task of micro drawing and the

performance was evaluated experimentally. Especially, the effectiveness of a disturbance observer was
tested, where disturbances are friction in a contact moti9n and some nonlinear terms in the equation of
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motion of the mechanism and the actuator characteristics. The experimental results show that the

disturbance observer is effective for disturbance rejection.

The applied task was micro drawing in this paper but our goal is to apply a micro operation hand to

various tasks. A two-f'mger micro operation hand each finger of which is constrained with a parallel link

mechanism is also being made for assembly and machining of micro products. It will be presented in the

near future. Also we are going to develop a prototype of the full levitation model with a compact size in

future. We are considering that this model is effective to biological or medical applications.

Finally, authors would like to thank Mr. Tetsuharu Kohkaki for his help in preparing this manuscript.
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USING PLANAR FABRICATION TECHNOLOGIES*
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SUMMARY

The technical feasibility of a magnetically suspended rotating wheel for miniature gyro and other
applications, which was first investigated under a NASA SBIR contract, was assessed in much greater detail
under a BMDO SBIR administered by DTRA. The configuration is amenable to economical and highly
reproducible batch fabrication using the rapidly emerging planar fabrication technologies. The actuator for

the wheel magnetic suspension was optimized for improved performance by exploring the design space
through over 600 configuration variations using a finite difference magnetic circuit analysis technique
implemented in a spreadsheet environment. Normal and tangential magnetic force components of
circumferentially slotted rotors and stators were determined over a range of air gaps, slot width to tooth width
ratios, slot depth to tooth pitch ratios and tangential displacements

INTRODUCTION

The work described herein is an extension of work reported at the 3rd International Symposium on
Magnetic Suspension Technology[l]. The principal objective of the new work was to optimize the design of
the magnetic actuator for the magnetically suspended wheel, maximize the support force capability, minimize
power dissipation and provide approximately equal capability to support accelerations both in the plane of the
wheel and perpendicular to it. Secondary objectives were to develop a specific design of variable reluctance
drive motor;, and determine the maximum feasible rotational speed consistent with allowable stresses in the
wheel material.

Our group is pursuing the development of inertial instruments, such as gyros and accelerometers, that can
be fabricated through the use of many of the technologies widely used for micro-devices, but adapted for
application to larger devices. We have termed these fabrication technologies "millimachining"; they were
discussed in the previous paper[2]. Briefly, millimachining is a design philosophy and fabrication approach
that MSSA is developing from a merging of the traditional technologies and the emerging micro-machining
technology, and applying it to devices in the size range between macro and micro. Millimachined inertial
instruments are expected to realize higher performance than micro insmmaents due to larger angular
momentum. Millimachined devices can also be expected to be less expensive and more reliable than
conventionally fabricated macro-sized instntments because they can take advantage of the economy and
reproducibility of batch processing and dispense with most of the expensive, time consuming and unreliable
hands-on human labor.

"The work described was performed under BMDO SBIR Contract DTRA01-96-C-0138
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MAGNETICALLY SUSPENDED WHEEL CONFIGURATION

The wheel and actuator confignmtion that we are pursuing is shown in Figure 1, which shows the wheel
assembled with the magnetic suspension actuator quadrants and the "U"-shaped segments of the drive

motor stator. This configuration and associated control system are the subject of a recently issued patent[3].

Figure 1. Magnetically suspended wheel and actuator configuration.

Figure 2 shows the assembly with a group of 4 magnetic suspension actuator stators swung away from
the wheel. As shown in Figure 2, the wheel has circumferential grooves that enable the generation of forces
that are parallel to the acmatoffwheel plane, in addition to the forces normal to that plane usually utilized in
electromagnetic actuators. The circumference of the wheel has notches, or "teeth" which, in conjunction
with the "U"-shaped motor stator segments (the electrical conductors used to excite the cores are not shown
in the illustration), constitute a multi-phase variable reluctance motor to drive the wheel in rotation.

Each of the actuator quadrants has matching circumferential grooves which have electrical conductors

imbedded in (and electrically insulated from) them. The current in adjacent grooves flows in opposite
directions. Passage of electric current through the conductors makes the actuator quadrants electromagnets,
which magnetically attract the wheel to the actuator quadrants. Radial forces (parallel to the plane of the
actuators) are also produced due to the slight intentional misalignment of the actuator grooves with the wheel
grooves. This misalignment can be seen in Figure 3, which is a partial crossection of the wheel and a facing
actuator quadrant showing the details of the construction. The grooves in the actuator quadrant are displaced
laterally from those of the wheel by approximately 1/2 of the slot pitch, P, (slot pitch is the distance from one
edge of a slot to the corresponding edge of the adjacent slot; tooth pitch is similarly defined where the teeth
are the projecting portions adjacent to the slots). This is shown more clearly in Figure 4, a crossection vL-w
of half of the wheel with its actuators. The misalignment of the teeth (or slots) causes tangential forces
(parallel to the air gap; this is in the radial direction of the wheel) as well as normal forces (perpendicular to
the air gap) to be generated by the passage of electrical current through the conductors. The tangential forces
result from the tendency for the actuator and wheel teeth to become aligned under the influence of the
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magnetic field, because the position of minimum magnetic energy, for a given air gap, is when the wheel and
actuator teeth are perfectly aligned.

Eight actuator sectors, 4 on each side of the wheel, are provided to generate the forces necessary to
support the wheel in 5 degrees of freedom; rotation about the axis of symmetry of the wheel is the sixth
degree of freedom. Each actuator sector is capable of generating forces both normal and parallel to the
surface facing the wheel.

Figure 2. Magnetically suspended wheel and actuator configuration, exploded.

i

Conducto_ ° / / _"

/
Insulation

Figure 3. Actuator details.

277



Axis of Rotation

Typical Flux Paths Actuator Stator

__ stator "tooth"

Rotor

...... _rotor "slot"

_tator "slot"
Conductors if'died with

conductor)

® = current direction into paper

E) = current direction out of paper

Figure 4. Wheel and actuator crossection.

PREVIOUS RESULTS

In the previous work, the radial and tangential forces were both found to vary approximately sinusoidally
with tangential (parallel to the actuator plane) displacement with a period of the slot pitch, P. The normal and
tangential forces axe phase shifted by about _r2, or 1/4 of the slot pitch. Consequently, the normal force is
maximum (or minimum) at the tangential displacement at which the tangential force is zero and the tangential
force is maximum (or minimum) when the normal force is midway between its extrema. As might be
expected, the normal forces were much larger than the tangential forces, resulting in a wheel that had much
lower force capabilities (thus linear acceleration capability) in the plane of the wheel than normal to it. In
most applications, equal capability in all directions would be necessary, or at least advantageous. With this in
mind, the present work was initiated to, among other things, optimize the suspension configuration to achieve,
as nearly as possible, equal suspension capabilities in all directions.

PRESENT WORK

Suspension Capability Optimization

The previous work explored the normal and tangential force capability of the actuator configuration in
which both the rotor and stator pole widths and slot widths were the same, namely, half of the slot pitch, P.
The stator slot depth was 0.25P and the rotor slot depth was 0.375P, and the air gap was varied from
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0.09375P to 0.25P. The present work set out to explore the design space more fully in search of a more

optimum configuration. To this end, the tooth width to slot width ratio, WtoothJ , was varied from
/ Wslot

0.1428P to 1.666P, the stator slot width, ws_t_t_, was varied from 0.25P to 0.75P, the rotor slot width,
w__ ,was varied from 0.125P to 0.5P, and theair gap, g, was varied from 009375P to 025P Over these

o ° o o

ranges of parameter values, approxtmately 600 models were formulated and solved for normal and tangential

forces. For most of these models, a slot current value of 1.0 ampere was used, although, as expected, the
forces scale as the slot current squared and results from models with other current values could easily be
converted to equivalent values at 1.0A.

Results

Force vs. Slot Depths Figure 5 shows the tangential (Fx) and normal (Fy) forces with

wt°°thJ =1 as a function of the rotor and stator slot depths at two different tangential displacements. All
/ Wslot

of this data was generated with Wtooth/ =l. The displacement, x=8, for Figure 5a and Figure 5b are for
/ Wslot

the rotor displaced P/4 from the condition when the rotor and stator teeth are aligned. This is the
displacement where F x is approximately maximum and Fy is approximately midway between its exlrema.

The displacement, x=16, for Figure 5c and Figure 5d are for the rotor displaced P/2 from the condition
when the rotor and stator teeth are aligned, that is, for the rotor teeth centered over the stator slots. Here, F x is
essentially zero and Fy has its minimum value (note that in Figure 5c, the force scale has been magnified to
show the shape more clearly). In all of these cases, the force dependence on the stator slot depth is
negligible. The force dependence on the rotor slot depth is also not very large in any of these cases. For this
reason, the stator and rotor slot depths were held at 12/32=0.375 and 8/32=0.25 for exploration of the force

dependencies on the Wtoo_a_. ratio.
J

slot
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Figure 5. Normal and tangential forces vs. rotor & stator slot depths, 1.0 A slot current.

Force vs. wt°°m//Wslo t ratio While the tangentialand normal forces vs. air gap were determined for

6 values of the air gap, ranging from 0.09375P to 0.25P, only the results for g=0.125P are presented here
because of space limitations. Figure 6 shows the tangential force vs. x at a slot current of 1.0A for the 8

values of Wtoom//Wslo t that were used. While the variation vs. x for all the wt°°m///Wslo t values is roughly

sinusoidal, the displacements at which the peak values occur are shifted towards zero, compared to the value

at Wtooth///Wslo t =1, as the values of wt°°_slo t both increase and decrea_ from 1. Some of the peak values

are larger than for wt°°th//ws{o t =1, but only about 20%. Figure 7 shows the normal force vs. x for the same
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conditions. Here, all values consistently increase as the slot width is increased and the curves become flatter

near the minima as Wt°°th/ becomes both larger and smaller than 1.
/ Wslot

Rotor d _..8; s[ator d _12
Slot Current -1.0 Ampm-e

Figure 6. Tangential force vs. x for various Wtooth/ and I_o,=l.0A.
/ Wslot

Fx/Fy vs. wt°°th/ ratio Figure 8 shows the ratio of tangential to normal force vs. x. Note that
/ Wslot

FI(-Fy) is plotted to allow easier comparison with the curves for F_. Recall that the motivation for this work
was to increase this ratio so as to make the maximum suspension force capability as nearly equal in the radial

and axial directions as practical. Figure 8 shows that the force ratio, F_/(-Fy), consistently increases as

wt°°th/ is increased. The maximum value, -0.69, occurs near P/4 (tangential displacement of
/ w slot

w tooth/

approximately 8 in the graphs) and is 4.95 times larger than the maximum of -0.14 at /Wslot =1 as
calculated in the earlier work. Achieving such an increase was one of the principal motivations for the work.

Force vs. Wt°°th/ ratio Changing the slot width while maintaining the slot current constant,
/ Wslot

also has the effect of changing the power dissipation, j2/p, since changing the slot area changes J. A useful

basis on which to compare various configurations might be the power density on the exposed surface of the
device, since both conductive and convective hear transfer depend on the surface area. The temperature rise in
the device depends on the heat transfer coefficient as well as the power dissipation. Maintaining the surface
power density constant while varying device parameters has the effect of maintaining the device temperature
rise constant across the parameter variations. Figure 9 and Figure 10 show the tangential and normal force

variations vs. displacement for various wt°°th/ values, with the surface power density maintained at the
/ W slot

same value as for Wtooth/ =1 the value used in the earlier work.
/ W slot '
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CONCLUSION

The work described thoroughly explored the design space of the magnetic actuator for a magnetically
suspended wheel for a miniature gyro and determined the tangential and normal forces for a wide range of
design parameter values, including air gap, rotor and stator slot depths and stator and rotor slot widths. The
results allow increasing the ratio of tangential to normal force to nearly unity, an improvement of almost a

factor of 5 over that of the previous work. This will allow the construction of a magnetically suspended
wheel with approximately equal acceleration withstanding capability in all directions, which was one of the
principal motivations for the work.
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SUMMARY

A 500-Wh disk-and-shaft power flywheel test prototype for possible application in uninterruptible

power supply (UPS) systems is described. The system was set up in order to evaluate the stability of

a passive radial permanent-magnet bearing system under static and dynamic power load of the

integrated motor generator. Preliminary tests have been run under up to 15-kW transient discharge

power load with no significant effect on the bearing stability.

INTRODUCTION

Flywheels have been in use for energy storage since the early history of mankind. The potter's

wheel is a standard example for discontinuous-in, continuous-out energy conversion. Early steam

engines as well as modern internal-combustiort, piston-type engines use flywheels in a similar

maimer.

High-speed flywheels on the basis of carbon-fibre reinforced plastics material (CFRP) and

magnetic suspensions have been developed for energy storage [1-3], in particular, for possible

replacement of electro-chemical batteries in UPS systems, electric car drives and space applications.

One specific advantage of a flywheel storage is that its total energy content can be discharged within

less than a minute without injury to the system. Chemical batteries would not survive under similar

conditions. When running on non-contacting, preferably magnetic bearings,a flywheel provides

freedom of bearing friction and virtually unlimited life time.

For optimum reliability and power saving,permanent-magnet bearings 0aMB) have been the

preferred choice in space flight applications [4,5] as these are operable at "zero-power'" stabilization

conditions [6,7]. PMB technology has also been introduced to and commercialized in a variety of

earth-born applications during the last two decades on the basis of some special beating concepts

developed at Forschungszentrum J01ich [8]. One of these [9] has been implemented in the flywheel

system described in the present paper. The system was designed in the early 90's as a basic study for

possible commercial applications in LIPS and electric car drives.
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A first unit was realized and tested [I0] in order to investigate the stability of a passive radial

PMB system under dynamic load conditions of the integrated power generator. We regard the

outcome of this investigation as a milestone on the way of introducing the PNIB technology into the

field of heavy machine construction.

TECHNICAL DESCRIPTION

The flywheel system test prototype is shown in figure 1. The functional components are displayed

in the sectional view of figure 2. The complete rotor system is encapsuled in a vacuum-tight

aluminum housing that also serves as a safety containment. The system is designed for operation at a

fixed vertical axis.

Figure 1. Flywheel system
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Figure 2. Sectional view of the flywheel system

The flywheel itself consists of three press fit annular components. The outermost ring is made of

high-modulus M46J CFRP, the next one is standard T300 CFRP and the inner one is aluminum. An

aluminum hub with elastic collars provides tight mechanical coupling between the ring package and

the driving shait where the hub is fixed by a central high-strength bolt.
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The shaft carries two sets of permanent magnets made of plastic bound NdFeB material with

diametrical magnetization. The magnets are part of a motor generator with a nominal power of

50 kW at 40,000 rpm of rotor speed. The annular magnets fit into centrifugal belts made ofT300

CFRP. The magnet packages are fixed to the shaft by an axial thrust nut. The motor generator stator

is mounted outside the vacuum enclosure. The latter passes through the magnetic gap of the motor

generator.

The PMB system comprises a support bearing located just below the flywheel and a stabilizer

assembly located on top of the motor generator.

The support bearing is shown in more detail in figure 3. This bearing contains four double-ring

permanent magnets with attractive polarization [ 11] giving the rotor a net upward pull thus balancing

its total mass of 23 kg. The mass of the permanent magnet material contained in the support bearing

amounts to 184 g which is 0.8 % of the rotor mass.

60 mm

Figure 3. Close-up view of support bearing and lower radial stop assembly
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Each double ring is made of two tings with opposite polarity. The forces between the magnets are

attributed to surface currents as visualized in figure 4. These currents are built up from elementary

currents associated with the electron spin at an atomic scale. All elementary currents within the

magnet material cancel, as schematically indicated by loops at the axial surfaces, except those at the

cylindrical surfaces where counterrotating neighbours are missing. The magnitude of the surface

current of a given magnet equals the coercive force of the magnet material hence can be read from

the corresponding data sheet. The NdFeB material presently used provides a coercive force of about

850 kA/m. With a magnet height of 4.7 mm we have about 4 kA of surface current on each of the

cylindrical surfaces. The resulting currents are surprisingly high and could never be established in

electric conductors of similar size. By fitting the double rings with opposite magnetization the

surface currents sum up to 8 kA at their contact surface instead of cancelling each other. As the

magnetic pull between parallel currents grows according to the product of their magnitudes, the 8-

kA contact surfaces of the double rings provide four times as much pull across the axial gaps of the

support bearing as the 4-kA bare surfaces on the in- and outsides. Thus, the four double-rings

magnets provide 50% more pull than eight single rings of similar volume.

4 kA

8 kA

4 kA

Figure 4. Double-ring permanent magnet with associated surface currents

The total surface current contained in a given PMB system may be regarded as a key parameter
for characterization of its load capacity. The support beating described here carries about 64 kA of

surface current. This remarkably high current and the corresponding forces are steadily available

without energy loss and without any obvious time limitation. For this reason it is proposed to
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attribute a permanent magnet the quality of a superconductor, not even a "high-temperature"

superconductor but rather an "ambient-" or "room-temperature" superconductor. In fact, the

practicable temperature range of permanent magnets extends up to several hundred degrees C for

certain magnet materials. At higher temperatures the magnetization weakens due to thermally

induced disorder at an atomic scale. The demagnetization is enhanced in PMB applications based on

a repulsive magnet configuration.

In the present attractive PMB configuration the currents not only provide the axial mass support

of the rotor but also tend to align the rotor and stator magnets in the radial directions thus giving the

rotor a radial stability. The radial stiffness is about 220 N/mm.

Along the axial direction, the currents tend to pull the gaps tight. The system is intrinsically

unstable along the axial direction. The instability is specified by a negative stiffness which for

geometrical reasons is about twice the magnitude of the radial stiffness. Axial stabilization is achieved

by the stabilizer located at the upper end of the driving shaft (see figure 2). This type of stabilizer

was developed for both, axial and radial stabilization functions [ 12]. The stabilizer is contained in an

iron case. Two electric coils fixed inside the stabilizer case and a pair of permanent magnets on the

rotor enable axial force actuation of the rotor. The coils are fed from a bidirectional DC power

source (not shown) which is controlled by an axial position sensor located opposite to the upper end

face of the driving shaft. The sensing circuit is automatically adjusted such as to drive the rotor to the

axial position where the magnetostatic and gravitational forces acting on the rotor cancel. At this

point the coil current approaches zero. Axial stabilization of the system is achieved at "zero-current'"

conditions. In fact, a small stand-by current (typically on the order of one watt of electric power) is

required to keep the electronics alive for immediate action in case of axial force disturbances of the

rotor. The power capability of the axial actuator system is adequately dimensioned to supply the li_-

off force required on system start for pulling the rotor out of its axial rest position.

The stabilizer further provides radial centering and damping forces for the rotor. Centering is

achieved by annular extensions of the iron case which penetrate the axial coils ending up at a close

distance in front of the rotating magnets. As with the support bearing radial stability is provided by

attraction forces. The radial stiffness of the present system at the stabilizer site is about 20 N/ram.

Radial damping is achieved by eddy currents induced by radial rotor vibration in a copper disk

extending into the gap between the rotating magnets. The damping force is about 27 Ns/m.

The weight support and attitude control functions are provided by two separate assemblies

(support bearing and stabilizer) with quite different features at two distant locations. The system

stabilization mechanism is thus comparable to the typical wing-and-tail-plane air craft design concept

[9].

Axial and radial excursions of the rotor assembly are limited by mechanical stops (often termed

touch-down or catcher bearings). The bidirectional axial stop is located on top of the stabilizer. It

consists of a double ball bearing fixed to the shaft and a pair of axial disks on the stator giving the

rotor a free axial play of+ 0.2 mm with respect to the axial equilibrium position. Radial stops on

either end of the rotating system are designed for tangentially contacting the rotor at an inner

cylindrical surface. In case of mechanical contact due to backward conical motion (precession) the

tangential friction associated with the mechanical contact brings the rotor axis back to the central
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position [13,10]. The upper radial stop consists of a ball bearing fixed to the housing that fits into an

axial bore at the rotor with a radial play of+ 0.2 mm. The lower radial stop is a simple pivot-and-

sleeve type friction bearing with similar radial play.

RESULTS AND DISCUSSION

The present flywheel system was designed as a test prototype for operation up to 40,000 rpm of

rotor speed. The preliminary test program, however, was stopped in view of safety aspects at 33,000

rpm when we observed a sudden alteration of the rotor balance. At this maximum test speed the

energy content of the wheel was about 430 Wh.

The main goal of the investigation has been achieved by demonstrating that a "'p_sive" radial

PMB system is capable of matching the forces associated with a power motor generator under static

as well as under dynamic load conditions. The maximum pulsed power extracted from the system

before the test stop was 15 kW at 30,000 rpm of rotor speed. At this and all preceding points of

observation the rotor excursions excited by pulse power load were very small compared to the free

play of the rotor shaft within the limits given by the mechanical stops.

The discharge power was drained into a power resistor network. A discharge efficiency of 97.4%

was measured during 15-kW pulsed power extraction at 30,000 rpm.

System testing was originally planned for a maximum power load of 50 kW at 40,000 rpm. Under

these target conditions the current and associated force load on the rotor would have increased by a

factor of 2.5 with respect to the maximum realized load. We were able to extract currents of this

magnitude by short circuiting the motor generator leads by a high current switch. This was done at

4,200 rpm maximum in view of the switch ratings. By this action excitation of the lowest

precessional motion of the rotor system became significant. The radial amplitudes, however, were

still well within the free radial play of the rotor shaft.

The design of the present flywheel system has been made in view of application in an UPS system.

In order to ensure undelayed power supply from the system the motor generator was equipped with

a permanent-magnet rotor. Idling losses have been recorded up to the maximum tested speed of

33,000 rpm where the losses reached about 200 W. The almost linear frequency dependence

identifies the losses as being mainly of hysteresis type. Extrapolating to 40,000 rpm we expect about

250 W of idling losses which is 0.5% of the nominal 50-kW output power.

Evaluation of the magnetic beating related losses is difficult as these are very small compared to

the motor losses. An upper limit of the beating losses was determined after replacing the motor

permanent magnets with a steel tube and running the motor in an asynchronous mode. About 0.2 W

of idling losses were determined at 4,200 rpm in this configuration. In an earlier investigation of a

12-kg neutron beam chopper suspended by a similar bearing system but with the rotation axis

horizontal [8] we determined about 3 W of idling losses at 20,000 rpm under high-vacuum

conditions (no air friction). We further found a linear increase of the idling losses with rotor speed.

This implies the predominance of hysteresis losses. By linear extrapolation of our present results we
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expect about 2 W of bearing related losses at the nominal flywheel speed of 40,000 rpm. This figure

is in agreement also frith theoretical considerations [ 10].

After fixing the rotor balance failure that terminated the preliminary test phase the system is

intended for power tests up to full speed. The system is also considered as a basic test unit in view of

day-and-night cycle energy storage application with the present motor generator replaced by a 5-kW

machine and up to three more stacked flywheel assemblies on the rotor. Even on maintaining the

present motor generator design with a permanent-magnet rotor, the self-discharge time constant of

that energy storage system would be several days. A non-iron or externally excited type of motor

generator would contribute to a further reduction of the idling losses with a corresponding further
increase of the run-down time constant.

By modification and investigation of the present system towards more compact dimensions and

higher speeds we expect to extend our knowhow also in view of possible car-drive and other mobile

applications.
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SUMMARY

We have designed and manufactured a flywheel energy storage system (FESS). The system has a

flywheel made of carbon fiber reinforced plastics (CFRP) of the diameter of lm supported by active

magnetic bearings (AMB) of low energy loss. The flywheel rotor can be accelerated to 17,200rpm by

a synchronous motor. The rated capacity of the energy storage system is 10kWh.

The energy loss of AMB is measured by using a test rig, which is designed to minimize the

energy loss of AMB. Results obtained by free-running tests up to 12,000rpm show that the energy loss

of the homopolar AMB is smaller than that of the heteropolar AMB. The energy loss of the

homopolar AMB is found to be about 75W for one unit of the AMB with the bias current of 1.5A at

12,00(_m.

The present paper shows details of the energy loss of the test rig equipped with three types of the

AMB, and also presents some of the measured data of the 10kWh FESS.

INTRODUCTION

Recently, energy storage systems at distributing substations are needed in order to level off daily

fluctuations of loads on electric power, because of increasing electric power demands. A FESS is

believed to be one of potential systems. Although there were some studies on FESS, these systems

were difficult to store energy for long time. This reason was that they were equipped with ball

bearings which induced higher energy loss, furthermore, that the flywheels were made of alloys

leading lower rotation speed with lower storage capacities.

On the other hand, it was revealed that a high-Tc superconductor YBa2Cu307-x that had a strong

pinning force was used in a magnetic bearing [ 1] and the energy loss of superconducting magnetic

bearings (SMB) has been very small. Also the development of CFRP advanced. In these conditions, it

is expected that the SMB can be used for large scale FESS.
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The present investigation is conducted for designing and manufacturing a medium-sized 10kWh

FESS mounted with a CFRP flywheel of the diameter of lm in order to verify the rotor dynamics

realizing a large-sized 10MWh class FESS with high temperature SMB. The flywheel rotor of this

system is supported by two radial AMB and one thrust AMB without SMB to verify the energy loss

and the rotor dynamics of the system. The flywheel system is anticipated to store the energy of

10kWh by rotating the flywheel up to 17,200rpm with a synchronous motor by the end of March
2000.

The flywheel rotor of the developed system is supported by AMB without contact to enable stable

rotation at higher speed with lower mechanical loss. In order to develop the AMB of extremely low

loss, a test rig for testing a low energy loss type AMB applicable to a medium-sized 10kWh FESS is

developed in the present investigation. Thus, three types of AMB are tested on the test rig with

measuring energy loss.

The present paper reports (I) low energy loss AMB developed, and (2) the medium-sized 10kWh
FESS and results of rotation tests.

LOW ENERGY LOSS AM]]

Structure of the test rig

Figure 1 shows the low energy loss AMB test rig designed and manufactured, and table 1

summarizes the basic specifications for the test rig. The test rotor is an outer rotor type, and a

permanent magnet type synchronous motor is mounted inside the rotor. The whole mass of the rotor is

supported by a spherical spiral groove bearing (spherical SGB) situated at the lowest position of the

rotor. The radial vibration of the rotor is restricted by two AMB situated one at the top and the other at

the bottom. Rotation tests are conducted in a vacuum chamber to reduce effects of windage loss as

low as possible.

Tested AMB

The AMB designed and manufactured in the present investigation are, (a) a homopolar AMB, (b)

a heteropolar AMB, and (c) a homopolar AMB with a permanent magnet (PM) [2]. These AMB are

shown in figure 2. All types of the AMB have structures of laminated magnetic steel sheets of

0.35mm thick (stator side) to reduce eddy current loss induced by the rotating rotor. Similarly,

opposing parts on a rotor to the AMB (rotor side) have structures of laminated magnetic steel sheets

(containing 6.5% silicon) of 0. lmm thick. Usually, an AMB is required to have a certain amount of

continuous bias current, and the energy for the current is not so small as to be neglected. Then, the

AMB of the type (c) is designed and manufactured. The type (c) substitutes the PM for the bias flux

generated by the bias current. The bias flux generated by the PM can be varied by adjusting gap

adjustment screws as shown in figure 2(c).
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Results of free running

Each pair of the AMB is mounted on the test rig. The rotor is accelerated to 12,000rpm by a

motor, and then, the motor current is cut off to let the rotor to rotate freely (free running) for

measuring energy loss. The energy loss of the homopolar AMB and the heteropolar AMB at the bias

current of 1.5A is shown in figure 3. Here, the effect of windage loss is subtracted from the measured

values according to the following equation [3], [4].

Here,

Pw = C ( 1 + 2.3 t/R ) p0.8 n 2"SR 4.5 _0.2

Pw : windage loss (kW)

T : height (m)

R : outer radius (m)

p • density of air (kg/m 3)

n • rotation speed (rpm)
_t : viscosity of air (10- Ns/m 2)

The energy loss of the motor and of the spherical SGB is also shown in figure 3. The figure

shows that the energy loss of only the homopolar AMB is about 150W (75W per one unit of AMB)

with the bias current of 1.5A at 12,000rpm. Similarly, that of only the heteropolar AMB is about

380W (190W per one unit of AMB). This energy loss corresponds to as much as 2.5 times to that of

the homopolar AMB.

The energy loss of the homopolar AMB and the heteropolar AMB in case of changing bias

current into 1.5A, 1.0A and 0.5A is shown in figure 4. The figure shows that the energy loss gets small

as the bias current is small for both AMB, and the changing rate of the homopolar AMB is smaller

than that of the heteropolar AMB. Furthermore the energy loss of the homopolar AMB with the bias

current of 1.5A is smaller than that of the heteropolar AMB with the bias current of 0.5A.

The results shown above indicate the superiority of the homopolar AMB over heteropolar AMB

with respect for attaining low energy loss. An estimated the energy loss of the homopolar AMB on the

medium-sized 10kWh FESS at the rated rotation speed (17,200rpm) is about 320W (160W per one

unit of AMB).

Figure 5 shows measured the energy loss of the homopolar AMB with PM. The bias flux from the

PM is adjusted to be equivalent to that with the bias current of 1.5A. The energy loss of the homopolar

AMB with the bias current 1.5A is also shown in figure 5. The figure shows that the energy loss is

equivalent to that of the homopolar AMB with the bias current of 1.5A. Thus, the homopolar AMB

with PM is found to reduce energy loss equivalent to the bias current, leading to energy saving of a

storage system.
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MEDIUM-SIZED 10kWh FESS

Structure of 10kWh FESS

Table 2 summarizes the basic specifications for the medium-sized 10kWh FESS. Figure 6 shows

structures of the mechanical parts of the apparatus, and figure 7 shows the system diagram.

The main body of the flywheel is made of light weight and high tensile CFRP, and is fixed to a

center of an outer rotor with an aluminum hub of handle shape. The rotor is to be driven by a

synchronous motor/generator equipped with permanent magnets and mounted on a stationary shaft

inside the rotor. The stator of the motor/generator is cooled by cooling water flowing inside the

stationaryshaft.

Two radial AMB are mounted on the top and bottom ends of the rotor for restricting radial

vibration of the rotor (unbalanced vibration and earthquake, etc.) [5]. These AMB are same sized

homopolar AMB which were verified superior on the energy loss in the previous chapter. A thrust

AMB equipped with permanent magnets is mounted at the top of the rotor for supporting the whole

mass of the rotor without contact. This thrust AMB not only supports the mass of the rotor, but also

restricts vertical vibration. The whole rotor system is enclosed in a vacuum chamber for reducing

windage loss during rotation as low as possible. The rotor can be cooled only by radiation here, thus,

two infrared radiation thermometers are mounted for monitoring temperature rises of the CFRP

flywheel during rotation. Each one of angular ball bearings and of carbon rings as auxiliary

touchdown bearings are equipped at upper and lower ends of the stationary shaft to cope with

accidental contacts between the rotor and any stationary parts as to be caused by AMB failure.

Another equipment is a location device mounted on the lower part of the rotor to lift the rotor to an

active range of the thrust AMB. The rotor mounted on the test apparatus can be rotated to 17,200rpm

by a synchronous motor in the vacuum chamber for storing the rated energy of 10kWh.

Results of rotation tests

Figure 8 shows the energy loss measured on the test apparatus. The chamber is evacuated to

10-3tort, and the rotation speed is 8,000rpm. The figure also contains the energy loss induced by the

motor/generator. The figure indicates that the total energy loss is about 280W. The estimated loss at

17,200rpm based on the measured energy loss is about 700W. Here, the energy loss resulting from

only the radial AMB is about 400W (including the thrust AMB energy loss of about 18W, and

windage loss of about 10W). This value is larger than the estimated value mentioned in the previous

section based on the measured value at low energy loss AMB tests (about 320W) by about 25%,

although these values could be thought to be almost the same.

300



CONCLUSIONS

The results obtained in the present investigation are summarized.

1) The energy loss induced by the homopolar AMB and the heteropolar AMB was measured and

compared. The energy loss of the homopolar AMB was found to be smaller than that of the

heteropolar AMB. The energy loss of both of the homopolar AMB and the heteropolar AMB got

small as the bias current was small, and the changing rate of the homopolar AMB was smaller

than that of the heteropolar AMB.

2) The energy loss induced by the homopolar AMB and _e homopolar AMB with PM was

measured and compared. The homopolar AMB with PM was found to be beneficial in reducing

energy consumption of the FESS.

3) A medium-sized 10kWh FESS was designed and manufactured. Some test runs were conducted

up to 8,000rpm, and the energy loss was measured. The measured energy loss at 8,000rpm was

found to be comparable to that obtained on the low energy loss AMB test rig.

Rotation tests on the medium-sized 10kWh FESS of the rated speed of 17,200rpm will be

performed. Results thus obtained will be utilized for further reducing the energy loss of FESS.
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Figure 1. Low energy loss AMB test rig

Table 1. Basic specifications for low energy loss AMB test rig

Max. rotation speed

Energy storage

Rotor Inertia

Pressure

Mass
Diameter

L

Length

17,200 rpm ( target )

0.34 kWh

0.75 kgm_
72 k$

240 mm
465 mm

Less than O. 1 torr
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Table 2. Basic specifications for the medium-sized 10 kWh FESS

Rotation speed
Energy storage
Rotor

Pressure

Inertia

Mass

Length

17,200 rpm ( target )
10 kWh

2.79 x'l 03 kgm 2

385 kg

flywheel 123 kg

rotor 207kg

hub 55 kg
1040 mm

Less than 1 x 10 -3 torr

Thrust AMB

Upper touchdown
bearing

Rot or

thermometer

Location device

©

Upper radial AMB

Hub (_)

Rywheel

Mot or/Generat or

Bottom radial AMB

Bottom touchdoz_
bearing

Figure 6. Structure of the medium-sized 10 kWh FESS
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ABSTRACT

The design and initial testing of a five axis magnetic beating system in an energy storage

flywheel is presented. The flywheel is under development at the University of Texas

Center for Electromechanics (UT-CEM) for application in a transit bus. CalNetix

performed the system dynamic analysis, developed the magnetic bearing control

algorithms, and developed the digital control hardware to meet the needs of the flywheel

system. The beating system for the prototype features two types of homopolar, permanent

magnet bias magnetic bearings: a combination radial/thrust bearing and a pure radial

bearing. The backup bearing system features a viscously damped, compliant mount. The

system has been successfully tested to the maximum design speed of 42,000 rpm. A gain-

scheduled, MIMO control algorithm was required to control the system modes affected

by rotor gyroscopics. The implementation and basis for this control scheme is discussed.

Dynamic test results are discussed relative to the rotordynamic and control system

design.

INTRODUCTION

UT-CEM is developing a flywheel energy storage system, conveniently referred to as a

flywheel battery (FWB), for use in a power-averaging role in a hybrid electric bus [1,2].

Energy generated during vehicle braking is converted to mechanical energy by using a

motor/generator to drive the FWB. During vehicle acceleration, the motor/generator

extracts energy from the FWB, completing the storage/recovery cycle. FWBs are ideal

for this application because they have significantly higher power densities and longer life

than other types of batteries [3]. The system, shown in Figure 1, is designed to store 2

kWh at 40,000 rpm, and produce 110 kW of continuous power (150 kW peak).

309



The goal of maximizing energy density leads to carbon fiber composites as the material

of choice for modem high performance flywheels. These materials can operate safely at

surface speeds of 1,000 m/s, as opposed to only 200-300 m/s for metals. The high surface

speeds result in unacceptable windage losses unless the rotor operates in a vacuum. Thus

rotor heat removal must be accomplished through radiation, making minimization of

rotor heating a major design consideration. Consequently, low-loss homopolar,

permanent magnet bias magnetic beatings and a permanent magnet motor/generator were

chosen to reduce rotor heating. Initial testing was performed with a titanium flywheel

rotor having a 9.9 inch outer diameter. This allowed for safe evaluation of the magnetic

bearings and motor/generator. Now that the bearings and motor/generator are fully

functional, complete thermal testing is underway. When thermal tests are complete, the

titanium rotor will be machined down and composite rings added to bring the outer

diameter up to 17.5 inches. This change to the rotor will alter its weight and polar-to-

transverse inertia ratio, Ip/It. At that time the magnetic bearing control algorithms will

require additional refinement for the reconfigured rotor.

In order to achieve the target operating speed, a gain scheduled MIMO control approach

was developed. Similar approaches have been applied to magnetic bearings for other

applications [4,5]. These features were applied in a limited way for the current system

with titanium flywheel. Future testing of the composite flywheel will probably require

additional sophistication, such as that provided by the more recent Linear Parameters

Varying (LPV) approach [6,7].

FLYWHEEL BATTERY

The vertically mounted flywheel battery (Figure 1) uses a pancake flywheel placed below

a separate motor/generator on the same shaft. This partially integrated configuration was

chosen to allow integration of an existing, proven motor/generator with a robust flywheel

design [1]. Although the composite flywheel section has a high Ip/It, the rigid body Ip/It

for the entire flywheel rotor is significantly less than 1.0 (0.45 for the rotor in Figure 1)

due to the size of the high-power density motor/generator. The motor/generator utilizes a

diametrically polarized permanent magnet rotor (two pole) designed by AlliedSignal

Aerospace. The magnet is captured radially by a thick inconel sleeve, which also

provides the structural connection to the rest of the flywheel rotor. A beryllium copper

sleeve is shrunk over the inconel sleeve to reduce rotor eddy current losses. The three

phase, two pole toothless stator is ring wound with non-potted Litz wire, allowing

minimum end turn length and excellent flow-through liquid cooling of the stator winding.

The magnetic bearings are placed immediately above the motor/generator and

immediately below the flywheel. Rolling element backup bearings are placed outboard of

the magnetic bearings. The magnetic bearings are inboard of the backup beatings for two

distinct reasons: 1) this is the best bearing location from a rotordynamic standpoint, and

since the backup beatings are intended for use only during rare events (preferably never)

they are naturally placed in a less optimal location, and 2) the backup beatings are not
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capable of operation at the same high surface speeds as the magnetic bearings, so they are

placed outboard where the shaft diameter can be reduced to lower the surface speed.

Magnetic Bearing

The magnetic bearings use a homopolar, permanent magnet bias topology. Homopolar

refers to the direction of the bias flux, which is oriented either uniformly into or

uniformly out of the shaft at any circumferential location. This topology significantly

reduces rotor eddy current losses compared to conventional designs. A permanent magnet

is used to produce the bias flux for the bearing, resulting in several advantages compared

to electromagnetic bias: 1) less power is consumed by the magnetic beatings, 2) the

bearing has a more linear force/displacement characteristic due to the contribution of the

large, fixed reluctance of the permanent magnet to the bias flux path, and 3) only one

amplifier is required per axis, increasing reliability and reducing cost compared to

conventional designs that use two amplifiers per axis.

The combo bearing in Figure 1 is a three-axis combination radial/thrust bearing.

A combination bearing is more compact axially than separate radial and axial magnetic

bearings. This increases the frequency of the rotor bending modes, making the magnetic

beating control design less difficult. This combination bearing, shown in more detail in

Figure 2, uses a single radially polarized permanent magnet ring to provide bias flux for

both the radial and axial flux paths. Three separate pairs of control coils allow individual

control of each axis (two radial and one axial).

The radial (Brg 2) bearing is a two-axis radial bearing. The basic operation of this bearing

was described in [8]. Some characteristics of the magnetic bearings are given in Table 1.

Table 1. Ma

Bearing

Beating Reference Name
Channel Names

Coordinate Names

Load Capacity, N (lb 0

Force Constant, N/A (lbf/A)

Negative Stiffness, N/mm (lbf/in)

Air Gap, mm (in)

Maximum Current, A

gnetic Bearing Characteristics.

Combo Beating

(Radial)

Brg 1

1,2

xl,yl

1115 (250)

156(35)

1751 (10,000)

0.508(.020)
7.1

Radial

Bearing

Brg 2

3,4

" x2,y2

670 (150)

94(21)

963(5500)

0.508 (.020)
7.1

Combo Bearing

(Axial)
Thrust

Z

2230 (500)

303 (68)

3502 (20,000)

0.508 (.020)
7.4

Backup Bearings

The backup bearings have radial and axial clearances of 0.010 inches (one-half of the

magnetic air gap) between the beating inner races and the shaft. The backup bearings are

expected to carry load in the following cases: 1) when the system is at rest and the
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magnetic beatings are turned off, 2) in the event of a substantial shock transient that

exceeds the cap_.city of the magnetic bearings, and 3) in the event of a component failure

that causes the loss of one or more axes of control for the magnetic bearing.

The backup bearing system consists of a duplex pair of angular contact ball bearings at

each end of the shaft. The lower backup bearing also acts as a backup thrust bearing due

to the inclusion of thrust collars on the rotor. The bearing materials are 440C inner and

outer races, SiN3 balls, composite cage, and dry film lube (MoS2). Leaded bronze sleeves

are used for the rotor contacting surfaces. This material provides a touchdown surface

with low friction characteristics at the expense of long wear life.

A radially compliant backup bearing support in parallel with a sealed viscous damper

contains the backup bearings. The nominal stiffness and damping characteristics selected

for the support were 100,000 lb/in and 150 lb-s/in respectively. These values were

defined by a parametric study using a transient, nonlinear drop and spin down

rotordynamic analysis. The selection criteria were to minimize deflection and load during

critical speed traverse on the spin down, and to minimize static deflection and load during
drop impact transient and at rest.

SYSTEM MODELLING

Rotordynamic Model

The rotordynamic structural model is shown in Figure 3. The top half shows the stiffness

model and the lower half the mass model. The actuator and sensor locations and the f'trst

free/free, zero-speed bending mode are superimposed on the plot. Notice that the sensor

and actuator modal displacements are lower at Brg 1 compared to Brg 2 in the first

bending mode. The first four bending modes are included in the system analysis. The

frequencies of those modes at zero speed are: 745 hz, 1425 hz, 1990 hz, and 3590 hz.

The mtordynamic equation of motion for the plant, which is in general a coupled, flexible

rotor/casing system with conventional bearings, is:

[M_}+[C_q}+[K_q}= _} (1)

Where q represents the physical coordinate degrees of freedom, f represents external forces,

and the mass matrix is represented by M. The passive negative stiffness of the magnetic

bearing is included in the bearing stiffness matrix, K. The terms representing gyroscopic

effects are part of the rotor partition of the damping matrix, C.

For the flywheel, each rotor bending mode was given a static internal damping ratio,

_ns=0.5%. This is a reasonable value for a rotor with sleeves if no modal test data is
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available. The dynamic internal damping for rotor modes is reduced as speed increases
by:

Where

_:. =(,,s

COnrepresents the natural

"x

co - c%,, | (2)
)O-2n

frequency of the mode, and COspi. represents the spin
frequency. The basis for this circular whirl approximation can be derived from the

discussion of internal rotor damping by Childs [9].

For system analysis with magnetic beatings, the plant represented by Eqn. (1) is transformed

to modal coordinates, g, and converted to state space form:

[B,]y}
[D,]y} O)

Partitions of the characteristic matrix Ap contain the modal stiffness and damping

matrices. The input and output matrices Bp and Cp contain mass normalized eigenvectors

for modes selected for the system analysis. Some authors include the passive negative

stiffness as part of the feed forward matrix Dp instead of as a bearing stiffness in K.

These equations have been presented in detail by several authors; one recent example is
Antkowiak [ 10].

Predicted and measured plant bode plots are shown in Figure 4 for zero speed. Both

curves include the bearing and sensor dynamics because the plant must be measured in

the installed system by taking the transfer function between the position sensor and the

amplifier current monitor. The phase roll-off seen in Figure 4 beginning around i 00 b_zis

due to the low pass filter (bandwidth of 3.4 kHz) in the position sensor demodulation

electronics. The weak mode at about 30 hz in the measured transfer function is the rigid

body mode of the system on the elastomeric housing supports. Due to its limited

influence on the control of the rotor, the housing was not included as part of the plant

model for this stage of the FWB analysis. Future application of this FWB to the transit

bus platform will require inclusion of the housing and gimbal dynamics in the system

model. Although the coherence of the measured result is poor above 800 hz, the first two

bending modes at 750 and 1425 hz are apparent and consistent with model predictions.

System Analysis

The initial magnetic bearing transfer function for Brg 1 (xl and yl) is given in Figure 5.

The transfer function for Brg 2 is similar. For linear response and eigenvalues analysis,

the magnetic bearing transfer functions are converted to state space form and coupled to

the plant model of Eqn. (3). Figure 6 is a comparison of the predicted versus measured

closed loop transfer function of the system. Overall, the agreement is reasonable;

however, the predicted damping is somewhat high near the rigid body mode at about 150

hz. Again, the measurement coherence is poor above about 800 hz. Figure 7 is a plot of

all predicted system natural frequencies below 1000 hz that have damping ratios ({) less
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than 0.25. Well damped modes were left out because the large number of such modes in

the system make this type of plot difficult to interpret. The strong gyroscopic influence is

responsible for the rise of the second rotor rigid body mode with speed, as well as the

spread of the forward and backward bending modes (see Figure 7).

CONTROL SYSTEM DEVELOPMENT

Speed Independent, SISO Control Approach

The original magnetic bearing system was designed and built by Avcon, a company that

ceased operation just as the flywheel was initially assembled. Due to limited processing

power of the DSP in the controller supplied with the system, the original control

hardware allowed only SISO compensation with a maximum of six biquad filters per axis

at a 10 kHz sample rate. No speed input was provided, thus a successful compensation

would have to control all modes of the system from rest to 42,000 rpm. This task is

readily achievable for some types of rotors; but not practical for a rotor with substantial

gyroscopic effects such as this FWB. Stability of the rigid body conical mode and/or the

backward first bending mode was marginal at all speeds above 30,000 rpm. The highest

speed achieved with the SISO single speed controller was 37,000 rpm.

The SISO transfer function was shown in Figure 5. The control strategy used was to

provide direct phase lead for the second rigid body mode, roll offthe compensation

quickly enough to again provide phase lead for the backward and forward components of

the first bending mode. The backward bending mode needed phase lead throughout the

operating range. However, the forward bending mode exits the positive phase lead region

near 900 hz. The mode is still stable due to the low gain of the transfer function at those

frequencies. This strategy has a limit in that at higher speeds, the frequencies of the

forward rigid body mode and the first backward bending mode become close enough that

the phase cannot be transitioned quickly enough between the modes. That limit was

reached at 37,000 rpm for this rotor and the original control hardware.

Gain Scheduled, MIMO Control Approach

Hardware Development

In order to bring the machine to full speed operation, CalNetix developed a new stand-

alone control module based on the Texas Instruments TMS 320C6201 (C6x) digital

signal processor (DSP). This control module provided a factor of 5 to 10 increase in

processing speed, program memory and data memory. Whereas, the previous control

module had to be programmed in assembly and used 80 p.s (80% of available processing
time at a 10 kHz sample rate) to execute the desired set of transfer functions for the

flywheel (a 12 state compensator for each radial axis, 4 states for the axial), the new

control module could execute the same set of transfer functions in about 15 _s with a
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control program written in C. Since a 10 kHz sample rate is suitable for most magnetic

bearing supported turbomachinery, the new control hardware comfortably allows at least

five times as many instructions as the previous hardware. The new control hardware also

allowed the easy incorporation of a speed/phase detection scheme. Thus previously

unavailable MIMO and gain scheduled control schemes could now be used.

Gain Scheduling Implementation

As an initial implementation of gain scheduled control, the control program was

structured to access up to four independent sets of control parameters (filter coefficients

and gains). Each set of control parameters is applied in a different rotor spin speed range.

The speed ranges overlap so that the selected set of control parameters is prevented fi'om

toggling back and forth near a transition speed. The speed ranges for the FWB are

indicated on the natural fi'equency map of Figure 7. When the spin speed moves into a

new speed range, the coefficients for that speed range are made current. This feature

allows the use of a transfer function that is optimized more closely to the plant

requirements within a given speed range than can be accomplished with a single control

structure. The choice of four speed ranges was made simply to address the (now) well-

known needs of the titanium FWB. The only hard limit to the number of speed ranges

imposed by the control module is the amount of data memory used, which is about 1 kB

per speed range with the structure now in use. Since robust operation had been achieved

to 30,000 rpm with a single set of control parameters, the initial implementation of gain

scheduling focused on simple modifications to this compensation. Parameters for the first

speed range were modified to provide more damping at the rigid body critical speeds.

The resulting damping ratios were approximately: 0.38 and 0.32 respectively. The control

parameters for the three higher speed ranges successively track the second forward rigid

body mode and first backward bending mode, at the expense of reduced damping at 50-

150 hz since the critical speeds have already been traversed.

Circumferential Cross-Coupling (MIMO) Implementation

In order to further improve the damping ratios of the troublesome modes, a simple

MIMO control feature was added to the control program. For the test results presented in

this paper, the MIMO feature was used only for the fourth speed range, but it can easily

be used in any or all speed ranges as desired. As with the SISO controller, the magnetic

bearing control commands are calculated from a series of cascaded biquad filters that

produce the desired transfer functions. Five direct axis transfer functions are used to

represent the normal SISO control for a five-axis system. SISO implies that each axis is

controlled independently of the others. In the MIMO implementation employed here, up

to four additional transfer functions are provided which can be used with independently

selectable input and output axes. The intended use for this feature is for circumferential

(x,y) cross-coupling; however, the selection of input and output channels is general,

allowing this feature to be used in other ways.
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Description of Circumferential Cross-Coupling

Circumferential cross-coupling is well suited to the flywheel because it allows the

application of a phase lead to a specific region of the frequency spectrum with less

influence on other parts of the spectrum. The forces that are applied by the cross-coupled

terms can be understood in the following way. Consider a radial bearing to have two

orthogonat axes, x and y. In a SISO controlled magnetic beating, the bearing reaction

force, F, along a given axis is due to motion only along that same axis. That is, if the

rotor moves in the x axis direction, this produces a bearing force along only the x axis.

This is illustrated in Eqn. (4):

{F_ } = _[H_ H0yr]{_} (4)

For magnetic bearings, the H are called transfer functions, and are generally functions of

frequency. The frequency dependence in a magnetic bearing is defined by the control

compensation in conjunction with the dynamic characteristics of other parts of the system

such as the position sensor, power amplifier, and magnetic actuator. In a MIMO

controlled magnetic bearing, the off-diagonal terms can be nonzero. This is called

circumferential cross-coupling since the x and y axes within one radial bearing are being

coupled. In this case, motion in one axis, say x, produces forces in both the x and y axes.

This is illustrated in Eqn. (5):

{FF]}=-[_ H_J[yjH_rl_x_
(5)

The H_r and Hy_ are the circumferential cross-coupling transfer functions. Another

potentially attractive type of cross-coupling would be between the x axes (ory axes) of

two radial bearings working in tandem to support a rotor.

Two of the four cross-coupled transfer functions used for the FWB are given in Figures 9

- 10. Both of these transfer functions include the dynamics of the position sensor,

amplifier and magnetic actuator, and a Pade approximation.of the calculation phase

delay. These elements are part of the magnetic bearing transfer function. Figure 9 is the

transfer function between input 2 and output 1 (Hxy for Brg 1). The transfer function

between input 1 and output 2 (Hyx for Brg 1) is the same except that the gain term carries

the opposite sign, making the phase different by 180 °. The phase inversion between the

two cross-coupled transfer functions is necessary to produce consistent forces at the two

axes (either both leading or both lagging). Together with the opposite signed Hyx, the

transfer function of Figure 9 produces a stabilizing force on forward modes (and a

destabilizing force on backward modes) with frequencies up to about 300 hz (21,000

cpm). For modes above 300 Hz, the force is destabilizing for forward modes and

stabilizing for backward modes.

The Figure 10 is the transfer function between input 4 and output 3 (Hxy for Brg 2). Hy_

for Brg 2 is the same as H_. except that, again, the gain term carries the opposite sign,
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making the phase different by 180 °. The cross-coupled transfer function applied at Brg 2

is designed specifically to provide a stabilizing force for the first backward bending mode

of the rotor, which is near 30,000 cpm when the rotor speed is in the range of 35,000 to

42,000 rpm.

DYNAMIC TEST DATA

Figures 11 - 13 show dynamic data collected from a full-speed rundown of the machine.

During rundown, the motor/generator is used to decelerate the rotor from 42,000 rpm to

rest in approximately 90 seconds. Figure 11 is a plot of synchronous displacements taken

from the magnetic bearing position sensors during the spin-down. There is a spike at

about 1,500 rpm on all sensors due to the traverse of the housing support mode. A

significant displacement at Brg 2 occurred near the expected traverse of the second rotor

rigid body mode at 8,000 rpm. There is also significant displacement at Brg 1, near the

traverse of a lightly damped system mode at 15,000 - 18,000 rpm. This mode is closely

related to the second rigid body mode and the compensator pole that provides phase lead

for the mode. These response peaks agree well with the mode locations in Figure 7. The

synchronous displacements also begin to rise again between 30,000 and 42,000 rpm as

the net direct stiffness of the bearing falls. Figure 12 is a plot of synchronous coil current

for each bearing. The magnetic beating control current diminishes between 30,000 and

42,000 rpm in tandem with the rise in rotor displacements. This is because the stiffness

(gain) of the bearing transfer function drops significantly in this frequency range (see

Figure 5). Note that the current curves exhibit steps at 24,000, 30,000, and 35,000 rpm.

These are the switching points for the gain scheduling when the rotor is spinning down in

speed.

A waterfall plot for the 2(1 axis (Brg 1, input 1) position sensor is shown in Figure 13.

The waterfall shows the frequency spectrum for a large number of spin speeds during the

spin down from 42,000 rpm to 5,000 rpm. Two decades of the amplitude spectrum are

shown, and the clearly dominant signal is the rotor synchronous displacement (700 hz at

42,000 rpm). The forward and backward bending modes are intermittently visible; at

approximately 560 hz and 920 hz at 42,000 rpm, converging to 750 hz at low speed. The

mode visible near 250 hz (42,000 rpm spin speed) is the second rigid body mode. This

mode drops to about 150 hz at rest. The locations of these modes are in agreement with

the predicted natural frequencies in Figure 7. The speed independent response at 720 hz

is a noise frequency.

CONCLUSION

System development and analysis of a permanent magnet bias, magnetic bearing system

for an energy storage flywheel was described. Development and implementation of a

gain-scheduled, MIMO digital control scheme was discussed. Because the needs of the

test flywheel system were moderate, the new control features have been applied in only a

limited way to date. The capability of the control system will be more fully utilized in the
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future application to the composite rotor flywheel. Dynamic test data from full speed

testing of the sygtem showed good pertbrmance from the bearings and control system.

Good agreement was found between the system analysis and test data.
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Figure 1. UT-CEM Flywheel Battery Designed for a Transit Bus.
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Figure 2. Combination radial/thrust permanent magnet bias bearing (Combo Bearing).

319



s_

6f

4

2

!°
-2

-e

-10

-12

o

It'ly_#ma _ o11__<_ael ma _sl 8_(11_ Ido_e

i !

: 21:

NIlurm Fl_lm_-¢_ 749.6 MZ. 44,977,6 (::Wn

$ 10_lj C_llmt e

F_=_er,t'yR_: utD_ p4_xlal_

10: 1¢ )

- ........ ! . " ..

(S,l=)

Figure 3. Rotordynamic Structural Model with

First Bending Mode.

Figure 4. Predicted vs. Measured Actuator/

Plant/Sensor Bode Plot (xl axis).

i 1

s .; .... r'..
r . , I: q

O.t=)

_ ! i "4. 1
= 07 ...... "" ............ -. : _. t..

t ,® i "....: ' :", = ',
...... i . ,_ ,, "_:'" '.'4,,]

5g_
UT_:EM, BUS FLYWHE I=1, C;IosedL_ Bode PI_

i i I

.=! t ..... "_'1 .... '!" t
_o_ _o_

l ' j, ;, P

_" o............... : .... Il II;. I IJ'll |J

_o_ _

Figure 5. Single Speed SISO Mag Bearing

Transfer Function, includes Sensor/

Compensator/Amplifier/Actuator

Figure 6. Predicted vs. Measured Closed

Loop Bode Plot (xl refirtput, xl

sensor output).

320



Selected System Natural Frequency Map
Natural Frequencies with Damping Ratio < 0.25

60000

_- 50000

 4oooo
U
E

g 30000

20000

10000

1st Forward Bending _ • • •

= A • • • v

$ t : ; • •_ 1st Backward Bending_./'//

- ,Ik • • • • • • • •
Compensator Pole _ _ • • _-_iLInsta%le
, * * i * $ $ $ $ l: = : ;__ ='l $ I $

Compensator Pole J

::• • • • $ $ $ • P----I_Unstable
2nd Rigid..Bo_y Mode .

i i i i J

10000 20000 30000 40000 50000

Rotor Speed (rpm)

Figure 7. Selected System Natural Frequencies (_<0.25), with Speed

Independent SISO Controller

Selected System Natural Frequency Map

Natural Frequencies with Damping Ratio < 0.25

70000

60000

E

50000

40000

30000

20000
m
Z

10000

speed ranqe I (srl }
I.I
t :lsr2

• • t

• A .

4, • •

• $ • t

aL •

r

l t I t

• • • * •

• • • @

0 10000 20000 30000 40000 50000

Rotor Speed (rpm)

Figure 8. Selected System Natural Frequencies (_<0.25), with Gain

Scheduled MIMO Controller (speed ranges shown at top).

321



_1_o r

Id ld

_ '®i .

_2 _:s r-reqmr,cyO_

compQ_4_r cm_,,_,_ sr4.p.M_ sere:ps umm s,4

Tron$_ _c_c1_o6sHxy at_ : qS_een m_ 4 _ 3}

_30_

z 120-

100_

. , I

10"

_'quenw IMZ_

F

.loo r ...... : ....

J
, J

ld

c(eeper_lo_ am_Vt4Lsr4 ' plm_mn: _s__b___r4

ld

ld

Figure 9. Hxy at Brg 1" (a) gain and phase,

(b) Kxy and ¢oCxy

Figure 10. Hxy at Brg 2: (a) gain and

phase,

{b) Kxy and _oCxy

1.8

1.6

1.4

1.2

1.0

0.8
0.6

0.0

Rotor Displacements

k/
]:r- r
0 10000 20000 30000 40000 50000

Spin Speed (rpm)

Figure 11. Synchronous Displacements during Spin Down from Full Speed

322



Actuator Current

4.5

3.5

._ 3.0

.9,= 2.5

1.5 --
0.5

o 0.0

0 10000 20000 30000 40000 50000

Spin Speed (rpm)

Figure 12. Synchronous Coil Current during Spin Down from Full Speed.

Xl Position Waterfall

"E
II

E
li
¢.1
¢g

IEi

I

0 200 400 600 800

Frequency, Hz

I
1000

Figure 13. Waterfall plot, from x I position sensor during spindown

from 42,000 rpm to 5,000 rpm.

323



324



Session 8-- Vibration Isolation

Chairman: Brad Paden

University of California at Santa Barbara (UCSB)

325



326



VIBRATION CONTROL ON ACTIVE MAGNETIC BEARING EQUIPPED

FLYWHEEL ROTOR

Keiji Katsuno, Graduate student

Department of Mechanical Engineering, The National Defense Academy

Hasirimizu, Yokosuka, Kanagawa, Japan

Hiroki Okubo, Lecturer, Dr.

Department of Mechanical Engineering, The National Defense Academy

Hiroyuki Fujiwara, Research Associate, Dr.

Department of Mechanical Engineering, The National Defense Academy

Osami Matsushita, Professor, Dr.

Department of Mechanical Engineering, The National Defense Academy

ABSTRACT

Flywheel technology has been developing for an effective and clean means of energy storage techniques.

From the point of view of the improvement for the stable rotation during high speed revolution, we employed

the active magnetic bearing (AMB) to apply it to a flywheel test rotor. Our AMB equipped flywheel rotor is

levitated without mechanical contact by five-axis controllers in the decentralized manner: three positions to

vertically suspend this fiat rotor and two X and Y rotations to maintain the rotor at a neutral position.

In this paper, we propose several ideas in numerical simulations concerning the AMB control method for

the stability improvement of this flywheel rotor. An equivalent reduced model of the rotor is first completed

from the quasi-modal method. The traditional PID control is mainly applied to the standstill levitation. This

PID controller is not able to cover the stability in the entire speed range, because natural frequencies split into

two ways due to the strong gyroscopic effect: the increase of the forward eigenfrequency and the decrease of

the backward eigenfrequency. In order to compensate the destabilization caused by this split, we recommend

the addition of an optional technique of the cross stiffness control. The simulation proves that the cross

stiffness control should be combined with a band-pass filter for selecting the forward eigenmode vibration and

a low pass filter for tuning the backward mode vibration. We also consider the spiUover instability due to the

flexibility of the flywheel disk.
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1 INTRODUCTION

Flywheel has been used for a long time. It has attracted the attention as an energy storage
system 0)_2)'(3). Large flywheel with low rotation has already put into practical use in several instances.

The small flywheel with high speed rotation used for more than eight hours has been developing. Several

dynamic problems still remain, e.g., energy loss of bearing, high-speed rotation, rotor vibration and noise.

The vibration control of the flywheel with active magnetic bearing is being studied for gyroscopic
stability of artificial satellite (4)'_s).

There are different control types of AMB, the axial direction (one degree of freedom; 1DOF )control,

the radial direction(2 or 4 DOF) control and the omni-directional(5 DOF) control _6).The omni-directional

control type of AMB, which is analyzed in this paper, can control the motion of the center of gravity (3

DOF )and the declination around the center of gravity(2 DOF). The control system has to take into

account the dynamics of rotor-disk coupled system, that is, the low frequency backward instability and

high frequency forward instability due to strong gyroscopic effect. The study of the stability using cross
stiffness control has been reported (4)'(7).

In this paper, an equivalent reduced model of the rotor is completed from the quasi-modal method. The

obtained model is applied to design and evaluation of the rotor dynamics combined with the servo

feedback control theory of the AMB system.

The PID control theory is popular in practical engineering and we employed it for the levitation control.

Due to the gyroscopic effect at high-speed rotation, the natural frequencies are split into two ways: the

backward motion is low and forward motion is high. The prepared PID controller is then not able to cover

the stability in the entire speed range. In order to compensate this insufficiency of the PID controller, the

introduction of the cross stiffness control is successfully demonstrated with the combination of a band-

pass filter for tuning the high frequency vibration of the forward mode and a low-pass filter for low
frequency backward mode.

We also take into account the rotor-disk coupled dynamics due to disk bending flexibility which made

the system stabilization difficult. According to the simulations, our PID control method combined with

optional techniques made the stabilization control and the reduction of unbalance vibration level for

global conditions of standstill and rotation.
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2 MODEL

2.1 Flywheel

Z

c_tata AMB neglecting the damping term can be

follows(6):

rx

Axial " M"Z + K_Z = -Q_t_
i I |

0y_/'_ _ Tilting" IaO'-iD.IpO + KoO =-IQ._B_

ry _ Radial " Mr + Kr = -Q _vsr

Fig.1 Rotor coordinate system

Fig.1 shows the structure of the flywheel model and the

coordinate system. The equation of motion of the flywheel and

expressed as

(la)

(lb)

(Ic)

Where:

Z : the displacement in the axial direction
M: the rotor mass matrix

Ka : the stiffness matrix in the axial direction

QAM_: the axial AMB control force matrix

Ia: the tilting inertia moment

0: the complex declination angle(0x+i0y)

Ip : the inertia moment of flywheel

Ko : the tilting stiffness matrix

1 : the length from geometrical center of the flywheel to geometrical center of axial AMB

r : the complex displacement(rx+iry)
K : the stiffness matrix

Qm4Br : the radial AMB control force

The modeling is analyzed by quasi-modal model based on the component mode synthesis <8). The

flywheel consists of a motor-rotor and an elastic disk. The coupled vibration of the rotor-disk is shown

in Tablel (9). We can see there are only two coupled vibration in Table l(see the O). Therefore the model

is included eigenmodes of the disk, the coupled axial mode of the rigid motor-rotor tS,, with one nodal

circle mode 0a and the coupled tilting mode of the rigid motor-rotor 6 with one nodal diameter mode 0t
(10). These modes in the axial direction and the tilting direction are shown in Fig.2. The axial and the

tilting motion are considered as independent.

Table 1 Coupled Vibration of Rotor-disk System

Disk Modes _odal-Diameter 0 .... 1 2 ....

(Flexible) !Nodal-Circule 1 .... 0 0 ....

Rortor Modes Axial Z 0 X X X ×

(Rigid) Tilting 0 X X 0 × X
Radial r X X X X X
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Axial#1 (_a :Rigid mode)

Q

Axial#2

(_a :Onc-Nodal-CffeuIe Mode)
(a)Axial modes

I

Tilting# 1(St :Rigid mode)

Tilting#2
(¢t :One-Nodal-Diameter Mode)

Co)Tilting modes

Fig.2 Flywheel Rotor Displacement Modes

The displacement vector, absolute displacement of the rotor; Zt, Ol, and internal displacement of the

disk; Z2, 02, can be expressed in terms of the rotor Zl, 01 and the relative displacement of disk r/,,, rb by

the following formula:

z= z2 = ao ¢oJLnoj °LnoJ [' 0To,l_oro, o = o_ = a, ,,jLrl, j- 'L_,J (2b)

where, _,_, q_t are the component mode synthetic conversion matrix. Substituting Eq.(la) and Eq.(lb) for

Eq. (2a) and Eq.(2b), and the transposed matrix oftb,,, ¢b, multiplied from the front in order to make the

quadratic form, the equation of motion of the rotor can be obtained as in Eq.(3a) and (3b).

 ial "[mmom_ JLf]o J k_][rlZi]=-[QO]
(3a)

Tilting" [I<,, i<,,<.lrozl_i_[_ !_l/o.',l+[k, ][O,]=_.[IQr _i,. i_dL_,J 1._jLr/,j /¢,_ 71,
(3b)

m: total mass

m_ = mz# 2 modal mass of disk, i_o = i_$. modal tilting inertia moment of disk

m_ : mass of disk, iaz_ : tilting inertia moment of disk

m<o . mass compound terms, id<,i_ : inertia compound terms
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Eq.(3a) and (3b) represents the disk bending modes by the relative displacement. The absolute

displacement of the bending modes are indicated by _ and _t. It is assumed with _-Zj and _-Ol in

proportion to r/a and r/,. We define the quasi-modal matrix 7".

[,]_C]_[1, ,o -, ,°][J:] <4o 
,_,,,;[_'o,o,

wherea_ and a, are determined to cancel the mass compound terms in Eq(3a),(3b).

a,, = mc'_/. = m°%/mD z_
(5a)

(Sb)

Finally, the equation of motion of the quasi-modal model is as Eq.6 and the quasi-modal model is shown

Fig.3.

(6a)

[,.,.,+,,,o l _i-,,,,_l

I

I Motor Rotor[

(a)Axial modes

ldDeq

[ Flywheel Disk [

(b)Tilting modes

Fig.3 Quasi-modal Models

(Equivalent Reduction System)
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2.2 Flywheel Test Rotor System

A

I

V

1 5 6 4 2 3

1:Axial AMB 2:Radial AMB

4:Motor-Rotor 5:Motor-Stator
3:Flywheel Disk

6:Auxiliary Bearing

Fig.4 Schematic of Flywheel

Schematic of flywheel test rotor is

shown in Fig.4. The main characteristics of

the flywheel is as follows:

Flywheel Diameter: 0.6m

Rotor mass : 36kg

Inertia moment : 0.69kgm 2

Max. rotational speed : 200rps

2.3 Active Magnetic Bearing(AMB)

The coordinate system and outline of the magnetic bearings are shown in Fig.5 and 6, respectively. The

axial AMB has three displacement sensors arranged at each actuator and feeds back the sensing data

directly. Displacement output Zo, Zb, Zc measured by each sensor is changed into declination 0 and

displacement Z1 of the axis center of gravity by conversion matrix Tzo shown in Eq.(7).

Z b =Tzo 0_ = lsin30 ° lsin30" 0,

Zc LOyj l sin 60" - l sin 60' y

(7)

Zc _ I gb

i _ r_

_rl> Zc '_

ry
_ Z,, Zb, Zc: Axial AMB

t"2 r_, rz, r3 : Radial AMB

Fig.5 Coordinate Frame of AMB Fig.6 AMB Actuator Assembly
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Radial displacemerit sensors have been installed in the 2 directions of r_ and r_ ( Fig. 7 ). The three

directional deviations, which is used to control radial direction, are computed from two deviations

between the AMB reference inputs and exact gaps using the conversion matrix T,, shown in Eq. (8).

re

= = cos 600 -cos30 r,---I "FyJr =rx
cos60 cos30

Fig.7 Active Magnetic Bearing Actuator

(6pole Type Radial AMB)

(8)

Using this conversion, it is possible to control three actuators independently. The whole composition of

AMB is shown in Fig. 8 and the main specification is shown in table 2.

rx

PID PWM

Ccnm_ll_ Amp.

Fig.8 Block Diagram of The Electronics System

Table 2 Main Parameter of AMB

Axial AMB Radial AMB

Load Capacity 557 N 332 N

A_MB Clearance 0.3 xl0"3m 0.5x10"3m

Sensor Gain 10000 Vim 10000 V/m

Power Amp. Gain 2 AN 2 AN

3 EIGENVALUE ANALYSIS

3.1 Critical Map

The critical map of this rotor system is shown in Fig. 9. The horizontal axis is the stiffness of AMB and

the vertical axis is the natural frequency. Each line indicates the natural frequency of the first rigid mode

(Axial), the second rigid mode (Tilting), the first bending mode (Axial) and the second bending mode
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(tilting) from downward to upward, respectively. When the stiffness of AMB is set to 3x105 N/re. the

natural frequency of the rigid mode (Axial) is fixed about 30 Hz. The resonance oscillated by a

disturbance, e.g., earthquakes, is prevented using this tuning (setting the natural frequency to less than 10

Hz).

6

l°

4"

3.

6o

$o

2_

10-

7,
(_,

$,

4.

10'

======================================================================

10 5 10 4 101 10 j

Stiffness (N/m)

Fig.9 Critical map with AMB Stiffness (Standstill)

3.2 Eigenvalue Map

_1o(

eo

-- 1(

z

1 o

............ i....................... _..... Tilti&'l_"

50 100 150 200

Rotational Speed (rps)

Fig.10 Eigenvalue Map

The eigenvalue map (Campbell diagram)

is shown in Fig. 10. The horizontal axis is

the rotational speed of flywheel and the

vertical axis is a frequency. The solid lines

indicate the natural frequency of the first

and the second forward tilting (Tilting#1

and #2) mode, the dashed lines indicate the

natural frequency the first and the second

backward tilting (Tilting# lb and #2b) mode
and the dot-dashed lines indicate the

natural frequency of axial (Axial# 1 and #2)

mode. The axial natural frequencies are

constant (the rigid mode is 23 Hz and the

bending mode is 137 Hz) because no

gyroscopic force is affected to the axial

direction. However, the tilting natural frequency changes with the rotational speed due to the effect of

gyroscopic force. The natural frequency of the forward motion is more than 400 Hz at 200 rps and the

natural frequency of the backward motion is less than 10 Hz.
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4 DESIGN OF CONTROL SYSTEM

4.1 Control System

The control system of the experimental device is shown in Fig. 11. The AMB levitates the flywheel

with the feedback control using the signal from the displacement sensor without the mechanical contact.

The control system executes analog PID control in the axial and radial directions. The phase progress is

up to 200 rps in the transfer function, allowing damping addition against the unbalance vibration. The

phase progress is fi'om 10Hz to 400Hz by the characteristics of the PID controller and PWM amplifier.

The bode diagram is shown in Fig. 12.

AMB
PWM Amp. PID

PID

D
AMB

(Radial)

Fig.ll Block Diagram of AMB Control System

(with Cross Stiffness)
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Fig.12 Basic Control Low (PID Controller)

4.2 Stability Analysis and Design of Controller

We simulate the flywheel rotation test including the controller in the axial, tilting and radial direction.

It is expected not to be stable with only PID control. The controller is added against the forward motion

and the backward motion due to tilting g3/roscopic effect.
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4.2.1 Control in the tilting direction

The tilting natural frequency changes by gyroscopic effect. The natural frequency of the forward

motion is more than 400Hz with 200 rps rotation speed and the frequency of the backward is less than

10Hz. The PID controller does not have the damping in more than 400 I-lz because of the phase lag. It is

unstable below 10 Hz because of integral compensation which removes the steady error. The stability
using cross stiffness control is useful for these cases (4)'(7). However, the cross stiffness to stabilize one

makes the other unstable.

We use two types of displacement cross stiffness control in the unstable area. In order to compensate

this insufficiency of PID controller, we recommend the addition of optional techniques such as, Band-

Pass-Filter(BPF) and Low-Pass-Filter(LPF) cross stiffness control for tilting mode. The BPF cross

stiffness control for more than 150rps rotational speed completes the stabilization against the forward
motion. The transfer fimetion is as follows:

Gspm,_ (s ) = GBpp(s ) • (-ikc), Gspr(s ) : The Transfer Function of BPF (9)

The LPF cross stiffness control completes the stabilization against the backward motion. The transfer
function is as follows:

G_,,,_ (s) ikc 1= , (10)
z_+l 2x×6

Therefore, the controller gives the stability against the forward and backward motion due to tilting

gyroscopic effect.

4.2.2 Control in the radial direction

The natural frequency is about 30Hz in the radial direction. There is no gyroscopic effect. Therefore

the stability is given by the PID controller only. Because there is only the rigid mode within the

operational speed, addition of N-Cut control _1_) is able to prevent the instability caused by unbalance

vibration after passing of the rigid mode.
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(TUting#2 Backward Whirl)

5 CONCLUSION

We discussed the stability improvement by the AMB control system including the design review of our

flywheel test rotor.

(1) Our AMB equipped flywheel is featured by a 5DOF control of three axes for the vertical

suspension control and two axes for radial positioning control.

(2) A reduced model is obtained by quasi-modal modeling, which considers the gyroscopic effect and

disk bending flexibility.

(3) The instability induced by the strong gyroscopic effect for fiat disk and the compensation by the

cross stiffness control is evaluated. The cross stiffness in combination with the filter to select only

unstable vibrations is strongly recommended by the simulation.

(4) The spill over instability due to the disk flexibility is eliminated by preparing wide control

frequency domain covering the disk bending eigenfrequencies..

(5) The design review of our flywheel test rotor is achieved.
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VIBRATION CONTROL OF LEVITATED BEAMS FOR NONCONTACT
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SUMMARY

This paper presents an integrated approach to magnetic suspension of flexible beams

for non-contact processing. The challenges of designing such systems are mainly due to

the lightly-damped vibration modes of the suspended structures. Our design goal is to

make the suspension robustly stable for beams with varying boundary conditions. In this

paper, we propose general design procedures for systems with different dimensions and

properties, including structural modelling, sensor design, actuator design, sensor/actuator

positioning, and controller design. We demonstrate our proposed ideas in a scaled-down

experiment, in which we successfully suspend a 3 m long, 6.35 mm diameter steel tube

with varying boundary conditions by using 8 sensors and 8 actuators.

INTRODUCTION

Many industrial operations center on processing of elongated translating elements,

such as steel rolling, plastic film production, paper production, coating, and painting.

Noncontact handling of the elements can be advantageous for these existing processes [1]

[2] [3], and may serveas the underpinnings for new classes of manufacturing methods.

Figure 1 shows an idea developed by Dr. Conrad Smith [4] with the assistance of the

second author for the production of painted metal handles for brooms and mops. The

challenges of designing such magnetic suspension stages are mainly due to the lightly-

damped vibration modes of suspended structures.

In this paper, we focus on the magnetic suspension of ferromagnetic beams for non-

contact processing. Our goal is to design a new control system to robustly suspend the

object with varying boundary conditions. In the following sections, we develop a gen-

eralized method to design such systems, including structural modelling and uncertainty

envelope, sensor design, actuator design, sensor/actuator averaging positioning method,

and controller design.
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magnetic bearings

.... I -:; ',: ".*t_
.... "".:; '.: curing heating ,",":

water _ _ powder
quench steel tube V coating

Figure 1: Non-contact coating process

sensor actuators tubular beam

Figure 2: Experimental setup for beam suspension

We demonstrate our proposed ideas in a scaled-down experiment in our lab as shown

in Figure 2. We use 8 position sensors and 8 electromagnet actuators to suspend a 3 m

long, 6.35 mm diameter steel tube. The experimental results show that the suspended

beam is robustly stable under varying boundary conditions, including free, hinged, and

clamped boundaries.

DESIGN REQUIREMENTS AND SYSTEM PROPERTIES

To start designing the system, we first specify the design requirements and system

properties. Based on this information, we can then model the system, and design/scale

the parameters for sensors,, actuators, sensor/actuator positioning, and controllers.

1. Design requirement: sufficient suspension dc stiffness K, closed-loop bandwidth

_sw, phase margin within bandwidth _)PM, and airgap g.

2. Robustness requirement: varying boundary types (free, hinged, or clamped) and

varying boundary positions.
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Beam properties: bending stiffness EI, material density p, cross-sectional area A,

axial tension T, total length L, wall thickness W, axial moving velocity V, modal

damping ratio (, electric conductivity a, magnetic permeability #, and magnetic

saturation flux density (Bsat)ste_l.

Sensor properties: low-pass dynamics Hs(s), and nonlinear position to voltage rela-

tionship.

Actuator properties: force function of input current and air gap F(i, g), low-pass dy-

namics Ha(s), maximum current imaz due to limited heat dissipation, and magnetic

saturation flux density (Bsat)z,_mi,_at_o_.

Controller speed: calculation time te and sampling time t_ for digital control. (time

delay _ tc + 0.5ts)

BEAM DYNAMICS AND UNCERTAINTY ENVELOPE

To design the control system, we first model the structural dynamics of beams. We will

analyze the beam dynamics by modal analysis, and further derive the uncertainty envelope

for varying boundary conditions. Assuming constant bending stiffness EI, constant axial

tension force T, and axial velocity V, the dynamic equation of a slender beam can be

modelled as a Euler-Bernoulli Beam [5]

0% _02u .02u 02u 02u 2
EI-_z 4 - T-_z 2 + pd-_ + 2pd-_-_V + pA-_z2 Y = f, (1)

where z is axial coordinate, u is transverse deflection, p is material density, A is cross-

sectional area, and f is transverse force density. In this paper, we neglect the axial moving

velocity V and axial tension force T, and thus obtain the simplified beam equation

04U . (_2U

EI-g- z + PA-$i =/. (2)

The resulting beam dispersion equation

EI,_ 4 = pAw 2 (3)

shows the relation between wavenumber )_ and frequency w for beams. By modal anal-

ysis, the beam equation can be decoupled, and the solution can be represented by the

superposition of an infinite number of orthogonal modal shapes

OG

= Z v.(t)¢.(z), (4)
n=l
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where 7/,, is modal coordinate, and 4_,'(z) is the n-th modal shape

Cn(Z) = CnlCOSAnZ + Cn2sinAnz + Cn3coshAnz + Cn4sinhAnz. (5)

The frequency response of the n-th mode can be represented as

r/,'(s) 1

N,'(s) - M,'(s2+ 2¢_co,'_+ co_)' (6)

where Nn is the modal force, M," is the modal mass, _," is the modal damping ratio, and

co,, is the mode natural frequency. The first two terms above are defined as

N,_(t) = f(z,t)¢,'(z)dz, (7)

/oM,_ = pA¢_(z)dz. (8)

Combining Equations 4, 6 and 7, if we have a point force input F at za and position

feedback y at zs, the frequency response from input F to output y can be derived as

-_(s) - = M,'(s 2 + 2¢,'_,_s + co_)" (9)

This shows that the modal shape at sensor ¢,'(z_) determines the modal observability ,

and the modal shape at actuator ¢,'(za) determines the modal controllability.

To include uncertainty into our beam model, we look at the envelope of the resonance

peaks. For a lightly-damped system, the resonance peaks can be approximated by

Cr(zo)¢r(zs) (lo)
G(ja_r) ,_ 2Mr¢_co2 _

Assuming a normalized sinusoidal modal shape, modal mass Mr can be calculated as

Mr = pA¢_dz =pA sin (_n_)dz= pAL= _m, (11)

where m is the total mass of the beam. Assuming the worst case that both ¢_(za) and

¢_(z_) are 1, the resonance peak envelope can then be obtained by

I 1ja_,'_,o_(co)= m_" (12)

Figure 3 shows the derived peak envelope and the frequency response of a free-free beam

model and a hinged-free beam model. Both models assume modal damping ratio _ =

0.005. This result shows that the peak envelope covers the uncertainty for beams with

varying boundary conditions.

We will use the peak envelope in our controller design to include the uncertainty of

varying boundary conditions. An important result from Equation 12 is that the designed

suspension stiffness will be mainly limited by the beam's total mass m and damping ratio

C.

342



I

¢, 10°I
"0

"E ld 2

¢1

1¢

r--free-free
1

, .... , ....... _- /

,',, !,_-. 2¢"m'¢°' l .... hinged-free___

"I ,' ';,' V "/ . ';

o'!t i!i i,i-loo.... i :: : _ !
¢- , :,: ,, , , , _ :

......::...... i!j ii:
101 10 2

Frequency (rad/s)

t

p

Figure 3: Bode plots of beam models, from force input F(s) to position output y(s)"

free-free boundaries, hinged-free boundaries, and uncertainty envelope

SENSOR DESIGN

We have designed a two-dimensional position sensor for the suspension of tubular

beams in the form of a two-dimensional variable differential transformer. The reason for

choosing this operating principle is that it is robust with respect to surface coatings and

dusty environments. The schematic design is shown in Figure 4, the details can be found

in [6]. The three primary coils on the poles generate a 6 kHz rotating magnetic field. The

Secondary Vb Laminations
Coil "_ *

S__ hielding

13 --, - + I2

Primary Tube

¢oil +-_/L_,\

Vc _"'% Va

+

h

Figure 4: Sensor schematic design

three secondary coils are the outputs that read the magnetic flux rate of change. The x

and y positions of the tube are obtained by synchronously detecting the output voltages
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Va, Vb and V¢ as

V_ = x/3(Vasgn(I3)- Vcsgn(I2))Hs(s), (13)

Vy = (2_sgn(I1)- V, sgn(I3)- V_sgn(I2))Hs(s). (14)

Here sgn(u) is the signum function equal to ±1 depending on the sign of u, and Hs(s)

is a low-pass filter with 1 kHz bandwidth. We need to make sure that sensor bandwidth

well exceeds the control bandwidth, and the phase lag due to Hs(s) within the control

bandwidth must be small to avoid causing difficulties in stabilizing the system.

ACTUATOR DESIGN

In designing the actuators, we want to obtain the force as a function of current and

airgap F(i, 9). We also need to predict the maximum force, which is usually limited by

coil current due to heat dissipation, and by magnetic flux saturation in the core and in

the steel target.

We consider an U-shaped electromagnet made of laminations as shown in Figure 5. To

coil laminations

suspendedobject
(steel)

magneticflux (_

Figure 5: Actuator design

estimate the force function, we neglect fringing field and use a simplified magnetic circuit

model. The magnetic flux B and applied force F can be derived as

Ni i < im_x, (15)
B = #029,

B 2 ¢2
Y = 2ab--= ¢ < Cmo_, (16)

2tl,o #oab'
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where #0 = 4_" x 10 -7 H/m is permeability of air, N is number of turns of coil, i is current

input, and ab is cross-sectional area of actuator pole face. A more accurate model can

also be derived by solving for the magnetic field distribution analytically or numerically.

In our scaled experiment, we predict F(i, 9) = 18i2/g 2 from this magnetic circuit model,

where F is in Newton, i is in Amp, and 9 is in mm. In reality we experimentally measure

F(i, g) = 30i2/g2; the difference comes from the neglected fringing field due to the large

airgap.

To estimate the maximum force, we first examine the current limit due to heat dissipa-

tion in the coil. Air cooled motors usually operate at a thermally-limited current density

of about 5 x 106A/m 2 [7]. For example, a 26 gauge wire has 0.13mm 2 cross sectional area,

and has a current limit of about 0.7 Amp. From the required force, we can decide the

wire gauge and turns of coils to use for the actuators.

We further examine the force limit due to magnetic saturation, which can happen

inside the actuator or the suspended object. We can follow the magnetic flux loop to

find the bottleneck. The saturating flux density Bsat is about 1 to 2 Tesla for both Si-Fe

laminations and the target steel. For our actuator model, ¢max is limited by (ab)Bs_t

and (2aW + 2bW)Bsat. We can avoid magnetic saturation by increasing the size of the

actuator cores and by increasing the number of actuator poles. In reality, due to the

fringing field, the middle part of the actuator core tends to saturate easier than actuator

poles.

In this paper, we consider actuators with large air gaps and neglect the eddy currents

in the steel target. The reason is that the air reluctance is much larger than material

reluctance over the control bandwidth if the airgap is large, hence the magnetic flux is

mainly determined by coil current and air reluctance. For actuators with small airgaps,

we need to consider the dynamic behavior by including the induced eddy currents at high

frequencies, and we will further study it and present the results in a later publication.

SENSOR/ACTUATOR POSITIONING

One of the greatest problems with the suspension of flexible elements is to maintain

stability of high frequency modes. We have developed sensor interpolation, sensor averag-

ing, and actuator averaging methods to address this problem. These methods are derived

in [6] and [8]. In fact, our experiment of free-free beam suspension was not stable until

we developed the filtering effect of sensor averaging and actuator averaging.

For the sensor interpolation method, we place 2 actuators in between 2 sensors in close

proximity, interpolate 2 sensor outputs to estimate the beam deflections at the actuators,

in order to reduce sensor/actuator non-collocation problems.
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For sensor averaging method, we place 1 actuator at the center between 2 sensors,

and average the 2 sensor outputs to estimate the deflection at the actuator. By doing so,

we not only eliminate non-collocation problems, we can also adjust the sensor distance to

attenuate undesired resonance modes. Assuming a sinusoidal modal shape, with sensors

located at zl -- (Zo - ds) and z2 -- (z0 + ds), the averaged output is

1

uove(zo,t) = 5( (zl,t)

O_

+ t)) = Z  n(t)¢ (zo)cos(A,ds). (17)
n=l

This averaging effect creates a modal band-stop filter of cos(Ands), which has low gain

when Ands _ _r/2. The cosine effect cos(A,_ds), combined with beam dispersion equation

EIA 4 = pAw 2, is demonstrated in Figure 6 for the value ds = 0.15 m. The result shows a

0
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-40

\ \
1st mode 2nd mode

Ideal ban. d-stopV

region • I
i

200

_100

\
Out of phase

by 180 °

Phase remains
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\
Frequency (tad/s)

0 i

101 10'*

Figure 6: Cosine effect from sensor averaging: a broad notch attenuates several resonance

modes, and phase remains unchanged until Ads > Ir/2.

broad notch that attenuates several resonance modes that have wavenumbers near _r/2ds,

and the phase remains unchanged until Ads > 7r/2. Furthermore, this modal filtering effect

of cos(A_ds) is a function of beam properties and sensor distance, and is independent of

boundary conditions and beam position.

Similarly, for actuator averaging, we place two actuators apart by 2da, and apply the

same force on each actuator. We can thereby create another modal band-stop filter of

cos(A_da). Physically the sensor averaging method attenuates the modal observability

at the associated frequency range, and actuator averaging method attenuates the modal

controllability.

By using this averaging method, we can place the filters near designed cross-over fre-

quency, and hence improve the gain margin without adversely affecting the phase. This

averaging effect will be shown in the experiment results in a subsequent section.
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CONTROLLER DESIGN

To deal with the lightly-damped vibration modes of the suspended beam, we design a

slow roll-up lead compensator, which is a SISO multiple-lead compensator. This compen-

sator has the following structure:

K (_.s+_.m)(s+__4m)(s_+_16m).--•
H(s)= p(s+ 2m)(s+ Sm)(s+ 32m)---" (18)

The controller frequency response is shown in Figure 7. This controller will provide

phase margin of about 30 degrees for the frequencies of interest. It has gain rolling

up at an average slope of 10 dB/decade to avoid over-amplifying resonance peaks at high

frequencies. Depending on the design requirement and structural damping ratio, the ratio

of the zero-pole locations can be designed to have more phase margin or slower roll-up

rate.

20

0

4O

O

20
e8

o
1o° 101 10 2 10 3 10 4 105

Frequency(tad/s)

Figure 7: Bode Plots of slow roll-up lead compensator

SCALED EXPERIMENT

In this section, we describe the design procedures of our beam experiment. Two

experimental results are shown. The first experiment uses 2 sensors and 2 actuators

to suspend a single point of the beam with clamped-clamped boundaries. The second

experiment uses 8 sensors and 8 actuators to suspend the beam in 4 units with sensor and

actuator averaging within each unit. We also show that the suspension is stable under

varying boundary conditions. We first summarize the system properties:
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Design requirements: suspension dc stiffness K = 0.4 N/mm, bandwidth WBw = 100

Hz, airgap 3 mm, and varying boundary conditions.

Beam: E= 200 GPa, I = 58.4mm 4, p= 7800kg/m 3, A = 15 mm _, L= 3m, ,

= 0.001, a = 7.5 x 106 mhos/m, and # = 5 x 103#0 H/m.

Sensor: bandwidth of 1 kHz.

Actuator: a = 13 mm, b = 3 mm, c = 25 ram, N = 1200, 26 gauge wire, current

limit im_ = 0.7 A, and bandwidth 500 Hz.

5. Controller: t_ = 250its and tc = 220#s. (delay_ 345#s)

From the beam properties, we can derive the structure peak envelope. Assuming

proportional control of gain K, the loop transfer function becomes

K 2800K ( K Hz) ( = _ at 170KGenvelop_(W)- m-_2 = _-_ ._. = _ at 100 K Hz) (19)

This result shows how the design of control bandwidth and stiffness is constrained to the

mass and damping ratio of the beam. It suggests that if we choose dc stiffness K = 140

N/m, we will have resonance peaks below 0 dB when frequencies are higher than 100 Hz,

and thus we need positive phase margin at least up to 100 Hz. Similarly, if we choose dc

stiffness K = 400 N/m, we will need positive phase margin up to 170 Hz. From the two

design requirements of wsw :> 100 Hz and K > 400 N/m, we choose K = 400 N/m to

meet both requirements.

Furthermore, we arrange sensor averaging to attenuate the vibration modes around

170 Hz. From the beam dispersion equation, we have

EIA 4 = pAw s =_ A2 = 0.1w =_ A = 10.3 at 170 Hz, (20)

therefore we place 2 sensors apart by 2d_ with ds = -_ - 0.15 m.2A--

In our first experiment, we used 2 sensors and 2 actuators to control one point (z0 --

1.12 m) of a clamped-clamped beam. We compared the two positioning methods of sensor

interpolation and sensor averaging. In the first arrangement, we placed 2 actuators in

between 2 sensors in close proximity and used sensor interpolation method, we were

almost able to stabilize the system, except there is a limit cycle vibration at 1100 rad/s.

In the second arrangement, we used sensor averaging by placing two sensors at +0.15 m

from the center, and used the same controller. We were able to stabilize the system and

avoid the limit cycle. Figure 8 shows the loop transfer function of both experiments. The

loop has 30 ° phase margin for all vibration modes below 500 rad/s. Below 1000 tad/s, we

have an alternating pole-zero pattern, which means each resonance mode is in phase, and

hence shows there is no non-collocation problem. Above i000 tad/s, the modes become
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Figure 8: Experimental setup and experimental Bode plots of loop transfer function

H(s)G(s), sensor interpolation and sensor averaging

out of phase due to sensor averaging when cos(Ads) < 0. The sensor averaging shows

its advantage around the cross-over frequency, where it attenuates the vibration modes

without affecting the phase, and hence improves the stability robustness by increasing the

gain margin.

In our second experiment, we used 8 sensors and 8 actuators to control 4 points of

the beam with varying boundary conditions. We compared two different arrangements:

sensor averaging only, and both sensor/actuator averaging. In the first arrangement, we

used the sensor averaging method only, and were able to stabilize the beam with loosely

clamped boundaries. However, when the beam was released to free-free boundaries, a

vibration at 800 Hz builds up and destabilizes the system in a few seconds. In the second

arrangement, we added actuator averaging to the previous sensor averaging arrangement.

To attenuate vibration modes around 800 Hz, we placed two actuators apart by 2da with

da = 0.07 m, and we were able to suspend the beam with varying boundary conditions,

including clamped, hinged, and free boundaries. The Bode plots of H(s)G22(s) for a

suspended free-free beam is shown in Figure 9, where G22(s) is the open-loop dynamics

of the 2nd control point at z0 = 1.12 m. The result shows the damping ratio of the beam

is below 0.001. An interesting observation is that the free-mass dynamics of 1/(ms 2)

is not observed in the Bode plots. That is because the measured horizontal dynamics

are coupled to vertical dynamics, and the low frequency dynamics are determined by a

pendulum mode with natural frequency of 20 tad/s, which appears as a small bump in

Figure 9.
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Figure 9: Experimental setup and experimental Bode plots of H(s)G22(s) for free-free

beam suspension

CONCLUSION

This paper presents general design procedures for magnetic suspension of elongated

beams for noncontact processing. We derived the uncertainty envelope that represents

the beam dynamics with varying boundary conditions, and used it to guide the controller

design. We developed sensor and actuator averaging methods to attenuate undesired

resonance modes without adversely affecting phase. We also built a scaled experiment

to suspend a tubular beam, and demonstrated the effectiveness of our proposed design

method. In the future, we plan to further study the effects of beam axial velocity V and

axial tension T. We will also investigate the dual problem of electrostatic levitation, and

the suspension of different structures, including strings, membranes, and plates.
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TOUCHDOWN/LAUNCH-LOCK MECHANISM FOR MAGNETICALLY SUSPENDED

CONTROL MOMENT GYROSCOPE

D.W. Smith - Honeywell Inc., Satellite Systems Operation

ABSTRACT

In _e event of power failure in a magnetically suspended Control Moment Gyroscope (CMG), a mechanical
touchdown bearing is required to prevent contact between the rotor and various magnetic actuators.
Additionally, a launch-lock system must be provided to suspend the rotor during launch, when power is not
applied to the CMG. Honeywell Inc. has incorporated both of these functions into one system.

This paper describes the patented system, including pertinent design details, and summarizes bench- and
brass-board CMG testing results. Described in design information is an essential aspect of the bearing
design, a conical clutch that acts as both contact interface and launch-lock mechanism. Test results
summarize materials used for critical interface between the touchdown system and rotor, as well as results of
durability tests (1000 touchdowns at various loads) in a bench test rig, and planned and unplanned
touchdowns in the CMG test bed.

Predominant lessons learned include the discovery of:

• At least one successful material combination for high-speed, high-load contact
• The affect of lubrication on contact interfaces

• How grease lubricated bearings work at very high acceleration rates to speeds up to 1.1 x 106 DN
• Unexpected reasons for over designing bearing load capacities, for this type of application

INTRODUCTION

In the quest for achieving minimum emitted disturbances and maximum life from a CMG, Honeywell is
developing a large, magnetically suspended device capable of a torque output of 43.8 N-m (3100 ft-lbf). No
one has built such a large, magnetically suspended CMG, although the Soviets have flown a low-output, 2.1
N-m (150 ft-lbf) CMG on the Mir Space Station.

Any magnetically suspended device requires a backup system in case of primary suspension failure;
generally, this takes the form of mechanical bearings. The touchdown system prevents damage to magnetic
actuators and other components in the event of power loss or other magnetic suspension failures. The most
common touchdown system consists of a mechanical bearing, through which a shaft feature extends from the
rotor. Adequate clearance is provided between the shaft and bearing Inside Diameter (ID) to allow the
magnetic suspension to function normally. Should a magnetic suspension failure occur, the shaft will contact
the bearing ID before contacting the actuators. An axial-thrust bearing is added to this radial bearing to
prevent excess axial excursions. The mechanical bearings that contain shaft excursions are most commonly
ball beatings, although roller or sleeve bearings may also be used.
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While most mechanically suspended momentum devices take launch vibration loads through bearings making
a separate launch-lock system unnecessary, a unique problem posed by a magnetically suspended CMG
occurs during launch when suspension is not powered up and normal operating clearances provide an
unacceptable opportunity for the rotor to rattle around. Left unchecked, this leads to high-impact loads and
damage during launch vibration. AdditionaUy, if magnetic suspension fails during operation, the rotor would
continue to rattle around for the remainder of the mission, causing significant shock and vibration whenever
the vehicle moved. Therefore, a magnetically suspended CMG requires a locking system to support the rotor

during launch.

Launch-lock systems are commonly used on many types of space hardware, usually taking the form of a
device that clamps hardware to a structural member by means of an actuator. Common actuators include
pyrotechnics, paraffins, solenoids, and motors. A magnetically suspended CMG's rotor is quite massive (86
kg, 190 Ibm), and common launch-lock techniques would be heavy and complex.

DESIGN

The design objective was to combine functions of touchdown bearings and the launch-lock device into one
system, reducing weight and complexity. The solution, illustrated in Figure 1, was designing a female
conical feature at each end of the rotor that mates with male conical housings supported by duplexed pairs of

angular contact ball bearings. In normal operation, the rotor is suspended by magnetic actuators (not
illustrated in Figure 1). A sufficient gap is available between female cones of the rotor and male cones of the
touchdown system to allow the rotor to move within operational range of the magnetic suspension system.
Should magnetic suspension fail, or loads are applied to it that are beyond capacity, the rotor will traverse the
gap and the cones will touch. When this occurs, the male cone suspended by ball bearings is accelerated to
rotor speed.
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Figure 1. Touchdown/Launch-lock System

Acceleration rate is dependent on the beating's drag torque, mass inertia of the male cone-bearing assembly,
friction coefficient between the two cones, and contact force. Between the time that initial contact is made,
and the time that the male cone assembly matches rotor speed, sliding occurs between the two cones.
Because of sliding, it is important to select wear-resistant surfaces for both cones. There are two particularly
significant effects of this wear. First, static or dynamic rotor balance may be affected by removing material
from, or adding material to, the female cone that is part of the rotor. Second, excess wear will produce debris
that must be contained.

This system serves as a touchdown system and a method of supporting the rotor during launch including
occurrences when magnetic suspension is inoperative. In Figure 1, the f'Lxed bearing-cone assembly is solidly
mounted to the structural housing. A floating bearing-cone assembly is mounted to a shaft-like feature of the
structural housing. This allows the floating bearing-cone assembly to be translated axially until the rotor is
captured between fixed and floating bearing-cone assemblies.

While axial actuation may be accomplished by a number of methods, the method illustrated in Figure 1 uses a
motor-driven, threaded actuator. In this implementation, a gear motor turns the floating bearing-cone
assembly through a planetary gear. The inboard end of the floating beating-cone assembly interfaces with the
structural housing through an ACME thread. As the motor turns the planetary gear, the floating bearing-cone
assembly moves axially by means of the ACME thread.
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Once the launch-lock feature is engaged, the rotor is free to turn about its rotational axis on touchdown
bearings. Touchdown bearings have an adequate load capacity to withstand launch vibration in all three axes
and the impact loads that might be encountered if magnetic suspension fails when the CMG is gimbaled.

CONICAL CLUTCH DESIGN

Material selection was the most difficult part of conical clutch design. Design criteria dictated that the clutch
had to endure 1000 touchdowns with a minimum of debris generation and weight change on the rotor
(female) side. Soft materials (e.g., brake and clutch friction materials) were considered and abandoned
because of the quantity of debris generated. Facing unlimited choices of hard materials and coatings, yet
limited time and budget, candidates were narrowed to five.

In early design stages, it appeared that the selection of female cone material was going to be limited by rotor
design considerations; therefore, Maraging 250 became the first test material. Maraging 250 is very soft
(Re50), so a hard coating over the Maraging was chosen as the second candidate. Titanium Nitride (TIN)
coating was selected because of the considerable experience base available using this material. A hard
bearing material, 440C, was selected as one of the mating candidates. The 440C material was chosen over
other bearing materials because of its relatively high corrosion resistance, and the community experience in
applying surface treatments to it. The fourth candidate was 440C, plated with chromium, followed by
nitrogen ion implantation. While there are many implantation candidates, this choice was primarily dictated
by budgetary considerations. The final choice was Nitronic 60, an austenitic stainless steel that was
developed for wear resistance.

The only reasonable way to choose among candidates was to perform a comparative test series. These tests,
called the contact interface tests, are described later in this paper.

In terms of the physical geometry of the conical clutch, the angle of conical surfaces was most critical.
Selection of this angle was based on clearance requirements for axial and radial actuators. In this case, radial
actuators are most significant for CMG performance, and axial actuator gap may be varied with less impact to
the system, allowing there was a range of acceptable angles. Within this range, the following two
considerations dominated the decision:

, The amount of force required to disengage the launch-leek system is a function of the friction coefficient
between the cones and cone angle. If the cone angle is less than 45deg, then it is possible that axial force
will be required to disengage the cones unless the friction coefficient is low enough to do so. If the
friction coefficient is less than the value of the tangent of half the cone angle, then the disengagement
force will be zero. In terms of disengagement, the larger the cone angle, the better.

. The force required to engage the launch-lock system when the shaft is horizontal in a Ig field is a
function of rotor weight, cone angle, and friction coefficient. The lower the cone angle for a given rotor
weight and friction coefficient, the better.

BEARING DESIGN

Selection of beating size was driven by accommodation requirements for magnetic suspension system
components. These components dictated relatively large, thin-section bearings. It was, therefore, easy to
provide plenty of load capacity margin from the start. This allowed flexibility to incorporate certain design
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features that would help in other areas. Silicone Nitride (Si3N4) balls were selected because of low mass, as
compared to steel. This minimized ball group inertia and, subsequently, the amount of skidding during rapid
acceleration. Additional advantages of using Si3N 4 balls include a substantial reduction in bearing component
wear by the elimination of adhesive wear between ball and raceway, and the reduction of outer ring loading,
as the greatly reduced ball mass minimizes ball centripetal force.

M50 tool steelwas chosen for the rings due to a superior resistance to sliding wear (compared with 52100)

and common availability. Since this project was completed, substantial development work has been done
with Vim CRU 20 tool steel for bearings of this type, ref. 1. This material is much harder than M50 (Re 66
compared to Re 60), has a higher modulus (34 E6 psi compared to 30 E6 psi), substantially lower wear rates,
and at least five-times fatigue life.

An inertially biased phenolic cage was designed to provide optimum stability throughout speed range, with
minimum mass inertia. Curvature ratios were kept relatively tight to maintain low. stress levels, even under
maximum loads, and to consider differences in moduli between the steel ring and ceramic balls. Rheolube
2000 grease was selected for the lubricant because of low vapor pressure and drag torque. Minimum grease
quantity was required because bearings are only used intermittently and minimizing the viscous drag
component at these very high DN numbers is desirable. The low vapor pressure of Rheolube 2000 allows
low lubricant quantifies without concern for excessive lubricant loss.

Because of concerns over ball skidding under very rapid accelerations, a series of bearing acceleration tests
were planned. Later, these tests were combined with contact interface tests by installing a sensitive speed-
measuring system that measured the rate of acceleration during contact tests. This system, along with test
results, is described in the Contact Interface/Bearing Acceleration Testing section of this paper.

LAUNCH-LOCK ENGAGEMENT SYSTEM DESIGN

The launch-lock engagement system consists of a multi-pass gear drive motor that drives a pinion to engage
an internal gear. The principle parameters that trade off in this system design are weight, power, engagement
time, and size. Of these, size and weight are dominant. Power is not critical because the drive motor uses
only a small fraction of the CMG allotment. Engagement time is not critical because the touchdown system
is designed to work with the launch lock completely disengaged. The launch-lock system is functionally
independent of _he touchdown system and, thus, devoid of lime constraints.

The motor was sized on the basis of output torque required to translate the floating system axially in a Ig
field with the rotor in any orientation. The rotor weight resists this translation by acting through gear friction,
ACME thread, cartridge/shaft interface, and conical clutch interface. The current motor provides adequate
power to engage the launch-lock system in approximately 15 seconds.

CONTACT INTERFACE ! BEARING ACCELERATION TESTING

As the design of the magnetic CMG touchdown system evolved, two areas of concern emerged. The first was
the contact interface between the female conical feature on the rotor and the male conical housing of the
touchdown beatings. With the wheel spinning at 6000 rpm and gimbaling as rapidly as 2.25 radians-per-
second (assuming a control system failure), the touchdown is violent with great potential for cone damage or
wear. The second concern was the bearings' acceleration rate. Calculation at touchdown proved that the
bearing may be called upon to accelerate from 0 to 6000 rpm in as little time as 40 ms, depending on the
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friction coefficient at conical interface. Although the bearing was designed with light-weight Si3N 4 balls and
a phenolic cage to minimize ball set inertia, including preload selected to impede ball skidding, a test was still
needed. A fixture was designed that would spin a female cone while forcing a male cone, supported by
touchdown bearings, against it. A series of tests were conducted using various materials and loads at 60130
rpm. Later in the program, consideration was given to increasing rotor speed to 9000 rpm, and additional
tests were conducted at that speed with a commensurate increase in applied loads.

TEST SETUP

The test fixture, depicted in Figure 2, consists of a 1/2 hp synchronous motor that turns a shaft at either 6000
or 9000 rpm, depending on the toothed belt's pulley ratio. The shaft is mounted on a set of angular contact
ball beatings: a single 206-size bearing at belt end and a 209-size bearing at test cone end. The female test
cone is bolted to the shaft flange. A massive shaft, supporting the touchdown bearings and male cone, is
mounted on a pivot so that when it is pulled down by the hydraulic ram, it will contact the female cone with
both conical surfaces parallel.

Figure 2. Touchdown Test Setup
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Figure 2. Touchdown Test Setup

Contact force is adjustable by varying hydraulic pressure to the ram. A light-emitting diode and photo-diode,
straddling an aluminum disk containing 360 equally spaced holes, measures rotational speed of the male cone
by marking time on a running clock each instance the light of a passing hole strikes the photo-diode.
Acceleration rate is obtainable from the speed-versus-time plot.

TEST PROCEDURE

Prior to any touchdown, a profilometer was used to record axial surface geometry, and three, equally spaced

Tallyronds TM were taken to define the roundness of each part.

In early tests, the fixture was configured as previously described with 6000 rpm pulleys in place. With cones
of the desired material installed, hydraulic pressure was adjusted and the female cone brought up to speed.
Once shaft speed stabilized and the speed-measuring computer program was zeroed, the solenoid valve was
actuated to command the hydraulic ram to pull the male cone down into contact with the female cone. Tests
were performed at various loads, from 150 to over 2000 lbf, to simulate touchdowns under different
gimbaling conditions. When speed again stabilized, the motor was turned off and the rotating assembly was
allowed to decelerate and stop. The hydraulic ram was then reversed to disengage the male cone. The male
cone/touchdown bearing/shaft assembly was removed from the fixture and conical surfaces examined.
Prof'fle and roundness measurements were repeated to determine the dimensions of observed surface features.

As the testing program progressed, more load cycles were applied to test specimens before examination.
Eventually, hundreds of touchdowns were performed between inspections.

After down selecting the material combination, an additional test was run at 9000 rpm. Tests were run with
applied radial loads of 150 and 3500 lbf.

TEST DESCRIPTION

Initial tests were run using high loads, due to concerns about bearing acceleration. Acceleration times were
measured at roughly 140 ms with high loads; this was three times the minimum calculated time, and caused
no observed damage to the bearing. The opposite end of the spectrum was then investigated with contact
forces of 150 lbf. This was the most difficult load range from the standpoint of damage to conical surfaces
because of the duration of sliding at the interface. Acceleration times at 150 lbf were on the order of 500 ms.

Different material combinations were tried, as summarized in Table I, in an effort to find the combination that
showed least wear. When combinations were found to show promise, multiple load cycles were performed
between inspections. It was during this extended testing that some of the bearings' grease was expelled and
migrated, by centrifugal force, onto the cone surface. It was discovered, when the test was stopped for a
routine inspection after ten touchdowns, that the lubricated zone covered about one-third of the cone area.
The inspection revealed almost no wear in the lubricated region and substantial wear over the remainder of
the cone.

Tests that followed used only Pennzane 2000 oil, and Rheolube 2000 and Apiezon T grease. The application
of lubricants increased run-up times considerably, affecting wear rates by various amounts (refer to Table I).
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After the final candidate was selected, a separate set of tests was run at 9000 rpm to prove that the entire
system would operate satisfactorily at that speed as well. A thousand touchdowns were performed at each of
the radial loads tested (150 and 3500 lbf).
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TEST RESULTS

Table I is a summary of the 6000 rpm test results. Table II is a summary of the 9000 rpm test results.

Table I. 6000 rpm Contact Interface/Bearing Acceleration Test Results

NUmber!:! fillI _!._,:i lCemaleZ_ii_

l Maraging 440C No

3 Nitronic 60 440C

5 Nilxonic 60 CY-N 440C

7
¢

:_ _ ..... '-........

9

Nitronic 60 440c TCP

Narrow contact zone - fixture

alignment significant wear

No

No

No

Rhcolubc 2000

Marks at two contact points

Removed CY-N

Lower wear - gummy debris

Low wearwithgrease
(first50 touchdowns)

0.0035 maximum wear -

0.0032 maximum buildup

at 1000 touchdowns

bearings - like new

Table H. 9000 rpm Contact Interface/Bearing Acceleration Test Results

Numb.:' i':. ....Male ..... - Lube i ........ . Result,._ -,

r
11 Nitronic60 440C Rheolube2000 Low wear (0.0016 maximum wear after 1000 150 lbf

touchdowns, 0.0163 maximum wear after an additional 1000

touchdowns at 3500 lb 0

TEST CONCLUSIONS

Afterexamining thetestresults,thefollowingpredominantconclusionsemcrgcd,:

* The design was found adcquatc to supportover 1000 touchdowns with at leasttwo differentmaterial
combinations.Bare 4_)C againstTiN-coated44(_ and bare_0C againstNitronic60 testsendured I000
touchdowns.
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Proper lubrication with grease also helped. At least 50 touchdowns were applied to grease-lubricated
cones without observable wear. This was true for both material combinations that endured 1000

touchdowns.

• The test that ran 440C against TiN-coated 440C exhibited less total wear than the 440C against Nitronic
60 test.

The test that ran Nitronic 60 against 440C had more wear but less debris than the 440C tested against
TiN-coated 440C. This is due to material transferring from the Nitronic 60 and building up on the 440C.
The transfer appeared to be uniform around the cone's circumference and should, therefore, have minimal
effect on rotor balance.

By using a low-friction contact interface, a reduction in bearing-rate acceleration occurred. This effectively
transfers the challenge of bringing the touchdown system up to speed from the bearing design to the clutch
design. Additionally, skidding between the two conical surfaces continues for a longer time. This has the
benefit of distributing wear more evenly around the circumference of contacting surfaces.

The system using a Nitronic 60 female cone against a 440C mail cone with a Rheolube 2000 grease film on
each performed equally well at 9000 rpm.

CMG TEST BED RESULTS

Having made the final material selection based on contact interface testing, the system was designed into a
CMG test bed. This unit evaluated all mechanical and electrical components, as well as control laws and
overall system operation. As one might expect on such a complex system, everything did not work correctly
the ftrst time. Principle complexities existed in the control system, and every time the control system failed
to control the suspended rotor, the touchdown system was tested. During the next year of testing, the CMG
touchdown system was tested well over 1000 times. It was estimated that, when fully developed, a flight
CMG would experience on the order of 10 touchdowns in a lifetime

Three significant touchdown system issues arose during this testing period. The first was the loss of an
engagement motor, which was caused by operation at its rated load for too long a. period. The motor selected
was not rated for continuous operation or vacuum operation. The combinauon of high duty cycle and
vacuum operation burned up a set of brushes. The solution was simple, a space-rated motor is available in the
same chassis size.

The second problem appeared more significant. A thin, plastic film was applied to inner surfaces of magnetic
actuators and, during a period of significant touchdown activity, plastic was transferred to the rotor,
suggesting that the touchdown system failed to prevent contact with actuators. The ensuing investigation
revealed that a control system instability had caused actuators to be energized in phase with rotor oscillations,
causing touchdown loads that were twice the maximum design loads. Structural deflections caused by these
loads were adequate to allow contact between rotor and actuators. No damage was done to the structure or
touchdown system, partially due to a substantial bearing-load-capacity margin. Improvements in the control
system prevented sympathetic actuator energizing, eliminating the possibility of overloading the touchdown

system.

The third problem dealt with engagement and disengagement of the launch-lock system. The engagement
motor provided substantial torque by using a high-ratio, gear box. This torque was necessary in order to
engage the system in a gravity field, should the movable cone be located directly below the rotor. In the
original design, however, no rotational stop existed, and the cone continued to move until the drive motor
stalled. At this point, the cone driven into the rotor generated axial thrust that produced compressive strain in
the rotor and engagement drive system, and tensile strain in the support structure. When a disengagement
command was then given to the motor, it had to overcome increased friction in the ACME thread caused by
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engagement strain, proving too much for the drive motor. The solution was to install a limit stop to allow the
driven cone to just engage the rotor, and hit the limit before being driven hard against the rotor cone.

SUMMARY

A unique system was designed to combine touchdown and launch-lock functions for a magnetically
suspended CMG. The principle challenge encountered in this design implementation was selecting material
for the conical clutch surfaces. Testing several material combinations produced an acceptable candidate, and
proved that bearings can withstand required acceleration rates. This touchdown/launch-lock system has been
included in a magnetically suspended CMG design, and a prototype successfully tested under actual operating
conditions.

OBSERVATIONS AND RECOMMENDATIONS

While this system was developed for a CMG application that has unique requirements, it would be useful in
other applications.

From the vantage of a touchdown function, the philosophy of separating contact surface function from
bearing function is a key to success. Controlling contact interface [i.e., area (pressure), geometry, materials,
and lubrication] separately from bearing design allows more optimum solutions to both.

While the material combination selected for contact interface surfaces worked satisfactorily for this

application, the possibility remains that other material combinations may prove more successful. While
examining a new application, consideration should be given to newer materials, for example, REX20
(CRU20), that have greater wear resistance.

Coatings on contact interfaces should be avoided. Contact interface is a violent environment, and coatings
only complicate tribology and add new failure mechanisms and costs.
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ABSTRACT

In this paper, we propose a new identification method of the sensor runout and the unbalance on a rigid

rotor supported by active magnetic bearings applying the incremental least square on-line method and

perform some numerical simulations and experiments on the their identification applying to a rigid rotor

model of a turbo-molecular pump. The paper also presents some results of the experiment on the

identification accuracy and effects of the rotor model error. From the numerical simulations and the

experiments, we conclude that the proposed identification method is effective for the simultaneous

identification of the unbalance of rotor and the sensor runout.

1 INTRODUCTION

An active magnetic bearing(AMB) is non-contact, frictionless and has the ability to actively control the

bearing force and the journal eccentricity in the bearing. The application of AMB also has a possibility to

compensate the mass unbalance on the rotor.

Two methods are generally adopted to reduce the unbalance vibration of the rotor levitated by AMB. One

method is called the peak-gain method (PG method), in which the feedback gain of the AMB controller is

extremely high only at the rotating speed frequency. Another method is called the feed forward method (FF

method) °) in which the unbalance on the rotor is estimated from the measured vibration signals by the A_MB

proximity sensor and a compensating magnetic pull from the AMB is added to the rotor in opposite direc-

tion of the unbalance force so as to cancel out the mass unbalance force. The FF Method is better than the

PG method from the viewpoint of system stability. But it is essential to estimate the unbalance correctly for

the FF method.

In a magnetically levitated rotor by AMB, the clearance between rotor and stator is usually measured by the

eddy current type proximity sensor, which is sensitive to circumferential irregularity of conductivity and

permeability of sensor target material on the rotor. The measured signal by the sensor is called electrical

sensor runout c2). The proximity sensor nmout enters into the control circuit of the AMB and then the mag-

netic pull induced by the runour signal whirls the rotor supported the AMB just as an unbalance on the rotor

does. And moreover the undesirable sensor nmout saturates the control current from the power source.
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It is necessary for realization of minimal rotor whirl by the FF method to identify the sensor runout and the

unbalance at the same. time. compensate the unbalance force by the FF method and eliminate the sensor

runout from the measured proximity signal of the AMB simultaneously. It is recommended for minimiza-

tion of the control current to use the modified proximity signal without the mnout for the AMB levitation

control.

9 EQUATION OF MOTION OF RIGID ROTOR SUPPORTED BY ACTIVE
MAGNETIC BEARINGS

A simple AMB model is shown in figure I. AMB levitates a rotor by regulating the cut:rent in magnetic coil

and holding the bearing clearance (gap) constant. An atwactive force from AMB is formulated as Equation(l).

f I.toSN2 (.ipo+i) z btoSN2 (i-i)" { (" 1 (" i)-}
_ +_ .vo I'losNz lpo+i _2 "• _ m. _ - + /,V0_

8 kx.o +x 8 ,x,vo x 8 _x.o +x _ x,,,o

(1)

Equation (1) is linearized with respect to the control current i and the gap ch .ange x as follows:
f = -Fi + Gx

where

i, ol :F = I't°SNZ + , G = I't°SN2 +l'_-_° 3

4 [Xeo" X vo- j 4 LXeo x vo

F, G are called AMB control stiffness and negative position stiffness respectively•

>

<

i ; current

Magnetic bearing

x ;gap

I

I

I

.I
I

I

i
i

Rotor

/

Figure 1 A Model of Active Magnetic Bearing

In this paper, we try to identify the unbalance and the sensor runout on a rotor of a small turbo-molecular

pump levitated by AMB, of which photograph is shown in figure 2.
In order to make a numerical model of AMB, the transfer function of the controller has been measured and

approximated with PID type controller which is represented as Equation (2) and the measured and the esti-
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mated transfer functions are sh_,,_n in figure 3. The ,,c_lid line and t['e dotted line represent the measured

transfer function and the appm:< imatcd ,,_:e. The estimated PID gain is als,_ tabulated in table I.
. d._

i = :, , _, + .'(. t .( _/: + k.._ -- (2)

The rotor of the turbo-molecular pump i,, levitated bv 2 A.MB,; and has a massive cylinder with rotor blades

on the top end. Now the cylinder is replaced bv a disk for the convenience of the verification experiment of

the proposing identification metho, d. The tested rotor is dra,:,n in figure 4.

Figure 2 Photograph of the turbo molecular pump rotor

Table 1 Estimated control gain of AMB from measured transfer function

! Bearing l Bearing 2
1
l k, (A/m) 7810 ! 6950

I k, (A/ms) ! 98300 i 49300
I

I k° (As/m) I 9.83 4.4
i
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Equation of motion of the rigid rotor shown in figure 4 and levitated by 2 AMBs is given as following

equation.

M_+coM_.x+Fi+Gx =U (3)

3O

- 20

!,*

--10

0

-10

_" 20

•_ 10
CO

0

Dummy

rotor
Bearing 1

Motor

1 10 100 1000

Frequency(Hz)

0 I I ! I

Bearing 2 V'a-

0dB=22(kA/m) ._/.//.' _

1 10 100 1000

Frequency(Hz)
Measured function _ Estimated function

Figure 3 Measured and estimated transfer function

X

Bearing _

l 2

Figure 4 Rotor Model of Turbo-molecular Pump

(1,2,5,6 indicate the upper bearing in x direction and y-direction and the the lower bearing x-direction and

y-direction respectively. G is the center of gravity of the rotor)
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where x, x, x c, i are the actual rotor displacement vector, the measured displacement vector at AMB sensor,

the sensor runout vector and the AMB control current vector. M,M,,U,,F,G are the mass matrix, the

gyro-moment matrix, the rotor unbalance matrix, the control stiffness matrix and the negative position stiff-
ness matrix.

X r

x=[x :. o o]_,x--k x. x, ._6]_

i=[i I i: i5 i_]r

imO0 [!00ij0 m 0 , Ml= 0 0 0
M= 0 0 Ia 0 0

0 0 0 I a 0 -Ip

oI 0]_ G 6
F = F: 0 F6 G = - G, 0

- F,_lt 0 F_: ' G,I_ O -G06I,-
Fll I 0 -Fsl, " -Gll I 0 Gsl:

[ mew _cos(oae+ O) ]

, u, =]-(zd-zp)vo," sin(o1+w)/
L(Id - Ip)zo_'-cos(_ + _v)]

= x, + x_ (4)

The shaft displacement at the center of gravity and the sensor position of the AMBs is given from the

geometrical relation of the shaft as follows:

x = Lx, = L(_ - x, ) (5)

1 l,_ 0 11
L

l_+l------_" -1 0

0 -I

As we have assumed the controller of the AMB to be the PIE) controller, the control current of the AMB are

described as follows:

i= Ko_+Ke_+KiI_dt (6)

where

O- Kos , Kp = O" Kp_ " Kt = O" KI_

0 O" Ko_ 0 O" Kp6 0 O" KI_

Now we adopt the estimated values in table I as the controller gain ko_, Ke_, Kz, (i = 1,2,5,6).

Substituting equations (4)(5)(6) for x,., x, i of equation (3), we obtain a following equation of motion:
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Tile unbalance matrix U is represented as follows:

L, = co:_[.i- rsin(o2+_)I

L_co_(o_+v>J
where

m 0 0 0

0 m 0 0
M,

0 0 I a -Ip 0

0 0 0 I a -Ip

(.7)

(8)

e,¢,

phase and co is rotating speed.

The sensor runout vectorx r is represented as follows:

are mass eccentricity and its phase, z, gt are inclination of the central principal axis of inertia and its

F_'cos(o_+_,)l
=I_,sin(o_+_,)i

k_ sin(o,,+¢'_)_1
where /1.,O are the sensor runout and its phase and subscripts 1,2 identify 2 radial bearings.

(9)

3. IDENTIFICATION METHOD

The identification method is as follows:

(1). Laplace tramsforms of the Equation of motion

Taking Laplace transforms of equation (7), we obtain the left-hand term of the equation as

[MLs'- + (cz_ltL + FK o )s + (FK_ + G)+ FK 1IX(s)

where L[*]is the Laplace transforms and L(i) = iK(s).

The right-hand term of equation (7) by the Laplace transforms is given as follows:

First term of the right-hand term

-[ e('_°s_-°"i"_)l" ['o-'o o o l
": I E('c°_'+"_in"_)/ . , o o//,_,,,.,,_/L[Ui]=

s 2+co-----S-"M-'|-r(cocos_ + ssin_')| =U(s)°'_12 -co -_//_=os_,L
L _'(_¢o_v-co_inv)_l 0 0 _ -o<Jt_r_nV__

372



where

0 is 4 x 4 zero matrix.

([!oo,oo°1ii°°Iooo=M, s_o 0 +(.o" 0
" 0 0 -1 0 -1 0

0 1 0 0 0 -I_

v(.)L =_l: [.o.,,, +09:.,:J_(.)E

Iecos_l [,_,cos_,U(s)=L[sin(cot)]=s2 +co- ' E LE_J Z, cosqL,

Lrsin _J _._ sin_:

t,°°°1Ii-I°°lHm= 0 I 0 0 0 Ho2= 0 0 0 0
0 0 0 -1 ' 0 -1 01

0 0 1 0 0 0 -1

Second term of the right-hand t¢rm

where

f Xt (scosO,- 09sine,)]

MLt[_,]=-09_ ,X_(09co_¢,.+,_in!]=_,re[,09rI._09:.,:_(,_r
"-- ML[jL: (s cos ,: - 09sin ;', ,[ +s 2 + 09 2

[_1o[OlO10 -1 0 ,HI, = 0-1 0 0
H_I= 0 0 0 -1 " 0 0 0

0 0 0 I 0 0 -1

Third term of the right-hand term

r-_(o.)coso, + ssinO,)] [ -co

co'- . .1 ,_.,(scos_,-cosin_,) / s

-- M,LI_ 2L.(cocos(/). + ssinO2)I =r.oU (s)MtL 0

coM,LL[x_]- s2 +co-"

L ,,1._iscosO: - cosinq_:) J

= corm tL[sH 2, + (oH_,_,]U (s)E

where

-s 0 O]
-co 0 0 Et

o°-o,-;_
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iiolt00 ,o00H,I= 0 [ , H,,= 0
" 0 0 l - 0 -1

0 1 L 0 0 0 I

Fourth term of the right-hand term

_/_.,(o,cos¢,+,sine,)/ V}s)G o E,
1 m s 0

GL[x.]= ul =
S 2 + co'- A,,_(s cos .0: -co sin 0,_)[ 0 0 s

L& (cocos O_,+ssin¢:).J o o co --

where

I I 1I 0 0 0 0 -I 0 0

0 I 0 H3,= 0 1 0 0 0
H3'= O0 0 1 ' - 0 0 0 I

0 0 0 0 0 1 0

In the end, we obtain the Laplace transforms of equation (7) as follows:

[M-Ls'- + (coMIL + FK o )s + (FK e + G )+ FK r l ]x( s) = [H, (og)s + H ,.(co)]U(s)E (11)

where

HI(CO)= coM,H o, + coMLHll + coMILHzl +IGH3t
03

H2(0J)= 0J2MzHo2 +o.72MLH12 +co2MtLH22 +GH n

(2) Discrete-time system from continuous time system using the Bilinear z transformatiQn

Substituting equation (12) to equation (11) to take the bilinear z transform of equation.(l 1), we obtain the

equation in the z plane as equation (13):

s=2(1-Z-i)/T(I+z-t) (12)

['_Vo + WIZ-I "ar" W._.-2 + W,Z-3]f_(_.)-'[Uo "{'UIZ-I'i-U2z-2 "ac'U3_.-3_(z)E (13)

where

Wo=SML+ 4T(o_I,L+VKo)+2T:(FKp+G)+ Tq;K
WL=-24ML- 4T(coMtL+FKo)+2T"(FK. +G)+3T'FK

W:=24ML- 4T(wMtL+FKo)-2T:(FK.+G)+ 3T'FK
W3=-8ML+4r(cobl,L +FKo)- 2T:(FK,,+G)+T3FK
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ic, -- ÷2r:8:(o,)
I

. = --4 TH, (co) - 2 T" H_,(co)

[u, =

T is the sampling period

As .7.is unit delay, following relations are given:

z-iX_ (z) = Xk_,(z) = _(k -i)

z-iU_ (z) = U__, (z) = u(k - i)

Substituting the upper equations to equation (13), we obtain the equation in the diserete-time system

Woi(k) + Wti(k - 1) + W2i(k - 2) + W3i(k - 3)

= [U0u(k ) -.I- UlU(/- 1)+ _J2u(k - 2) -_- U3u(k - 3)]E (14)

Replacing the left-hand term and the parenthesized term in the right-hand term of equation (14) by

W(k), U(k) and substituting W(k), U(k) to equation (14), we obtain equation (15).

W(k) = W0x(k ) + Wzx(k - 1) + W2x(k - 2) + W3x(k - 3) U(k) = Uou(k ) + Ulu(k - 1)+ U_,u(k - 2) + Usu(k - 3)

W(k)= U(k)E(_= l...n) (15)

In equation (15), the left-hand term W(k)is determined from the dynamic parameters of the rotor and

AMB, the sampling period and the measured shaft displacement including tile sensor runout and also the

U(k) in the right-hand term is determined from the dynamic parameters of the rotor and AMB, the sam-

pling period and the rotating speed. E is an unknown vector, of which element are unknown unbalance and

sensor runout and can be identified by the incremental least-square method.

(3) the incremental least-square method.

As we may use n sets of W(k), U(k) (k = 1...n) and get 4n equations in equation (16) to identify the un-

known vector E so that we employ the incremental least-square method to estimate the unbalance and the

sensor runout.

W = UE (16)

where

W=[W(1) W(2)-.- W(n)] r , U='[U(1) U(2).-. U(n)] r

In order to minimize the estimation error, a following quadratic cost function J is introduced and E is de-

termined by minimizing the cost function J.

J =RrR

where R = W - UE is the estimation error.

Its minimum satisfies

OJ -2urw+2uruE 0
DE

E-
, which gives
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provided theio',,erse(U"U)-'e ists.

The incremental least square on-line method is applied to identify. The incremental least square on-line al-
gorithm'_"_ is given as follows:

-l)+ P(k)tTT
where

q(k)= W(k)-U(k)E(k-1) , Q(k)= [I + U(k)P(k-I)U r (k)_'

P(k )= P(k -I)- P(k -1)U T(k)Q(k)U(k)P(k -1)

5. IDENTIHCATION RESULTS USING SEVIULATION DATA

Numerical simulation of the rotor vibration excited by the unbalance and levitated by the AMB including the

measurement error caused by the AMB sensor runout is carded out to evaluate the proposed method for es-

timation of the unbalance and the sensor runout on the rotor. The Runge-Kutta method is employed and the

condition of the numerical simulation is tabulated in table 2. 1000 data on the rotor displacement are calcu-

lated at each bearing at 500rpm and 1500rpm. Sampling period is set to be 1.7msec. The calculated vibra-

tions at both bearings are shown in figure 5

Table. 2 Condition of numerical simulation

Rotating Sampling Number
speed period ' of data
(ram) (m sec)

First data 500 1.7 500
Second data 1500 1.7 500

The unbalance and the sensor mnout are identified by the algorithm in equation (17) using the simulated vi-

bration data. The convergent process of the identification of the unbalance and the sensor mnout is shown

in figure 6. In this figure, the left side figures and the right side figures show the amplitude and the phase

angles of the unbalance and the sensor runout respectively and the abscissa shows sampled data number•

Solid lines indicate the identified values of the identifying parameters and dotted straight lines are given

values, namely static unbalance e = 2.0,,, m, coupled unbalance z = 0.6x 10_rad, sensor mnout of bearing
1 ,,1._= 1. l,u m and sensor runout of bearing 2 A,_= 2.2,u m.

Just after a change of the rotating speed from 500rpm to 1500rpm, all gains and phase angles of the identi-

fied parameters converge to the given values rapidly. From this numerical result, we confirm that the unbal-

ance and the sensor runout on the AMB rotor may be identified by the proposed rotor model and the incre-

mental least-square method.
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Fig.5 .Time series data of calculated rotor displacement
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Fig 6 Identification process using the numerical simulation results.
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6. IENTIFICATION RESULTS USING MEASURED DATA OF TMP ROTOR

Figure 7 shows measured rotor vibration at the upper bearing(i) and the lower bearing(2) at 496rpm and

1498rpm. The sampling period is set to be 1.668ms and 1000 data of shaft vibration at both AMB are sam-

pled and used for the identification.

In the figure these time series data seem to include high-order component caused by high-order component

of the sensor runout. But in this study, the high-order components in the vibration data axe ignored and only

the synchronous component of the sensor runout is identified in the identification algorithm because the ef-

fect of the high-order components of sensor runout does not have any effect on the synchronous vibration

and the high-order component may be estimated separately. We will propose a method for identifying the

high-order component in next paper.

X -6 ' I ' I ' '[]°] I: . I _ _ :I

0 200 400 600 800 1000

IX10 .6 ] _ ' . I ' I I I ' I ' ::l

°

0 200 400 600 800 1000

Nunber of Data

Fig. 7 Measured shaft vibration of the tested rotor before attaching trial weight

Table.3 Data of attached unbalance

Mass mo(g) 0.53

Distance from x axis lo(mm) 59.5

Distance from z axis ro(mm) 51.0
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Fig. 8 Measured shaft vibration of the tested rotor after attaching trial weight

Figure 9 shows converging process of the identification of the static unbalancee, coupled unbalance "r,

bearingl runout "r_and bearing2 runout "r2 . The identified gain and phase angle of the initialunbalance and

the initial sensor runout are presented by slender solid lines in figure 9.

Unfortunately, we could not measure the initial unbalance of the tested rotor and the runout of the AMB

sensor, so we try to identify the change of the unbalance between before and after attaching a known trial

weight on outer surface of the dummy disk. The weight and the location of the attached unbalance is tabu-

lated in table 3.

The measured time-series data o1_the vibration at the bearing 1 and 2 are measured in the same condition as

figure 7 and are illustrated in figure 8. The identified gain and phase angle of the unbalance and the sensor

runout are presented by bold solid lines in figure 9 using these data measured after attaching the trail

weight.

In figure 9 dotted lines indicate the gain and phase angle of the parameters obtained by vectorial addition

of the identified unbalance before attaching the weight and the attached weight so the difference between

the bold solid lines and the dotted lines indicates the identification error. As we do not change the sensor

runout especially so the estimated sensor runout after the attachment of the trial weight is reasonably same

as before the attachment. In figure 9, the gains and the phase angles of _ and _ after attachment of the trial

weight coincide with that before attachment so the sensor runout is identified correctly by the proposed
method.

On the other hand as to the identification of the both unbalance e and "c, there is a slight difference

between the bold solid lines and the dotted lines in figure 9.
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Fig 9 Identification process using the experimental results.

7. CONCLUSIONS

We have developed the equation of motion of the rigid rotor supported by active magnetic bearings in

consideration of the static and coupled unbalances and the sensor runout and proposed an identification

method of the unbalance and the sensor runout simultaneously.

The numerical simulations and the experiments carried out here on unbalance response of the rotor have

shown that the proposed method is effective for identifying the unbalance and the sensor runout on the

AMB rotor.
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LINEAR AND NONLINEAR ANALYSIS OF MAGNETIC BEARING BANDWIDTH

DUE TO EDDY CURRENT LIMITATIONS
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SUMMARY

Finite element analysis was used to study the bandwidth of alloy hypercoS0a and

silicon iron laminated rotors and stators in magnetic bearings. A three dimensional

model was made of a heteropolar bearing in which all the flux circulated in the plane of

the rotor and stator laminate. A three dimensional model of a plate similar to the region

of a pole near the gap was also studied with a very fine mesh. Nonlinear time transient

solutions for the net flux carried by the plate were compared to steady state time

harmonic solutions. Both linear and quasi-nonlinear steady state time harmonic solutions

were calculated and compared. The finite element solutions for power loss and flux

bandwidth were compared to those determined from classical analytical solutions to
Maxwell's equations.

INTRODUCTION

Several commercial finite element codes which solve electromagnetic problems
include both a steady state time harmonic solver and a time transient solver. Both of

these include the induced eddy currents in the solution. Analysis with a time harmonic

solver has the advantage that a single solution predicts the response at given frequency.

For a magnetic bearing supporting a shaft running at a steady speed, the time harmonic

solver would be the most desirable choice since the time transient solver requires many

solutions in the form of time steps for at least one period of the control signal.

The purpose of this study was to determine how much the time harmonic solver's

inability to accurately model nonlinear flux saturation would affect the bandwidth and

power loss predictions for most cases of magnetic bearing analysis. It was expected that

flux saturation might affect the solution in two ways. The first would be due to the

concentration of flux near the laminate surfaces due to eddy current skin effect. Second,

magnetic bearings generally run with a control flux superposed on a bias flux. Time
harmonic solvers can't include the effect of the DC bias flux.
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NOMENCLATURE

ot = parameter defined by skin depth

= skin depth of eddy current

= material permeability

tr = material conductivity

o_= frequency in radians per second

d = laminate thickness

B = time varying magnetic flux density

E = time varying electric field intensity

H = time varying magnetic field

= complex magnitude and phase of time harmonic magnetic field

Jf = time varying free conducting electron current density

if = complex magnitude and phase of time harmonic current density

THEORY

Magnetic beatings may be expected to support shafts turning at 120,000 rpm or

more. This frequency of 2,000 Hz is low enough that the displacement current term,

dD/dt, in Ampere's Law may be neglected. For this reason the four quasistatic

Maxwell's equations given by equations 1 to 4 are used to model the induced field and

eddy current in magnetic beatings [1 ].

VxH= J/ (1)

(3B
V x E - _t (2)

V-B = 0 (3)

V. ]': = 0 (4)

The analysis of eddy currents induced in a laminate by a changing magnetic field

begins with the derivation of the diffusion equation [2,3]. This is done by combining the

constitutive material laws, B=IJ/-I, and JI=GE, with equations (1) to (4), and then taking

the curl of Equation (1) as given by equation (5).

V×Vx -=v(v. =v× (5)

After the substitutions this becomes the diffusion equation given by (6).
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aH

V_H =/_° a--7 (6)

The solution to equation (6) is used to compute the induced eddy currents by using
equation (1).

Equations (I) and (2) are intertwined by the material constitutive laws so that in a

conductive material, the induced eddy currents cause their own magnetic fields which

cancel the original external field and effectively shield deeper material from any

magnetic field. The effect is that the magnetic flux and eddy currents are concentrated on

the surface. To get a quantitative estimate of this effect in the laminates of magnetic

bearings, equation (6) can be solved with the boundary conditions of a flat plate.

Figure 1 shows a conducting laminate in which the magnetic and electric fields

are induced by a sinusoidal external magnetic field. The internal field must be the

solution to equation (6) reduced to one dimension as shown by equation (7).

_2Hy _Hy

3x 2 =/.to- D----f- (7)

The general solution to equation (7) is equation (8) where H tilde has both a magnitude

and phase. The spatial variation of H tilde depends on both the initial conditions and the

boundary conditions. For the two sided plate shown in Figure 1 the magnetic field is

given by equation (9). It follows from equation (1) that the eddy currents are described

by equation (10). Alpha is defined in terms of the skin thickness, delta, as given by

equations (10) and (11)

Hy = By (x)e j_

y (x) = H o

L(x)=a-/o

l+j

6

cosh(, )
cosh(oa/ 2)

sinh(ax)
cosh(t:rd/2)

Hocos(tot) I

X/X
Y
/N/

T nocos(cot)

x

d/2

(8)

(9)

(10)

(11)

Figure 1. Sketch of Infinite Plate and Magnetic Fields
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The eddy current losses per unit area of the laminate can be calculated from the

integral given by equation (13). The star indicates complex conjugate. Utilizing the

current density distribution given by equation (10) and performing the integration results

in the power loss expression of equation (14). A plot of the power loss in a laminate of

alloy Hyperco50a is given in Figure 2.

 Y3:
P=I i- dx

2_ o"
2

HoOF l
P:

(13)

(14)

There are two regions to the curve given by figure (2). For laminates less than

about 2 skin depths thick, the eddy currents are too low to cause their own magnetic field

and reduce the magnetic field penetrating the conductor. In this region of the curve, the

power loss is called resistance limited and is proportional to the cube of the laminate
thickness.

For laminates with a ratio of laminate thickness to skin depth of more than four,

the field induced by surface eddy currents shields the deeper volume of the laminate from

the external field. Since the power loss is reduced by the induced eddy currents on the

surface, the power loss for thick laminates is termed inductively limited.

14

12

10

o

2

0

inductkely limited

<---resistively limited

i i i i

1 2 3 4 5 6 7 8 9

laminate thickness : skin depth

10

Figure 2. Eddy current loss in Hyperco50a (relative permeability 7500, conductivity

2500/(ohm*mm) ).
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FINITE ELEMENT ANALYSIS RESULTS

The eddy current losses in a heteropolar magnetic bearing were analyzed. A

bearing of this type is shown in Figure 3. There are several planes of normal and

tangential flux symmetry in this bearing. These were taken advantage of to make a finite

element model with fewer nodes, finer mesh density, and better aspect ratio. Figure 4

shows the finite element model of the heteropolar bearing used for this study.

The material modeled was a silicon iron with a conductivity of 5500/(ohm-mm)

and a relative permeability of 1214. The coil excitation frequency was 100 Hz. At this

frequency, the skin depth was .616 mm. The thickness of the laminate was varied from

half a skin depth (0.308 mm) to four times the skin depth (1.232 mm). These thicknesses

were in the resistive region of the power loss curve, which is where a magnetic bearing

would be expected to be operating.

The power loss for the heteropolar bearing includes the stator and rotor laminates.

Figure 5 shows the power loss calculated using the steady state ac solver which used a

constant relative permeability to calculate the solution. The power loss calculated with

the analytical fiat plate formula given by equation (14) is shown on the same graph for

comparison. The main reason the plots are not the same is that in the heteropolar

laminate the value of the magnetic field, Ho, varies. It is less at the outer circumference

of the path and higher near the inner comers. Equation (14) indicates the power loss is

very sensitive to the chosen level of the field.

In addition to causing power loss, the eddy currents also causes the magnetic flux

to lag the control current as evident in equation (9). The force the bearing exerted on the

shaft is proportional to the square of the flux in the air gap. The magnitude and phase of

the gap flux was determined from the finite element analysis. Since there are no eddy

currents in the gap, the magnitude and phase of the flux in the gap is uniform throughout.

Figure 6 shows the effect of laminate thickness on gap flux. Better than 99 percent of the

maximum obtainable flux in the gap is reached when the laminate has been reduced to
two skin thicknesses.

_0

I

stator

d_

coil ]

shaft

X-II.0
2 -

Figure 3. Heteropolar Magnetic Bearing
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Figure 4. Finite Element Model of Heteropolar Magnetic Bearing. 32000 Nodes,

Maximum Element Edge Aspect Ratio 32:1.
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Figure 5. Power Loss in Laminate of Heteropolar Bearing Versus Laminate Thickness.

Results of Steady State AC Solver with Constant Relative Permeability. [ 100 Hz, Peak

gap flux .5 T]
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Figure 6. Magnitude and Phase of Flux in Gap of Heteropolar Magnetic Bearing Versus
Laminate Thickness.

One of the major motivations for this work was the difficulty in obtaining time

transient results using a nonlinear BH curve. For a model as large as that of the

heteropolar bearing shown in Figure 4, a linear steady state ac solution could be obtained

in a few hours of computer calculation. A time transient model of 64 time steps over two

cycles of the control current would take days or weeks. A new model was designed to

estimate what the sacrifice in the accuracy of the power loss and flux frequency response

would be if the linear steady state ac analysis was performed.

Figure 7 was the new finite element model. It was a plate with zero electrical

conductivity butted to a conducting plate. The purpose of this geometry was to transmit

an even flux distribution in through the edge of the conducting plate in a similar fashion

to flux entering the edge of a stator pole from an air gap.

This model covered a very small area. Each plate is only 5 mm x 5 mm. Only

14000 nodes were needed to model the entire plate with brick elements with an edge

length equivalent to the skin depth. For a distance of two skin depths from the plate

edges, there were eight elements and the edge length was reduced to one fourth the skin

depth for a distance two skin depths. The plate thickness was two skin depths (.734 mm)

at 100 Hz with the properties of alloy hyperco50a. Because of symmetry only half the

plate thickness needed to be modeled. There were four elements through the half

thickness of the model. Therefore, there were four elements through all the outer skin

regions. Analyses with successively finer meshes showed this model to produce precise
results.
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Figure 7. Two Plate, One Fourth Symmetry, Model With Drive Coils.

The power loss and average flux density in the conducting laminate was

calculated using three different solvers. First was the steady state linear ac solver, second

was the quasi-nonlinear solver, and finally was the time transient nonlinear solver with 50

time steps each equal to one thirty-second of a period of 100 Hz. The quasi-nonlinear

solution has the magnetic flux density and magnetic field in phase like similar to the

linear solution, but the quasi-nonlinear solver utilizes the nonlinear BH curve and limits

the flux from exceeding saturation [4].

The current in the drive coils was set to produce a peak alternating flux of about

one tesla. For the steady state analyses this meant the maximum flux was about 1 T and

the minimum was -1 T. The time transient analysis included a DC bias flux of 1 T as

would be typical in a magnetic bearing. In that case the maximum flux was about 2 T

and the minimum about 0 T. Figure 8 shows the nonlinear BH curve used for alloy

hyperco50a.
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Figure 8. Alloy hyperco50a nonlinear BH curve [5].
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A table comparing the energy loss per cycle calculated by each of the three

different solvers is shown below. The difference between any of the three solution

methods is less than one tenth of one percent. This is especially remarkable considering

the plot of the power loss calculated by the nonlinear time transient solution method over

one period of the coil current (shown in Figure 9). Although the power loss is only

shown over one period of the coil current, further time steps showed these two power loss

humps to repeat themselves. The first peak is higher because the flux starts at near zero

tesla and reaches a faster rate of change than when the flux decreases from its peak value

which is slightly lowered by saturation. The energy loss per cycle was calculated by

integrating the area underneath the repeating peaks.

Power - - .o- -- Bavg

450 ! ,,o_oo. ,

400 i;¢__," i "_ i
300 _ "a i

i 150 .<,'*'

0 0.0025 0.005 0.0075 0.01
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i

2

1.5 _1

1 ,-r_

8,=
0.5 i

0

Figure 9. Nonlinear Time Transient Analysis on Two Skin Depth Thick Laminate.

Table 1. Comparison of Eddy Current Energy Loss Per Cycle Computed by Three
Methods.

Nonlinear Time Transient

1.585 micro Joules
Quasi-nonlinear Steady State

1.579 micro Joules
Linear Steady State
1.586 micro Joules

Finally the average flux density carried by the conducting plate is shown in the

table below as calculated by the three different methods. The average flux density times

the plate cross section is the total flux the plate can transport and directly affects the force

that can be applied by a laminated heteropolar bearing. Nonlinear saturation reduces the

peak flux density calculated by the nonlinear time transient and quasi-nonlinear steady

state solvers by 4.6 to 3.2 percent compared to the linear steady state analysis. The phase

lag of the average flux density calculated by the time transient analysis varied from zero

degrees when increasing to four degrees after peaking and decreasing.
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Table 2. Comparison of Average Flux Density Computed by Three Methods.

[Magnitude and Phase Lag].

Nonlinear Time Transient Quasi-nonlinear Steady State Linear Steady State

.978 T; 0 to 4 degrees .965 T, 3.69 deg 1.01 T; 3.66 deg

CONCLUSIONS

A laminate of a heteropolar bearing stator and shaft was modeled with three

dimensional finite elements. For laminate thicknesses below two skin depths, both the

finite element solution and the theoretical assumption showed the power loss to increase

as a resistively limited loss. The finite element linear ac analysis showed that better than

99 percent of the maximum obtainable flux in the gap was achieved with laminates two
or less skin depths thick.

A fine mesh model was made to simulate a small section of a laminate in a

heteropolar bearing. In the skin regions, element edges were just one fourth of a skin

depth in length. The power loss calculated by the nonlinear time transient solver was

compared to that computed by a linear steady state ac solver and a quasi-nonlinear steady

state ac solver. The comparison showed that the power loss predicted by the steady state

ac solvers was the same as the average energy loss per cycle predicted by the nonlinear

time transient solver. The nonlinear time transient solver and the quasi-nonlinear steady

state ac solver predicted peak values of the AC flux magnitude that differed by just 1.3
percent.
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ABSTRACT

The aim of the presented project sponsored by the DFG (German Research Council) is to use active

magnetic bearings for the diagnosis of centrifugal pumps. Therefore, active magnetic bearings are inte-

grated in a single-stage respectively four-stage pump substituting the conventional ball bearings. The

diagnosis procedures are based on evaluating frequency response functions where the active magnetic

bearings operate as actuators and as sensors to measure the displacements and the forces induced in the

rotating structure. Simulation results of an exemplarily fault applied to the pump system are presented.

For this type of diagnosis using transfer functions, an accurate force measurement is crucial. The paper

compares force measurement results and achievable accuracies of a radial magnetic bearing using differ-

ent measurement techniques over a large operating range. Furthermore, a finite-element model is used to

investigate fringing and leakage effects to improve the different measurement techniques. The finite ele-

ment model allows eccentric rotor positions and non-syrmnetrical coil current distributions with nonlinear

material properties of the stator and rotor part of the magnetic bearing.

INTRODUCTION

Nowadays, the industrial applications of turbornachines demand higher reliability and availability.

Therefore, an integrated failure detection becomes increasingly more important in the case of these
machines.

Up to now, the monitoring systems are normally not an integral component of turbomachines. They

must be additionally acquired by the operators of such machines. In the case of these failure detection

systems, the relative and/or absolute motions of the rotor are measured as output signals. After signal

processing, certain features (threshold values, orbits, frequency spectra and so forth) are created from the

measured data. With the deviations of these features from a faultless initial state, the diagnosis attempts to

recognize possible faults. The problem with these procedures is that the causes of the modifications of the
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output signal can not be detected clearly. They can either lie in a change of the process or in a modifica-

tion of the system itself.

An improvement of the existing diagnostic

techniques is possible through the use of active

magnetic bearings (AMB) in turbomachines

(fig. 1). The active magnetic bearings are able to

excite rotating shafts without contact and to

measure simultaneously the required forces and

displacements very precisely. Consequently, fre-

quency response functions (stiffness or compli-

ance frequency responses) can be determined

from the measured input and output signals, of

which the physical parameters (mass, damping,

stiffness) or modal parameters (natural frequen-

cies, eigenmodes, modal damping) of the sys-
tem are identified.

precis

In the presented project of the Special

Research Program (SFB 241) supported by the
German Research Council (DFG), it is exam- figure 1. l_mlure _agnosis with active magnetic

ined how faults in turbomachines can be diag- bearings.

nosed experimentally with active magnetic

bearings. An important role of the development of the fault diagnosis is the precise measure-

ment of the input/output values (motions and forces). The measurement of the displacements by means of

the utilised Eddy current probes have reached a sufficient precision. That is not the case for the measure-

ment of the forces applied to rotating structures. In the following, results of different force measurements

using magnetic bearings (i-s-method, reluctance network method, Hall sensor method) are compared.

sing_-stage
Afterwards, the method of balancepist°n_centdfugal pump

the model based diagnosis is

then presented briefly by _
means of simulation of a r-=

selected fault applied to the

single-stage pump represent-

ing the turbomachine system, r_m._L ..... :__ ..... _ ..... ::__.C :.:::::. t-.....................

Parallel to the numeric com-

putations, a test rig of the sin-

gle-stage pump (fig. 2) is
under construction. This test

rig is used to verify and to x I _ \ I/ I magnetic

demonstrate the perform- \ _ netic_mrustbeatingance of the developed diag-
nosis methods. The pump is magradialbearing i

located between two active Figure 2. Scheme of the test rig of the single-stage centrifugal pump in

magnetic bearings levitating active magnetic bearings.
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the rotor in five degrees of freedom. Besides the replacement of the conventional roller bearings with the
active magnetic bearings, the original pump system remains unchanged. In addition to the two mechani-

cal seals sealing up the hydraulic part, the pump contains two contactless annular seals. One is placed at

the suction side and one at the pressure side of the impeller, which is the balance piston. The modular

design of the test rig enables an easy extension of the single-stage to a four-stage pump system for future

investigations.

FORCE MEASUREMENT WITH MAGNETIC BEARINGS

Description of the Active Magnetic Bearings

Unlike conventional bearing systems, the rotor is carried by a magnetic field. In this case, sensors and

controllers are necessary to stabilize the unstable open loop state of the rotor. Therefore, essential dynamic

characteristics like stiffness and damping properties are influenced by the controller. The rotor can be

moved on almost arbitrarily chosen trajectories independently of the rotation. These can either be har-

monic motions in one plane, forward or backward whirls. Additionally, an imbalance compensation can
be performed.

A magnetic bearing system consists of four basic components: magnetic actuator, controller, power

amplifier, and shaft position sensor. To keep the rotor in the bearing center, the position sensor signal is

used as input for an electronic control circuit to adequately adjust the coil currents. As shown in fig. 3, the

stator component is normally composed of horseshoe-shaped magnets and the rotor component is a ring

coils

stator rotor

lamination lamination all dimensions are in mm

Figure 3. FE-Model and the main dimensions of the stator and rotor laminations of the magnetic

bearing.

399



of magnetic material to complete the magnetic path. The bearing configuration is operated in the so-
called differential driving mode [10], where one magnet is driven with the sum of bias current io and con-
trol current ix , and the other one with the difference. Consequently, if the magnetization of the iron is
neglected, a linear force-current-displacement relation is obtained. The operation point of the magnetic
hearing is determined by the bias current (here io = 4A), which is half of the maximum coil current. Fig-
ure 3 shows the main geometric data of the bearings used. The material carrying the magnetic flux con-
sists of SiFe-laminations with typically nonlinear soft magnetic material behavior.

Force-Current-Displacement Characteristic of the Magnetic Bearings

The setup for the measurements to com-

pare the different measurement techniques
is shown in figure 4 and is explained in
detail in the work done by Knopf et al. [6].
An external load cell is used to obtain a ref-

erence force Ire f. While the rotor is float-
ing in the acUve magnetic hearings,

different external static forces Fref. are
applied (starting with positive maximum
force until negative and back). This proce-
dure is performed for different rotor posi-
tions. The data of the external forces, coil
currents, and rotor positions are recorded
simultaneously. Figure 5 shows the result-

ing measured static force-current-displace-
ment characteristic for one axis of the

radial magnetic bearing. Dynamic effects
like eddy currents are neglected in this
paper and will not be considered in the fob
lowing.

Figure 4. Setup for the force measurement of the external
loads applied to the levitated rotor.

The necessary magnetic bearing forces FAMB to compensate the extemally applied forces Fref are deter-
mined in different ways. In general, the magnetic force F A MB Can be computed from

_AM8 Ap°le_" 1_2
= "_oZ,k,-'pot_,, (1)

assuming a uniform flux density in every flux-carrying cross-section and no flux fringing at the tip of the

poles. In equation (1), Apote stands for the cross-section of the poles carrying the flux densities B.ot e .
Where Bpole* are the fluxes at the different magnetic poles, l.t0 means the magnetic permeability otgv_-
uum. Hence, the entire force of the radial bearing results from the sum of the individual forces of each
pole.
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i-s-Method

Using magnetic beatings in differential driving mode [ 10], equation (1) can be linearized leading to the

well-known equation

Fx = kii x+kss x (2)

where ix is the control current in the x-direction, sx is the rotor displacement in the x-direction, and N

represents the number of coil tums. The linearization constants ki, k s depend on the chosen design point

of the magnetic bearings (i o , so ) and are computed using the following equations

_oN2 ApoleCOS( l_/8 )io
ki = 2 (3)

$0

IloN2 Apole( C°S( l_/8) )2 i20
ks = 3 (4)

$0

F [N]
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Figure 5. Measured and linearized force-current-displacement characteristic for one magnetic

beating axis.
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Figure 6. Forceerror of the i-s-method andnetwork method without calibration for a centric ( =Omm.

Sy =Omm)and an eccentric (s x--O.3mm, Sy =Omm)rotor position.

Figure 5 shows the linearized force-current-displacement characteristic using equation (2) with the

analytically computed ki -k s -values. This method assumes a uniform flux density in the air gap and
neglects flux paths in the iron part, fringing and leakage effects.

The resulting force error of the i-s-method is demonstrated in figure 6 for a centric rotor position

(sx=Omm, Sy =0mm) and for an eccentric rotor position (sx--O.3mm, Sy =Omm). In case of a centric rotor
position, the error significantly increases with high external loads due to the nonlinear material properties
(BH-curve) which are neglected with this method. Furthermore, the influence of the hysteresis of the soft
magnetic material behavior can be seen, which results in a splitting up of ION. The right side of figure 6
shows the significant dependence of the force error on the rotor position due to the neglected nonlinear
material behavior and additional fringing effects.

Summarizing, in an operating range of_+0.3mm (that is 23% of the nominal air gap) and +700 N (that
is 100% of the maximum bearing force) the force error calculated with the i-s-method is about 17%. An

increase in the accuracy can be reached with calibration, which is performed with a least-square fit of the

k i -k s -plane to the measured data. The resulting value for k i is 217 N/A and for ks is 759 N/mm. Then,
the force error of the chosen operating range is less than 9%. Figure 7 shows the corresponding force
errors after calibration for the same two rotor positions. It should be mentioned that the calibration of

k i , k s iS strongly dependent on the chosen operating range. By limiting the working range of the bearings,
the accuracy of the measurement method could be increased.

The i-s-method is simple and often used for on-line computation of the magnetic bearing forces
because information about the coil currents and rotor positions is available during digital control and no
additionalsensorsareneeded.The disadvantageofthei-s-methodistheneglectofthematerialpropertiesof
iron, leakage and fringing effects.
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Figure 7. Force error of the different force measurement methods with calibration for a centric

( sx =Omm, Sy =Omm) and an eccentric ( s x=0.3mm, sy =Omm) rotor position.

Reluctance Network Model

The second force measurement method is based on a reluctance network. The entire bearing is mod-

elled as a multi-node network of variable reluctances (air gaps, pole legs, and back-iron paths of the sta-

tor) located between the model node points as it is described in Githler [3]. Magnetic networks can be

computed in a similar way to electric networks. The magnetic flux • corresponds to the electric cur-

rent i and the magnetic potential (AV = Ni) to the electric voltage U. The reluctance is then similar to

the electric resistor R = (AV)/O. The reluctance depends on the length, the cross-section and the mate-

rial constant of the flux carrying material. Applying Ampere's Law to the magnetic network leads to a set

of algebraic equations _ = R-IAV, which can be solved for the unknown magnetic fluxes. With

Bt, o.te = _/At, ole and equation (1) follows the entire force of the magnetic bearing. For a given mag-
netac bearing geometry and material property, the network input data are the coil currents and the rotor

positions. The analysis is computed using the assumptions of no flux fringing, no flux leakage and a uni-

form flux density in every flux-carrying cross-section. An advantage of this measurement technique is the

extendability to consider nonlinear material behavior and hysteresis effects as described in e.g.
Meeker et al. [8], Springer et al. [12]. Furthermore, additional semors are again not necessary. However,

the complexity of this method increases the computation time significantly. Hence, the method is only
appficable for on-line implementation.

The resulting force error for rids method can be seen in figure 6 for the same operation range as described

above. The error is about 11%. As for the i-s-method, the main reason for the inaccuracies at higher loads
are that the non-linearities of the magnetic material are not modelled. Hence, the network-method is
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not superior to the i-s-method for the rotor in centric position, but is for eccentric rotor positions as clearly
demonsn, ated in figure 6. When calibrating the network procedure the error can be further reduced to 8%
as pictured in figure 7. The calibration is done by applying a constant correction factor minimizing the
maximum force error in the entire operating range.

Hall Sensor Method

The most accurate method of determining the magnetic bearing forces is the direct measurement of the

flux density B,ote by means of Hall sensors at each pole. Therefore, Hall sensors have been placed at
each pole of the m_gnetic bearing in the air gap. The necessary calibration procedure of the Hall sensors

is described in Knopf et al. [6]. Knopf reported a force error of 5% for the entire working range consid-
ered here. He further mentioned that the substantial part of the remaining force error results from an offset

depending on the rotor position. Therefore, a rotor position dependent factor (koffset = 75N/mm) is intro-
duced to correct this offset error. Hence, the resulting force error is reduced to a maximum of 2.8%

(fig. 7). If the rotor is only operated in the nominal center of the bearing, the force error of this method
will lie clearly below 1%.

Non-linearities of the material, hysteresis effects, and
saturation have almost no influence on the measurement

error unlike the i-s-method, because these effects are

causing a change of the flux density, and hence being
accounted for. Another advantage is that the measurement
location is much closer to the location where the force is

actually acting. This means that influences of the amplifi-
ers, coils, etc. are not falsifying the measurement. The

entire computation can be performed on-line, again. On
the other hand, additional sensors as well as an enlarge-

ment of the air gap are required. As a consequence of this,
the maximum applicable magnetic force is reduced.

FE-MODEL

For a more detailed knowledge about the magnetic flux
density distribution in the magnetic bearings a Finite-Ele-
ment model is generated using a commercial software

package (FLUX2D). The deviations of the computed
magnetic bearing forces compared to the measured ones

100 ..........

50 ...........................

z. i /

-100 ................... • •

0 5OO
F., IN]

Figure 8. Force error of the FE-simulation

for a centric (s x=Omm, Sy =0ram)
and an eccentric (sx=0.3mm,

Sy =Omm)rotor position.

are less than 5.6% for the same load cases applied before (fig. 8). These agreements confirm a good qual-
ity of the model. A further improvement of this performance requires an experimental determination of
the exact material behavior (BH-curve), which is modelled so far based on manufacturer's specifications

without hysteresis effects.
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Figure 9. Left side: The magnetic flux distribution along the rotor lamination for an external force

of 540N and centric rotor position shows the fringing effects.
Right side: Force measurement error of the simulated Hall sensor method for different

external loads and centric rotor position.

With the FE-model the Hall sensor measurement technique is simulated. On one hand, the magnetic

force is calculated from the integral of the flux values along the rotor. On the other hand, the magnetic

force is computed using equation (1) from eight single flux values from the F'E-simulation maintained at

the Hall sensor locations. Assuming that the first calculation leads to the correct forces, the difference

between both force computations represents the force error of the Hall sensor method. This error is shown

in figure 9 for the centric rotor. If equation (1) is used with the geometrically calculated area of the mag-

netic poles, the resulting force error will he 9%. For getting more accurate results the pole area has to be

increased by 8% due to the fringing effects in the air gap. " This enlargement, independent of the load case

and rotor position is accounted for through calibration and reduces the error significantly. The resulting

error characteristic in the right picture of figure 9 agrees well with the one of the Hall sensor method in

the left picture of figure 7. Only a general offset of about 10N yet remains in the FE-simulations. The

dependence of the Hall sensor method on the rotor position could be observed, but with a smaller extend
than with the measurement.

The different measurement techniques will now he used to diagnose various faults brought into the
pump test rig. Especially, the accuracy obtained by the Hall sensor method seems to be sufficient for the

diagnosis method, which is demonstrated in the following.

MODELING AND [DENTIFICATION

For many machines with rotating shafts the dynamic behavior can he described by linear models with

time invariant system parameters. In these models the relation between input- and output quantifies are
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MODEL BASED DIAGNOSIS

l-lgure IO. The procedure of the model based diagnosis using active magnetic bearings

given in terms of differential equations, expressing the dynamic equilibrium of inertia-, damping-, stiff-
ness- and extemal forces:

Mx'+ Dx + Kx = f . (5)

The physical mass, damping and stiffness parameters, assembled in the nxn-system matrices M, D, K,

(n number of degrees of freedom), characterize the dynamic behaviour of the system. The determination

of the physical parameters M, D, K is possible either by calculations or by measurements. The measure-

ment procedure is known as identification. More precisely, ff the structure of the rotordynamic model is

already known, e.g. by equation (5), and only the parameters are not known and have to be identified, this

is called parameter identification.

From the measured input and output signals the dynamic characteristics can be calculated from well-

known input/output relationships in the time or in the frequency domain. In this paper only frequency

domain relations will be treated. When input-output relations are considered, the following complex fre-
quency response functions can be introduced

.f(_) = (K - _"i2M+ jD.D).i'(_)= ._(f2)J_(_), (6)

._(_) = (K - _2M + jk'2D)-/.f(_Z) = H(_)f(_), (7)

where K'(f_) is the stiffness and H(f_) is the compliance frequency response function, respectively.

From a practical point of view, in most rotating systems it is more easy to measure compliance functions

instead of stiffness functions. On the other hand, concerning the parameter estimation, there is a very sim-
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pie linear relation between the physical parameters and the stiffness frequency function. The objectives of

the measurement task are to excite a rotordynamic system artificially by force or kinematic excitation, to

measure input and output signals and to process functions that are used for the parameter estimation and

hence for the model updating (see fig. 10). In case of linear systems the frequency domain functions

(equation (6) and (7)) are often used.

When input/output functions of the system have

been measured, corresponding model functions are
fitted to the measured ones in order to estimate the

unknown physical parameters. In general, parame-

ter estimation procedures like least squares

method, instrumental variables, maximum likeli-
hood can be used for this task.

FAULT DETECTION AND DIAGNOSIS

Failure TYPEM, D,

Figure 11. Scheme of the two different fault types

being investigated

Within this project several faults in the pump system will be identified. The aim of the project is to find

out when a fault occurs and to determine the fault's type, location, and extent.
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Figure 12. Change of the compliance function H(f_) due to

different wear states of the balance piston.

In general, the faults brought into the

system are subdivided in two cases.

Faults of type I (see fig. 11) are altering

the system matrices. These are for

example a crack in the rotor, the wear of

the seals, loosening parts, etc. Faults of

type II are caused by changing external
loads like an increase of the imbalance,

cavitation, etc.

Exemplarily, some simulation results of

the pump with different worn out states

of the balance piston are presented. The
different states are a seal with a clear-

ance of 0.2mm (new), 0.3ram (33%

wear), and 0.Smm (100% wear). The

corresponding mass, stiffness, and

damping coefficients for the simulation

are calculated with validated programs,

which are described in detail in [11].

Based on the models, it is possible to compute the resulting compliance functions H(f_) including the

different seal states. Corresponding results are presented in figure 12. From this figure it can be derived that

with an excitation amplitude of about 100N corresponding responses of about 5Bm in the vicinity of the

first and second eigenfrequencies can be expected. Hence, the location of the eigenfrequencies can be

identified from the measured compliance function. Repeating this procedure for the different worn out
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Figure 13. The change of two features characte_g the wear of the balance piston. On the left

side, the increase of the first and second bending eigenfrequencies and on the right side,
the altering of the identified inertia and stiffness coefficients.

states of the balance piston leads to the left picture in figure 12. The eigenfrequencies clearly increase

with a wearing out piston due to decreasing inertia and damping forces in the seal.

Furthermore, with the parameter estimation using the compliance function H(_) the seal coefficients

can directly be derived. Exemplarily, the stiffness- and inertia coefficient are shown in the right picture of
figure 13. With increasing wear of the balance piston the inertia coefficient decreases while the stiffness
coefficient increases.

CONCLUSION AND OUTLOOK

In this paper the model based diagnosis using active magnetic bearings in a centrifugal pump is intro-
duced. For this type of diagnosis using frequency response functions an accurate force measurement is

crucial. The paper compares force measurement results and achievable accuracies of a radial magnetic

bearing using different measurement techniques over a large operating range. The different techniques
investigated are the i-s-method, a reluctance network method, and a Hall sensor method. For each method

the accuracy as well as the ability for on-line computation and the improvement through calibration is

presented. The most accurate method is the Hall sensor method. Additionally, a finite element model is

generated to simulate this measurement technique. As a result of the simulation a rotor position depend-
ent factor is introduced to account for the fringing effects. A future improvement of the Hall sensor meas-

urement technique could he the development of a correction factor depending on the coil current and the

rotor position for each pole instead of one for the whole bearing. Exemplarily, simulation results of a

worn out balance piston of a single-stage pump are presented. The simulation shows that the accuracy of the
force measurement achieved will enable the diagnosis of this fault in the pump system.
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ABSTRACT

In order to get a better understanding of the dynamics of active magnetic bearing (AMB) systems

under extreme operating conditions a nonlinear model for a radial AMB system is investigated.

Instead of the common way of linearizing the magnetic forces at th.e center position of the rotor

with respect to rotor displacement and coil current, the fully nonlinear force to displacement and

force to current characteristics are used. The nonlinear model employed in this investigation is an

advanced version of a simple nonlinear model, which has already been published and discussed in

[Steinschaden, Springer, 1999].. Magnetic saturation effects, saturation of the amplifier and limita-

tions of the control currents are additional nonlinear components modeled in this work.

The AMB system is excited by unbalance forces of the rotor. Especially for the case of large

rotor eccentricities, causing large rotor displacements, the behaviour of the system is discussed. A

path-following analysis of the equations of motion shows that for some combinations of parameters

well-known nonlinear phenomena may occur.

INTRODUCTION

AMBs represent modern mechatronical systems. The avoidance of any lubrication systems and

lubricants, the absence of material wear and almost no friction losses, as a consequence of no

mechanical or fluidic contact between the rotor and the stator, are significant advantages resulting in

high life time and low maintenance requirements, see [Sch_veitzer, et al., 1993]. If magnetic bearings

are used, no additional equipment will be needed for diagnosis and permanent monitoring tasks

during machine operation. Stiffness, damping and force characteristics of the bearing can be adapted

to actual machine operating conditions by adaptive control strategies easily implemented into

the feedback control device, see [Lang, et al., 1995]. As the area of industrial applications of AMB

systems grows, there is a growing demand of highly reliable systems at any operating conditions.

This requires a deep and complete understanding of the dynamics of rotor-AMB systems.
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For a rigi([ rotor supported by two lubricated journal bearings Moser has investigated the non-

linear stability and bifurcation behaviour in terms of three important dimensionless bifurcation

parameters, [Moser, 1993]. They correspond to the rotor: speed, the static load and the unbal-

ance eccentricity of the rotor. For magnetic bearings, there are only a few papers available that

partially deal with the problem of nonlinear modeling, stability and bifurcation. Hebbale inves-

tigated a four-magnet AMB system with linear state variable control and pole placement de-

sign, [Hebbale, 1985, Hebbale, Taylor, 1986]. A two degrees of freedom single-mass rotor with

nonlaminated (solid) ferromagnetic flux paths was considered which generates speed dependent

eddy current effects due to rotation of the rotor. By applying the center manifold theory, see

!Troger, Steindl, 1991], a subcritical Hopf bifurcation was detected in terms of the rotor speed be-

ing the bifurcation parameter. Furthermore, in [Hebbale, 1985, Hebbale, T,aylor, 1986] the influence

of rotor unbalance on the stability was investigated by numerical simulation studies.

Mohamed and Emad investigated a rigid rotor in two radial AMBs with a linear state variable

voltage controller, [Mohamed, Emad, 1993]. Nonlinear force to magnetic flux relationships were

considered along with speed dependent gyroscopic effects of the rotor. A subcritical Hopf bifurca-

tion was found for a static equilibrium state in terms of the rotor speed being the distinguished

bifurcation parameter.

Wang et al. investigated a single-mass rotor (with and without unbalance) supported by an AMB

with linear voltage PD-controller, [Wang, et al., 1994]. They considered nonlinear force to air gap

and nonlinear force to coil current characteristics. Applying the center manifold theory, bifurcations

were found in terms of the controller feedback gain parameters.

Ecker, Knight and VirDn found pitchfork and torus bifurcations for the vibrational amplitudes

of an AMB-supported single-mass rotor with unbalance excitation in terms of the rotor speed as the..

distinguished bifurcation parameter, [Ecker, et al., 1997, Knight, Ecker, 1996, VirNn, et al., 1994].

Since they used flux control with a linear feedback law, the only nonlinearities were conserva-

tive cross coupling forces acting between two pairs of orthogonal oriented electromagnets, see

iKnight, et al., 1993, Knight, et al., 1992].

Chinta et al. investigated the effects of cross-coupling forces using current control, where the

nonlinear force to displacement and the nonlinear force to coil current characteristics are additionally

active, [Chinta, et al., 1996]. Again an AMB system with a single-mass rotor excited by unbalance

forces is considered. The?" used the tool of numerical simulation method. Quasiperiodic and period-2

solutions for the rotor vibration were found.

Beside the above discussed references several authors applied the classical methods of har-

monic balance, describing function and perturbation theory to autonomous or non-autonomous

A.MB systems, see [Hoffmann, et al., 1997, Knight, et al., 1993, Nataraj, 1995, Sinha, 1990]. More-

over, stable limit cycles as response to speed synchronous unbalance excitation were found by the

tool of numerical simulation, see [Haferl, Springer. 1991. Jeong, et al., 1994, Knight, Ecker, 1996,

Knight, et al., 1993, Satoh, et al., 1990, Springer, et al., 1990].
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This paper discusses the dynamic characteristics of an AMB-supported single-mass rotor with

speed synchrono_ts unbalan,:e excitation. The mathematical model includes nonlinear force to dis-

placement and force to coil current relationships. Nonlinear saturation effects of the magnetic

materials as well as limitations, of the power amplifier and of the control current are considered in

the present model. Effects of coil inductance combined with an underlying current controller are
included as well.

AMB SYSTEM MODEL

Magnetic Force Model

The calculation of the magnetic forces generated by AM'B-actuator s is based on the commonly

used one-dimensional model for the magnetic flux, see [Schweitzer, et al., 1993].

Leakage and fringing effects, are neglected. The permeability within the iron paths is considered

to be finite and constant. Thus, the mathematical formulation of the magnetic force of one radial

actuator can be presented as

f = k (1 7"4. R. 2,492, +z._g +z._g) (1)

where k is a constant value depending on the actuator properties, i is the coil current of the actuator

and g is the radial air gap length between rotor and stator, gg is the reluctance of the air gap and

Rmi is the reluctance of an iron path i, which can be written as

T_g - 2g lrni
#oAg _-mi "-- , (2)' iAo#r,miAm i

respectively, where #0 is the permeability of air, .A 9 is the cross section area of the air gap, l,ni is

the length, #,,,hi is the relative permeability and Am_ is the cross section area of iron path i.

Magnetic saturation effects within the iron paths are modeled by an approximation of the anhys-

teretic curve of the magnetic materials. Hysteresis effects are not considered in this investigation.

Therefore, there is a definite relationship between magnetic flux density and magnetic field strength.

The relative permeability of a magnetic material is a function of the magnetic flux density and is
calculated from the empirical relation

1-- #_,mi.O ( [Brni[ - Bmi,rnoz) l + #_,mi,o/-*_,mi = arctan KM,rni + (3)2 '

where #_,mi,0 is the relative permeability well below the saturation value B_i,,=a_, Bmi is the actual

magnetic flux density and I(M,_, is a shaping factor of the anhysteretic curve.
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Figure 1: Relative permeability as a function

of the magnetic flux density for the param-

eter values #_,mi,o = 1000. KM,mi = 100 and

B,,,i,,_,= = 2.0T.
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Figure 2: B-H curve for the parameter values

#r,mi,O = 1000, KM, mi = 100 and B,.ni,,n,= =
2.0T.

Figure 1 shows the calculated relative permeability #,.,mi as a function of the magnetic flux

density B,-ni. The corresponding approximation for the anhysteretic curve is shown in Fig. 2.

There is no specific parameter which determines the slope of the B-H curve above the saturation

value. Instead, the slope is specified by the choice of the shaping factor KM,mi. Equ. 3 allows a

qualitatively good approximation within the range of interest of the magnetic flux density. It
should be mentioned that this formulation should not be used in the case of very high values of the

m_gnetic flux density far above the saturation value. However, such high values of magnetization

are not achieved in common magnetic bearing systems.

The relatively simple structure of this mathematical formulation of the magnetic saturation

characteristic is very useful for a successful application of the employed numerical solution method

which allows a calculation of stable and unstable periodic solutions. See the section entided 'Numerical
Solution Methods.'

Magnetic Bearing Model

Figure 3 shows a schematic diagram of the axial view of an active magnetic bearing. The shaft is

plotted in the center position (x = 0, y = 0, g = go). The magnetic bearing considered consists of

two pairs of orthogonally oriented electromagnets. The magnet pairs are controlled independently.

Any coupling effects between the directions z and y are neglected.

For each magnet pair one collocated displacement sensor measures the rotor position in the x-
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and !j-direction, respectively. The displacement signal is the input for tile PID-current controller

where the integral feedback gain eliminates steady state deviations from the center position of

the rotor. According to the output of the controller, the amplifier supplies the voltage to produce.

the appropriate magnetic force in the actuator.

In order to achieve a stable damped system, a bias current, ib, which has a static, predefined

value, is supplied in each actuator and a control current, which corresponds to the controller output,

is superimposed. It is very common to apply a so-called 'differential control', wlaich means that one

magnetic actuator input consists of the bias current plus the control current, while the input of the

opposite actuator consists of the bias current minus the control current. Thus, the coil currents

calculated by the controller for the actuators acting in z- and y-direction_, respectively, are given

by

_C,z,+

ic,z,-

= ib -- Gpx- GD2-- GI zdt

/o= ib + Gpz + GD2 + G1 xdt

(4)

tiC,_,+ = ib -- Gpy - GD9 - G1 ydt

/oic,_,- = ib + Gey + GDY + G_ ydt,

where Gp is the proportional feedback gain, GD is the differential feedback gain and Gr is the

integral feedback gain. The subscripts '+' and '-' identify the actuators located at the positive

and negative axes, respectively(see Figure 3). In the special case, when the bearing does not carry

a steady lateral load, the bias currents ib will be equal in all actuators, which is assumed in the

following.

This investigation includes the effects of coil inductance and requires an additional state variable

for each magnetic flux. As a consequence of inductance the coil current does not instantanously

follow the voltage applied by the power amplifier. Instead, the voltage drop u in each actuator coil

has to be calculated from

= m + N¢, (5)

where R is the electric resistance of the coil, i is the coil current, N is the number of coil turns

and • is the magnetic flux of the actuator. In order to achieve a better dynamic behaviour of

the magnetic bearing an underlying current controller is implemented. For that task a simple

P-controller is employed. As a result the applied voltage is then given by

u = Rib + RGal (ib _= ic - i), (6)

where Ge, i is the proportional feedback gain of the underlying current controller, ic is the control

current calculated by the main PID-controller and i is the actual coil current.

Any power amplifier has an upper and a lower limit for the voltage which can be applied to the

electromagnet. If the voltage determined by the underlying current controller exceeds the limited
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Figure 4: Nonlinear magnetic force exerted

on the rotor for the quasistatic case. The

proportional feedback Gp.v is varied from 2.0
to 5.0.

range of voltage, the required voltage cannot be fully supplied. This results in a reduced slew rate

of the coil currents and consequently of the magnetic forces. The saturation effect of the amplifier

may cause poor dynamical behaviour of the magnetic bearing. It can be modeled by the empirical
equation

Ua = _a + - arctan K_. (Urn= - u,)
7[ Uma.z / J

1
arctan -(Kv u,_ + urn.='_ ]__(um_ + u,_)

lr \ Urnaz / J '
(7)

where u,, is the nominal voltage given by the underlying current controller, Un,a= is the maximum

voltage which can be supplied by the power amplifier, and ua is the actual voltage. Ku is a shaping

factor. Figure 5 shows the actual voltage Ua versus nominal voltage u,_ according to Equ. 7.

It is very common to limit the control current, ic, so that the coil current ic calculated by the

main PID-controller, given by

ic = ib _ ic, (S)

may vary only between zero and a maximum value. This can be modeled similar to Equ. 7 by

ic,_ = zc.,, + + - arctan KI (ic,m== - ic,,_)
7r tC.ma x / j
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and Kz = 10.0.

where ic,,_ is the nominal coil current calculated by the main PID-controller, ic,,._=z is the saturation

value and ic,a is the actual current value at the input of the underlying current controller. Kz is

a shaping factor. Figure 6 shows the actual PID-controtler output ic,,_ versus the nominal current

ic,,_ according to Equ. 9.

Rotor Model

The rotor is represented as a lumped mass with two degrees of freedom supported by two opposed

magnetic actuators in both x- and y-directions, see Figure 3. The rotor is excited by speed

synchronous unbalance forces, which are caused by the mass imbalance eccentricity e. Thus, the

equations of motion have the simple form

rn_. = f=,mag + rne a_2cos(_t)

m_l = fy,,.n,_9 + mea.2- sin(a:t),

(lo)

where m is the rotor mass, f_,m=9 is the resulting magnetic force exerted on the rotor by both

actuators in the x-direction and .fy._ag is the resulting magnetic force exerted on the rotor by both

actuators in the y-direction. Further, _ is the angular velocity of the rotor and t is the physical
time.
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Equations of Motion

A dimensionless formulation of the equations of motion car, be introduced by the following dimen-
sionless variables

X = z__ Ge,v - Gego T_mi Uj

Y = _ GD:V = GDvaogo L_, o - 74_i,o • ij
go i b , TQ ° Ij - -=zb

(11)

E = e GIN -Gtgo O.v,j 03 2goRgo ,b o = R,v

r= -_Tt f_= --,
Coo

where go is the radial air gap length between the rotor and the stator at the rotor center position.

The above definition of a dimensionless time r maps one excitation period into the interval [0, 1],

which is useful for the formulation of the boundary value problem, see section 'Numerical Solution

Methods'. _go is the reluctance of the air gap for the center position of the rotor and T_mi,0 is the

reluctance ofaniron path i valid for the linear range of the anhysteretic curve. They can be written
as

290 lmi
I

_go #oAg and "R.mi,0-- f.tol_r,rni,oArn i (12)

The magnetic flux is normalized by its bias value

kib

Ob = 29oN (1 + L,nl,O + L,.=,0)" (13)

The natural frequency of the linearized system is given by

Wo = (1 + Lml,o + Lm2,0) 2 1 + Gp, I 1 + Lmt,o + L,_2,0

and the damping ratio _" can be written as

Gp.I GD y
l+Gp.t

l+Lml,O+Lm2,o

Finally, the dimensionless equations of motion have the form

x" = - ,+e,,,,,o+L.,=,o
4 [Gp,v (1 + Lmt,o + Lm2,0) - 1]

(16)

}.,, _ l + Lmt o + Lm2o ( N,y,+ 02
4[Gp,v(l+Lmt,o+Lm2,o)_l] - g,y,_) + Eft2 sin (27rr)
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, ,_ !( - L._t,o + L,,.2,o) (_,+,_ - ¢_,,.._ .,. (1 - X + L,,t,x,+ + L_2,::.+)]

2_

'Ev,.,_= -5-nN[(1+ Lr_l,o+ L,_2,o)_'_,-,o- _.,',_,-(1+ X + Lm_,.,-+ L..2,_,_)],
where the primes denote the derivatives with respect to the dimensionless time r, and

__ #r,mi,O

'' [ _ [rz l_:','._.+l-_:¢._, .... ) t+u_.,_co]Lmi _ -, - Lm_,0 t-,,.,,,.o,_ arctan t,_.M _, _ + 2

represents the magnetic saturation effect. The actual voltage is calculated from

Uz,+,,_ = ap, t (Ic,=,+,,_ - I=,+) + 1

[1 1 (Gp, z(Ic,:_,+,,,-I_,+)+I-U_a:_)]+ [ +- arctan Ko

[u.,=- a,_,,(_r_,::,+,o-.r_,+)-11

with

Ic'r._-}-,_ -" ./'C',_,-4%n [11 (+ _ + _arctan Kz Ic,_,= /j

- [ - g arctan Kt Ic, r,,-'---_/ 3 Ic,_,+,,_.

The actual coil currents are given by

/z,+ -- 1 - X + Lml,_,+ + Lm2,z,+ 6pN,z, +
1 + L,.nl,O + Lm2,O

Ic,z,+,n]

I::,_ -- 1 + X + Lml,_,- + L_z,__ _,v _ -
1 + LmLo + Lrn2,o

The nominal coil currents calculated by the main PID-controller are given by

Ic,z...n = 1-GpyX-GDN_X' 2"C fo_2:r - G t ,v ---_ X dr

(17)

(18)

(19)

(20)

(21)

(22)

_ 2,"r ffIc,_.-.n = 1 + GpNX + GDN. X' + Gty'-'_. Xdr.

Because of the limited space only the most important equations are presented here. In order to

obtain the whole set of equations the indices must be varied. In Equ. 17 to 22 the index 'x' may be

substituted by 'y'. Additionally, in Equ. 18 to 20 the index '+' may be substituted by '-'.
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Magnetic Force Characteristics

Defining dimesionless forces by
.)

g6

Fk = f_ ki_ (23)

and considering the quasistatic case without any saturation effects the dimensionless magnetic force

in .r-direction produced by the magnet pair is given by

1 ( N,z,+ @z_ @2 -- u,_,-) (24)
F_ - 4 (1 + Lml,o + L,-,,2,o) 2

where

2

@%',x,+ - 1 [ l+Lrnl'°+Lrn2'° (I+Gp, I(1-GpNX))](1 + Gp, I) 2 1 X + Lmt,o + Lrn2,O

@k:,-- i [(1 + Gp, t) 2 1

1 + L,ni,0 + Lm2,o

+ X + Lmi,o + L,.,2,o

9

1(i+ ap, r (i+ ap,vX))

(25)

In Figure 4 the force function in x-direction F_(X) is plotted for various values of the propor-

tional feedback gain Gr,.\-. The effects of all saturation types presented become identical in the

quasistatic case. Moreover, beyond the saturation value the resulting magnetic force is independent

of the proportional feedback gain, which is plotted as a dashed line in Fig. 4.

Model Limitations

Fringing and leakage of the magnetic flux as well as magnetic flux paths, coupling different magnets,

are not considered. Therefore, flux densities in different magnets are calculated from independent

magnetic circuits. Any coupling between different coordinate directions is neglected. Therefore, the

system is completely symmetric since no lateral static load is imposed to the shaft.

NUMERICAL SOLUTION METHODS

Nonlinear mathematical models concerning AMBs have already been investigated by several authors

employing the tool of numerical simulation. However, a simulation approach, based on the Initial

Value Problem (IVP) has the disadvantage that a sufficiently high number of transient cycles must

be allowed to decay before a steady-state response is reached. This makes such an approach quite
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cumbersome and slow, in particular near stability limits of the system. Furthermore, unstable

solutions of limit cycles cannot be calculated by numerical simulation. However, a positive aspect

of the simulation approach via IVP is that it is not restricted to periodic solutions and any kind of

quasi-periodic or even chaotic solutions can be found.

Another widely used approach is the so-called Harmonic Balance method, which is rather an

analytical than a numerical approximation. It has the advantage that both. stable and unstable

solutions can be obtained. However, the method does not yield stability characteristics. Since an

approximation of the original system is solved, there is always the question about the validity of

the results obtained.

In this investigation the numerical simulation method is an additional tool only, primarily used

for verification and for calculating time response plots. It is obvious that the steady-state response

of the system is basically periodic with the period T of one rotor revolution. Therefore, numerical

integration is used, but formulated as a Boundary Value Problem (BVP). By employing periodic

boundary conditions z(O) = z(T) and solving the BVP numerically by an appropriate method any

kind of stable or unstable periodic solutions can be calculated. To track solutions for a certain

parameter variable, in our case the exciting unbalance frequency f_, a smart continuation (path-

following) method has to be employed. This becomes very important if so-called turning points

occur during the continuation process.

The following results were obtained using the subroutine collection BIFPACK, see [Seydel, 1996].

BIFPACK provides a multiple shooting routine to solve boundary value problems, it possesses a

sophisticated continuation algorithm and it can investigate the stability of a periodic solution,

as outlined before. Beside other useful features the package offers a branch switching option to

calculate new starting points on emanating solutions near a bifurcation.

NUMERICAL RESULTS

Solving the BVP as mentioned for the non-autonomous system with speed synchronous unbalance

excitation, bifurcation diagrams can be produced with the rotor speed _ as the chosen bifurcation

parameter. Numerical simulation is used for verification and interpretation of the obtained stable

or unstable periodic solutions.

In the following, system responses are discussed for certain parameter values in order to show

the most interesting results of this research. Since a fully symmetrical problem is discussed, all

diagrams are valid for both x- and y-direction. Figure 7 shows the steady-state amplitudes of the

rotor vibration in x- and y-direction, respectively, versus the dimensionless excitation frequency

_. Stable periodic solutions are represented by solid lines, unstable periodic solutions by dashed

lines. All presented solutions are calculated for the parameter values GpN = 3.0, GDN = 1.34,

Ic,m_ = 2.0, and E = 0.35.
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Figure 7: AMB System response without in-

tegral feedback gain.
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Figure 9: Numerical simulation results with

stable lower unsymmetric branch.
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of the bifurcation point.
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Figure 10: Numerical simulation results with

stable upper unsymmetric branch.

The system response without integral feedback is shown in Fig. 7. Sweeping from low to high

values of the excitation frequency, at _ = 0.67 a turning point occurs. Because of the softening

spring characteristic of the system the resonant curve bends to the left until a second turning point

at _ = 0.64 is reached. For all frequency values between these two turning points three coexisting

periodic solutions exist, i.e. two stable solutions and one unstable solution. This causes jump and

hysteresis phenomena when changing the excitation frequency across this region.

Increasing the frequency far beyond the eigenfrequency of the linearized system at fl = 1.0,

another nonlinear phenomenon occurs. At fl = 2.75 symmetry breaking is detected. At this
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Figure 12: Output of PID-controller for elec-

tromagnet 'x,-' (on upper stable branch).

bifurcation point the symmetric periodic solution becomes unstable, when a stable unsymmetric

solution emanates. The maximum and minimum values of the rotor vibrations are not equal in the

case of an unsymmetric solution. However, four different stable rotor orbits are possible which are

symmetric with respect to the x- or y-axis, respectively.

At f_ = 4.03 the system response curve of both stable unsymmetric periodic solutions ends,

because of contact between the rotor and the stator. However, the contact problem is beyond the

scope of this work. Concerning the motion of a rotor with contact different types of bifurcations

and nonlinear phenomena are discussed in [Ecker, 1997] and [Ecker, 1998], for example.

Note, that in Fig. 7 and subsequent diagrams rotor motion is considered only in one axis of the

AMB. Therefore, maximum amplitudes at contact of Xm_ = Xc_t = 1.0 are possible. In the case

that both axes are considered maximum amplitudes in x- and y-direction at contact are limited

according to X_o_t + l_co,_t= R_,= = 1.0. In Fig. 7 this situation occurs at _ = 3.63.

The frequency value of the bifurcation point depends on the differential feedback gain. It can be

shifted to lower frequencies by increasing the differential feedback gain GD_. Symmetry breaking

is caused by saturation of the nominal coil current required by the main PID-controller, see Fig. 8,

11 and 12.

In order to veri_" the results obtained by BIFPACK. additional numerical simulations are carried

out. By slowly increasing the excitation frequency from _ = 0.0 to _ = 4.0 identical results are

obtained, see Fig. 9 and 10. Each point of the plotted curve represents the maximum of rotor

displacement during one period of unbalance excitation. Therefore, the transient behaviour of the

jump phenomenon can be seen in Fig. 9 and 10. It depends on the initial conditions, which stable

unsymmetric branch is picked by the system. Practically speaking the branches are randomly chosen

423



2

_.S

c.)

0.5

Q=3.9

81 i ' ' ' ' ' '.2 0 3 0.4 0.5 0.6 0.7 0.8 0 9

rotor displacement X [-]

Figure 13:

'x.+' (on upper stable branch).

Magnetic flux for electromagnet

GpN=3.0, GDN=1.34, GIN='0.01 , Ic.m==2.0 , E=0.35

t..................i.................i............T..................i...................i
=5 turning I_oint i i ! !

I.04 .......... ' i " _ i i i

/mining point : "7 ...... "_....... i

®¢=0.2_ .......................................................................

o .............i.................i .......... i ...............!...................i

_ stable periodic solution J.........__-0.2 ................... i ........ unstable periodic solution

-0.% = i i i2 3 4 5

excitation frequency Q [-]

Fig-are 15: AMB system response with inte-

gral feedback gain.
k

corresponding to arbitrary initial conditions.

Q=3.9

÷'_.5X.., ."i

- i
I ! I8:2 o:a 0:, o.s o:6 0._ o.8 o:9

rotor displacement X [-]

Figure 14: Magnetic flux for electromagnet

'x.,-' (on upper stable branch).

GpN--3.0, GDN=1.34, GIN=0.01, Ic,max=2.0, E=0.35

• i :!"_T
0.8 ==r.................. :...t ............... : .................. ,,r.,.f..=t ........ _ .................

ii i "x 0.6 ............ ; ..................................................................

0.4 ....................................

o. .....; ...:..:.... _
....................................... ¢;::,:-::-..•E0.2 ...... : . =_.._!:_ ...... _..................

• i i ,
_, 0 ......i.................i........................ i...................
"0
_ :=."

_-o.2................................................................'."::............................
l,

--0.4 ' ' , ,
2 3 4 5

excitation frequency _ [-]

Figure 16: Numerical simulation results with

integal feedback gain.

Figure 11 and 12 show the coil currents calculated by the main PID-controller for the upper

stable branch at _ = 3.9. The plots show a strong nonlinear characteristic caused by saturation.

The magnetic flux for the same parameter set is plotted in Fig. 13 and 14 respectively.

For all results presented, only the output of the PID-controller exceeds the saturation value. Both

the voltage of the power amplifier and the magnetic flux density remain well within the linear range.

Turning on the integral feedback gain G,r/v stable periodic branches could not be found anymore
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beyond tile speed thresh_Jld of fi = 2.75, see Fig. 15. Instead, a quasiperiodic motion of the rotor

occurs, which is detected by numerical simulation results, see Fig. 16. Because of symmetry breaking

the integral part of the control current constantly increases the output of the PID-controller. Beyond

the saturation value th_ iafluence of the proportional and differential feedback decreases almost

down to zero-value. This would be changed by introducing a separate saturation level only for

the integral part of the control current well below the saturation value for the whole output of the

PID-controller.

CONCLUSION

AMB systems show important nonlinear phenomena if nonlinear components are included in the

analysis. This investigation discusses vibration effects of saturation of the PID-controller output.

Numerical results obtained by solving a boundary value problem combined with the path following

method are presented. Stable and unstable periodic solutions are calculated. For specific parameter

sets symmetry breaking and quasiperiodic solutions may occur. It is shown that important phenom-

ena exist in AMB systems which are not predictable by linear methods. Future investigations will

be carried out to discuss further interesting parameter sets. Higher sophisticated models including

more components, as for example geometric coupling and static preload; will be investigated.
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ABSTRACT

The University of Texas Center for Electromechanics CtYI'-CEM) in association with the

Texas A&M Vibration Control Lab (TAMU-VCL) has developed an active magnetic

bearing control system for use in a 5 MW, 25 M J, 20,000 RPM flywheel alternator

developed under the Combat Hybrid Power Systems (CHPS) program. The inside-out

topology of this flywheel (i.e., the 650 lb (294 kg) flywheel rotor is positioned outside the

stator) was dictated by the extreme power density and energy density requirements, and

presented unique control challenges seldom encountered in conventional magnetic

bearing applications. These challenges resulted from a large number of flexible modes in

the rotor and stator, requiring a high-order flexible dynamic model and extensive

rotordynamic analysis. A simulation-based design effort was implemented to accomplish

the primary control objective: to provide robust, efficient magnetic levitation of the

CHPS rotor over a wide range of operating speeds and disturbance inputs, while

minimizing the occurrence of backup bearing touchdowns. Additionally, this design

effort provided critical specifications for CHPS flywheel design and component

selection. Details of the CHPS magnetic bearing design, prototyping, and testing are

presented in a companion paper "Inside-Out Configuration Active Magnetic Bearing

Actuators".

INTRODUCTION

Researchers at the University of Texas Center for Electromechanics (UT-CEM) have

been actively involved in the design, fabrication, and testing of advanced flywheel energy

storage systems'for several years [1,2,3,4]. One example of this research is the recently-

completed Combat Hybrid Power System (CHPS) Flywheel Design Program, which

developed a 5 MW, 25 M J, 20,000 RPM flywheel alternator for military applications

under DARPA funding [5]. This flywheel system was designed to power multi-MW

pulse loads and provide mobility load leveling over the 15-year life cycle of a combat

vehicle. The power density and energy density requirements dictated an inside-out, fully-

contained flywheel topology, meaning the 650 lb (294 kg) rotor is positioned outside the

stator. This unique, state-of-the-art machine consists of a vacuum housing that supports a

hollow, non-rotating shaft (stator), and a magnetically-levitated composite rotor (see
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Figure 1). Critical to the success of this flywheel system was the development of inside-

out radial and combination magnetic bearings that could accommodate the high speeds,

heavy loads, and disturbance inputs with minimal frictional losses, nominal power

consumption, and modest design complexity.
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Laminations
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Figure 1: The UT-CEM CHPS Flywheel Design

The characteristics and capabilities of Active Magnetic Bearings (AMBs) in supporting

high-speed rotors have been thoroughly documented in the literature [6,7]. For flywheel

applications their most prominent features are high-speed capability, vacuum

compatibility, low frictional losses, and lack of any required lubricant. Additionally, the

control algorithms developed in recent years have addressed the complexities of flexible

rotors and highly gyroscopic systems [8]. Modem DSP-based controllers can

accommodate sophisticated control algorithms (multivariable, gain-scheduled, etc.) at

high sampling rates (10-100kHz) and make magnetic bearings a viable option for

demanding high-speed, flexible-rotor applications.

This paper describes a joint research effort between UT-CEM and the Texas A&M

Vibration Control Laboratory (TA_MU-VCL) to develop a control system for the inside-

out radial magnetic bearings employed by the CHPS flywheel. The primary design

objective was to provide robust, efficient magnetic levitation of the CHPS rotor over a

wide range of operating speeds and disturbance inputs, while minimizing the occurrence

of backup bearing touchdowns. This design effort required extensive rotordynamic

analysis to determine the flywheel's critical speeds and mode shapes, and to answer
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important qucstions that surfaced dtuing the mcchanical design of the rotor and stator,

including: 1) Would passive stator damping need to be introduced? 2) Would enlarging

the stator through-hole adversely affect system stability'?. Additionally, this controller

dcvelopmcnt provided several important design specifications for the CHPS flywheel

components: 1) Power amplifier selection (voltage and current requirements, wiring

configurations), 2) Rotor and stator fabrication (runout and mass imbalance

specifications), 3) Sensor selection (resolution and noise requirements), and 4) Digital

controller selection (required processor performance, number of input/output channels,

etc.).

The controller design approach followed a logical progression of steps, and relied heavily

on good communication and cooperation between the two research centers. UT-CEM

provided electromechanical characteristics of the bearings (inductance, resistance, current

stiffness, position stiffness, etc.) and rotordynamic characteristics of the rotor, stator, and

housing based on extensive Finite Element Analysis (FEA). TAMU-VCL conducted the

controller design, beginning with rigid body models of the flywheel system. Later, high-

order FEA models were used to study the closed-loop rotordynamic behavior, providing

insight into the modal and inertial load responses. The large number of stator flexible

modes, coupled with a bearing air gap that increases with speed, made the controller

development particularly challenging. The final controller was optimized to provide

stable operation over the entire speed range of the CHPS flywheel, and was robust to the

specified levels of runout, noise, and mass imbalance.

ROTORDYNAMIC ANALYSIS

As in the case of standard rotor/stator configurations, AMB controller design is primarily

concerned with critical vibration modes below the maximum operating speed (20,000

RPM, or 333 Hz for the CHPS flywheel). Additionally, modes above the operating speed

can create control problems if they fall within the controller's bandwidth (3,000 Hz). For

the CHPS flywheel (including the rotor, stator, and housing), there are at least 20 modes

in this frequency range, thus a high-fidelity rotordynamic model was necessary for

control design. To accommodate this need, a 548 degrees of freedom (DOF) model was

developed at UT-CEM using TXRotor (a custom rotordynamic FEA package). This

model provided a complete analysis of natural frequencies and mode shapes in the 0-

3,000 Hz range, and was critical to successful controller development. Additionally, it

enabled investigation of the benefits of additional stator damping in attenuating certain
"4

modes.

Figure 2 shows the CHPS rotordynamic model, a two-dimensional TXRotor finite

element model made up of 3-node, cylindrically-shaped, isoparametric beam elements.

Beam element models of this type are known to yield accurate estimates of lateral modes

of vibration [9]. The model contains 137 nodes, 185 beam elements, and 548 DOF (4

DOF per node) m a level of detail more than adequate for this application. In addition to
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the rotor {dark shaded elements), the model includes the stator through-shaft (cross-

hatched elements), endplates and outer vacuum housing (light shaded elements).

.la

The five lowest mode shapes associated with this model are shown in Figure 3. The four

lowest modes occur at frequencies below the minimum operating speed of 15,000 RPM.

These four modes all represent "rigid body modes", as there is no appreciable bending of

either the rotor or stator. The two lowest modes are the "bouncing" and "rocking"

modes, respectively, of the entire machine with the rotor and stator moving in unison.

The next two higher modes are "bouncing" and "rocking" modes of the rotor, with

respect to the stator. That is, the rotor is moving more than the stator. These rigid body

modes must be traversed while the rotor accelerates up to its operating speed range of

15,000-20,000 RPM. The fact that these modes involve no bending of the stator or rotor

means they can be easily controlled by the magnetic bearings.

The first (i.e., lowest) flexible mode of vibration (illustrated as the fifth mode shape in

Figure 3) occurs at 30,000 CPM, well above the maximum operating speed of 20,000

RPM. This mode shape is the fundamental bending mode of the stator, with the rotor

moving very little. A key point is that the frequency of this first flexible mode is far

above the maximum rotational speed of the machine. This wide separation margin means

that the mode will not interfere with AMB controller as it maintains support of the rotor

in its normal operating range.

The first (i.e., lowest) flexible mode of vibration (illustrated as the fifth mode shape in

Figure 3) occurs at 30,000 CPM, well above the maximum operating speed of 20,000

RPM. This mode shape is the fundamental bending mode of the stator, with the rotor

moving very little. A key point is that the frequency of this first flexible mode is far

above the maximum rotational speed of the machine. This wide separation margin means

that the mode will not interfere with AMB controller as it maintains support of the rotor

in its normal operating range.
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Figure 3: CHPS Rotordynamic Mode Shapes

Figure 4 is a natural frequency map, and shows that the modal frequencies actually

change as the rotor speed changes. Note that the frequencies of the conical (or bounce)

modes increase as speed increases. This is due to gyroscopic stiffening, which becomes

stronger as the rotor spins faster. The hatched region on the plot labeled Operating Range

covers the operating speed range on the horizontal axis, and on the vertical axis covers a

frequency range from 20% below rotor speed to 20% above rotor speed. To avoid

resonance and interference with the magnetic bearing controller while the flywheel is

within its operating speed range, frequencies of all modes must lie outside this hatched

region. The rigid rotor conical mode is seen to come closest to the Operating Range, but

still lies outside it. More importantly, however, the first flexible mode is well removed

from the Operating Range as it is well above 30,000 CPM. The results of this

rotordynamic analysis indicate that the CHPS flywheel rotor is a good candidate for

magnetic bearing support.
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Figure 4: CHPS Natural Frequency Map

CONTROLLER DEVELOPMENT

One of the stated research objectives was to develop a straightforward AMB control

system, hence controller development focused on decentralized, or Single-Input, Single-

Output (SISO) approaches. In other words, the problem of controlling rotor position was

simplified by assuming that radial displacements and forces at one end of the rotor were

independent of displacements and forces at the other end. Additionally, displacements

and forces acting in one radial direction of a bearing were independent from

displacements and forces perpendicular to that direction within the same bearing.

Despite the unique challenges associated with this design effort (extremely high-order

rotordynamic model, large number of flexible modes, an air gap dependent on rotor

speed, etc.) this design simplification has proven to be highly effective for lightly-

coupled rotordynamic systems like the CHPS flywheel [6,10]. SISO development is

generally more straightforward than multivariable development, requires less

computational power, and provides greater flexibility when choosing a real-time

processor.

Baseline PD Control

A Proportional+Derivative (PD) compensator was chosen to be the baseline controller for

the CHPS flywheel. PD controllers have been selected for numerous AMB applications

in the literature [6,7], primarily due to their intuitive appeal: Proportional control relates

directly to bearing stiffness, while Derivative control relates to bearing damping.

Independent PD controllers were selected for each measured displacement of the rotor (5

total: radial displacements at the thrust end (X and Y), radial displacements at the non-

thrust end (X and Y), and thrust displacement at the thrust end (Z)). For the CHPS

flywheel, each displacement sensor was co-linear with the axes of the control coils. The

first step in tuning this controller was to determine a range of proportional gains (K) and

derivative gains (K,) that would result in stable levitation, based on the linear control

system model of Figure 5. For reference purposes, a proportional gain of 16 was
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determined to be equivalent to a static bearing stiffness of 88,377 lb/in (15,483,341 N/m)

at the nominal operating conditions.

Yr

! !"_ '4"_?'', '

Figure 5: Linear Model of Baseline PD Control System

A linear stability analysis was conducted for a range of proportional gains (0 < K,, < 80)

and derivative gains (0 < K,, <_0.05). Note that system stability also depends on controller

bandwidth, as shown in Figure 6. If the bandwidth is limited to 1,000 Hz, the entire

range of gains results in linear stability. If the bandwidth is increased to 2,000 Hz, all

proportional gains greater than 40 destabilize the controller. For the CI--IPS application, a

controller bandwidth of 3,000 Hz was anticipated (allowing approximately 10 control

actions per rotation at full speed) resulting in a smaller range of stabilizing gains.

Required
Controller

Bandwidth (Hz)  oooiiil.....'_ N ...._i,oo lm
0.01

Kp 80

Figure 6: Linear Stability Map for Baseline PD Controller

Based on this linear stability analysis, PD controller gains were selected and controller

performance was evaluated for a variety of operating conditions. Using a proportional

gain of 10 and a derivative gain of 0.03, simulations confirmed AMB stability over the

entire speed range (0-20,000 RPM). Figure 7 shows closed-loop orbits for one rotor

mode (top)and one stator mode (bottom) at a rotor speed of 20,000 RPM. This PD
controller was robust to modest values of mass imbalance and sensor runout, but the

437



required AMB coil voltageswereexcessive.At arotorspeedof 20,000 RPM, the

controller required peak steady-state voltages of 50 V to compensate for a mass

imbalance of 0.00001" and 150 V to compensate for a sinusoidal sensor runout of

0.0006". Clearly, controller refinements were needed to reduce this level of control

effort. Furthermore, the controller was particularly sensitive to sensor noise and

disturbances, indicating the need for more sophisticated control.
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Figure 7: Closed.Loop Orbit Plots for PD Controller

Imbalance Compensation

The primary deficiency of the baseline PD controller resulted from synchronous (once

per revolution) disturbances: mass imbalance and sensor runout. In each case, the

controller required unacceptably high A.MB coil voltages to compensate for these

disturbances. To address this problem, a standard controller refinement called

"imbalance compensation" was implemented [11,12]. Imbalance compensation

introduces a cascaded band-reject notch filter (whose center frequency tracks the rotor

speed) to attenuate controller responses to synchronous disturbances. In other words,
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mass imbalance and synchronous runout are not controlled, which enables the rotor to

spin about its inertial axis (instead of controlling it to spin about is geometric axis).

Assuming adequate air gap exists, the rotor no longer transmits imbalance forces to the

stator/housing (vibration and noise are reduced), and synchronous control effort is
virtually eliminated.

Figure 8 illustrates the dramatic reductions in control effort achieved by introducing a

tracking notch filter. Figure 8.a shows the peak coil voltages (which depend on rotor

speed) required to compensate for a mass imbalance of 0.00001", with the notch filter

fixed at 20,000 CPM. As the rotor speed approaches the fLlter's center frequency (20,000

RPM), the required coil voltage drops to nearly zero. Figure 8.b shows a time response

of the required coil voltage, at a rotor speed of 20,000 RPM, as the fixed notch filter is

inserted. For times 0<=t<=0.1 seconds, the controller requires a peak voltage of 50 V to

compensate for the imbalance. As the notch filter is inserted (at time t=0.1 seconds), the

controller effort is dramatically reduced.
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Figure 8: Coil Voltage Requirements for 20 kHz Imbalance Compensation:

a) Steady-State Peak Voltages b) Transient Voltage During Notch Introduction

Fixed-Frequency Notch Filtering

Although the introduction of a tracking notch filter significantly reduced the control

effort and improved robustness to mass imbalance and synchronous runout, it had an

undesirable impact on overall system stability. Certain high-frequency modes between

2,500 Hz and 3,000 Hz (within the controller bandwidth) became very poorly damped or
even unstable as a result of this refinement. Some of these modes were associated with

low stator damping, and prompted a rotordynamic analysis to investigate the benefits of

adding passive stator damping. This analysis concluded no significant benefits could be

achieved with increased damping, so additional controller refinements were needed.
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To counteract these unstable modes, a series of fixed-frequency notch filters and a lead

compensator were systematically cascaded with the existing controller, as shown in

Figure 9. The resulting cascaded controller demonstrated acceptable performance over

the operating range for a larger range of disturbances and noise.

c-,_J..Lj.

Figure 9: Final Cascaded Bearing Controller

CONTROL SYSTEM PERFORMANCE EVALUATION

An extensive series of dynamic simulations was conducted to assess system performance

for a variety of operating conditions and disturbance inputs. Although the design effort

relied on linear models of control system components (Figure 5) arid simplified models of

sensor runout, these final evaluations included realistic models of system nonlinearities

and experimental runout data. The most significant nonlinearities were voltage and

current limitations associated with the power amplifiers and AMB stiffness variations

(position and current stiffness) associated with rotor speed (due to changes in the air gap

with rotor speed). Because sensor runout was identified as being critical to overall

system performance, UT-CEM fabricated an experimental test-rig to collect

representative runout data using the same optical sensor hardware and unpolished

materials planned for the CHPS Flywheel. This runout data, presented in Figure 10,

provided authentic, "worst-case" disturbance information for control system evaluation.
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Figure 10: Experimental Air Gap Measurments for the CHPS Flywheel:

a) Optical Sensor Time Series b) Unfiltered FFT Showing Harmonic Content

The simulations confirmed the control system's effectiveness with respect to the design

objectives. Most importantly, this cascaded design maintained stable levitation of the
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CHPS rotor over the entire speed range (0-20,000 RPM) for a variety of disturbance

inputs, including authentic sensor runout, mass imbalance, sensor noise, and inertial

loading (due to vehicle comering and braking). Additionally, the peak coil voltages were

within the design specifications for this system (150 V) and currents were within the

specified limits for the selected power amplifiers, with adequate margin against clipping.

Margin against saturation in the flux path circuit was also achieved. Finally, these

simulations provided valuable design specifications for the power amplifiers, sensors, and

machining tolerances.

CONCLUSIONS

Researchers from UT-CEM and TPuMU-VCL have successfully developed a control

system for the inside-out radial magnetic beatings employed by the CHPS flywheel.

Although the SISO cascaded control architecture is straightforward, this controller

conquered numerous design challenges (extremely large number of system states, lightly-

damped flexible modes, air gap dependent on rotor speed, etc.) to meet or exceed each of

the design objectives. Moreover, this design effort is the first known application of

AMBs to inside-out configuration bearings. Extensive performance simulations

confirmed that the control system provides robust, efficient magnetic levitation of the

CHPS rotor over a wide range of operating speeds and disturbance inputs, while

minimizing the occurrence of backup beating touchdowns. Additionally, this design

effort provided critical design specifications for CHPS flywheel design and component
selection.
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Abstract

Suspension of a magnetic bearing system involves significant computational effort. Control sys-

tems based upon embedded Digital Signal Processors (DSP) boards often require specialized pro-

gramming and development tools, may lack flexibility when computational requirements change,

and are often relatively expensive. Magnetic bearing systems need 1) real time monitoring of

the plant states, inputs, and outputs 2) real time plotting functions such as rotor position vs.

time, Fast Fourier Transform (FFT) functions and user specified filters, 3) controller parameter

updates, and 4) access to reference signals. It is desired to employ a hardware/software system

which is low cost, easy to use, is extensible as more advanced versions of hardware/software be-

come available, and distributable over local networks of DSPs. A system with all of the above

desired characteristics has been implemented for control of a magnetic bearing supported flexible

rotor using RT-Linux, a free modification of Linux, intended to support hard real-time computa-

tion. Experiences designing the software architecture, defining timing requirements of the control

tasks, implementing the control tasks in RT-Linux, and measuring the predictability of RT-LimL, c

for this application are discussed.

1 Introduction

An artificial barrier seems to exist that separates the implementation of complex automatic control

systems on active magnetic bearings (AMBs) and basic scheduling theory as devised in computer

"efhilton©alum.mit.edu, Mechanical and Aerospace Engineering, Rotating Machinery and Controls Laboratory,
UV_

tDepartment of Computer Science, UVA
$Depaxtment of Computer Science, UVA
_Mechanical and Aerospace Engineering, Rotating Machinery and Controls Laboratory, UVA
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sd,mce circIe.s. This paper seeks to remove that barrier and discuss the priority driven scheduling
algc)rithms that are needed to efficienth implemeut complex automatic controllers for AMBs.

AMBs now require multiple computational tasks such as (in order of importance) 1) periodic fixed

rate closed loop suspension loops, 2) a spin rate measuring system. :3) open loop balancing controller,

4) data transfer and plotting tasks. 5) network transfer tasks, and 6) miscellaneous additional tasks

such as screen refresh or shell programs. Commonly, each of these tasks is implemented digitally as a

sequence of commands which are interpreted by a digital computer, one command at a time. Normally,

all of these tasks are easily implemented if enough independent computational entries are available

unless restricted by factors such as hard disk, network, or bus access times (Stankovic, 1988; Stankovic
and Buttazzo, 1995).

However. many" applications of AMBs have a need for highly efficient inter-task communications,

controller weight limitations, controller size limitations, cost limitations, or oth6r factors (Allaire et al.,

1994). Thus, the solution is to implement all of these tasks in one single CPU by the use of Real Time

systems, using some of the many optimal scheduling algorithms that are currently available in this
field.

Full embedded control for an AMB system usually requires significant computational effort - espe-

cially for flexible rotors. This is caused by" the inherent instability of all AMBs. That is, all AMBs are

open loop unstable. Thus, the only way to stabilize an AMB system is via a properly designed closed

loop controller. However, in order to correctly tune an AMB controller, the controls engineer needs to

fully evaluate AMB performance via considerable access to plant input/output (I/O), controller states,

and controller parameters. Most importantly, and for safety reasons, in high speed AMB applications

the controls engineer needs to get access to this data from a safe location which may or may" not

necessarily be even in the same building.

The success of the AMB is heavily dependent on the design of the controller. In turn, the controller

relies heavily on a priori knowledge of the plant dynamics. Thus, considerable modeling, characteriza-

tion. and controller parameter calibration effort is necessary during the early controller implementation

stages for a given AMB application. However, once the controller has been selected and tuned for the

particular bearing, the controller is most often not revised.

An important aspect of real time computing for magnetic bearings is the effectiveness of resource

allocation strategies so as to satisfy, stringent timing-behavior requirements (Stankovic, 1988). The

proper design of a real time control system requires solutions to many interesting problems - for example,

specification and timing behavior, and programming languages semantics dealing with time, and the

use of timing constraints. The correct functioning of the system depends upon an implementation

which evaluates the logical pokver of different forms of timing constraints in solving various coordination

problems and determines the least restrictive timing constraints sufficient for the control system. Unlike

other combinatorial scheduling problems in operations research which mostly deal with one shot tasks,

in real time control systems, the same task may recur very often, either periodically or at irregular

intervals, and thus may have to synchronize or communicate with a number of other tasks (Stankovic

and Buttazzo, 1995) This is the case with AMB systems such as magnetic bearing supported artificial

hearts (Hilton et al., 1999; Baloh et al., 1999; Allaire et al., 1996) and high speed energy storage

flywheels for powering communication satellites (Bartlett et al., 1999).

The primary objectives of real time systems design for automatic controls include 1) automation of

the process by exploiting optimizing transforms and scheduling theory and 2) the synthesis of highly

efficient code and customized resource schedulers from timing constraint specifications. Reliance on

clever hand coding and difficult to trace timing assumptions are major sources of bugs in real-time
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programnfingthat can be avoidedwith recentadvancesin real time structured computing resources
suchas Linux and RealTime Linux. RealTime Linux is an add-on to tile Linux operating system

which converts tile Linux OS into a hard real time environment by implementing any of many powerful

Real Time scheduling algorithms.

The central idea in real time systems is to allocate resources judiciously to make certain that any

critical timing constraints can be met with the available resources, assuming that the hardware/software

flmctions correctly and the external environment does not stress the system beyond what it is designed

to handle. This is best handled via powerful scheduling algorithms. The real time systems literature

is filled with different types of scheduling algorithms, both static t and dynamic 2. This paper does not

attempt to review all of these algorithms since some of these do not lend themselves too well for AMB

applications. Instead, this paper concentrates on one of the so called "static" scheduling algorithms,

the "Fixed Priority Scheduling". This scheduling algorithm is especially useful for periodic tasks, as

would be the case in the implementation of most fixed rate controller algorithms.

The following sections are broken up as follows. First, Real Time Systems and their associated basic

scheduling results are presented. Second, the Real Time Controls Laboratory - a controls implemen-

tation platform developed and tested at the University of Virginia Rotating Machinery and Controls

Laboratory - is presented along with the underlying Real Time Linux executive. Finally', suspension

results are shown while using the Real Time Controls Laboratory'.

2 Real Time Systems

"Real Time Systems", are computer systems in which the temporal correctness of the system is at

least as important as the logical correctness of those results. For example, in a high speed AMB,

it is imperative that our fixed rate suspension controller maintains a strict sampling rate of 5 kHz,

irrespective of whether or not the screen and graphical user interface have been fully refreshed. Failure

to do so could cause our AMB to catastrophically fall out of suspension at the mere touch of the

computer mouse.

Unfortunately, there are several misconceptions (Stankovic, 1988) regarding Real Time Systems

which have inhibited the controls community from correctly implementing real time controllers in

AMBs. Four of the perhaps most commonly cited misconceptions in our field are:

l° ]aster hardware implies that all deadlines will be met: while it may be true that faster hardware

will minimize the mean response time of our system, it does not necessarily imply that the system

will be predictable (Stankovic and Ramamritham, 1990), that is, that it will execute precisely at

the requested sample rate.

2. real time systems are equivalent to control systems programmed in assembly coding, interrupt

programming, and complez device drivers: one of the most important research aspects of real

time systems is that researchers concentrate on developing powerful scheduling algorithms that

will meet all hard timing constraints. Consequently, a real time system designer can now use high

level code such as Ads and C instead of a more arcane and platform specific assembly language.

1The scheduler has full knowledge of previous, present, and future tasks, as would be the case for a fixed rate controller.
2The scheduler has full knowledge of previous and current tasks, but does not know the time nor the number of tasks

that will arrive in the future.
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3. real time _y._tems are all developed in an ad hoc fashion: real time systems research concentrates

on developing powerful, flexible, and structured techniques that formalize the actual development

and implementation of real time systems. Many structured tools now exist to help develop,
validate, and simulate real time systems.

. real time is equivalent to fast computing: "fast" is relative. That is. in the AMB community, a

sampling rate of 100/_s is considered "'fast". In the robotics community, a sampling rate of 1,000

#s is already considered "fast". In the geo-sciences community, a sampling rate of 86,400,000/_s

(1 day') is considered "fast". In all three systems, it is imperative that tasks execute at precisely

the given time or else the results may no longer be valid. Consequently, all three systems are

categorized as "real time systems".

The real time systems community focuses on many aspects of real time research. Namely, they

consider real time hardware, software, validation, and simulation among others. Vv'e, as end users,

normally do not attempt to understand all of these and rely on the Computer Science community

to develop most of these technologies. However, it is imperative that we understand, as a minimum,

some very powerful scheduling results which greatly aid in the design process of real time systems and

consequently in the implementation of hard-timing control environments. These results are discussed
in what follows.

2.1 Scheduling Theory

One of the first works on scheduling theory, for computer systems appeared in 1967 by Conway, Ma.xwell,

and Miller (Conway et al., 1967). In this work, they reference much scheduling work that up to that

point had been primarily used in job shops across the country. They discuss results which are applicable

to both what later became known as classical scheduling theory, and real time systems.

Classical scheduling theory. - such as what would normally be seen in a regular multitasking oper-

ating system such as Unix - typically uses metrics such as minimizing the sum of completion times,

minimizing the weighted sum of completion times, minimizing schedule length, or minimizing the num-

ber of processors required. Most of these metrics evolved in job shops during and immediately after

World War II, where the main concern was of maximizing the throughput of a given machine, such as

either a lathe or a millirig machine.

Coffman and Denning (1973) showed that these metrics are not useful for Real Time Systems. For

example, the sum of completion times is useless for time critical systems because there is no direct

assessment of timing properties (deadlines or periods) in the metric. Thus this algorithm may be

desirable for Unix, where the goal is to maximize the throughput or number of tasks that are executed

in a given amount of time, but will not be desirable for a hard timing environment as would be the
case of AMB control.

Real time researchers thus looked at the second results presented by Conway et al.. Namely, they

cite a 1955 job-shop scheduling result by Jackson, where he states:

The maximum lateness and mazimum job tardiness are minimized by sequencing the jobs

in order of non-decreasing due dates

This algorithm, which is usually referred to as the "Earliest Deadline First" or simply EDF algorithm,

has been shown to be optimal for uniprocessor systems, where optimality in real time scheduling

algorithms is measured by the following:
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,-In, optimal ,_chedtflirzg algorith,m i._ one that may fail to meet a d_'adlirte only if no other

.sctl,edalin, g al.qorith, m, can meet it.

The .Iackson result sparked much interest and consequently spawne(t two areas of real time schedul-

ing research. Namely, it developed research in both dynamic and static scheduling, the latter of which

is more applicable to AMB control• A scheduling algorithm is said to be "dynamic" when the algorithm

has full knowledge of task properties a of both previous and present tasks• However, it has no knowledge
of future tasks, neither in the number of tasks nor in their start times.

A static scheduler, on the other hand, knows the task properties of all past, present, and future

• tasks and therefore it is possible to set up some scheduling parameters a priori. For example, suppose

that an AMB will use a simple PID for thrust control and a plotting package for real time monitoring of

plant states. We know a priori that the suspension controller must execute every 100/.is without fail,

and that the plotting package will execute once every 14,000 #s, although we are. not too concerned

if one time it executes after 14k or after 50k #s. Consequently, we can assign, a priori some schedule

parameters such as the next execution time (now + 100 #s and now + 14k #s), and a relative priority

(it is more important that the suspension controller executes at its specified time).

A "fixed priority scheduler" (FPS) is a type of static scheduling algorithm where tasks are assigned

- a priori - a priority, or relative importance, as shown in Figure 1. Each task has an associated

start time at which the task is expected to begin its execution, an execution time, and a completion

time. Thus, at both the start time and completion times of each of these tasks, the scheduler must

make a decision. That is, it must decide which task should be allowed to-execute in the CPU. Higher

priority tasks are given precedence over lower priority tasks, and tasks having the same priority level

are assigned into the CPU on a First In First Out (FIFO) scheme. Tasks may preempt lower priority

tasks, only, and tasks in general are assumed to be completely independent of each other. Research in

FPS algorithms is most heavy in optimal solutions to the priority assignment for each of these tasks,

since depending on how priorities are assigned will determine if deadlines are met.

Liu and Layland (1973) developed the "Rate Monotonic Algorithm" (RMA). This algorithm assigns

priorities to each of the tasks in the following fashion:

The priority of the task is inversely proportional to its period.

In other words, under this assignment policy, tasks having the smallest period (highest frequency) -

as would be the case for a suspension controller in an AMB - would have the higher priority over a

second task that executes with a larger period. Of most importance is that this algorithm was shown

to be optimal among FPS algSrithms for real time systems, and that it can be applied for any number
n of tasks.

Unfortunately, the RMA algorithm was shown to be optimal only for periodic and independent

tasks. However, since there is a large need for communication between controller tasks in an AMB (for

example, controller effort from the suspension task are communicated to a second task which in turn

transmits this information over the network), the RMA algorithm can be shown to be limiting for real

time applications. Consequently, research ensued which tried to relax this independence assumption,
necessary for RMA.

3example: execution time, start time, number of tasks
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Figure 1: Fixed priority scheduling algorithm example. For illustration purposes, let T1 denote a

suspension controller, T2 an anti-imbalance controller, and 7"3 a plotting package.

The direct application of a simple semaphore 4, or synchronization .variable, for sharing critical

data between tasks may result in a high priority task being blocked by a lower priority task for an

unbounded amount of time. More importantly, this may potentially lead to missed deadlines. This

type of unbounded blocking is usually referred to as priority inversion, and is exemplified in Figure 2.

Priority inversion usually occurs when there are three or more tasks present, and data is shared

between both the highest and lowest priority tasks. Generally, the lowest priority task may get hold of

the semaphore and begin accessing data. Then, sometime later, the highest priority task will attempt

to access the semaphore but will find that it is already locked by the lowest priority task, and therefore

the highest priority task is blocked by the lowest priority task. At this time the lowest priority task

resumes execution. However, some time later, the medium priority task begins executing and preempts

the lowest priority task. _Consequently, the highest priority task not only needs to wait for the medium

priority task to finish, but also for the lowest priority task to release the semaphore. The problem

becomes more acute when there are more than one medium priority tasks. Consequently, the highest

priority task will have to wait for an undetermined amount of time until all intermediate priority tasks

complete, and the lowest priority task releases its semaphore.

A powerful solution to this problem was introduced by Sha et al. (1990) under the name of "priority

inheritance protocols" (PIPs). PIPs are a series of protocols in which the lower priority tasks that may

be blocking a higher priority task will, while blocking the higher priority task, automatically inherit

the priority of the highest priority task that the offending task blocks. Two protocols were presented:

a basic priority inheritance protocol and a priority ceiling protocol. In both cases, priority inversion

4A semaphore is a "lock" which is shared between several tasks. Semaphores are primarily useful in protecting shared
data - or critical sections of code -, where a requesting task may first lock the semaphore, access the data, and then
release the semaphore. Only one task at a time may enable a semaphore. If any other tasks try to enable the semaphore,
they will be put to sleep until the task currently owning the semaphore releases the semaphore, at which time one waiting
tz_skwill be able to lock the semaphore and all other waiting tasks will continue to sleep.
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, \
t3r tlr t2r

release S

_ finished

--_ finished

_\ - Time _
preempted

by T2 release S,
preempted by T1_critical section J

Figure 2: Fixed priority scheduling algorithm example. For illustration purposes, let Tt denote a

suspension controller running at a period of 100 #s, 7"2 an anti-imbalance control algorithm, and 7"3

a plotting algorithm. Tasks T1 and T3 share data, of which T1 produces the data and 7"3 plots it to

screen. T1 and T3 share semaphore S which is used to protect the integrity of the data.

will be solved by effectively bounding the maximum amount of time that tt_e highest priority tasks will

be blocked by the lower priority tasks. The former will block the higher priority task by at most the

duration of one critical section from each of the lower tasks which share semaphores with the higher

priority tasks, while the latter will block the higher priority task by at most the duration of one shared

segment from any of the lower priority tasks. Thus, by the application of either of these protocols, one

can know, a priori the worst case execution time of any tasks.

2.2 Schedulability Analysis

Real time scheduling of periodic tasks (such as AMB controllers) often uses the rate-monotonic al-

gorithm (Liu and Layland, 1973; Stankovic and Buttazzo, 1995). This algorithm has been shown to

be optimal in the literature for uniprocessor systems and periodic tasks. The most important feature

about this algorithm is that it introduces the ability to find, a priori, whether or not a given set of

tasks will be schedulable - that is, whether or not they will meet all their deadlines.

Liu and Layland showed that for n independent tasks - all of which have the same start time at

some point in time, whose execution time is smaller than their deadline, and which, most importantly,

are completely independent one of the other - all tasks are schedulable if the following is true:

< _ I) (i)
i=l P/ -

where Ci is the worst case execution time of the task, Pi is the period of the task, and the left hand

side of (1) is called the total CPU utilization. Of most use is the fact that:
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'_ C,
lira _ _ < 69.34_

rl --* 2C _ --
L=I

(2)

or equivalently, if CPU utilization is less than 69.3_, all tasks will meet their deadlines. This relation

describes a worst case sufficient condition for a rate-monotonic algorithm and is thus pessimistic. An

exact characterization was obtained by Lehoczky, Sha, and Ding (Lehoczky et al., 1989) but is not

quoted here due to its higher degree of complexity.

Equation (1) provides conditions under which a set of periodic tasks can be scheduled taking into

account the effect of a task being preempted exclusively by higher priority tasks. However, (1) can be

extended to include blocking of higher priority tasks by lower priority tasks.(Sha et al., 1990). That

is, assuming that the priority ceiling protocol is used to eliminate priority inversion, then (1) can be
extended as:

Ci (B---_I B(n-1) )<n(2l/'_-l) (3),.-1 + maz ,... , p(,_:), _

where Bj denotes the worst case blocking time that may occur from any of the lower priority tasks

(where increasing j denotes tasks with decreasing priority).

The most important point to note about these scheduling tests is that we now have an effective

method of selecting a CPU for a given application (or determining that no CPU will handle the _ven

controller at the given sampling rate). That is, if we know the target execution periods (for example,

a controller may repeat itself every 100 #s) and the worst case execution time for each of our control

tasks (for example, the execution time of the aforementioned controller may be 80 #s), then by use of

the aforementioned schedulability tests, we can scientifically select a computer that is appropriate for

our application. Stated differently, if the left hand side of these tests is much smaller than the right

hand side, then we know that the target CPU is much too fast for our application and thus we can

select a lower cost system. Alternatively, if the left hand side is too large compared with the right,

then we should either co.nsider upgrading to a faster CPU or redesigning the controller given that our

given CPU cannot compute this controller at the given rate). From our example and (1), we find that
80/100 = 0.8 < 1.0, therefore our individual task is schedulable in this CPU and will meet all of its
deadlines.

Real Time Systems literature is too vast to be summarized in this paper. Interested readers are

encouraged to pursue further reading in many of the excellent papers on the subject.

In what follows, an AMB control solution has been implemented at the University of Virginia

Rotating Machinery and Controls Laboratory in a novel controls implementation platform using Real

Time Linux and a set of networked personal computers.

3 The Real Time Controls Laboratory, (RTiC-Lab)

Control of AMBs may require an exhaustive tuning process during the early stages of the AMB life.

During this stage, the controls engineer performs thorough plant characterization and evaluation. Using

this new-found information, the controls engineer can then proceed to tune the controller. For that,
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the controls engineer needs so[t real time access to plant [/0, controller states, controller parameters,
and set points.

The Real Time Controls Laboratory. RTIC-Lab, is explicitly designed by the main author of this work

to be used during these early stages of controller design, plant characterization, subsequent monitoring,

and subsequent control. Designed and tested at the University of Virginia's Rotating Machinery and

Controls Laboratory, it provides an environment in which to implement controller algorithms while

providing real time access to controller states, plant outputs, controller actions, controller parameters,

and other controller information. All this information can be plotted and filtered - via user defined

filters - in soft real time. The user can further filter the necessary data either in real time or post

mortem. Last and most importantly, the controller parameters can be updated in real time through a
user-defined graphical user interface.

RTiC-Lab attempts to incorporate several of the most critical scheduling methods in order to make

RTiC-Lab a powerful controls implementation platform for AMBs and any other system that can use

both fixed rate and event driven controllers. Priority assignment has been employed with Liu and

Layland's RMA scheduling algorithm. Data is synchronized via priority inheritance protocols, and is

transmitted from the hard real time tasks to the graphical user interface via real time FIFOs.

RTiC-Lab has two very important features not found in any other real time controls implementation

platforms. The first and most important one is that RTiC-Lab is and will be - as its underlying Linux

and Real Time Linux platforms - Open Source Software. That is, users of RTiC-Lab can download the

source code via the web from http://www, people, virginia, eduFefh4v, and are heavily encouraged

to both add to, and improve this code s. The second feature is that RTiC-Lab is designed to be

distributed over a common network of personal computers. That is, RTiC-Lab can be used over a

common 10/100 Mb ethernet network.

In conclusion, RTiC-Lab has been designed to be free, extremely flexible, organic, and powerful

enough to handle very large tasks. Its success is based on the hard timing capabilities of Real Time

Linux and the Open Source design of Linux.

3.1 RTiC-Lab Design

The general scheme used in the design of the Real Time Controls Laboratory is shown is Figure 3. A

devoted display or host computer (DHC) is networked via 10 or 100 Mb/s TCP/IP network to a set of

devoted controls computers (DCCs).

The controls engineer sits at the DHC (which may or may not be at the same room or even building

as the DCCs) and coordinates, codes, and synchronizes all DCCs from the DHC. Run time parameters,

such as sampling rate, startup delay, and networking parameters can be set for each of the DCCs from
the DHC.

Each of the DCCs is a stripped down computer system having no keyboard, mouse, video card,

or monitor. These only have both the necessary I/O cards which are used to interface to the plant

hardware and the necessary ethernet card to communicate with the DHC.

An AMB example of RTiC-Lab is shown in Figure 4. A single DHC interfaces with three DCCs

which in turn interface to the AMB rotor system. The first DCC handles all radial control of the AMB,

while a second (and slower) DCC controls the thrust direction of the AMB, and a third DCC is used to

add either some excitation or synchronous forces to cancel out rotor imbalances at the midspan. Both

5Please send all code submissions to the main author of this paper.
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Figure 3: Overview of the Real Time Con-

trols Laboratory network environment

Figure 4: Example of the applicability of

RTiC-Lab on an AMB system.

controller parameters can be updated through the graphical user interface, and all data is plotted in
soft real time at the DHC.

In the event that the controlled plant is computationally simple enough to be handled exclusively

in a single computer, then RTiC-Lab will collapse into one single computer to control the entire plant.

Stated differently, the same computer is used to both plot all incoming data and to update controller

parameters in soft real time.

In accordance with the RT-Linux paradigm, RTiC-Lab separates the AMB controller into the hard

real time or ':embedded" part and the soft real time or "reactive" part. The embedded part of the

controller (resident exclusively in the DCCs) includes all tasks having hard timing constraints:

1. the AMB suspension controller(s) (both periodic and event driven),

2. a software watchdog, and

3. a set of interrupt service routines that are used for communication with the reactive task.

The reactive task (resident in-both DHC and DCCs) is a multi-threaded, user-space application which

runs within the Linux kernel. In a standalone system, the reactive task would perform the following
functions:

1. communicate with the embedded tasks via RT-FIFOs,

2. display a graphical user interface for the user,

3. perform error checking of the user's controller code,

4. send parameter updates to the embedded tasks as requested by user,

5. plot data to either screen, save to a file, or print to stdout,
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Alternatively. in a multi-node environment, tile DCCs' reactive system is charged with communicating

with both the local embedded tasks via RT-FIFOs and with the remote DHC through the LAN. It

would also be used to trap some vital errors from the local real time tasks, such as missed deadlines.

The DHC - which does not necessarily have real time support - would then receive the incoming data

through the network and would perform all of the necessary graphical duties as described above. In

addition, the DHC would be used to coordinate all networked DCCs.

3.2 RTiC-Lab Proof of Concept

Figure 5 shows the rotor for the U_v:4./ROMAC controls test rig (CTR). Some salient points about this

rotor system that make this system an excellent test bench for the Real Time Controls Laboratory are
itemized as follows:

• rotor weight is 37 Ibf, consequently emphasis is placed on minimization of rotor vibration and

force transmissivity into the underlying frame and housing.

• D/L << 1, that is, this rotor is long and skinny and thus has many flexible modes that must be

controlled during normal rotor operation.

' • the surrounding housing and casing are relatively flexible and further introduce dynamics of their

own.

• due to the high frequency content in the sensor and actuator wiringharnessess, all cabling must

be kept as short as possible in order to minimize electrical noise in the system. This implies that

the computational engine must be placed as close to the rig as possible. Yet for safety reasons, the

controls engineer should remotely monitor the rig from any location outside of the test chamber.

As of the time of this writing, a single Pentium II, _50 MHz computer was used to implement a full

five degree of freedom controller sampling at 5 kHz. The thrust direction is controlled using a strictly

proper PID controller, and each of the remaining radial control currents (X and Y for an upper and

lower magnetic bearing) are controlled using strictly proper PID controllers alongside four notch filters

per channel, as shown in Figure 6. For this application, a total of 61 controller parameters could be

updated in soft real time through RTiC-Lab.

The RTiC-Lab windows were exported (using the XWindow ability to do so) from the control

computer to a second Linux computer housed in a remote location, from which we could safely both

monitor the rotor system in the test chamber and control the embedded tasks in the controls computer.

Consequently, the test chamber was evacuated during the rotor spin tests. All sampled data was stored

in the control computer's harddrive and downloaded via ftp to the remote computer in :'pseudo real
time".

3.3 Suspension Results

Figures 7 and 8 show the suspension results of the controls test rig at 5. 000 RPM. In the figures, the

rotor vibrates less than 0.2 thousandths of an inch from its nominal location 6. The first bending mode

is expected at 8,000 RPM and presently measures are being taken to take the rotor up to 12. 000 RP.M

before the end of the year.

6Note that as of the time of this writing, the rotor has not been formally balanced
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Figure 9 shows the actual predictability of RT-Linux. Here, it is shown that the sampling error at

5 kHz sampling is small and bounded to less than a 0.6%. From (1). the CPU utilization of our DCC
is 62% and well below its 69% bound, r

4 Conclusion

Basic understanding of Real Time Systems scheduling results is necessary towards efficient and success-

ful implementation of predictable real time controllers for AMB systems. Namely, for periodic tasks,

such as fixed rate controllers, it has been shown that priority assignment for a fixed priority scheduling

algorithm via the Liu and Layland RMA will lead to predictable control systems for AMBs. Most

importantly, via this priority assignment policy, it is possible to implement multiple tasks that are used

not only for the actual suspension control but also for real time monitoring, data log_ng, data display,

network communications, and controller parameter updates.

In order to simplify"controller implementation by use of these scheduling techniques, the Real

Time Controls Laboratory, or RTiC-Lab, was developed at U_:_./ROMAC which aids in the controller

implementation process. It uses both Linux and Real Time Linux as the implementation platform. And,

consistent with the underlying operating system, RTiC-Lab is Open Source, which means that AMB

controller developers who are interested in using this software are encouraged to download the software

from h='cp://www.people, virginia, eduFefh4v, use iL and contribute to it by sending modifications
to efhilton©alum, mit. edu.
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FUZZY LOGIC CONTROL OF MAGNETIC BEARINGS FOR SUSPENSION OF

VIBRATION DUE TO SUDDEN IMBALANCE

Shuliang Lei*, Alan Palazzolo*
Albert F. Kascak**

1. Introduction

In recent years, the use of magnetic bearings in rotating machinery has received much

interest due to its potential advantages. The non-contact magnetic bearing exhibits much

better performance in high speed rotating machinery. While it is very important to

suppress the vibration of the rotating body due to imbalance, active magnetic bearings

offer a way to support the rotating shaft as well as to control the vibration. Sudden

imbalance in rotating machinery usually results from partial or full blade loss or from

sudden shedding of accumulated deposits. The resulting transient may cause severe

internal rubs between stator and rotor. Damage from this action may have catastrophic

consequences in terms of cost. Active magnetic bearings (AMB) provide the capability

for adaptive control of shaft vibration via supervisory systems which detect the upset

conditions or changes in operating parameters. Most AMB's utilize a linearPID

controller with power amplifiers, magnetic actuators and inductive, eddy current or

optical sensors. These electronic components act linearly up to a saturation limit. The

linear controller usually does not include logic for maintaining accurate control with non-

linear system behavior.

In this work, fuzzy logic control is constructed by designing a rule base to implement a

non-linear control strategy. The antecedent and consequent of each rule operate on the

positions of input and output variables in predefined membership functions. These

membership functions possess qualitative descriptions which generalize the notion of

assigning a single degree to a specific response severity or corrective action level. Fuzzy

logic controllers for active magnetic beatings are synthesized and desig-ned for

suppression of sudden imbalance vibration. The rule base is constructed to provide

nonlinear resistance with respect to the position of the rotor and the control current of the
electromagnetic iron coil.

The main objective of this paper is to develop robust controllers for maintaining magnetic

bearing control periods of sudden high force such as blade loss, flywheel partial burst,

component loss, etc., to demonstrate superiority of nonlinear fuzzy logic control over

linear control. Simplification of the nonlinear fuzzy logic algorithm for practical

implementation on a DSP digital controller or on an analog controller is also performed.

Section 2 briefly describes the basic theoretical background of the non-linear property of

active magnetic bearings as well as our experimental result as a supplement to the

understanding of the features of the heteropolar magnetic bearings under bipolar

operating conditions. In Section 3 the linear quadratic regulator is implemented to the

*Texas A&M University, Mechanical Engineering, College Station, TX 77843-3123
** U.S. Army at NASA Lewis, 21,000 Brookpark RD., Cleveland, Ohio 44135 (216) 433-6024
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linearized model of the system. Then fuzzy logic controllers based on Takagi-Sugeno are

synthesized and designed with respect to different partitions of the input universe of

discourse. Simulation results for each type of controllers are provided and their

performance specifications can be compared accordingly. The effectiveness of the fuzzy

logic controller is evaluated against the performance of the optimal linear controller.

Finally in Section 4 conclusions are drawn and discussions with respect to the limitations

and further study are presented.

2. Theory and Experiment

The electromagnetic force fc acting on the rotor made up of ferromagnetic materials (

At • >> 1) at the bearings is non-linear in both the displacement x and the active control

current ic , i.e. neglecting fringing and metal path reluctance;

t:r(io +ic) 2 (i o -ic) 2

fc=..,-_So-_X)-"_. _So + _-_ ] (1)

where io is the bias current and so is the air gap of the magnetic bearing, and

k = 0.25Aton2A,,

is the magnetic force constant, in which

/.'to = 4re x 10 -7

is the permeability of vacuum, n is the number of turns of the coil, and

the cross section of the magnetic iron.

N/A

A a is the area of

Fig. 1 shows the nonlinear property of the magnetic force with respect to the control

current and the rotor displacement from its original position.

o

-20OO
4

2

0

i (A)
--4 -3

0

x (m)

Fig. 1 Surface view of magnetic force
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It can be seen from this figure that. as i, and x increase, the control force f_ increases

very sharply and goes to infinity when x reaches the air gap clearance.

Sudden imbalance in rotating machinery occurs in the case of blade loss, flywheel

partial burst, component loss, etc., resulting in high vibrating force. The imbalance force

f, can be expressed as follows:

f, = mere'- sin(ox)

where o9 is the spin rate of the shaft, e is the offset of the center of gravity of the rotor

due to imbalance, and m is the equivalent mass.

The rigid rotor model of the complete system is now written as

m2=k[(io +()2 m--77(i°-ic)2]+meo92sin(ox) (2)
(So - x) 2 (so + x)"

The objective of the controller is to generate appropriate control current i c ted to the

coil of the electromagnetic iron to control the vibration. Basically there are two kinds of

control schemes: linear control which is based on a linear approximation of the system,

and non-linear control, which in our research, utilizes the fuzzy logic theory to stabilize

the AMB system. Comparison of linear control and fuzzy logic control will be carried

out and the superiority of the non-linear fuzzy logic control over linear control is
demonstrated.

To fully understand the behavior of the active magnetic bearing, an experiment was

carried out to study the relations of the flux density B vs. control current ic for a

heteropolar magnetic bearing. The objective of this experiment is to investigate the

property of the magnetic beating under bipolar working conditions. To show this, both

positive current and negative current are fed to coils respectively and the fluz_ density,

which is measured through a Hall probe, is recorded. The experimental setup is shown in

Fig. 2.

laminated

;slator

Hall probe

To signal analyzer to

measure flux density B

i from power

amplifier

Fig. 2 Schematic diagram of the experimental setup
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In this experiment, an operational amplifier (Kepco 72 v, 6A) generates a current i fed

into the coils of the heteropolar magnetic bearing. A Hall probe is used to sense the flux

density B. The following table records the test result:

Current i (A) I-3.1 -3.0 -2.5 -2.2 -1.6 -1.0 -0.76 -0.5 -0.26 -0.11

Flux densi_ (Tesla) _.17 1.17 1.12 1.02 0.75 0.46 0.33 0.22 0.11 0.046

Current i (A) ] 0.257 0.51 0.75 1.0 1.58 2.41 3.62 3.72

Flux densi_ (Tesla) ] -0.123 -0.23 -0.34 -0.47 -0.75 -1.02 -1.24 -1.24

Fig. 3 shows the relation between B and i.
Experimen_l result

1.5,

_" 0.5

--1

-' "s4- -a -2 -1 o 1 _ a 4
¢urront i (A)

Fig. 3 Experimental result of flux-current relation

This result exhibits that for a heteropolar magnetic bearing, the reverse of the current

polarity will have the same effect on the flux density, only with an opposite direction.

We will use this result in our controller where negative input current i = io + iC are

allowed.

3. Controller Design and Simulation

3.1. Linear optimal controller

To apply a linear quadratic regulator to an active magnetic bearing system, first linearize

the system around a chosen operating point. The system equation is rewritten as:

"_1 = X2

_ r(iO +ic) 2 (i o --ic) 2 a
5c, k / mt-- --77

" (So-X)" '(so +-_ ]=f(x''x2"iC)

where we denote x I = x.

For the linearization of the system, the following partial derivatives are derived:

(3)
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°3f 2k / r(i° +i")2

_--7= m%_7
°Y = o
&,

°3f = 2k / m [

Therefore

(io+ i.) (io - ic)

(so-x) 2 (so+x) 2

[ o0JLx_j + f(xi,x,,i c)i. °-)fLa,J -_
The above equation is in control canonical form. We can further write it in a more

compact form:
J_=Ax+Bu+c

where u denotes the control current ic.

The general cost function J is

J = S(xrQx + urRu)dt
0

where Q and R are weight matrices.

Solve the algebraic Riccati equation for P:

PA + ArP - PBR-1BTP + Q = 0

and the state feedback gain matrix is

K = R-IBrP

Therefore, the closed loop system is

:_ = (A - BK)x

(4)

(5)

(6)

(7)

(8)

(9)

(10)

Simulation:

As an example, the parameters used in the simulation are as follows:

09=3000 (rpm), m=l.O (kg), So=0.4 (mm), n=150, Aa=200 (mm"), io=5 (.4).

Choose the operating point at i_ = 0, x7 = 0, then

0 ol I 1B- 0
A = 1561.95 ' 124.96

Choose the weight matrices as

0]Q= R= 15
0.1 '

then the optimal feedback gains are

kp = 20.05, k a = 0.64
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With the LQR applied, the system converges until the offset e reaches 86E-4(m). When

e_>86E-4(m), the system diverges. Fig. 4 shows the simulation result.
Linear optimal, iO=5A. Kp=25.05, Kd=O.64, e=87E--4

0"08 t

72rA ....A

0.02 ....

0.01

o_ V V
i i i

0 0.02 0.04 0.06 0.08 O. 1 O. 12

Time (second)

L

0.14

Fig. 4 Response of linear optimal control when offset e=87E-4

3.2 Fuzzy logic control

(1) Theoretical background

The fuzzy logic controller design is based on piece-wise linearization of the system. Pole

placement method is applied to each subsystem to obtain the feedback gains. It has been

proved that, if the poles of each subsystem is placed at the same location, the global non-
linear system will be stable.

Generally, a SISO system can be described as

xl = x2

_C2 = X z

.°. °°o

_c = f(xl, x 2 ..... x,, F)

where F is the control force.

(11)

We introduce 1 operating points around which the system (11) is linearized as

ii,]lOOlli,lL j[i]Ol ...o
2 + g.

--- ... - .°. I ._
, i=1,2 ..... l (12)
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or in a more compact form

= A',,px + bu _ +d i , i= 1,2 ..... l

where the parameters a and d, appropriately indexed, are obtained as follows:

i* i" O_ ' ( X I X I, ) .j. _ - ( l 2 i*_ _ X 2 )+...
f(x,,x,_ ..... xn,F)= f(xi',x 2 ..... xn )+-_l . dx2,.

+ -x° )+-_- _'
1"

-=- x,+ oy_ + oy oyNI. x°+
I,

___ , oy! :. oy , , i. ,
- ( ,_. x, +-=--[dx21.x,. +...+-_!,:. x, ) + f(x, , x 2 ..... x n )

A [-ai,-a _ ..... -a_][x,,x 2.... x,] r +u i +d _ ,i= 1,2,...l

and * denotes values of the relevant variables at the given operating points.

Therefore, for i=1,2 ..... I, we have

_( oyj . +-_-J_. i.)+ f(xi',xC,...,xl')
d' = i oy x_'+ + o_ [

i --O_f [

ak = -_--k. (13)

u i
=--_ AF i, k=1,2 ..... n

AF i = F i - F i" ,F i" = 0

Here F a is the actual control architecture input to the plant. The last two expressions in

(3) lead to F i = ui./°_f] where u _ will be drawn by the fuzzy inference process
/ OF',.

described below.

Based on the piece-wise linear model (12), state feedback control is employed to

stabilize the given non-linear system:

= i i ko', i= 1,2 .... ,lu s -kjxz -k2x2-...-k_x, + (14)
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Motivated by the Takagi-Sugeno model, the fuzzy rule base takes the following form:

Rule i (i=1,2 ..... l):

If x I is S I and x 2 is S_ and...x, is S_ and u i

i d ii =Aocx+bu _+

and thecontrol forthenext step is

U i i i i '= - _ _-'"-k nxn-k lx I k,x , + ko"

is U i , then

where S_ and U _ are fuzzy sets centered at the ith operating point for variable xj and

control u.

With the implementation of the state feedback control law (14), the resulting closed loop

system can be written, in terms of the Takagi-Sugeno architecture, as

Rule i (i--1,2 ..... l):

If x, is S I and x 2 is S_ and...x, is S_ andu' isU _ ,then

[fill ° °l[Xl]I°]Jc, = 1 ... 0 xf + 0
...... " i

L-(al +k_) -(a_ +k_) i i ... k o +d'-(a 3 + k 3) -(a'. + k_) x. i.

It can be seen that one of the design objectives is to use k_" to cancel the

constant d;, that is

• (oy +oy oy_ko. = _d i = i. i. i. i° i° i.-<,.x, . .....

linearized

Then we have for the ith subsystem the control canonical form:

[i1[ , o"r2 0 1
.,.

. l-(al +kl) -(a', +_) -(a_ +k_)

•.. 0 l[x,]

o l/x2/.°°

i+ i.... (a. k.ljLx. J

Using the weighted sum to defuzzify the system, we have the closed
described as:

loop

(15)

system
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X !

°

_Xn.

0 I 0 ... 0

"0 0 I .-. 0

,°. °•.

I I t l

-X(w'a', -Z(w'a', +w'k.',) -y(w'a; -Z(w'a',
i=1 i=l t=l t=l

l I I I

yw, yw, Zw' yw,
i=l t=l i=l I=1

where w i is the grade of membership of the input x with respect to the ith rule.

Now using triangular shaped membership functions with the following property:

l

Ewi=l ,
i--1

x I

x2

Xn

(16)

(17)

Eq. (16) is simplified to

7k_ 7

.,t,, r o 1 o ... 0
, [ 0 0 1 --. 0

•• [=[ ......
• I l t t t

]-_(w'a_ +w'k_) -_,(w'a_ +w'k_) -_(w'a; +w'k;) .... _(w'a: +_'k:

-Xn. L i=l _=1 i=l i=1

X 1

4_ 2

(18)

°

This system model is in control canonical form. Therefore it is easy to apply linear

control design techniques to stabilize the system and to obtain satisfactory

performance.

Pole placement method is recommended to perform the design of the piece-wise linear

subsystems. By choosing suitable feedback gains k_ for i=1,2 ..... 1 and j=1,2 ..... n such

that all linear subsystems (15) have the same set of eigenvalues, a globally stable fuzzy

controller can be obtained. In this design, the closed loop system behaves uniformly

across the entire operating range.

(2) Fuzzy logic controller design and simulation

We choose 5 operating points for the displacement and the control current respectively,

which results in a fuzzy logic controller of Takagi-Sugeno architecture with 25 rules.

The input membership functions are of triangular and trapezoidal shapes centered at the 5

operating points of each input universe of discourse. Fig. 5 depicts the input membership
functions.
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Fig. 5 Membership functions of input spaces

The output membership functions are formulated in terms of pole placement method for

a piece-wisely linearized system where the closed loop poles are placed at PI=(60+6j),

P2=(60-6j).

The rules base is formulated as:

Rule i • IfxisX_ and ic is Ui

Then the control current is -kpi x- kai 2 + koi

(i=1,2 ..... 25)

where X, and Ui are membership functions in the x and ic input spaces respectively. The

control coefficients kpi and ka; are obtained via pole placement method for each linear

subsystem.

Fig.6 shows the simulation results with maximum unbalance offset e=137E-4 (m)
Fuzzy controller 25 rules (fuzlnrz4a), i0=5A,e=137E--4

0.06 0.08 0 1
Time (second)

Fig. 6 Response in the presence of imbalance (25 rules)
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To make the fuzzy controller capable of being implemented in a real time DSP

controller, further simplification of the rule base is made to reduce the total number of

rues from 25 to only 9, with little sacrifice of the maximum allowable offset from

e=137E-4 (m) to e=130E-4 (m). The membership functions in this case are shown in Fig.
7.

T- >4>C-
-0. Ol 0 O. Ol x(mm)

neg zr pos

-5 0 5 i(A)

Fig. 7. Membership functions of input spaces

The output membership functions are formulated in a similar way as before and the poles

of each linear subsystem are placed at the same locations: Ps=(60+6j), P2=(60-6j)

Fig. 8 shows that the system converges at a maximum unbalance offset of e=130E-4 (m)

0.08

0.06

0.04

A
E
E
v 0.02
X

-0.02

Fuzzy controller 9 rules (fuzlnrz44), iO=SA,e=130E--4

i
0.05 011 0.15' 012 '0.25

Time (second)

Fig. 8 Response in the presence of unbalance (9 rules)
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4. Conclusion

This paper develops the use of fuzzy logic controller of active magnetic beatings for

suppression of sudden imbalance generated vibration. Fuzzy logic controllers in terms of

Takagi-Sugeno architecture are studied and designed. Their superiority over the best

linear controller, i.e. linear quadratic regulators, is demonstrated. Moreover, the

simplification of fuzzy logic controller by reducing the number of membership functions

is performed, which makes the implementation on real time DSP control practical.

Results show significant improvement in maximum controllable imbalance, resulting

shaft excursions versus optimal linear control. In summary the largest stable unbalance

eccentricity is 87e-4 for the LQR based control and 137e--4 for the non-linear fuzzy logic
controller.

The work in this paper is based on rigid rotor model with lumped mass and adjustable

mass eccentricity to represent the imbalance. Further study for an active magnetic

bearing system which includes flexible shaft, non-collocated sensor and actuator,

dynamics of the electronic processing circuit and the eddy current effect will be covered
in our later research in terms of finite element studies.
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Abstract

This document examines the tradeoffs of choosing a null flux excitation system versus a

simple coil excitation. In both cases the guideway is considered to be a simple "O" shaped coil

positioned vertically on the track. An analysis of both shows that the null flux excitation provides

equivalent lift to the open coil system with less drag; further the lift is stabilizing in both

directions for the null flux excitation. The full rectangular excitation coil proves to be excellent

for guidance especially if the vehicle magnets/coils on either side are arranged in repulsion. The

rectangular coils in attraction prove to be expensive for drag production and unable to produce

downward restoring forces.

Introduction

1D

r I--l l
il h

I I I
"t_fl"l' _ Coil 2

G-mdo=, Coils

-" W

(a)R_amgu_ _hap_l_teit_o. eoil_ pm "0" _¢d gui_ coils.

AI I I

I Vehicle Null Fit: Coll i I :Jl
l_ '_-- -_----i IV

Coil 1 Coil 2

t
I

Z

Co)Null flux _._ilalion vchiclc eoilwt_aiagp_t fix_ guidgwny coils.

Figure 1 Rectangular (a) and null flux (b) vehicle coils sweeping past fixed guideway coiL_.

The innovation of null flux coils in Maglev systems goes back to 1966 when Danby and

Powell suggested their use in the first EDS system with superconducting magnet coils [1][2].

The dynamic stability of such systems have been studied experimentally and through mutual

inductance approaches by Rote [3][4]. The mutual inductance coupling approach for the

prediction of forces in such systems is adopted in this study. EDS systems that do not use flux

canceling techniques have also been proposed and tested (e.g. Magneplane [5]), but these
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systems have a much poorer litt to drag ratio. Perhaps the best review of the state of the art for

this type of system is found through the Japanese Rail program in Japan where these techniques

have demonstrated 550 kph operation in the Japanese rail test prototype [6].

The goal of this paper is to compare the null flux excitation to a full O coil excitation and

then predict the lift and drag generally for a null flux excitation. Figure 2 shows the two options

being compared along with the guideway coils. The full rectangular coils in inset (c) experience a

repulsive force away from the guideway coils with any displacement. One way to make such a

system stable is to place a second set of guideway coils vertically over the first set. The full

rectangular system coils will experience a downward force by this second set of coils.

(a)Guid_ Coils

I

(b)NullFluxExcitation (¢)_ CoilExci_on

Figure 2 Null flux and rectangular excitation o.fO shaped guidewav coils.

Geometry

Designers seek advantages for different coil configurations; Comparative assessment

of coil configurations can only be obtained quantitatively. An electrodynamic O.shaped coil
guideway system is considered in this paper. A simple cost effective guideway structure consists

of"O" shaped conducting coils placed vertically in the guideway as depicted in Figure 1(a). The

dotted rectangular excitation coil can be considered a simple coil, a superconducting loop, or a

permanent magnet. As it sweeps past the guideway coils, it induces a current which attempts to

oppose the flux change. When the coil is offset vertically in the y direction, a force is generated

to further push it off center.

This system will be contrasted with the null flux system shown in Figure 1(b). The

excitation coil supports oppositely directed flux through the upper and lower portions of the

windows of the coil. When the coil is centered vertically, no current is induced in the guideway

coils. When the excitation coil is displaced in the y direction, a current is induced which does the

476



opposite of that in Figure l(a). The induced current from the null flux coil exerts a force on the

coil to restore it to its centered position. This is the well known benefit of the null flux geometry

and why it has become so popular.

Analysis

To perform a useful comparison of these two systems, it is useful to make some

approximations to pertinent quantities. One of the most important quantifies is the mutual

inductance coupling between the vehicle coil 1 and the fixed guideway coil 2. Let z=0 refer to the

position in which the vehicle and guideway coil directly overlap. Let z=0 refer to the position in

which the window of the guideway coil matches the vertical position of the window of the

vehicle coil. The vehicle coil straddles the guiderail, and is wound in series, so it can be thought of

as a single coil. In this embodiment, the mutual coupling of the rectangular coil in Figure 1(a) is

MR Mo(x)= cos(-_y) coS( 2-_z)- M 0 coS(_hy ) cos(kz). (,)

The mutual coupling of the null flux coil in Figure l(b) with the guideway coil is approximately

Mo(X) . Mo sin(by )MN- 2 sm(hY) cos(2-_z) = "2" COS(/l_). (2)

The x dependence is omitted from these expressions, but it commonly is a linear function that

starts with zero when the coil is centered laterally, and grows linearly as the vehicle coil gets

closer to the guideway coil on one side.

Regardless of which system is employed, the current induced in the shorted guideway coil

2 depends on M, the self inductance of the guideway coil I_.2,and the resistance of the guideway

coil R 2 as

die d 0 =O. :3)z --d +e4, *

The induced current in the low and high frequency limit become

I M0')/1 cos(kvt), low frequency

L2

12 = - _/'(y)/lkV sill(kvt) (4)

R"z ; high frequency

Equation (4) assumes that the vehicle speed is v, so that z---vt, and M(y) is either the

cosine in (1) or the sine in (2). The current I1 is assumed fixed, being the representative current

of the superconducting coil or magnet. Equation (4) can be written for any speed by allowing

co=kv, and writing the result in phasor format as

I2 = JcoM(y)II e"t='. (5)
qoa. +R,)
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Of interest are the forces generated on the vehicle coil as it sweeps past the guideway coils

at speed v. These forces are easily derived through the derivative in the various directions of the

coenergy

holding the respective currents constant during the spatial derivative. The average of the z

directed drag force is

1 .aM Ip,:7 atW :i;).

Inserting (5) and (6) into (7) yields for the rectangular vehicle coil

&
7_i_, Got,+R)

2 I. (.#_L + ,l) J"

When the same procedure is performed on the null flux system, the result is

..<.,0t: !st' sin(_Y)s')_
8 "

Of central importance is the ratio of the drag with the rectangular non-null flux system and the

null flux system,

The drag force is substantially larger than it is with the rectangular non-null flux coil system for

small y. As will be shown shortly, the rectangular system reaches a lift force maximum at y=h/2,

and is stable for h/2<y<h. The null flux system reaches a lift force maximum at y=tg4, and is

stable for 0<y<h/4. At these respective maximums the rectangular system has four times the drag

of the null flux system. This is not the total story since the other component forces should be

investigated.

The y component of the rectangular coil system is

(/0)
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Similarly, the average lift force from the null flux system is

qoL 2 +

The null flux system has a sign reversal from the derivative of the cosine rather than the sine; this

sign reflects its inherent stability. The rectangular system has to have a different initial

positioning for repulsion to work. Stability for the rectangular system is achieved if the

rectangular coil is positioned above the maximum lift position y>_h/2. The null flux coil system

delivers maximum lift at y=h/4; any vertical displacement after that point becomes unstable. The

all important ratio of these two lift forces is

A 1[ 1 for small y2 at their respective maximum positio_

The two systems can generate the same lift forces in a stable configuration, but the drag for the

rectangular system is horrendously bad. The mutual coupling M is low for the null flux system,

while the derivative 0M is low for the rectangular system; the two compensate. At their
ay

respective maximums, the rectangular system generates twice the lift of the null flux system, and

as shown in (10), four times the drag.

The lateral guidance forces are the last to compare. The lateral derivative on the mutual

coupling enters prominently in the calculation. Consider the null flux geometry displayed in

Figure 3. Stacked magnets are used to simulate a null flux excitation. The "O" shaped guideway

coil is shown as comprised of thirteen individual conductors as it must to minimize eddy current

losses. Two identical coils are shown side by side. The two pairs can be connected together in

series to emulate a single coil, or they can be cross-connected so that their flux cancels. The

later embodiment is of little value as will be witnessed shortly.

611)

(/2)

(/3)
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....... _- Col_or 2

_"N sl

i

Figure 3 Null flux excitation

OShapedCo_

(end view) acting against two "'0 "' shaped coils.

The gap between magnets is 6.03 cm (2.375"). Of interest is the mutual inductance

change as the guideway coils are displaced 1.52 cm (0.6") to the right. Treat the magnets as

blocks with surface current on the sides. The mutual inductances MI2 and M13 are shown in

Figure 4. Since the guideway coils are displaced to the right, the right coil 3 continues to grow

much more rapidly than the left coil coupling.
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D/ep/acementX (cm)

Figure 4 Mutual inductances Mj_. and MI3 as a function of displacement.

If the coils are connected additively in series, the resultant coupling should be the sum of

the two inductances in Figure 4. Conversely if they are connected to subtract in series, the mutual

coupling should be the difference of these two quantities. A cross-connecting affecting this

subtraction is not useful when the coils are in close proximity as they are here. Shown in Figure 5

are the results of these computations. As expected, subtracting the left and right mutuals results

in a zero starting inductance, which grows with displacement.
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Figure 5 Mutual inductance when the left and right coils are connected additively in series versus subtractive.
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Figure 6 Mutual inductance derivative for additive and subtractive cross-connections.

Of central importance is the derivative of these inductances with displacement. X. This
derivative is shown in Figure 6. The derivative of the subtractive curve is incorrect at x=0. The

x=0 point corresponds to the top of a peak for which the derivative is actually undefined. But the
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value jumps immediately off the peak to a value superior to the additive cross-connection. What

is more noteworthy is the fact that the additive cross-connection soon catches up and exceeds the

subtractive cross-connection. No real advantage is gained by cross connecting the coils.

The analysis for lateral guidance parallels that for lift. The average x directed force is

_x=5-

The mutual coupling is written either as (1) or (2), and I2 from (5) gives

(/4)

Jp;] _ aM0z'( mo'_ ]---T 0-7' [/oL_+_)
a_

a_0
The derivative _ scales with Mo for either the rectangular or the null flux system. The all

Ox

important ratio of these two forces becomes

2h 2

1
,i (hy) 4I,.,,.,,.=m

A full coil rectangular excitation gains in lateral guidance exactly what it lost in drag. Since the

rectangular excitation generates more lift, less units are required for levitation. But in addition to

greater drag, the rectangular coil has another disadvantage, that of providing no restoring force to

the vehicle should the vehicle be lifted by a gust of wind or in rising over the crest of a hill. The

return path for the field also must be made in the z direction. This sometimes forces the use of

more back iron for reasonably long pole pitches.

Is there a way to use the larger guidance force generated by the full rectangular coil?

When the magnets are in repulsion as suggested in Figure 7, the mutual coupling for the coils

themselves drops by an order of magnitude. When the fields repel one another, the drag induced

will be much smaller since the mutual coupling is smaller. Note that this is a top view of the

rectangular system, unlike Figure 3 in which an end view is pictured for the null flux magnets.

(/6)

483



m

s ¸ N I
j, ::_..._ - Conductor 2

: i - Conduaor 3

1[--._

/
--''----'1 //"

/j,'"

-'----_ X

Figure 7 Guidance magnets
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(top view) are arranged in repulsion to minimize drag.
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Figure 8 Mutual coupling MI: and Mi3.for a repulsive field arrangement.

For this repulsion arrangement the mutual coupling equivalent to Figure 4 results in the

mutual coupling of Figure 8. Note that these mutual couplings are an order of magnitude smaller

than those in Figure 4. But the rate of change of these quantities is also much larger.
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lateral Force Comparison
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Figure 9 Comparison of the guidance force from repulsive and attractive magnets.

The actual number to compare, evident from (15), is the product M -a----M.Figure 9 shows
Ox

that the derivative more than makes up for the smaller mutual coupling, yielding a higher

product. So a repulsive magnet arrangement has a small drag penalty, but yields a high guidance

force. The optimal excitation appears to be a combination of these two excitations to get lift and

drag simultaneously. The configuration shown in Figure 10 shows what may be the best
combination.

Conclusions

Null flux excitation systems are preferred over full coil excitation. Null flux coil

excitation systems have the following advantages:
! Provision of lift force in both directions.

! Less drag.

The following disadvantages are also noted:

! Poor lateral guidance force production.

! Slightly smaller lift generation capability than a full coil excitation.

Both continue to improve their lift / drag ratio with speed. Drag force continues to decrease with

speed. Attempting to cross-connect identical guideway coils is not an effective means of

enhancing guidance forces. One effective means is to use full coil excitations oriented in

repulsion. This arrangement has a smaller drag due to the diminished net coupling with the

repulsion magnets. Excitation coils in repulsion yield the same guidance forces as attractive

excitation coils, yet the former have less drag. The objective for lift or guidance is to maximize
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the mutual derivatives, and minimize the mutual inductance, since the latter contributes drag.

(a)_ Coils (c}_Mag__n

Figure 10 Using null flux magnets for lift and repulsive rectangular magnets for guidance appears optimal.
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Evaluation of Urban Magnetically Levitated Vehicles in Japan

Takeshi MIZUMA

Traffic Safety and Nuisance Research Institute, Ministry of Transport

1. Introduction

In order to solve some various problems of urban transportation such as traffic congestion, pollution and

accidents, various kinds of people mover systems have been developed, and parts of some are in practical

use in Japan. Though most people mover systems in existence use rubber tires and wheel guide rollers,

there are several problems such as high operating and maintenance costs in comparison with

conventional railways. In order to settle these problems, several new transportation systems driven by

linear motors are being developed in Japan and are partly in practical use. Generally speaking, linear

motor driven systems have magnetic suspensions because of many merits of contactless systems.

However, in Japan, many new linear driven systems with contact are being developed.

This paper describes some technical characteristics of new urban transportation systems driven by linear

motors in Japan with not only magnetically levitated suspensions but also other suspensions such as air or

mechanical. Moreover, we denote several evaluation items for urban transportation systems and show the

comparison results according to these evaluation indices. Receiving these results, we propose technical

evaluation method for new urban transportation systems and show an example to introduce magnetically

levitated transportation systems of HSST in new region by using this method.

2. Development of magnetically levitated transportation systems in Japan

In Japan, as you know, big project of superconducting magnetic levitated vehicles (JR Maglev) has been

proceeding in Yamanashi test track since 1996, but other urban transportation systems with linear motors

are being developed for several kinds of urban needs for example, steep slope or steep curve.

This section describes the developing status of these transportation systems.

2.1 Super high speed systems (JR Maglev) 1)

The magnetically levitated system using superconducting magnets aims at extremely high speed of 500

km/h in revenue service for intercity transportation such as Tokyo-Osaka. This system has reached the

running tests on Yamanashi Maglev Test Line and realized the maximum speed of 550 km/h in December

1997. It is continuing to undergo several safety and reliability tests.

Figure 1 shows the outline and location of pdority section in Yamanashi test line, and main specifications

of the priority section are shown in Table 1.

Main tests are executed in this priority section, and after some verification of safety, Japanese

government will judge the possibility of practical services. Considering these circumstances, final test
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line will be constructed as the part of the revenue line from Tokyo to Osaka.

Figure 2 shows the outline and main specifications of test vehicle MLX01.

t,_en

{o/x )

c_-') L I I I L I [

0 S IO 15

Figure 1 Outline and location of priority section in Yamanashi Test Line

Table 1 Specifications of the priority section of the Yamanashi Test Line

Length Priority section 18.4 km , Tunnel section 16.0 km

Open section 2.4 km

Maximum speed 550 km/h ( operating speed 500 krt_h )

Minimum curve radius 8000 m

Maximum gradient 4 %

Distance between the centeers 5.8 m

of adjacent guideways

Passing ReLative speed is 1000 km/h

Main facilities Control center, Substation, Test embarkation platform, Train depot

Turnout apparatus High speed turnout, Low speed turnout

I1
v v _t_t_1 topview

double-cusp type leading car T intermediate car

articulate 1 bogie

_Kofu (west)

aero-wedge type leading car

ooside°°aoaOviewOOOoo_ooo oooo0[3

Tokyo (east)---'

Fig.2 Outline and main spesification of test vehicle MLX01
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Figure 3 shows the outline and general diagram of truck suspension. The truck on which the

superconducting magnets are mounted serves to transmit the propulsive and levitational force generated by

the magnets to the vehicle. It is also fitted with landing gear and guide wheel needed when running at low

speeds genarally below 150 km/h , and with hydraulic apparatus that raises and lowers these wheels.

Moreover apparatus for cooling the superconducting magnets .are mounted. Also, various measures to

improve cruising comfort , such as the double suspension spring and the vibration control devices, are

incorporated on same trucks.

hydraulic pressure unit air spring dampers\\.,-2,4

sideco,,e,'_ _/__/] oi)r_,-,oi,"ta.k T_cks,,s_nsion_\ / car

landi_¢ _duct'mg magnet (SCM)

longitudinal anchor _ / force fo-ce manet
(to car body) liquid helium & nitrogen tanks

Fig.3 Outline and general diagram of truck suspension

Figure 4 shows the sample measurements of displacements between the truck and guideway at low

speed. When the vehicle speed is lowered to about 100 km/h, an indication of instability is the gradual

increase in the amplitudes of the vibrations of the lateral displacements between the truck and guideway.

For the fundamental vehicle running tests on the Yamanashi Maglev Test Line , the speed at which the

vehicle commences levitaion was set to be 135 km/h for the straight guideway sections, and 150 km/h for

the curved guideway sections.

lateral .... - - , r! • , ' ....... I" : -: :

levitated wheel -
supoortea

40

•_ "-" 30" E

=mE 20
"_ I0

-,_ ¢I

_- _.-10

_ _ _-2o
0

-- calculated

100 200 300 400 500 600

vehicle speed (kin/h)

Fig.4 Sample measurements of the displacements between the truck and guideway at low speeds
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2.2Urbantransportationsystems

In Japan,accordingtoseveralneedsconsidering specific characteristics of urban problems, some new

transportation systems driven by linear motors are being developed and are partly in practical use. In this

section, some magnetically levitated transportation systems are denoted in technical viewpoints, and other

systems are taken up for the sake of comparison.

2.2.1 Normal conducting magntic levitation vehicle systems HSS_ )

HSST that has been developed since 1974 is a magnetically levitated vehicle ( mauler ) transportation

system using electromagnetic suspension ( EMS ) and short stator linear induction motors. Ministry of

Transport of Japan has clarified it's safety and practicality for revenue services through several test results

in Nagoya test track.

Figure 5 shows the outline of test line in Nagoya and figure 6 shows the outline of HSST vehicles.

As HSST has developed for satisfying urban transportation demands, it aimed at a maximum speed of

100 km/h and comfortable riding performances because of levitation.

_cdi_ o

L,_ 30_°_'- level GL70_/ level t

i155T-I005

'-' ' 'I-
HSST-IOOL _ _ _ ,I

.'t"l_M t Iwl I _ I I i I I,,,q-

Fig. 5 Outline of test line in Nagoya Fig.6 Outline of HSST vehicles

Table 2 shows several main specifications of HSST vehicles and figure 7 shows the cross section of the

car body. Moreover, it is shown the cross section of the module that is the main element for controling

levitation and propulsion in figure 8.

Since HSST-100S was developed as the same size of standard rubber tire transportation systems (

generally speaking as people mover ) in Japan, length of car is restricted 8.5 m by Japanese standards for

medium transportation demands such as 8,000 "-20,000 people per peak one hour. On the contrary,

HSST- 100L has been designed to realize larger transportation demands.
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Table 2 Major specifications of HSST vehicles

Items

Length of end car
Width of car

HSST- 100S

8.5 m

Passenger number

(at peak hour')

Max speed

Acceleretion

HSST- lOOL

14.4 m

44

(67)
•'100kmPa

2.6 m 2.5 m

Vehicle weight

Empty 10 ton 15 ton

Full load 15 ton 25 ton

68

(I tO)

IOO km_

4.5 kmPa/s 4.5 km/h/s

Number of module 6/ear 10/car

Magnetic gap

of levitation 8 mm 8 mm

Hydraulic

control

Lateral suspention

system

Number of Linear

Induction Motors 6 LhMs/car

Mechanical

control

10 LIMs/car

// Car body

Air suspension

Linear inductio-n-m'o-lo_" - "- 7 .......... _//Module

Sleeper Elevated guideway

Fig.7 Cross section of car body

The relation between the fluctuation of levitation gap and vehicle speed is shown in figure 9. In this

figure, levitation gap is defined as the length between levitation magnet and rail. It can be seen that the

fluctuation of gap is proportion to the root of speed and no probability of contact between magnets and rail

can be expected because the normal levitationgap is 8 mm. At 100 km/h with full load, the fluctuation of

gap in RMS was 0.9 mm in average.

I

Body Linearinductionmotor
.......... /

.... .....(8=,

Brake shoe Lateral gap \ \ Gap
(t Smm) l.e_=ioa m_aet- Coil

I Avlrag_ of f¢.-'_ • Avs._gs of aftsr @/t_ralp_ o£ _ss i

_1.2 ........... • ...................... ........... ...........T P
! : i !

_.i.......................}...........i.....zi*"* ...........
[o.,...............i !, i -;......._..........",,'....._i" ....i...........
0.6

o_0.4

[ ,
0

.......... "_.......... "i.......... T .......... i........... ".......... i

......................!....................!...........i..........i

...................... _........... i........... i ........... :-...........
; 1, ; : ,,

J P P t _

20 4O 60 80 lOO 12o

Yqdxictt, s_d (faro

Fig. 8 The cross section of module Fig. 9 Fluctuation of levitation gap

Presently, construction plan has been proceeding in east side of Nagoya that connects 11 km between

subway station and suburban areas. HSST-100L system is now preparing for revenue service with

continuing durability running tests in test line.

3)

2.2.2 Permanent magnet levitation system

Formerly, M-bahn system has operated in west Berlin in 1989 and this system has characteristics in

levitation with permanent magnets and propulsion with linear synchronous motors of primary side on

ground type. However, this system is not perfect contactless but supported by wheel with mechanical

system for compensating for the load variation from empty to full conditions. Though this system

vanished unfortunately in Germany for the sake of several political reasons, it has been studied in Japan
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as the short trip urban transportation systems utilizing high economic performance such as 0 energy for

levitation.

This section introduces the Japanese study status for easy transportation system with permanent magnet

levitation.

Figure 10 shows the outline of simple vehicle with permanent magnet levitation in the experimental line

and gap control mechanism is shown in figure 11. As gap between permanent magnet on the vehicle and

iron core of primary coil on the ground is controlled mechanically with the weight through link mechanism,

vertical wheels do not support the normal load. The role of these wheels are to support the

temporary load change such as running through on the joints ,in the track. You can see the relation between

gap and load. That is to say , according to increasing loads, gap is gradually smaller mechanically.

°

Figure 12 shows the example of running results in the test line of about 50m. Running of this system is

controlled automatically by computers that has running patterns and orders driving currents on the ground

side.

-.,.

,t

a
ill _,

r.5._

I
id J._t

Fig. 10 Outline of test vehicle Fig.12

Control lever Control lever

(primary) (secondary)

Example of running results

Floor

Permanent magnets Bogie frame

Primary side of Primary suspension

linear motor (Empty load)

Fig. 11

Air gap

is shorter

Outline of gap control mechanism

(Full load)
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2.2.3Aerodynamic levitation system

It is well known that the aerodynamic levitation system such as OTIS shuttle has quietness inside and

outside vehicle. In Japan, rope driven system was realized in Narita airport by OTIS and now, linear motor

driven system is refining in test line also by OTIS.

This section describes the characteristics of aerodynamic levitation transportation systems driven by linear

motors.

Figure 12 shows the outline of vehicle and suspension system.

This system is driven by linear induction motors with primary side on vehicle like HSST, but has

characteristics in air suspension that supports the vehicle through air pads without perfect levitation. The

distances between road surface and air pads are within 0.1 mm or 0 mm that is contact. But the system

was designed for this contact between air pads and road surface and has no problems from the viewpoint

of running and wear. No contacts are realized in other parts such as linear motors ( primary coils and

reaction plate ) or brake skids ( skid and road surface ). Figure 13 shows the relation of gap and speed at

some parts of vehicle.

30-

Blower

Chassis_ __

_-__ "9""- Air pads

Guideway surface

Fig.12 Outline of vehicle and air suspension

m.
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I0-

0

- _.•.. _ -•. _ _ -• .... • .... •

20 40

Speed(ks/h)

: .-i---Levitmlioa height " Lll ppi

Fig.13 Relation of gap and speed
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i

It is shown that levitation height is on the decrease in proportion with speed, but margins for contacts have

secured enough. Presently, several tests are executed under the directions of technical committee in Railway

Electrical Engineering Association of Japan at test line of about 450m. It realized maximum speed of 55

km/h and secured low noise characteristics inside and outside vehicle.

2.2.4 Other systems for urban transportation

1) Linear metro system

[n Japan , in big cities, though subway sytems are popularized for eliminating road traffic congestions,

many subjects such as large financial costs and long term planning are pointed out by local government

sides that generally operate subway systems. For these reasons, linear metro was developed for realizing

low construction costs under the instructions of Ministry of Transport.
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Figure [4 shows the section of linear metro system. According to this figure you can see thesmali cross

section because of flatness of linear motor. It can be realized to be about 70 % of diameter of tunnel in

comparison with conventional subway.

This system has characteristics Of using wheel and rail for supporting vehicles like conventional railways.

Moreover, truck can be easily improved to have simple steering functions because of _atness of linear

motor without steering link. The outline of truck is shown in figure 15 and it can run smoothly on steep

curve by this structure. Since Table 3 shows the comparison of mechanical dynamic gap between primary

coil and reaction plate of design values and running results, it can be judged that the standard gap of 12

mm is appropriate.

BOLSTER ANCHOR SIDE BEARING

BOLSTER AIR SPRINQ

RUBBER SPR I NQ NO I SE DAMPED WHEEL

TRUCK FRAME

React i o_ Plate Lil

SUSPENSION

RO0

MOTORHAN6ER

Motor

Fig.14 Section of linear metro system Fig.15 Outline of bogie truck

Table 3 Comparison of gap between designs and results

Design value Measurement resultsItems for causing gap fluctuations

( Unit:ram

Straight line Curve line

Setting error of linear motor coils 1. 0 1 . 0 1. 0

0. 5 0.9 0.7Deflection of support and linear

motor coils

Wheel wearing up to maintenance 1. 0

3. 5Gap margin

1. 0

O. 4

O. 7

1. 0

O. 4

1. 1

Deflection by temparature

Others

deflection of reaction plate

Deflection Of reaction plate 0. 5

Setting error of reaction plate 2. 0 2. 0 2. 0

Rail sinking 0. 5 0. 3 0. 7

Fall on rail joint 1. 0 (1. 0) (1. 0)

Rail wearing up to maintenance 2. 0 2. 0 2. 5

Total amount "1 2. 0 9. 3 1 0. 4
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2) Sky rail system

This system has developed for transporting people who live on the top of mountain hills at steep

garadient districts to the railway stations that are located on the fiat spaces in short trips. This system has

characteristics in driving by rope and linear motors with primary side on ground. Though vehicles are

suspended by the elevated girders like suspended monorail with wheels ( vertical and guide ) , they are

driven by rope between stations and by linear induction motors with primary side on ground at the station

areas. Figure 16 shows the outline of sky raft systems. It is interesting that vehicles are accelerated by

linear motors at the station and grasp the rope with synchronous speed and are pulled by rope between

stations and at the next station edge detach the rope and are decelerated by linear motor and stopped

automatically. This system has just started as practical use in Hiroshima districts in 1998 on 1.3 km length.

Emergency brake

,/

Z" / [" _ _Primary side of LIM.._"

,,,o,or,or\"4 IYUI I k

Ro_ fester

nsde force

Control room

n _Monitor of tensile force I

Monitor Operator devi_
I

Fig.16 The outline of skyrail

3. Evaluation of urban levitated transportation systems

As you know, many new urban transportation systems are developing and some are in partly practical

use. However, it is not said that the best solution to solve urban transportation problems is to prepare in

Japan, It is said that some systems that are developed by each manufacturer are introduced somewhere

by plausible reasons. In the section, it is denoted to evaluate these systems objectively in the viewpoints

of technical, energy, and environmental sides.

3.1 Technical evaluation

As technical items that can be evaluated for maglev systems are taken up various topics, it is difficult to

say that these systems are prior to conventional railways. For example, figure 17 shows the comparison of

riding comfort between maglev systems and other urban transportation systems. As you understand by this

figure, it is clear that magnetic suspensions have secured good riding comforts. The running resistance of
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several urban transportation systems are shown in figure 18.

You can find the profitability of levitated or linear motor driven systems in comparison with conventional

railways. Through these comparisons, the characteristics of maglev systems are confirmed.
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Fig.17 Riding comforts of transporation systems Fig.18 Running resistances of transportion systems

3.2 Evaluation on environment

It is supposed for maglev systems to be silent in and outside vehicles because of non-contact and

non adhesion drive. It is one of the most important merits to develop maglev systems in Japan for urban

transportation systems. This is only realized by using magnetic or aerodynamic suspensions. Figure 19

shows the example of noise characteristics outside vehicle. According to this result, it is easily understood

that levitation systems are friendly on noise environment. Moreover, it is natural for these electric railway

systems including levitation systems to be superior to other transportation systems such as automobiles and

buses.

3.3 Evaluation on energy

Levitation systems need extra energy for levitation, except for those using permanent magnets and high

temperature superconducting magnets, beside propulsion energy. Moreover, in most cases, linear motors

are used for levitation systems because of flatness and separate constructions. Therefore, it is supposed

that levitation systems consume more energy for driving vehicles because of gap of linear motors. Figure

20 shows the running energy consumptions of several transportation systems with distances between

stations. Generally speaking, energy consumption decreases in proportion to distances between stations.

Though considering this tendency, it must be said that levitated systems need much more energy than

conventional railway systems.
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Fig.19 Noise characteristics outside vehicles Fig.20 Energy consumptions of transportation systems

3.4 Synthetic evaluation

Above mentioned, levitated vehicles have several features in comparison with conventional railways .

Some of these are merits and others are demerits. We must choose the proper transportationsystems by

synthetic judgements. As one of the evaluation techniques, we propose new evaluation method using applied

A/-IP ( Analytic Hierarchy Process ). Figure 21 shows the calculation example of this method. This

example shows the traffic demand changes after introducing several systems instead of bus systems at

present stage. According to this calculation, maglev system ( HSST ) has secured top priority to introduce.

Present status

AGT

.-r

HSST

LRV

0 0. Z 0.4 0.6 0.8 I

Traffic demand

+11.6I

+lr. tI

÷I0.II

1.2 1.4

iAutombite _ Bus _AGT _HSST ILRV

Fig.21 Example of results for evaluation transportation systems on traffic demand

4. Scenario to be practical uses of maglev systems in Japan

Presently, no maglev systems have revenue services in Japan. But, linear motor driven systems that are

the first step to realize levitation systems are in practical use in some districts in Japan. And several types
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linear motors such as primary side on vehicle and ground are used. Namely, the foundation of practical use

for maglev systems are arranged at this present stage. Receiving these trends, in the near future, the

construction plan will be finally fixed to realize maglev system of HSST for urban transportation syste.ms

on Aichi prefecture. This construction plan was decided by committee through the above evaluation

method. Moreover, environment assessments are starting for construction of HSST line from airport to railway

station in Hiroshima districts. In Japan, for new urban transpoffation systems, it seems to proceed steadily

in realizing practical use. At first , linear metro systems that have linear motors with wheel and rail are

practical uses because of easy control of support and guidance. Secondly, aerodynamic systems such as

OTIS that are supported by air and guided by wheels are realized because of easy leyitation. And finally,

perfect levitation systems that are supported and guided by magnetic suspensions will be introduced after

many kinds of technical verifications step by step for public transports.

5. Conclusions

In Japan, maglev systems are developed for two purposes. One is for a super high speed and large capacity

transportation system and the other is for urban transportation systems. For urban transportation systems it

does not always follow that magnetically levitated vehicles are the only solutions. In Japan, to c6nquer the

subjects of urban transportation problems and to turn public transportation systems from automobiles,

magnetically levitated vehicles systems have been developing for the sake of. low noise and low costs such

as construction costs and maintenance costs. It was gradually successful to introduce new urban

transportation systems in Japan. From automated people mover supported by rubber tires and guide wheels,

thorough linear motor driven systems supported and guided by wheels and rails like conventional railways,

supported only by aerodynamics and finally maglev systems are to have revenue service. According to

these flows, it will be expected for high temperature superconducting magnets levitation systems to develop

as urban transportationsystems
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linear motors such as primary side on vehicle and ground are used. Namely the foundation of practical use

for maglev systems are arranged at this present stage. Receiving these trends, in the near future, the

construction plan will be finally fixed to realize maglev system of HSST for urban transportation systems

on Aichi prefecture. This construction plan was decided by committee through above this evaluation

method. Moreover, environment assessments are starting for construction HSST line from airport to railway

station on Hiroshima districts. In Japan, for new urban transportation systems it seems to proceed steadily

in realizing practical use. At first, linear metro systems that have linear motors with wheel and rail are

practical uses because of easy control of support and guidance. Secondly, aero dynamic systems such as

OTIS that are supported by air and guided by wheels are realized because of easy levitation. And finally,

perfect levitation systems that are supported and guided by magnetic suspensions will be introduced after

many kinds of technical verifications step by step for public transports.

• 5. Conclusions

In Japan, maglev systems are developed for two purposes. One is for super high speed and large capacity

transportation system and the other is for urban transportation systems. For urban transportation systems it

does not always follow that magnetically levitated vehicles are only solutions. In Japan, to conquer the

subjects of urban transportation problems and to turn public transportation systems from automobiles,

magnetically levitated vehicles systems have been developing for the sake of low noise and low costs such

as construction costs and maintenance costs. It was gradually successful to introduce new urban

transportation systems in Japan. From automated people mover supported by rubber tires and guide wheels,

thorough linear motor driven systems supported and guided by wheels and rails like conventional railways,

supported only by aero dynamics and finally maglev systems are to have revenue service. According to

these flows, it will be expected for high temperature superconducting magnets levitation systems to develop

as urban transportaion systems
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SUMMARY

This paper discusses parameters of concrete guideway beams for Maglev systems. Concrete

beam parameters discussed include beam cross section, beam stiffness, vehicle/guideway

dynamic interaction, constructed geometric accuracy of vehicle/guideway interface surfaces,

maintaining geometric accuracy of vehicle/guideway interface surfaces, deflection stability, and

choice of optimum span length. Two methods of providing and maintaining required geometric

accuracy of vehicle/guideway interface surfaces are also discussed. One method uses good

modem construction techniques; the other method reaches outside the box to develop an

automated production facility through an extensive research and development effort. Typical

costs are provided for concrete Maglevguideway beams. Potential cost savings are also

presented to show the result of automating concrete beam production.

INTRODUCTION

Scope of Paper

Guideway beams for Maglev vehicles are a significant part of the Maglev transportation system.

Guideway beams support vertical and lateral vehicle loads, guide the vehicles, and house the

subsystems that operate the vehicle system. Furthermore, Maglev vehicle guideways are even

more critical elements of the complete system than in other transportation systems since

tolerance control and deflection control are system features provided by guideway structures.

Maglev guideways are key components to a Maglev system since 50 to 70 percent of the cost of

the system is attributed to the guideway. This paper will limit its discussion to dual-lane

guideway beams for high-speed (> 300 kph) aerial Maglev guideways. "At-grade" guideways

501



and guideways in tunnels will not be discussed in this paper. Substructures (crossheads,

columns, and foundations) will also not be discussed.

TYPES OF MAGLEV SYSTEMS

There are two basic types of Maglev Vehicle systems, Electromagnetic Systems (EMS) and

Electrodynamic Systems (EDS)L In EMS, magnets in the vehicles are attracted upwards towards

ferromagnetic rails supported by the guideway located above the vehicle magnets. Dimensional

control of the air gap between the vehicle magnets and the guideway ferromagnetic rails is

critical to efficient operation of the system. Propulsion is provided by linear induction motors

(LIMs) or linear synchronous motors (LSMs). The secondary reaction rail of the LIM is attached

to the guideway. Guidance is provided by lateral guide rails that are also attached to the

guideway. Slide surfaces are provided to support Maglev vehicles when the vehicles are at rest

or when a failure in the magnetic levitation system occurs. A schematic diagram of a Maglev

EMS is shown on Figure 1.

1900

x,_ 1400
Glide "
Surface
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Figure 1. EMS vehicle/guideway interface
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In EDS,conductivecoils areprovidedin theguidewaylevitationsurface.Repulsivemagnetic
forcesareproducedwhencoils in thevehiclemovepastcoils in theguideway. This force is

generated as the vehicle moves relative to the guideway levitation surface, and when the speed of

the vehicle reaches "take-off' speed, the force is sufficient to support the vehicle. Guidance is

provided by lateral guidance rails similar to EMS. Propulsion is also often provided by LIMs or

LSMs. Slide surfaces are provided to "land" the vehicle when approaching stations or when a

failure in the magnetic levitation systems occurs. An important feature of guideways for an EDS

is that guideway materials within a certain distance of the vehicle coils must have specific

magnetic characteristics and/or be non-conducting to prevent interference with the system

operation. A schematic diagram of a Maglev EDS is shown on Figure 2.
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_,: lOOO,_ ;

[

Magnetic "_'1! : "'!" :"':';"i": .!1'''_
Levitation--J I " : " "- /

Surface /" " .. . '/

Figure 2. EDS vehicle/guideway interface.

Dimensions shown on Figures 1 and 2 are not intended to be representative of any particular

Maglev vehicle system.

CONCRETE GUIDEWAY PARAMETERS

Beam Cross Section

Typical concrete guideway beam cross sections are shown on Figure 3. These beam cross

sections are capable of supporting vehicle static and dynamic loads, and are also designed to

house Maglev subsystems. Box beam cross sections are often used for aesthetic appeal and

greater torsional strength. Open sections are less costly to produce using current methods. Also
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Figure 3.
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EMS guideway cross sections for 30m spans.

for open sections, intermediate span diaphragms, located at approximately the 1/4 points of the

span, would be required to couple beams supporting each lane of the dual-lane guideway.

Guideway beams for Maglev systems will generally span from support to support. Longer span

beams can be achieved using other methods, such as segmental construction techniques.

Construction Materials

Concrete guideway beams for EMS would use conventional concrete, reinforcing steel, and

prestressing steel materials. As the use of composite materials in civil engineering facilities

progresses,- _ use of composite materials in conjunction with concrete should be explored. The

use and benefits of lightweight or semi-lightweight concrete should also be explored.

Concrete guideways for EDS would use non-magnetic and/or non-conductive materials for a

distance of approximately 1 meter from the magnetic levitation surface. This is required to

prevent interference with the operation of system. These materials can include nitronic stainless

steel or carbon reinforcing elements. Conventional concrete, reinforcing steel, and prestressing

steel would be used in the remainder of the guideway beam cross section. Similar materials have

been used in magnetic silencing facilities for the U.S. Navy. Design and fabrication of this

guideway beam will impose unique material selection challenges for vertical reinforcing

components.
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Beam Stiffness and Vehicle/Guideway Dynamic Interaction

Beam stiffness or deflection due to vehicle loads is important for efficient and comfortable

operation of a Maglev system. In the vertical direction, this interaction is often controlled by

limiting the vertical deflection generated by the Maglev Vehicle to 1/4000 of the span length.

Vehicle/guideway dynamic interaction is controlled by limiting the vertical deflection as

discussed above or by separating the crossing frequency (CF in spans per second) of a span,

vehicle velocity divided by span length, and the natural frequency of the guideway beam (SF).

The basic structural frequency for a single span or for a series of equal multiple spans is

expressed as

SF= 2L2H _-_

L = span length

E = dynamic modulus of elasticity
I = vertical moment of inertia

m = mass per unit length

Studies:, for point vehicles, have shown that multiple-span structures reach maximum dynamic

amplification at a CF/SF = 2 and also have shown that there is little or no dynamic amplification

at CF/SF ratios less than 1.0. Single-span structures reach peak dynamic amplification at a

CF/SF = 1.2 with significant dynamic amplification at CF/SF ratios form 0.6 to 3.0. See Figure

4. This would indicate that for the same beam bending stiffness, same span length, and same

vehicle velocity, beams with 60 percent of the beam bending stiffness can be used with multiple

span structures and still limit dynamic vehicle/guideway amplification to acceptable levels.

Lateral Deflections

Lateral deflections of guideway beams are also critical parameters. Lateral deflections are

controlled primarily by the stiffness of supporting columns and foundations. Discussion of these

guideway components is outside the scope of this paper.

Constructed Geometric Accuracy of Vehicle/Guideway Interface Surfaces

The constructed geometric accuracy of vehicle/guideway interface surfaces is critical to efficient,

comfortable, and safe operation of Maglev Vehicles. These interface surfaces are shown on

Figure 1 for EMS and on Figure 2 for EDS. Critical surfaces for EDS are the guideway
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ferromagnetic rails, the horizontal guidance surfaces, and the gliding surfaces. The same

interface surfaces, but arranged in a different pattern are critical for EDS_.
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Figure 4. Dynamic to static deflection ratio vs. CF/SF ratio (from Reference 2)

There are fundamentally two basic approaches to providing and maintaining adequate interface
tolerances.

Method 1

Manufacture concrete beams with conventional "industry standard" interface tolerance surfaces

and mechanically attach horizontal guide surfaces, levitation/propulsion surfaces, and gliding

surfaces. These interface surfaces have sometimes been packaged into pre-assembled modular

units to minffnize the amount 6f field assembly required. Generally, these surfaces are secured to

guideway beams through mechanical fasteners. See Figure 5.

Some discussion of "industry standard" interface tolerances is warranted. Concrete beams must

be produced to accurate horizontal curvature, vertical profile, and superelevation so that Maglev

modules can be economically attached to these beams. Special adjustable forms would be used

to fabricate these beams. These type of forms have been used on past transit projects to fabricate

complex geometry guideway beams 3.,.5
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Pigure 6. Use of precast concrete maglev subsystem deck unit.

A variation on this method is shown in Figure 6. The beam cross section is made up of bulb-tee,

double-tee, or box beams supporting precast subsystem deck units. Precast deck slab units are

fabricated to the true horizontal alignment, vertical profile, and superelevation of the spatial

geometry. Special adjustable forms will be used for production of these deck units. Lengths of

subsystem deck units will be multiples of ferromagnetic rail lengths and LIM secondary rail

modules. Precast subsystem deck units are integrated with beams through cast-in-place closure

pours. Precast concrete beams are cast as straight components. These beams chord across
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horizontal curves. Superelevation is provided by varying the height of the integration concrete

placement between the concrete girder and precast subystem slab units..

Method 1, or variations thereof, have been used to construct most of the Maglev guideways to

date. This method is used since it is an extrapolation of good modem construction practices.

Method 2

Manufacture concrete beams with accurate "custom tolerance" interface tolerance surfaces.

Horizontal guide surfaces and/or assemblies, levitation/propulsion surfaces and modules, and

glide surfaces are built into concrete beams at the beam production facility. This method would

use computer-controlled machines that could configure a mold to a wide range of lengths,

horizontal and vertical curvatures, and superelevations. The beam manufacturing process would

be automated so that reinforcing steel, prestressing steel, and Maglev assemblies would be placed

very accurately and reliably.

Developing such a process would take a substantial research and development (R&D) effort.

This effort would entail marrying technologies of automated production of precast elements with

precision surface production technology from the machine industry and could involve a National

Aeronautics and Space Administration (NASA) scale R&D effort. This method could be a

combination of concepts shown on Figures 5 and 6. However, the economics of Maglev systems

and guideways warrant an investment of this scale. Possible economics and potential cost

benefits of this method will be discussed in a subsequent section of this paper.

Maintaining Geometric Accuracy of Vehicle/Guideway Interface Surfaces

Maintenance of these critical interface tolerances is as important as initially providing them,

since maintainability is an important consideration for a system that will have many hundreds of

kilometers. Guideways should be designed to provide ways to continually maintain these
interface tolerances.

Using Method 1 described above, maintenance of interface tolerances is achieved through

continually monitoring and adjusting attachment fasteners. This relatively simple means of

maintaining tolerances may also pose the biggest disadvantage to this method; that is attachments

that can be adjusted to maintain tolerances can also get out of adjustment to allow deterioration
of tolerances.

Maintaining tolerances using Method 2 would require a special machine that grinds interface

surfaces to required tolerances. The machine could index off guideway global geometry

measurements and levitation/propulsion surfaces, and grind horizontal guide surfaces and gliding
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surfaces to achieve smoothness and relative dimensional tolerances to fractions of centimeters as

required.

Maintenance of tolerances using either method, for Maglev systems of several hundred km in

length, would require machines or a train of machines similar to maintenance equipment that is

used by railroads to measure track alignment and profile, realign rails, retarnp ballast, replace

ties, etc. Maintenance equipment of this scale will be needed to make Maglev systems feasible,

comfortable, and safe.

Deflection Stability

Deflection stability of critical Maglev interface surfaces (therefore of supporting concrete beams)

is also a key parameter.Concrete guideways for aerial structures will be constructed using

prestressed concrete beam elements. Generally, these beams will also be precast under factory

controlled conditions. In addition to providing the manufacturing environment necessary for

close tolerance fabrications, factory precasting beams that are components of long repetitive type

structures is an economical approach to guideway construction. Prestressed concrete guideways

utilize steel prestressing strands that are stressed to high prestress forces to c0unteract applied

loads. However, prestressing forces shorten guideway concrete beams and also usually generate

upward vertical deflections in these beams. Concrete, being an elastic-plastic material, also

undergoes long-term deflections associated with these prestress forces due to concrete creep.

Differential (varies throughout the guideway beam cross section) concrete shrinkage strains can

also cause guideway vertical deflections. All of these considerations must be addressed in a

successful Maglev guideway design.

Multiple-span guideway structures are better suited to maintaining deflection stability than

single-span guideway structures. Strain effects, in multiple span guideways, are resisted by

combinations of deflections and internal forces. Strain effects in single-span guideways

primarily result in deflection while minimizing internal forces. Past efforts in dealing with

deflection stability have considered continuous concrete guideways that are similar in principal

to continuously welded rails for rail transportation systems. Guideways would be continuous

between guideway anchor structures. These anchor structures would be capable to resisting the

continuous guideway thermal force. Similar to thermal forces generated in continuously welded

rails, this force would equal

= A c E c otc AT

Ac = Area of concrete cross section

Ec = Elastic modulus of concrete

ccc = Thermal coefficient of concrete

AT = Temperature rise or temperature fall

Consideration has been given to use semi-lightweight concrete to reduce Ec and to reduce the

thermal coefficient of concrete.
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Typical dual-lane guideway beams would generate dual-lane guideway anchor forces equal to

approximately 25,000 kN. Anchor structures would be provided every .2 to 3 km.

Optimum Guideway Span length

Selecting the optimum "system" guideway span length depends on many factors. The span

length for guideway beams is an important parameter in limiting the live load deflection of the

guideway beam. Live load deflection is

A ,, =kW_ £4 ]Edy n I

If this deflection is less than 1/4000 of l, then

I

_< (Edy _ 1/4000Wu. k) _

g = Span length
k = deflection constant

Edy n = Dynamic modulus of elasticity

I = Vertical moment of inertia

WLL - Equivalent uniform vehicle load (vehicle + passengers)

The constant k depends on the structural configuration of the guideway. This constant can be

reduced if the guideway beam is partially fixed at one or both ends. The modulus of elasticity is

related to the square root of the compressive strength of the concrete. The dynamic modulus of

elasticity is approximately 25 percent greater than the static modulus of elasticity computed in

accordance with conventional formulae for determining this parameter. The vertical moment of

inertia of the guideway beam is related to the cross section configuration and to the depth of the

cross section. Increasing cross-section depth is the most effective way to increase this value.

The equivalent uniform vehicle live load depends upon the weight and length of the Maglev
Vehicle.

The optimur_ span length depends upon relative costs between guideway beams and guideway

crossheads, columns, and foundations. The optimum span also depends upon the guideway

configuration and upon limiting transport and erection weights of precast concrete beam

components. This is especially important for guideway beams that are single elements spanning

from support to support.

For purposes of this paper, a "system" span length of 30 m was selected. This typical span

length has worked well on past projects and is at the upper end for conventional transport and

erection weight and is long enough to span typical obstacles.
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CONCRETE BEAM COSTS AND ECONOMICS

Past studies 6 and projects 5 provide the basis for the following discussion. This discussion will

focus on the costs and cost savings potential of developing special Maglev guideway concrete

beams. Total Maglev project costs include many other items. These items include guideway

beam transport, guideway beam erection, guideway foundations, columns and crossheads,

Maglev assemblies, Maglev vehicles, passenger stations, maintenance facilities, switches, power

distribution facilities, right-of-way, right-of-way improvements, program management,

engineering, and construction management.

The manufactured cost of 30-m concrete guideway beams using Method 1, FOB manufacturing

facility, cost approximately $50,000. The unit guideway beam cost per meter of dual-lane

guideway would cost

= 2 * $50,000 / 30.0 m = $3,333 per dual-lane meter

At this unit cost, the total guideway beam cost for a 500-km long Maglev systeha equals $1.67

billion.

The above manufacturing cost of guideway beams is broken out as follows.

Materials

Production Labor

Contingencies
Plant Overhead

General Overhead and Profit

$ 24,000

12,000

3,600

5,400

5,000

Total $ 50,000

If guideway beams were produced in automated manufacturing facilities (Method 2), reasonable

cost reduction targets are as follows.

Materials $ 22,000

Production Labor 3,000

Contingencies 1,200

Plant Overhead 3,000

General Overhead & Profit 2,800

- Size discount

- Production labor reduction

- Production risk reduction

- Prorated from above

- Prorated from above

Total $ 32,000

This reduced cost for guideway beams would result in a $600 million savings in guideway beams

alone for a 500-km-long Maglev system. This savings is an indication of the R&D investment

that would be available to develop specialized production facilities and machines to manufacture

concrete Maglev guideway beams and achieve the objectives of the Method 2 approach.
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This research and development effort could be undertaken by a consortium of companies each
bringing special skills and knowledge to the endeavor. Centralized fabrication facilities could be

located in regions throughout the country, or alternatively the specialized machines could be

transported to facilities close to project sites.

CONCLUSION

Concrete guideway beams offer several advantages for Maglev systems. Concrete guideways are

inherently stiff and have a high unit mass. These features cost-effectively reduce loads resulting

from vehicle/guideway dynamic interaction. Concrete guideway beams will last for many years

with very little maintenance. Incorporation of composite reinforcing materials into concrete

guideway beams will further enhance this benefit. Concrete Maglev guideway beams also offer

good possibilities to capture the benefits resulting from being manufactured in automated

factories. Significant cost savings could accrue to Maglev systems making them a more

economical mode of transportation in the 21 st century.
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Forces experienced by metal roofs under high wind conditions vary as a function of both time

and space. Modeling a roof structure subdivided into segments or nodes accommodates spatial

variation, for which magnetic suspended actuators are made to generate time-tailored forces

equivalent to the wind-induced forces. In this study, each node consists of an induced electromagnetic

actuator, an electronic control board, and a load cell for verification of the force produced. Short

duration wind gust and the effect of such impulsive loading on a metal roof panel and the overall

structural system are poorly incorporated in the present state-of-the-art in structural analysis and

design. A full-scale testing facility for metal building roof components, now in operation at

Mississippi State University, provides realistic forces that approximate those produced by high

velocity winds from wind tunnel models.

INTRODUCTION

High velocity wind on relatively flat roofs of low-rise buildings exerts upl_ pressures that are

potentially destructive and hazardous to human life. Tests performed in wind tunnels on small

modules, 1/50 scale, confirm the dynamic nonuniformity of hurricane wind loadings. Although wind

loading is known to be nonuniform and unsteady, uniform static loading is the only currently available

method of simulating high velocity wind loading for engineering analysis, design and research.
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Figure 1. Wind Simulation Test Setup.

Metal building construction is presently the fastest growing segment in the low rise building

construction industry. The primary lateral and dynamic loading on these buildings is caused by high

velocity wind. The present design procedure of using the uniform uplift forces on metal roofs is

highly questionable, and unrealistic from an engineering point of view. Analyzing and designing metal

buildings for the true spectrum of dynamic, spatially variable wind loading, as recorded from wind

tunnel testing programs, represents a significant advance in the state of knowledge in the metal

building industry. The ongoing research at Mississippi State to establish a testing program that

utilizes the true wind loadings is expected to open new and exciting options in innovations, analysis

and design.

In this research, nonuniform dynamic forces are produced using induced intensive

electromagnetic fields. An individually controlled, magnetized grid of nodal points is electronically

monitored and controlled to produce dynamic electromagnetic suction forces (Figure 1). The induced

electromagnetic forces are then adjusted to any given or randomly generated suite of nonuniform

dynamic wind loading. Extensive research on the efficacy and optimization of the induced

electromagnetic forces in the grid system has been investigated. Significant technical challenges have

been overcome to generate the needed pressure intensity within the time and space criteria imposed

by the physics of the underlying problem. The test set-up being developed will be used at a later date
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to investigate the failure modes and cause of failure of light gauge metal roofs, and to develop

simplified analysis and design procedures to be used by the metal building industry.

BACKGROUND

The effects of wind loading have taken an increasingly important role in the design of metal

buildings. The goal is to better prevent loss of life and to lessen property losses. Hurricanes Hugo

(1989), Iniki (1992) and Andrew (1992), which struck Puerto Rico and South Carolina; Hawaii; and

Southern Florida respectively, demonstrated the importance of considering wind loads in the design

and construction of typical metal buildings. Some of the current research areas are probabilistic

assessment of wind speeds, translation of wind speeds into loads through wind tunnel testing,

validation of this translation through full-scale testing, and documentation of damage and economic

assessment of construction techniques. The aim of this type of research is to allow increased testing

of building response to this type of load, and to improve the safety and efficiency of building

designs [ 1].

The research presented here involves full-scale testing. Wind load forces generated from

wind tunnel testing by the University of Western Ontario [2] are recreated on a full-scale model. A

roof testing system based on magnetic actuators and embedded processors has been developed, and

is currently operational in a multi-magnet configuration. The system is generating realistic forces

such as those experienced by a metal roof structure under high wind velocity conditions. The

techniques for controlling the nodes and measuring the results are described herein. The process that

is used to calibrate magnetically generated forces and wind tunnel data is especially interesting and

is described in some detail. The results for the single magnet configuration are shown and the

expansion of the process to account for multiple magnets is presented.

TEST APPARATUS

Forces experienced by a metal roof under high wind conditions vary widely, both as a function

of time, and as a function of position. Subdividing a roof structure into segments or nodes (See

Figure 1) accommodates positional variation, for which actuators generate time-tailored forces

equivalent to the forces of nature. Each node consists of the actuator, an electronic control board

for the electromagnet, and a load cell for verification of the force produced. This is shown in Figure

2.
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Figure 2. Elements of a Node.

The most noticeable part of each node is the actuator - an electromagnet, which consists of

three coils to be powered selectively from a three-phase 208-volt source (Figures 1 and 2). This is

also most interesting from a control perspective, since it embodies strong elements ofnonlinearly, and

cross coupling between neighboring nodes. The electromagnets are approximately 11 inches in

diameter and 13 inches high, weigh about 270 pounds, and can exert forces in excess of 300 pounds

on a thin sheet of metal at a distance of 1 inch. This does not sound impressive until compared to a

commercial lift magnet tested to 14,000 pounds - that magnet only achieved a force of about 30

pounds on a thin sheet at the same distance. Any combination of the three magnet coils can be

energized to provide a wide variation of force, with peak power near 4 KW. The control of these

closely coupled magnets, highly nonlinear with gap distance, to achieve forces matching the wind

tunnel data, is the thrust of this paper.

The completed system is to have 36 nodes, which must be closely synchronized and centrally

commanded. Zero crossing detectors on each electronics board are connected to one phase of the

AC power, thus establishing 120 Hz pulses as a time base. Each control board groups the time base

into frames of 6 pulses, which matches the 20 Hz wind tunnel sampling time.

Simple commands (start, stop, ...) are daisy-chained through optoisolators on each magnet

control board as current signals to diminish noise. Phone cables are used for command signal

interconnection between nodes for reconfiguration ease. Commands from the central controller are

first daisy-ch_'ned through beam controller boards, and they relay the information in another daisy

chain to the magnet control boards. All units operate from the same time base for synchronization,

and any problem in connection is easily noticeable since an entire daisy-chained group will fail. The

daisy chain arrangement is shown in Figure 3.

On each magnet control board is a Microchip PIC 16F84 8-bit microcontroller, a Microchip

24AA65 I2C serial eeprom (8k x 8), three Crydom solid state relays and a Harris CA3059 zero-

voltage switch used to create the 120 pulses per second time frame. The forces for each 1/20 th frame

are stored in the serial eeprom, which has an identical pin-out for a wide range of memory sizes, for
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easy memory upgrade. The solid-state relays allow selected activation of the three-phase magnet

windings. The PIC 16F84 is the brains of the board, responsible for deciphe_ring commands, retrieving

the drive data for the next frame and turning on the appropriate magnet coils.

SINGLE NODE CONTROL

The first step in the control process is to create a method for matching the force from a single

node to the wind tunnel forces. After the solution for one node is found, it can be extended to include

multiple nodes.

This process is accomplished in 3 steps. In the first step, the desired force time history is

converted to driving voltages for the electromagnet, specifying what coils are driven on and for what

duration. A test run of the apparatus is then run, generating three arrays of data, the desired force

from wind tunnel data (W), measured magnet force response (R), and actual commanded force (A).

The results of this step are shown in Figure 4.

Step 2 involves two calculations, to determine the relationships between 1) R and A, and

2) W and A.

First, the magnet force is written as a function of the command voltage, its time derivative,

and its integral

CENTRAL

BEAM
CONTROLLER

MAGNET CONTROL BOARDS

1"3

[]

CONTR6-LLER

CONTROL BOARDS

Figure 3 Schematic View of the Command Structure.
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At time tk we posit a relationship between magnet force and command voltage that can be
written as a linear time-domain convolution

R k = aA k + bAk__ +cAk_ 2 +¢P

We can calculate optimal values of the constants a, b, c, ... by minimizing a performance

measure d given by

J =Z(,u, +bA,_, +q'- R,)

This implies

bJ _)J

_a _)b
-q_ =0

The derivatives of J are evaluated at each time in the time history, providing an

overdetermined set of equations for the constants, which is solved using a least squares technique.

The second calculation in step 2 is used to enforce the requirement that R = W at all times ti in the

We define a matrix M astime history.

M __

"a b c d e CP-

OabcdeP

OOa b c_

O0 0 a btP

UUUU Ut'P

0 0 0 0 0 a
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and define Igr as the row reversal of W_,and likewise Ar as the row reversal of A_. Solving the

following equation

Ar = M -lIVr

yields Ar. If At is then row reversed, the drive data for the magnet is obtained. Finally, a modified

set of constants a, b, c, ... is computed as described above, and another cycle of the testing apparatus

is performed. The results of the second calibration step are shown in Figure 5.
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In the third and final calibration step, the peaks of the wind tunnel data are achieved. Another

algorithm searches through the wind tunnel force data for significant changes between two adjacent

samples. It then backs up no more than 20 points and increases their values to account for the

magnet rise time. Once this step is completed, the algorithm in the first step is run again and a final

cycle of the test apparatus is performed. The results of step 3 are shown in Figure 6.

MULTI-NODE CONTROL

The multi-magnet approach is similar to the single magnet approach, except that additional

terms are added to account for the effects of the adjacent magnets. The procedure for four magnets

is reflected in the equations:

:/ )R1 = A1,A1, Aldt, W2,W3,W4

RI_ =aA1 x +bAlx_ _+CAlx_ _ +q_+ rV¢2_ +sW3_ +tW4 x

J = _.,(aAl_ +bAl__ 1 +cAl__ 2 +tO -RI_) 2

"AI_

AI_

C = AI_

ti

A1.

0 0 t'p W2 x W31 W4 l"

A11 0 t'p W22 W32 W42

A12 All t'9 W23 W33 W43

t_ t_ t9 U i_ IJ

AI,,_ l A1._z _ W2. W3. W4.

a

b

C

15 = (CTC)-' CR1

r

s

t

R1 x = Wl x
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a b c d e r s t

0 a b c d Or s

0 0 a b c 0 0 t

0 0 0 a b 0 0 0

0 0 0 0 a 0 0 0

Alr = M -l (Wlr - rW2r - sW3r - tW4r)

Finally, the drive data for A1 magnet is obtained by row reversing Air.

Figure 7 shows a comparison of the force induced in one magnet in the actuator array, and

he target wind tunnel force time history. The degree of reproduction is considered to be

mtstanding for practical purposes of testing a full-scale metal roof.

CONCLUSION

The force exerted by an electromagnet on a thin metal roofing material is highly nonlinear

vith gap distance, and adjacent magnet nodes exhibit significant cross coupling. Full-scale metal roof

ests require force profiles to match wind tunnel results, with all nodes synchronized to account for

he spatial effects of high velocity winds. The approach described has proven capable of achieving

he desired functions both temporally and spatially.

The techniques for adapting the actuator drive to accommodate the nonlinearity of gap

listance and the influence of neighboring actuators are extremely effective and the mathematics are

videly applicable to similar control problems involving coupling and nonlinearity. The actuators are

_ossibly applicable to specialized applications such as dynamic loading, fatigue testing, etc.

One limitation of the technique is the oft'line processing required. Although it is conceivable

hat this could be done in real-time, it was unnecessary for this application since the target trajectory

vas known from the outset.
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Abstract

Ultra-high resolution accelerometer is required in completing the high precision

airplane inertial navigation system employing a gravity gradiometer which compensates

the geodetic induced error and is also required in micro-g environment in space. The
resolution of the conventional accelerometer is limited in the order of 10-6gE. On the

contrary, superconducting accelerometer has the potential of 10"12gE. In National

Aerospace Laboratory (NAL), a principle model of a high-To superconducting

accelerometer operated at the liquid nitrogen temperature (77K) was designed,

manufactured and evaluated and some of the characteristics are described in this paper.

1. Introduction

Ultra-high resolution accelerometers are required in the field of aerospace for

detecting micro-g environment. An accelerometer consists of a proof mass and elastic

coils. Superconducting accelerometer also has the same construction. Pail<[ 1] has

developed superconducting accelerometers and pointed out that the potential sensitivity

is estimated with an order of 1012grJHzlr2 (where gE=9.Sms "2 Earth gravity) under 50Hz

frequency range and Hoffman[2] has proposed superconducting fluxgradient

accelerometer whose sensitivity is expected to be 9xl02°(r'lf)lrZm, where I-If is the

bandwidth of the amplifier. The Sensitivity capability is almost the same as that of Paik.

A principle model of a high-Tc superconducting accelerometer operated at the liquid

nitrogen temperature(77K) is developed and preliminary results are obtained.

2. Experimental ModeL

NAL has studied a high-Tc superconducting accelerometer for aerospace application.

Fig. 1 shows the constitution of the trial manufactured superconducting accelerometer.

They are permanent magnet(instead of superconducting coil for easy construction) for

magnetic flux supply, superconducting proof mass(inertia mass) which is fixed to the

inertial frame, SQUID(Super-conducting Quantum Interference Device) magnetometer

for detecting the magnetic flux variation and superconducting magnetic shield vessel.

The material of this superconductor is YBCO(YBa2Cu307.y) with 92K critical

temperature. Proof mass and permanent magnet are arranged and cooled in a liquid
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nitrogen filled vessel which shields the external magnetic fluxes. If an acceleration(Dg)

acts on this accelerometer, the distance(x) between the proof mass supported with a

hinge and permanent magnet is deviated from its normal position with a small

distance([]x), which causes a small flux change(DO) induced by the permanent

magnet. D [] is detected by the SQUID magnetometer and converted to the output

voltage([]v).

Aa'_Ax_A ¢b-'-" Av

Atmosphere

Proof

Mass

SQLT 
Magnet Magnetic Magnetmeter

Shield Vessel

Fig. 1 Conceptual Model of experimental high-Tc superconducting accelerometer
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160 dia. x 225 mm
Dimension of the accelerometer

Fig.2 Trial-manufactured Experimental Model

The manufactured model is shown in Fig.2. The proof mass is supported by the left-

side pole and the distance between the proof mass and permanent magnet is positioned

by adjusting the two micrometers shown in this figure for the determination of the high

sensitivity position

3. Preliminary Experimental Data

Fig.3 shows the measured output voltage versus input acceleration. The linearity

100

_20

tO0

8O

4O

_ 20 @

0 5

4'

@

10 15 20 25 30 35 40

Input acceleration [ x 10"6g_]

Typical output data of the accelerometer

Fig. 3 Measured Acceleration Linearity
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is obtained in the range of 10"6gE order. The measurement under this level is limited by

the accelerator itself at this time. The sensitivity 10"TgEorder will be expected by the

improvements of the measured system.

4. Concluding Remarks

High-Tc superconducting accelerometer was designed and manufactured for

aerospace applications. From the evaluations of the principle model, the potential

capability for detecting low-level acceleration by applying the high-Tc superconductors

was confirmed. Magnetic flux analysis is ongoing for the improvement of sensitivity

and the optimization of the mechanical arrangement. Miniaturization of the system is

necessary for practical use in aerospace applications.
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ABSTRACT

Increasing demands for environmental protection and severe anti-pollution regulations have led to an
extended market for hermetically sealed pumps, e.g. so called canned-motor pumps.
The usually installed medium-lubricated hydrodynamic bearings reach their limits of operation if the
medium has very poor lubrication characteristics and/or contains gas. Also temperature shocks or bearing
overloads may damage such conventional bearing arrangements. Active magnetic bearings seem to be an
interesting alternative in such a case. The focus of this study is the possibility to integrate magnetic
bearings to one-stage chemical pumps which are available typically in the range of 2 kW to 15 kW. Not
only the design of one suspension system is the objective, but the comparison of conventional radial/axial
magnetic bearing designs and conical hearing shapes. The influence of the stainless-steel can inside the
stator and around the rotor is calculated numerically for static conditions. A test rig is introduced which
allows the evaluation of the static calculations and the quantification of power losses caused by Eddy
current effects in the can.

INTRODUCTION

The strict application of anti-pollution laws has enforced the development and optimization of
hermetically sealed chemical pumps. Fig. 1 shows the cross-section of a standard one-stage chemical
pump with canned motor drive.

rne_u'nkJt_x:amahvc_o'_arr_beaar_ kl_canfonO_

Fig. I: Cross section of a standard canned motor pump [Neum-94]
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To separate the fluid-filled regions from the dry ones of the pump, this design uses a stiff, thin (approx.
0.3 mm), coaxial housing of antimagnetic and highly corrosion-resistive material (stainless steel or nickel
alloy), the can, as shown in fig.2. A photograph of a rotor can is shown in fig.3.

starerhunmations

coils

mLm"c_ J

FiZ.2: Principlesetup of a canned Motor Fig. 3: Cylindrical can with lwo caps

The usually applied hydrodynamic hearings are located inside this can, in the fluid-f'dled region. Therefore
they are designed as medium-lubricated hearings, often realised with very hard, highly abrasion-resistive

materials, e.g. silicon-carbide (SIC). Even such advanced bearing designs reach their limit if the fluid gets
very poor lubrication characteristics, extremely low viscosity or the risk of cavitation. In addition, frequent
start-ups and run-downs, sudden variations in temperature and transport of abrasive solids limit the
lifetime of conventional bearings. Bearing failures have been reported as one of the common problems in
hermetically sealed pumps [VoU-93]. One reason to start the present research activities has been the lately
published arfcles about the future perspectives of pump development [Neum--94, Hergt-99]. The
application of active magnetic bearings as an alternative has been outlined especially for chemical pumps.
Publications about successful designs for such machines are already available. In 1989, Allaire et al.
[Allaire-89] reported about the design and realization of a 15 kW canned motor pump equipped with
magnetic bearings. He used two 8-pole radial magnetic bearings and two single-acting thrust bearings to
support the pump rotor. The two radial bearings have different geometries corresponding to the required
hearing loads. Pump performance and vibration levels before and after the installation of the magnetic
bearing system have been measured and compared at various locations on the pump casing. In the outlook,
the instadlation of a similar pump in a chemical plant to determine the pump performance for several years
was mentioned. A similar project with a 37 kW pump was reported by Marseher et al. [Marseher-91] in
1991. In this pump, a hydraulic balancing device has been applied to reduce the remaining hydraulic axial
thrust and to renounce an active axial hearing. One year later, in 1992, Hanson et al. [Hanson-92]
described the development of magnetic bearings fitted to a canned motor pump with a motor power of
about 93 kW. Two identical radial and one double-acting thrust bearing have been utilized to support the
pump rotor. Beside the pump characteristics and rotordynamics, the cooling requirements have been
specified and the benefits of magnetic bearings for diagnosis purposes have been pointed out. Gempp et al.
[G-empp-96] published the introduction of a bearingless 1.5 kW motor and 3-phase AC bearings for
a small canned chemical pump. Due to the bearingless motor, only one additional radial bearing is installed
beside a double-acting thrust bearing.
To leverage active magnetic bearings to become a competitive element in commercial canned motor
pumps, the additional investments and especially the life-cycle costs have to be reduced. The present study
focuses on the comparison of different geometrical bearing designs. Conical and teeth pole contour
hearings are investigated by means of their practicability, especially by means of installation efforts, and
the possible reduction of electronic hardware. The investigation of the influence of the can on the magnetic
circuit will enable the necessary enlargement of the bearing load capability. For this purpose, a test rig to
realize rundown tests with different hearing configurations is designed.
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MAGNETIC BEARING DESIGN

A selection of the different targets which have been defined at the beginning of the study is listed below:

• The compatibility with existing commercial pumps will ensure the realization of a laboratory

test installation with justifiable effort.
• Diameters of rotor and stator parts have to be similar to the motor diameter to use continuous

cans and to avoid the necessity of complicated welded joints on the thin material.

• The pump design should be modular, which means that an easy exchange of different bearing

geometries without modifications on hydraulic and drive units should be ensured.

• To simplify the assembly of the pump, it is desirable to balance the pump rotor with mounted
laminations and can, and to insert it without any dismantling into the pump housing.

• The shaft length extention should be kept as small as possible to preserve the conditions for a

dynamically stiff rotor.

To respect all these requirements, a set of principle arrangements of magnetic bearings mounted on a rotor

with an overhung load are compared in table 1. The comparison has been carried out for a pump bearing
with a load ratio (f, Jf=) of about 1.25.

Version A B C D E

adequate radial
load capac|ty

adequate axial
load capacity

2 Radial

bearings, 1
double-acting
_udal bearing

available,
depending on

diameter, length

available,
depending on

2 Radial

bearings, 2
single-acting
axial bearings

available,
depending on

diameter, length

available,
depending on

2 conical

_ped
bearings

available,
depending on

diameter, length,
conical angle,

available,
reasonable only

2 teeth pole
contour

bmrings

available,
depending on

diameter, length

only available for
very high force

diameter diameter for high force
ratios

(radiaVam_

ratios
(radiaVaxial)

conventional

hydrodynamic
bearings

y-1 F-]
not available with

critical fluid

parameters

not available with
critical fluid
parameters

bearing diameter possible possible diameter not possible not necessary
= motor diameter constant

fulfilled fulfilled fulfilled fulfilled fulfilled

possiblepossible without
additional

restrictions

possible

conditions for

dynamically stiff
rotor design

possible, ifouter
diameter of axial

and inner
diameter of radial

bearingare
identical

assembly
without rotor
dismantling

possible

shaft length 1,0 (original

extension 1,15 1,2 1,1 ? length)
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Version A B C D E

shaft weight 1,0 (original
extension

1,65 1,55 1,4 ? weight)

installation of
Clm

stator and rotor
can have to be
assembled and
welded out of

different parts

can may have a
constant

diameter, ifouter
diameter of axial
bearingand inner
diameter of radial

bearing are
kJentr.al

Table 1: Comparison of diHerent bearing cony_mtio_u

stator and rotor
can have to be

manufactured and
installedwith

conical shape

possible, in
principle,

influence of axial
force

development not
yet clarified

standard
procedure

The estimated performance of each design is evaluated. Two designs, version B and C are selected as the

most promising ways to realize a future prototype pump.

The main reason for version B is the possibility to install the rotor after the balance procedure without the

need of dismantling. A simple can geometry for stator and rotor is sufficient for this configuration. In
principle, the rotor can only has to he extended if both radial _ bearings have identical diameters. This is

also valid for the stator can, if easy disassembly of the pump is not required. If the disassembly is
r_cessary, e.g. for a scheduled test pump, the continuous can can be replaced with three discrete cans. A

diameter similar to the motor can diameter and equal length are required. Radial and axial hearing
geometry can be designed with validated calculation methods. The decentralized control is not expected to
be complicated because interactions between the different degrees of freedom are of minor order. The shaft

length extension factor is slightly higher than for version A with a double-acting axial bearing, but this
disadvantage is compensated by the easier installation procedure.

On one hand, version C requires additional effort to install the can around a conical shaped lamination.
But, on the other hand, it enables the reduction of hardware components because the axial and the radial

force development is coupled via the conical angle. Therefore, no additional thrust bearing is required. The

coupling may complicate the design of a decentraliTed control for the system. The shaft length extension is

only about 10 % for the given load ratio and conical angle. The calculation of the optimum conical angle
has been described by Lahteenmiiki [L_teen-98]. The shaft length extension strongly depends on the load
ratio, because this relation leads to the selected conical angle.

Version D, namely teeth contour pole bearings, seem to he an interesting idea. Their design has been
introduced by Canders et al. [Canders-97]. Unfortunately, so far, no publications about measurements to

verify the calculations have been found. Nevertheless, the teeth pole stator contour bearings will only he an
alternative if axial loads are negligible to the radial loads.

MAGNETIC FORCE CALCULATION

Static forces

In the design phase of the electromagnets, the static magnetic forces have fhst been calculated analytically,
as it is described in [SchTr-93]. The static force losses caused by the stainless steel cans have to be
estimated. Therefore, the airgap used in the calculation is increased by the thickness of 2 cans (rotor and

stator can). The nominal airgap, required by the minimum circulation flow to ensure an adequate cooling
flow for the motor, is about 0.4 ram. The resulting airgap with two cam is 1.0 ram. The results of this
analytical calculation are compared with results derived from a numerical calculation with the FE-
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software FLUX2D [FLUX2D-98]. The numerical calculations have been performed under consideration
of the material properties of the can material, table 2.

Permeability at 0.3 T (approx.)

Resistance at 373 K

ISO NIMO16Cr16Ti (UNS N06455)

8600 kg/m3

40

1,3 104.Qm

Table 2: Material properties of nickel alloy can

To receive comparable results in the analytic and the numeric calculation, material properties and magnet
geometries have been kept identical. The coil current density and the winding density in the coils are

similar to the ones of the asynchronous motor drive. Calculation results are shown in comparison in table
3. Fig. 4 and fig. 5 illustrate the results of the numerical calculation. The numerical results without

consideration of the can material properties are performed under the assumption of an airgap of 1"10 .3 m.

With the can integrated, the nominal airgap decreases to 0.4"10 -3 m, the remaining 0.6"10 -3 m are filled

with the can material. The slightly higher relative permeability of the nickel alloy can explain the higher
calculated magnetic force in comparison with a similar gap filled with air.

Analytical calculation Numerical Calculation Numerical Calculation
under consideration of

can material properties

airgap 1"10_ m 1"10-3m 0.4"10 -3m

can thickness - - 2 x 0.3"10-3m

stray fluxes not considered calculated calculated

inhomogenityof flux not considered calculated calculated
distrbution

nonlinear material B/H curve B/H curve B/H curve
properties

estimated max. force 100% 84% 90%

Table 3: Comparison of analytic and numeric calculation

Beside the force characteristics, the temperature distribution inside the pump will he determined. The

calculations will he based on a finite-element model of the pump under consideration of heat transfer
between fluid, asynchronous motor drive and hearings. If the cooling based on convection is not sufficient,

an additional external cooling loop will be added to the pump to enable the operation of the bearings with
satisfiable high coil current densities.

Dynamic Effects, Eddy Current Losses

The electric properties of the can material will influence the required power to support the pump rotor.

Static force reduction in comparison to a magnetic bearing with identical geometry but without a can has
been elucidated in the previous paragraph. As a second important factor, the developed Eddy currents in

the can should be contemplated. For canned asynchronous motor drives the losses caused by the can are

reported as about 10-15 % of nominal power [Neum-94, Vetter-98]. To quantify the Eddy current losses
experimentally it has been decided to design a handy test rig to perform measurements with different
magnetic hearing configurations.
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Fig. d: Numericalresults without consideringthe can Fig. 5: C_.u]culationconsidering the can

RUN DOWN TEST RIG

Measurements performed with magnet configurations with and without cans have to be compared to
quantify the losses. Two different principle possibilities to measure the Eddy current losses have been
conceivable. First, the torque loss could be determined by integrating a torque measurement device in a

motor driven thread with an electromagnetic actuator. The selection of the correct measurement range for
such a torque metering system would be difficult if the order of the loss moment is unknown, but the losses

can be measured at different shaft speeds, if a speed controlled drive unit is available. Secondly, the losses
may be derived by performing nm down tests of a shaft with an electromagnetic actuator. Kasarda et al.
[Kasarda-97] have compared measurements of rotor losses of homopolar with heteropolar bearing designs.
Interesting results of these tests have been documented, and therefore it has been decided to design a test
rig with a related functionality. To minimize the required effort, the test shaft should be supported by roller
bearings. Very precise aerospace bearings are able to operate at high speeds with minimized friction losses,
table 4.

bearing type B71907F_.TPA.P4.UL

inner/outerdiameter 35"10-°P55°10-3rn

rotaryspeedlimit,oilbreathed 26 000 rpm

frictionlossesat maximumspeed < 38"10-_Nm
Table4: dataofexemplaryrollerbearings

Because the-shaft is supported in roller bearings, no control loop is needed for the electromagnetic devices,
only a current supply is required. The coil current has to be adjustable and recordable. The magnetic force
will be measured by Hall sensors mounted on the pole shoes. The calibration of these Hall sensors has to
be performed by external load cells to reach a sufficient accuracy, discussed in Knopf et al. [Knopf-98].
A test shaft of 0.3 m length will be accelerated to 12 000 rpm by a 2 kW AC-Servo drive. This drive unit
is joint to the test shaft by a disconnectable friction coupling. When the targeted operational speed is
reached, the shaft will be manually declutched and the run down curve will be registered. The test rig is
presented in fig.6.
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Fig. 6: Test rig for run down tests with different magnet designs

Run down time is depending on the rotors moments of inertia, on roller bearing and air friction and on the

deceleration moments produced by the electromagnetic circuit. Due to comparison of different run down

times realized with different magnetic circuit configurations, the losses caused by Eddy current and

hysteresis can be quantified. The air drag is expected to be nearly constant in all configurations. The sum

of mechanical losses may be estimated by subu'action of measurements with and without activated

electromagnets. Scheduled measurement configurations are listed below in table 5.

rad/al

heteropolar
bearing

canned radial

heteropolar
bearing

radial

homopolar
bearing

canned radial

homopolar
bearing

conical shaped

bearing

canned conical

shaped bearing

Table, 5: Differentmagnetic bearing configm,ations

Because of geometrical aspects_onical shaped bearings in homopolar configuration have been disregarded.

The geometrical properties of the test magnets shown in fig.7 are listed in table 6 beside the assumed and

calculated magnetic data.

The evaluation of the test results will hopefully lead to an optimal bearing design for canned-motor pumps

by means of rotor power and magnetic suspension losses. In addition to the run down tests, flux density

measurements by means of Hall sensors are planned. The Hall sensors will be placed in the airgap of the

electromagnets or between the laminations and the can. Flux density measurement results should enable

the validation of the numerically calculated magnetic fields.
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F_. 7:Ove_,v ofd_erentrotorcon._g._tionsfortherun--downtestr_t

radial heterapolar magnet radial homopolar magnet conical shaped magnet

inner diameter 95 mm 95 mm 72 - 120 mm

outer diameter 180 mm 180 mm 180 ram

pole area 1290 mm2 1290 mm2 1290 ram:

nominal air gap 1 ram 1 mm I mm

flux density B.... 1.4 T 1.4 T 1.4 T

coil area A_,_ 310 mm2

conicalangle 15 °

calculated radial force 2000 N 2000 N 1250 N

calculated axial force - - 380 N

Tabl_ 6: design properties of test ma&,_ts

POSITION MEASUREMENT

For the exact control of the rotor, its position has to be measured and fed back. Therefore sensors have to be

integrated in a location where the collocation conditions are fulfilled. The target of a sensor selection
process would be ideally a sensor which is placed in the center of the magnetic bearing.

The selection of possible sensor systems is one of the major tasks in the design process of a canned pump
with magnetic bearings. Standard proximity probes are not qualified for this application because of the

rough environmental conditions, temperature and aggressiveness of the process fluid. In principle there are
three possibilities to meet this difficulty, see fig. 8.

A corrosion resistant sensor with a stainless steel housing may utilized. An additional sealing has to
prevent any fluid leakage. The corrosion resistant sensor may be, e.g. an inductive or an Eddy current type.

To use sensors_ with a conventional_ housing, an in the can integrated ceramic shielding would be helpful.
An installation close to the magnetic bearings is possible ff the ceramic ring diameter is identical to the
stator. Another possibility is to install a ceramic plate, like a small bent disk. It can be used as a kind of
window in the metallic can. Both the corrosion resistant sensor and the ceramic shielded sensor would

fulfd the conditions for hermetically sealed pumps, only the static seatings are necessary.
If the measurement has to be performed through the can, Eddy current, inductive and Hall sensors

represent three possible principles. Utilizing Eddy current or inductive sensors, the high signal attenuation

has to be taken into account. Hall sensors enable the measurement of the flux density directly between the
pole surface and the stator can.
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In coherence with an additionally coinstantaneous available parameter, e.g. the measured current in the

magnetic coils, the flux density could be utilized to calculate the air gap in the magnetic circuit and hence

the rotor position.
i

Commlon msis_nt Ceramic oe_or llusummmt through
snd ualed sensor shielding the can

Eddy-current
Stainless eleei Inductive or

proximity probe HMI mot
housing

(Ed_y-cum_
inductive or

Hall sensor)

Eddy-ourNmt
or imluctlve

S411W

Fig. 8: Rotor position measurement in canned pumps

The design of a future test pump should enable the integration and testing of different sensor principles. At

the moment, Hall sensors seem to be the most elegant way for the position measurement. Their advantage
is the possibility of a position measurement directly where the force is acting on the rotor. Their first

disadvantage is the additional effort to calculate the position out of flux density mad, e.g. the coil current.
The second disadvantage is the required enlargement of the airgap which leads to a significant reduction of

the maximum bearing force. The signal processing must be perforn_d fast enough to satisfy the dynamic
characteristics of the entire system.

PUMP PROTOTYPE

In the near future a widespread test program will be executed. Measurements on different magnet
configurations are scheduled to get information about their individual behaviour. There will be the

examination of force development and force losses by means of Eddy currents and hysteresis effects. At
least conventional radial bearings in combination with two single-acting axial hearings (see fig. 9) and

conical shaped bearings (see fig. 10) will be tested and compared with each other. At this moment these
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two alternatives seem to be the most attractive configurations to reach a satisfiable system performance
with acceptable effort. In parallel the numerical calculations will be validated and updated.
The two pump configurations will be installed in the laboratories of the University of Darmstadt and run in
a lab testloop under nearly real conditions. The prototypes will be equipped with sensor systems to record
all interesting mechanical, electrical, thermal and process data.

Fig. 9: Cannedmotorpump with two radialand two sinsie-acting arlal bGariag,s

Fig. 10: _ pump withtwo conical shaped bearin_

The design of the test pumps enables the integration of different sensor concepts. Especially the ceramic
sensor shielding and the integration of Hall sensors are scheduled. The ceramic shielding will he realized
as a concentric ring next to the magnetic hearing. An even better solution for the future would be the entire
substitution of the metallic can through a ceramic one (e.g. ZrCh). Such ceramics are already used to build
shieldings for permanent magnetic couplings in mag-drive pumps, the second design alternative for a
hermetically sealed pump. By the time they are available with an acceptable thickness they will reduce can
losses to nearly zero. They would enable the use of a wide range of different sensor principles Also they
provide interesting characteristics as backup bearing materials.
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SIMULATION OF THE CLOSED-LOOP SYSTEM

Before the realization of the prototype pump, a nonlinear time domain based simulation model of the pump
with two different hearing configurations has been developed. The In'st one has two radial bearings and a

double acting axial bearing, the second consists of two conical shaped hearings. Fig. 11 shows the MatrixX

simulation model of the canned pump. The block External Forces describes one possible set of hydraulic
forces acting on the rotor. The overall hydraulic force in a pump consists of a static part which is variable

in direction and value depending on the operation conditions and a dynamic part which depends on the
rotational speed, number of impeller blades, etc..

ISZ>

Fig. 11: Model of a AMB system with two radial and one double-acting axial bearing

In a first step the sum of static and dynamic hydraulic forces have been assumed as one harmonic force

rotating with shaft speed. The rotor is modelled as a rigid body system, an acceptable simplification

because its In'st bending mode eigenfrequency (approx. 275 Hz) is clearly above the frequencies of the
dynamic excitations (1. assumption: 50 Hz). The displacements are measured by sensors, which have at

this state of the simulation a P characteristic, in five degrees of freedom to be fed forward to the controller.

The PID-Controllers set the required currents for the amplifiers which have a PT1 performance and are
limited to 70 VDC and 10 A. The absolute magnetic hearing force depends on this current and the actual

position of Lhe rotor. The closedloop system allows the prediction of the system performance especially an
estimation of the rotor displacements in the magnetic hearings considering the mechanical and process

forces. The external hydraulic and mechanical forces and the resulting magnetic hearing forces acting on

the rotor are shown in fig. 12. Fig. 13 displays the simulated rotor displacements at the hearing locations.
This simulation model helps to select the optimum hardware to reach a satisfactory system performance for
the given loads and operation conditions.
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Fig. 13: Simulation results; displacements in the AMB's

SUMMARY

Magnetic bearings for hermetically sealed pumps have been introduced years ago. Despite increasing

demands for these machines the magnetic bearing technology has not yet been leveraged in chemical
pumps. The relatively high costs and the additional effort to integrate magnetic bearings have decelerated
adequate developments.

First steps to a systematic approach to an enhanced design of a canned motor pump with active magnetic

bearings have been introduced. Different bearing configurations and applicable sensor principles have been

compared. In completion of analytical and numerical calculations, the design of a run down test rig to
quantify Eddy current and hysteresis losses has been quantified. A conventional design with two radial and

two single-acting axial bearings and a design with conical shape bearings have been presented as the
most attractive solutions under cfnsideration of pump specific and manufacturing aspects.

Two prototype pumps are scheduled by the Institute of Mechatronic Systems for the next time. The aim of

this study is to introduce new ideas for the development of hermetic sealed pumps with magnetic
bearings.
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ABSTRACT

For the active control of magnetic bearing momentum wheels that could be used as actuators of

high-accuracy spacecraft attitude control system, an adaptive model following control method is presented
in this paper. This method is featured by adaptive bandwidth-regulation mechanism, controller with

logical derivative, new nutation damping network, and non-linearity compensator. Thus it is convenient to

make compromise between fast dynamic response and active-vibration suppression at harmonic

frequencies of the wheel rotation. The robust stability of this method is analyzed and digital simulation is

carried out. Simulation results show that this method has great capability of active-vibration suppression,

good dynamic response, and satisfactory nutation damping of the wheel rotor for a large range of wheel

rotational speed.

INTRODUCTION

For the high-accuracy attitude control of spacecraft, Magnetic Bearing Momentum Wheel (MBMW)

is being investigated as an actuator because of its merits of low disturbance characteristics [1, 2]

and gimballability when a suitable active controller is used. In this context, the active control of MBMW

means to make the rotor spin around its principal axis of inertia to achieve low disturbance input while

being able to tilt the principal axis of inertia for attitude control of spacecraft. This has to be done with

adequate nutation damping of the wheel rotor. The performance requirements for the active control system

of MBMW are usually as follows:

(1) Good active-vibration suppression of inevitable sensor errors. Since the band-limited white noise is

easy to be suppressed by using a low pass filter, the components to be suppressed by means of active-
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vibration suppression are mainly those disturbance components with harmonic frequencies of the

wheel rotation. In [2] Active-Vibration Suppression (AVS) is defined, which means to enable the rotor

to rotate about its principle axis of inertia and suppress all the resulting noise components from ihe

whirling and wobbling sensor surface without affecting suspension stability. This term is adopted
through this paper.

(2) Robustnessagainst electromagnetic non-linearity.

(3) Good disturbance suppression against wheel external environmental disturbance torques.

(4) Robustness against wheel rotational speed in a large range.

In previous literature, considering the non-linearity of electromagnets, Nam et al. [1] applied the H=

robust control method to the active control of MBMW, but only a fixed rotational speed is considered.

Without thinking of the non-linearity of electromagnets, Bichler [2] proposed a Model Following Control

(MFC) method and indicated that this method has superior capability of active-vibration suppression for a

large range of wheel rotational speed. However, this method is based on a special observer to realize

active-vibration suppression, thus its response to fast externally impressed torques and movements is slow.

If external environmental disturbance torques which have been mentioned already exist, large overshoot

and small nutation of the wheel rotor will be excited when wheel rotational speed is low. Therefore, in

order to solve the above problems and to realize the active control of MBMW with non-linear

electromagnets, an Adaptive Model Following Control (AMFC) method is proposed in this paper.

In this new method, first an adaptive mechanism is inserted into the above model following control

method. This adaptive mechanism can adaptively regulate the bandwidth of a special observer based on

on-line characteristic identification so as to improve system dynamic response if needed. Second, logical

derivative [3] is applied to the controller design to reduce overshoot further. Third, a new nutation

damping method that can automatically adjust the gain of nutation damping according to wheel speed is

introduced in order to obtain consistent nutation damping rate for different wheel speed. Finally, a non-

linearity compensator is put forward to overcome electromagnetic non-linearity. Consequently, the

adaptive model following control method is suitable for the active control of MBMW.

In this paper, the mathematical model of MBMW is introduced first. Then the adaptive model

following control method is presented. Since the closed-loop system is a nonlinear and time-varying

system, the robust stability of this method is analyzed from the engineering viewpoint. To verify the

effectiveness of this new method, digital simulation is carried out and the possible application of this

method to the active control of MBMW for spacecraft attitude control is discussed at the end.

MBMW

Although the control method presented in this paper could be applied to any actively controlled

MBMW, the authors select a specific type of MBMW and apply the method to the control of this kind of
wheel.

548



Octa-Electromagnet-Type Active Magnetic Bearing Momentum Wheel

For future three-axis spacecraft attitude control, Octa-Electromagnet-Type Active Magnetic Bearing

Momentum Wheel (OETA-MBMW), which is a kind of five-degree of freedom MBMW, is developed in

ISAS [1, 4]. OETA-MBMW is composed of eight electromagnets whose attractive forces have

components both in axial and in radial direction so that it may serve to reduce size and weight. Eight gap

sensors are symmetrically installed with tilts so as to measure the rotor displacements in three directions

and gimballing angles around two axes vertical to the wheel rotational axis. The cross section of this kind

of OETA-MBMW is shown in Fig. 1.

Wheel Dynamics

In describing the rotational motion of the MBMW, rotational coordinate systems are used as shown

in Fig. 2, in which coordinate system XoYoZ0 is considered as spacecraft's attitude reference coordinate

system while X,_YwZw a wheel-body coordinate. XoYoZo changes so slowly in inertial space that it can be

considered as an inertial coordinate system for the present purpose. Angles _bw,0w and q_ware the Euler

angles in X-Z-Y transformation from XoYoZo to XwYwZ_. For the simplicity of motion derivation, spin-

free coordinate system XzwY2wZ2w is used to describe the dynamic motion of MBMW [I].

Suppose that the selected coordinates are on the principal axes, the gimballing angles of MBMW are

small, the wheel is rigid and symmetric about its rotational axis, and the wheel rotational speed varies so

slowly with time that it can be considered as constant [1]. Then the linearized dynamic model of MBMW

in gimballing axes can be expressed as follows.

(6 +o¢2gp, =(Tz + Ta_)/j w . (1)

In (1), o" = J:,_/J_ is the ratio of moments of inertia. Jw,, J_. and J.,_ are inertial moments of the

wheel in Xw, Yw and 7__ axis, respectively, and Jw, = J_= Jw can safely be assumed. £'2= 0,, is wheel

rotational speed. T_ and T. are electromagnetic torques. Ta, and Ta: are external environmental

disturbance torques including those due to eddy current loss, ohmic loss and those exerted from the

spacecraft body on which the physical space-environmental torque acts.
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Electromagne tics

According to experimental data, the model of electromagnet can be modeled as accurately as
follows [4].

+ v, ,(v,, - v,
, , . (2),fv + v, :

In (2), k., is electromagnetic gain, _b_ and ¢G are nominal electromagnetic gaps, ¢ and 9 are

electromagnetic gaps, and satisfy _[ < q_, _p] < _,. If we neglect the attitude motion of spacecraft, then

q_= 4_w and cp = _,,. V_, is a constant representing bias voltage applied to electromagnets, v# and v_ are

control commands or control voltages, and satisfy v,] < Vh , Iv, I < V_.

According to (2) we know that the non-linearity of electromagnets is proportional and inversely

proportional in the second order for voltage-input and the gimballing angles of the wheel, respectively.

Although, in order to overcome this kind of electromagnetic non-linearity, a constant pre-magnetization

bias voltage Vn is added, the electromagnetic torque-output is still not pure linear function of control

voltage-input. By using Taylor expansion, the first-order approximation of (2) can be expressed in (3).

T_ = k_v, + k_,_T: = kEMV_ + ku,_0 (3)

Where k_ =4k,,V b , k,v¢ =4k,,V_/q_,, ku,p = 4k,,V_/q_,.

Gap Sensors

Following sensor noises of MBMW are considered in gap sensor model according to wheel

mechanism [4].

(1) Sensor noise resulting from the electric noise components of gap sensors is modeled as white noise

((,, (,) whose frequency band is limited to the controller's sampling frequency.

(2) Harmonic sensor noises caused by imbalance of rotor, i.e. the geometric axis of rotor is not coincident

with the principal axis of inertia, and mechanical imperfections of the rotating part are modeled with

the harmonic signals of wheel rotational speed shown as follows.

n, = _ q sin(/* Ow + O, )

':J (4)
N,

n, _"qsin(i*O, +0, +7r/2)
i
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In (4), N is the number of harmonics, c is the amplitude of harmonics, and 0,

As a result, the model of gap sensors can be expressed in (5).

,. = q_,,.+ c, sin(i * 0 + 0 ) + £_
f=l

N

_5 =(p,,.+_-"c sin(/*0 +0 *rr/2)+ ....
i=I

is initial angle.

(5)

ADAPTIVE MODEL FOLLOWLN'G CONTROL METHOD

AMFC method is proposed based on MFC method [2], thus it keeps the basic structure of MFC

method and inherits MFC's advantages. However, AMFC method is superior to MFC method because of

its adaptive mechanism for AVS, controller with logical derivative, new nutation damping strategy and
non-linearity compensator.

The block diagram of the AMFC closed-loop system for the active control of the rotor-tilt-loops of

MBMW is shown in Fig. 3. In Fig. 3, the right part enclosed by dash-line frame represents the plant to be

controlled, i.e. MBMW, while the other left part represents AMFC's control loop.

The block of AMF-AVS in Fig. 3 is demonstrated in Fig. 4. In Figure 4, integrator I and integrator

a
H are standard integrators. Low passfilter is a first-order low pass filter that can be represented as _,

s+a

where a is positive real number, kll, k12, k2_ and k a are observer coefficients, Gain represents the gain

coefficient of the plant to be controlled from electromagnet input to rotor output. For the plant discussed

in this paper, Gain equals to keuo/J,_ o , where keM 0 and Jwo represent the nominal values of k_ and

J,,., respectively. In the following parts of this paper, the variable with subscript 0 also denotes the nominal

value of this variable. Adaptive mechanism automatically determines when ks, and kz2 should be

switched on or switched off so that the bandwidth of AMF-AVS observer is regulated adaptively. In fact,
the AMF-AVS loop in Fig. 4 can be considered as a special adaptive observer of rotor movements.

In Fig. 3, gyro-decoupling network uses the same decoupling network proposed in [5], which is
depicted in (6).

u_ = -Crof2 o I u_

S

u_: = Crof2ol u, (6)
S

Where, u, and u. are the inputs of the gyro-decoupling network while u., and u_: the outputs.

In Fig. 3, Controller can be designed as single-input and single-output controller because of the

effect of gyro-decoupling network. Nutation damping network is used to damp down the nutation
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deterioratedby AMF-AVS and wheel external environmental disturbance torques. Non-lmearit_,

compensator is employed to compensate electromagnetic non-linearity

In the following sections, adaptive mechanism of AMF-AVS, controller with logical derivative, new
nutation damping strategy and non-linearity compensator will be explained in detail.

Adaptive Mechanism of AMF-AVS

In [2], to control the faster externa.lly impressed stator movements, a limit switch is used to quicken
the convergence of AVS observer by detecting the difference of the rotor real position and the observer

output. If the difference exceeds half of the nominal gap, a second stronger feedback is turned on to force

the observer output immediately to the real position to prevent a touch down of the rotor. The block

diagram of AVS of MFC method is shown in Fig. 5. In fact, this kind of limit switch can not control the

faster externally impressed stator movements. The reason is that the limit switch works only after the
difference exceeds half of the nominal gap, and even in this case stronger feedback in observer tends to

result in larger controller output than the input voltage limit of the electromagnets, which means this effort

is in vain.Furthermore, even if the second stronger feedback works, the low noise quality of AVS is reduced

because unfiltered sensor signal is introduced directly into the control system. In order to solve this

problem and to make a good compromise between fast convergence of observer and satisfactory active-

vibration suppression in the whole gap range, adaptive bandwidth-regulation method is proposed to
replace the limit switch of MFC for AVS.

The main idea of the adaptive bandwidth-regulation method is to broaden the observer bandwidth

when fast convergence is needed, for example when large overshoot occurs in gimballing angles, and to

reduce the observer bandwidth when active-vibration suppression is the main purpose, for example at the
steady state. Moreover, in this method the saturation non-linearity of the input voltage of electromagnets

is also considered. The adaptive bandwidth-regulation is based on on-line characteristic identification.

As defined in Fig. 4, y_ Ipf is the output of AMF-AVS low-pass filter. Define the average value of

y _ lpf in one wheel rotational period as y _ ave. y _ ave is refreshed every one wheel rotational period.

The rule for determining when k2j and k,., should be turned on/off is depicted as follows.

Rule 3.1.

If [y _ ave I> 6, and ly-ave[ < 62'

then k.,, and kz2 are switched on,

else k2] and kzz are switched off.

In Rule 3.1, 61 is named as steady-state threshold, and is determined according to the index of

steady state and the amplitude of sensor noises, fi, is named as saturation threshold, and is determined

according to the input voltage limit of electromagnets and controller.

Rule 3.1 means that if theaverage difference of the observer output and the rotor position is much
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larger than the sensor noises and smaller than the saturation threshold, which can make sure the controller

output is less than the input voltage limit, the bandwidth of AMF-AVS observer is broadened. This kind of

bandwidth regulation can make the observer output follow the rotor position quickly and effectively.

Therefore the adaptive bandwidth-regulation method can improve system dynamic response while active-

vibration suppression is guaranteed.

Controller with Logical Derivative

Logical derivative was proposed in [3] to improve system dynamic response, especially to reduce

system overshoot. The controller with logical derivative is designed in such a way. First design a

Proportional- Integral-Derivative (PID) controller, then modify the derivative coefficient according to a

certain logical rule.

After introducing logical derivative the controller for single-axis gimballing control is designed as
follows.

u = k_,e + k i _edt + k'ak. (7)

In (7), u is controller output, e is the difference between position command and AMF-AVS

observer output,

k! = kd if (ek < 0 or in steady state)k d = klo_ck d else

kp, ki and k d are PID coefficients, k'd is logical derivative coefficient, kjo, ic is the modifying

coefficient for logical derivative and k_s_c >_1. As discussed above, If lel<63is satisfied continuously for

more than N, sampling periods then we say that system is ' in steady state '. Where 63 is the required

steady state error and N., is positive integer.

In the transient process, suitable k_ic leads to high controller bandwidth and phase lead, thus

logical derivative can improve system dynamic response. However, in the steady state, the controller with

logical derivative becomes a standard PID controller, hence logical derivative doesn't affect the stability

of the whole control system [3].

Nutation Damping

In this paper, a new nutation damping strategy is proposed to damp down the nutation deteriorated

by AMF-AVS and wheel external environmental disturbance torques. The nutation damping cross

coupling network for tilt loops is shown as follows.
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u.... = kk2, J.,of2 o
kma

_,-s: b

$2 + xs + (ao_o)" s-b

_:s: b 4_, "
s 2 +_:s+(aof_o)-' s-b

(8)

?
xs- b

In (8) s'- )2 is a bandwidth filter, and x is a positive real number.+ x.s + (cr0_ o s + b

filter, and b is a positive real number, k,,,, is nutation damping gain and k, > O.

is a low pass

The advantage of this nutation damping method is that the declining rate of nutation damping is

independent of wheel rotational speed because the parameters of the nutation-damping network are

functions of wheel rotational speed. In addition, by choosing a suitable nutation-damping gain, this

nutation damping method is easy to realize nutation damping for MBMW with large time delay.

Non-linearity Compensator

According to (3), a compensator for making up for electromagnetic non-linearity in the tilt loops is

designed as follows.

_ ,kNo _p, " (9)Uc,

In (9), u_ and u. are the non-linearity compensator outputs while q_ and _oe are the non-linearity

compensator inputs or the observer outputs.

ROBUST STABILITY

According to the above two_ections, we know that the closed-loop system containing the plant to be

controlled, i.e. MBMW itself, and AMFC's control loop is nonlinear and time varying. Therefore, the

following robust stability analysis follows an engineering method.

The AMFC only has its observer adaptively switched between two groups of parameters. One group

of parameters is [k,i ki: kz, _,_ k,_,_,n ]a=K,, the other group of parameters is [kll k,z k,_,.... kz_,.... ]___aK.,. If

characteristic variable [y-ave] is larger than a steady-state threshold 8_ and smaller than a saturation
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threshold 6., then K: is switched on as observer parameters, otherwise K_ is switched on. Since y_ ave

is the average value of y_lpf in one wheel rotational period, then y_lpf can be expressed . as

v_ lpf _ y_ ave + f(_, 2_,...), where _ = 2zr/T,, and T,, is wheel rotational period. Suppose that both

the closed-loop system containing K_ and the closed-loop system containing K. are exponentially stable.

Define area l={y_avelly_avel<_6,}, area ll={y_aveid_<iy_aveI<62} ' and area

11I = {y_ ave Ily-ave]> 62 }" Since 6, << 6._, then the stability analysis in area 1, 11 and III can be

carried on equivalently and separately in area I and H, and area 11 and II1. First consider the stability

in area I and H. If at time N_T W(N, is an integer), ly_avel >6, and K, is switched on, then an integer

N_, ( N 2 > N, ) must exist so that at time N2Tw, ly-avel <-a, and the observer parameters are switched to

K,. From time N2T,,., if ly-avel keeps smaller than 6j, then it will converge to zero and the amplitude of

f(f2, 2£2..-) will converge too. After time N2T,,, if ly_ave[ is larger than ,5, again, then it must become

smaller at another time NsT,, , (N s > Nz, N 3 is all integer). If K, and K 2 are designed suitably, then after

several times switches, the closed-loop system will converge to steady state. By the same kind of

discussion, the stability in area H and 111 can also be analyzed if the saturation non-linearity does not

make system unstable. As a result, If K_, K:, 6,, ,52 and controller are designed reasonably, after finite

times of switches the closed-loop system will enter steady state. In simulation, only one to three times
switches occurred.

According to the transfer function of the closed-loop system, the exponential stability and

robustness of the closed-loop system including K_ and the closed-loop system including K 2 are analyzed

separately. For the MBMW whose parameters are listed in Table 1, and the AM_FC's control loop whose

parameters are as listed in Table 2, the robust stability range of Jw, kEM, k,v,, kN,, f2, and cr as a whole,

i.e. [Jw/J,,,o k_/k_o k,w,/kN# o k_,/kv_, o _/.C2o or/or0]= _/Z0[1 1 1 11 1],isdemonstratedin

1
Table 3. Considering the time delay in electromagnets, which is modeled as _, where r is time

rs+l

constant and r = 0.01 sec, the robust stability range of Jw, ktM, k,v#, k,v_,, D, and cr as a whole is
demonstrated in Table 4.

For case H in Table 3, the root loci of the closed-loop system with respect to Z/E 0 is demonstrated

in Fig. 6, respectively. In Fig. 6, asterisks show the positions of the poles of the closed-loop system when

Jw, k_w, k_¢#, _:_,, f2, and cr reach their nominal values, i.e. E/Z 0 = I.

Table 1 parameters of MBMW

Jw O"

0.0129 kgm 2 1.85

k_ kN# ( kN, )

0.0448Nm/V 3.4225Nm

Vh N., ¢,.

0.8V 6 0.6deg

_g

0.6deg

C I ,C 3 ,C 5 C 2 , C._ ,C 6

0.004deg 0.0005deg
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!

K /7 k t gain I
i

32 10 121.2

Table 2 parameters of AMFC's control loop

k _,,am k,gam kl z kr,. z k: _ k=: a

150 15.64 1 2 0/20 0/5 25

k,,,,, - klo_,' 61 6.

r

Table 3 robust stability range of AMFC when r =0 sec

Case

A

B

C

D

E

F

G

H

kll

4'
4'
4,

4'

k12

4,
4,

4,

4,

4,

4,
4,
4,

k22

5

4,
4,
0

4,
4,

O"

1.6

4,
1.85

4,
1.6

4,
1.85

r(_m)

I000

6000

1000

6OO0

1000

6OOO

IOO0

6000

_Zo

0.7- 1.24

0.6- 1.25

0.7- 1.24

0.6 ~ 1.25

0.6 ~ 1.47

0.4 ~ 1.47

0.5 ~ 1.47

0.4 ~ 1.47

Table 4 robust stability range of AMFC when r =0.01 sec

Case A B C D E F G H

Z/Z 0 0.7 ~ 0.6 - 0.7 ~ 0.6 ~ 0.6 ~ 0.4 ~ 0.6 ~ 0.4 ~
1.03 1.0 1.02 1.0 1.03 1.0 1.02 1.0

SIMULATION

The AMFC method, MFC method [2], and H,, control method [1] are simulated for comparison.

Both AMFC and MFC use the same kind of non-linearity compensator proposed in this paper. The

parameters of MBMW are listed in Table I. The parameters of AMFC's control loop are as listed in Table

2. MFC has the same parameters as AM.FC except for adaptive mechanism, logical derivative, and

nutation damping. The H® controller is an eighth-order controller. The characteristics of electromagnetic

non-linearity are shown in Fig. 7. In simulation, a step external environmental disturbance whose

amplitude is O:.0005Nm is inserted in q_ channel. The simulation results are shown in Fig. 8(a, b)- Fig.

12(a, b).

Fig. 8(a, b) ~ Fig. 11 (a, b) show the true values of the gimballing angles when MFC/AMFC control

method is used and when the wheel rotational speed is lO00rpm and 6000rpm, respectively. Fig. 12(a, b)

show the true values of the gimballing angles when H._ / AMFC control method is used and when the

wheel rotational speed is 4000rpm.

Simulation results show-that both AMFC method and MFC method are robust against wheel
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rotational speed in a large range and have much better active-vibration suppression compared with H,.

control method, although by using H_ control method almost no overshoot occurs. However, compared

with MFC method, AMFC method keeps much smaller overshoot and shorter settling time for different

wheel rotational speed and different position commands. Simulation results also show that the new

nutation damping method is very effective for a large range of wheel rotational speed.

Although in simulation the AMFC method is only applied to a specific MBMW, the AMFC method

is easy to be applied to any kind of actively controlled MBMWs. Furthermore, the AMFC method is also

easy to realize in practical engineering. Applying the AMFC method to a prototype actively controlled

MBMW owned by ISAS is being considered.

CONCLUSION

In this paper adaptive model following control method is presented. This method relies on adaptive

bandwidth-regulation mechanism, controller with logical derivative, new nutation damping network and

non-linearity compensator. Consequently this method is convenient to make compromise between

dynamic response and active-vibration suppression at harmonic frequencies of the wheel rotation, and to

damp nutation of the wheel rotor while keeping the closed-loop system stable.

Study results show that this method has great capability of active-vibration suppression, good

dynamic response, and satisfactory nutation damping for a large range of wheel rotational speed. The

robustness of this method with respect to system uncertain parameters is also strong. Therefore it is easy

and possible to realize high-accuracy spacecraft attitude control by using the MBMW controlled by the

AMFC method. Now, applying the MBMW controlled by the AMFC method to spacecraft attitude control

is being considered.
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ACHIEVABLE ROBUSTNESS COMPARISON OF POSITION

SENSED AND SELF-SENSING MAGNETIC BEARING SYSTENIS*

Nancy Morse Thibeault t Roy Smith-* Brad Paden _ James Antaki ¶

ABSTRACT 1 INTRODUCTION-

Two options for the control of a magnetic bear-

ing system are considered and compared for

achievable robustness. The first of these, the

position sensed configuration: uses a measure-

ment of the position of the rotor for feedback.

The second configuration, the self-sensing con-

figuration, attempts to achieve closed-loop sta-

bility and robustness using only a measure-

ment of the electromagnet coil currents. We

derive limits, independent of the choice of lin-

ear. time-invariant controller, on the achiev-
able robustness in each case. We also consider

how these limits change with changing bearing

physical parameters as well as closed-loop sys-

tem bandwidth and controller relative degree.

Finally, we consider an example magnetic bear-

ing system in order to determine the magnitude
of these bounds for a real system.
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Commonly used sensors, for the purpose of

controlling a magnetic bearing system, are
position sensors and current sensors. Posi-

tion measurement is attractive because it pro-

vides direct information on the system prop-

erw which is typically most important to reg-

ulate, the rotor position. However, achieving
closed-loop stability by: current measurement

alone (known as the self-sensing bearing con-

figuration) is desirable because of the low cost

and simplicity of current sensors. Attracted

by these potential benefits, many- researchers

have studied and implemented magnetic bear-

ings using the self-sensing configuration [1]-[5].

However. these investigations have typically

shown this configuration to yield low robust-

ness to system unmodeled dynamics [1]-[6]. In
the following development, we will offer an ex-

planation of these findings by showing that the

self-sensing confignration is particularly lim-

ited in. its achievable robustness for any inter-

nally stabilizing, linear, time-invariant (LTI)
controller. We show that these robustness limi-

tations increase further with constraints placed

on the closed-loop system bandwidth and con-

troller relative degree. We will also investi-

gate how the choice of magnetic bearing sys-

t.em parameters affects these robustness limits.

In addition, we derive bounds on achievable ro-

bustness for the position sensed magnetic bear-

ing configuration: however, we show that these

bounds are typically much less restrictive than

in the self-sensing case.
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Symim{ . Description "2 BASIC MAGNETIC BEARING

SYSTEM MODEL

The system we will consider is the two-

pule, single degree-of-freedom ma_aetic bear-

ing shown in Figure 1. This _'stem represents

t.he fundamental building block for many more

complicated magnetic bearing s3'stems, and, as

such. it offers the essential design challenges

associated with magnetic bearings without un-

necessary, complexity. For our model deriva-

tion., we will make the following assumptions

about our system. _Ve assume that the levi-

tated bar moves in only one degree-of-freedom,

the x direction. In addition, we do not allow

for any rotation or bending of the bar. This

leads us to conclude that the gap len_hs GL

and G2 must be the same when measured from

either pole of the given electromagnet. The

point at which Gt -- G2, centered between

the electromagnets, is an unstable equilibrium

point; thus, active feedback control is required

to achieve stability about this point. A list of

the bearing system parameters is included in
Table 1.

G 2

I

k.
Figure 1: Two Electromagnet Magnetic Bearing

System

A linearization of the bearing d.vnamics about

,_lfj

N

.4_
m

Go

Permeabilit:¢ of air

The tmtnber of turns in each coil

Cross sectional area of the air gap
Mass of the bar

The nominal gap value

R

Io
%

k!

The resistance of each coil

The bias current

The bias voltage

The coil inductance L =
2_7a

The current force constant kr =

The position force constant/q, = k
/'Gn

Table 1: Magnetic Bearing Parameters

the operating point

[0 0,0 -/0 0 0]', (1)

where I0 is a constant bias current, and making

the following definitions Ic := (Ii + 12)/2 and

T'_ := (_;. + V2)/2, yields the linearized bearing

system model:

= k_z + krI¢ (2)

R I0. 1.
io= -T;o- + (a)

For this sTstem there are several choices of

measured outputs. In this paper we will an-

alyze and compare two measurement config-
urations. The first uses a measurement of

the rot.or position x. We will refer to this as

the Position Measurement (PM) configuration.

Another output option is to measure the cur-

rent Ic. We refer to this as the Current Mea-

surement (CM) (or Self-Sensing) configuration.

Transfer function representations of the PM

and CM confiNlrations, respectively, are given

564



below.

L

,j,._,(._) = ;(.,) = _.:,+ {-.._'_- _k_ _ds)

_(s2- k,,)
_c,_,(s) = It(s)= s._-2-_o7 -_L. __(s)

-- -E " -- -E "" z

(4)

(5)

Both of these transfer tractions are control-

lable and observable and share the characteris-

tic equation s 3 + _s 2 - _kz which has one real,

unstable pole which we will denote Po, and two

other stable poles. The CM configuration, a

SISO system, has a real, non-minimum phase

(NMP) zero located at s = _ which we de-

note z0. The PM system has no finite trans-
mission zeros.

We next consider the closed-loop system with

P, representing the magnetic bearing system in

either the PM or CM configuration, in feedback

with the controller, C. This closed-loop s2,.'stem

has a loop gain of L = PC along with sensitiv-

ity and complementary sensitivity functions S

and T as follows:

1 L(s)
S(s) := r(s) :=

z + L(s) 1 + L(s)" (S)

From this we see that the poles of L are zeros of

S and the zeros of L are zeros of T. Therefore,

the following relationships hold: S(p0) = 0,

T(po) = 1. In the CM configuration, the fol-

lowing relationships also hold: SCM(z0) = 1,

and T c'_ (zo) = 0.

In the following development, we will inves-

tigate certain limits on the achievable sensi-

tivity and complementary sensitivity reduction

which result from the interpolation conditions

on S and T Even above. Additional con-

straints on S and T can be derived by consid-

ering their behavior at high frequencies. For

practical systems, L(jw) -+ 0 as w -_ _c.

Thus, S= t _ _0asl+r,O) _ 1 and T = l+r.(,}
w -+ e¢. In fact, not only are the magnitudes

of S and T bounded at high frequencies but

also the rate of convergence of each is bounded,

the rate bound depending on the relative de-

gree of L. These high frequency constraints

on S and T can provide additional robustness

and performance limits for our magnetic bear-

ing sy.stem as we will show in the development

that follows. The following constraint, adapted

from [10], will be imposed upon our magnetic

bearing system to determine the effect of such

high frequency affects as finite closed-loop sys-

tem bandwidth and non-zero controller relative

degree on the achievable robustness of our sys-
tem.

Constraint 1 Let w: be .equal to the desired

bandwidth of T and let k be a non-negative

integer equal to the relative degree of L. Then

given p E IR, 1 >_ p > O, let S and T be

constrained in high frequencies as follows:

IS(ja;) - l[ = lT(jw)l < p (_-._,) J'

In the analysis that follows, we will employ the

7/_ system norm which is defined for a stable_

LTI, SISO system G(s) as follows:

Ilall= :-- sup la(J_)l.

3 MEASURES OF ROBUSTNESS

We now introduce two measures of robustness

based on the sensitivity and complementary

sensitivity functions. We will use these robust-

ness measures in the following development to
bound the achievable robustness of our various

s3.'stem configurations.

A classical measure of robustness for SISO sys-

tems is the distance from the Nyquist plot of
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the system loop transfer function L to the criti-

cal poir,t (- l, 0).. This distance is exactly

Therefore, large values of []Sllx imply poor ro-

bustness for SISO _. stems.

Similarly, constraints of the form [[T(s)[[= > ;3

are directly linked to classical gain and phase

margin ideas of robustness for both MIMO

and SISO .systems. The block diagam of Fig-

ure 2 represents our magnetic bearing _'stem

model P, perturbed as P(1 +A) where A is an

unknown, norm bounded perturbation. The

transfer function seen by A, an output mul-

tiplicative uncertainty in the plant, is simply

-T. Thus, from the small gain theorem [13],

Figure 2: Bearing System with Output Multi-

plicative Perturbation

we have the following result.

Remark 2: Output Multiplicative Stabil-

ity Margin The system of Figure _ is guaran-

teed to remain stable for all unknown bounded

systems A su-ch that

1

I1 11 < =,1 (8)

and there exists a destabili.nng LTI system /x

satisfying:

1

II ll -IITII (9)

4 ROBUSTNESS LIMITS OF THE

PM CONFIGURATION

4.1 SENSITIVITY BOUNDS

The P.M system is a SISO system with an tin-

stable pole. Therefore, the following integral

constraint on the sensitivity function holds [9]:

fo_CloglSPX'(Jw)ldw = _Po. (10)

Since P0 E IR, Po > 0. this constraint tells us

that for some frequency range, [SP_s(jw)l > 1.
Thus,

IIS''ll > 1. (11)

If we constrain S TM at high frequencies as _ven

in Constraint 1, the peak magnitude of S TM

overall increases. The following theorem char-

acterizes this phenomenon more precisely.

Theorem 3 Consider P to be the linear model

of our PM magnetic bearing system given in

(j) with unstable pole Po. Assume C is an LTI,

internally stabilizing controller for our system

in feedback as shozen in Figure 2. Denote the

sensitivity function for this closed-loop system

as S TM defined as in (6) and assume that the

high frequency bounds of Constraint 1 apply.

Then the following bound holds:

r=_,_IIS' ll= > et ....

Proof: The proof combines the procedure

outlined in the proof of Theorem 3 of [9] with

the high frequency, constraint analysis of [10].

Note that the bound derived above on IIS  l]=
requires the condition that k > 2. However,

since k is the relative degree of L and PP'_ it-

self has a relative degree of 3, this condition is

always satisfied.
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4.2 COMPLEMENTARY SENSITIV-

ITY BOUNDS

Siace our PM magnetic bearing system is an

unstable, minimum-phase system, we may use

Lemma A.1 of [9], to deduce the following
bound:

IIT" tI > 1 (12)

Note: To derive this bound, we make the as-

signment f(s) = TP_(s) in Lemma .4..1 of [9]

and employ the fact that TP_(po) = 1.

With the application of high frequency con-

straints on T, its lower bound will increase fur-

ther as shown in the following theorem.

Theorem 4 Consider P to be the linear model

of our PM magnetic bearing system given in

(._j and Po its unstable pole. Assume C is

an L TI, internally stabilizzng controller for our

system connected as shown in Figure 2. De-

note the closed-loop complementary sensitivity

function as T Pa defined as in (6) and assume

that the high frequency bounds of Constraint 1

apply. Then if we define

¢c := tan -z (_c/po)

z/2

I(¢c) := Cl2(2¢c) + Cl2(rr - 2¢c)

where Cl2 is the Clausen integral [11], the fol-

lowing bound results:

Proof: The proof of this result combines

the analysis of Theorem 2 of [10] with that of

Equation (12) above. •

5 ROBUSTNESS LIMITS OF THE

CM CONFIGURATION

5.1 SENSITIVITY BOUNDS

Through the application of Poisson's integral

formula, Freudenberg and Looze [9] derive the

following bound on the sensiti,dty hmction of

any linear, tirne-invariant system, such as our

linearized bearing system in the CM configura-

tion, with an unstable pole P0 and a NMP zero

z0 that is stabilized by a linear, time-invariant

controller.

i

iIS¢.,,ii > !p0+ zo (13)
!po - zo

Notice that this bound becomes infinite as po

and :o approach each other.

If we constrain S c'_ at high frequencies as _ven

in Constraint 1, then we obtain the following

bound on the sensitivity function which, as

we will show later using a practical example,

can be a more restrictive bound than Equa-

tion (13).

Theorem 5 Consider P to be the linear model

of our CM magnetic bearing system given in

(5) and C to be an L TI, internally stabilizing

controller for our system in feedback as shown

in Figure 2. Denote the sensitivity function for

this closed-loop system as S ¢'_ defined as in (6)

and assume that the high frequency bounds of

Constraint 1 apply. Let Po and zo denote the

RHP pole and zero of P, respectively. Then if

we define

,-r/2

_b, := tan -z (w¢/zo)

go

d_9..o(U;) := _-T---_xidw,
"0 q-

the following bound holds:

tls"H >_,,o+ ;=,o,
I Po - zo I
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Proofi The proof is asimple modification of

Th_,orem l of Freudenberg and Looze [9 i. •

5.2 COMPLEMENTARY SENSITIV-

ITY BOUNDS

Bounds on complementaD sensitivity can be

derived using similar techniques. From LooTe

and Freudenberg [10], we have for our CM con-

figuration:

Zo +p0

[IT¢'I[°° -> zo - po "
(14)

Additionally, Looze and Freudenberg [10] show

that high frequency limitations on the magni-

tude and convergence rate of T TM further con-

strain the achievable complementary, sensitiv-

ity reduction. If we bound T TM at high fre-

quencies as shown in Constraint 1, we obtain

the following bound on the achievable I[TC-_[[_.

Theorem 6 Consider P to be the linear model

of our CM magnetic bearing system given in

(5) and C to be an LTI, internally stabilizing

controller for our system connected as shown in

Figure 2. Denote the closed-loop complemen-

tary sensitivity f_nction as T TM defined as in

(6) and assume that the high frequency bounds

of Constraint 1 apply. Let I_ and zo denote the

RHP pole and zero of P, respectively. Then if

we define ....

towing bound re_ulta:-

:o - Po

(a-:)

(a-I)

Proofi This proof closely parallels that given

in Theorem 2 of[10[. •

Notice the similarity of these bounds with the

PM bounds given in Section 4. For the CM

bounds, the termini replaces the quantity

1 in the PM bouncfs'._-'_a'us, the CM bounds are

typically much larger than the PM bounds.

6 DESIGN IMPLICATIONS

In order to give realistic numerical values to

the robustness and performance limitations de-

rived above, we evaluate them for a real mag-

netic bearing system. For this purpose, we con-

sider the MBC500 mag-netic bearing system [8]

which has the parameter values _ven in Ta-

ble 2. For a magnetic bearing system with

these parameter values, the unstable pole and

non-minimum phase zero are, respectively,

P0 = 248.55 rad/sec z0 = 295.73 rad/sec.

¢c := tan -1 (w:/po)

_-/2
¢:

Cl.2(O) := - f0elog (2sin 2)dz

t(¢,) := cl.,(2¢,) + -

where CI2 is the Clausen integral [11], the .Col-

_o : 4,'r x 10 -r w.._kA-rtl

N : 220 turns

A 9 : 4.84 x 10 -.5 m 2

m • 0.1315 kg

Go : 0.4 mm

R : 2.2 ohms

I0 : 0.5A
L : 3.68 mH

1N4 mm
kt • 7.00 x _,

k, : 8.74 x 104_

Table 2:MBCS00 Magnetic Bearing Parameter
Values
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Table 3 below contains an evaluation of the

bounds on ilSi[_ and IITII_ _ven in Equa-

tions (ll), (12). (13) and (I4) for both mag-

netic bearing configurations assuming no high

frequency constraints on S(ja,') and T(3_') and

given the parameter values specified in Ta-

ble 2. In addition, it gives a value of IlStl=
and liZtl_ which has been achieved by solv-

ing a #-Synthesis design and optimizing either

ilSll= or IITll=. Notice that the lower bound

values and the achieved norms differ by only

a small amount for each configuration. This

indicates that the lower bounds capture accu-

rately the fundamental system properties that

are limiting the achievable sensitivity or com-

plemental, sensitivity reduction in each con-

figuration.

IlSll= Lower

Bound

CM PM

Bearing Bearing

11.538 1

][Tll= Lower 11.538 1

Bound

IlSll= 11.578 1.0235
Achieved

IITI[= 11.564 1.0349
Achieved

Table 3: Upper and Lower Bounds on IlSll_ and

IITII_ for each Configuration

6.1 ROBUSTNESS LI_IIT EVALUA-

TIONS

6.1.1 PM CONFIGURATION: All

magnetic bearings in the PM configuration sta-

bilized by an LTI controller satisfy the follow-

ing bounds:

IIS "l[= _>1 and ItT" tI= > 1
(15)

as we showed in Equations (11) and (12). Fur-

thermore, the sensitivity and complementary

sensitivity bounds of the PM configuration

are affected by high frequency magnitude con-

straints of the type Nven in Constraint 1 as

shown in Theorems 3 and 4. Figures 3 and 4

show how these lower bounds on IIS  ll= and

I1T'_tI= are affected by choice of w,, p and k.

Notice that the most sig-nificant factor leading

to high sensitivities is the closed-loop band-

width a,'c. The highest bounds occur when low

a_¢ is combined with high k or low p values.

This is simply the classic "water bed" effect.

• 1.

i lA

:.. %

p_.7

, , , , , , ,|

,¢

II_md _ I_' Na_m $1S_. p=.l

,#

2

111 b

: ',!

_I_ \ _ .

".. .,%

"%. i1_

I

, , , i i , ,a

% tl,lo*_l

Figure 3: Bound on PM Configuration IIS_'ll,_
for Varying we: P and k

6.1.2 CNI CONFIGURATION:

The plots given in Fi_Jre 5 show how the
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Figure 4: Bound on PM Confi_ration HTF_H_o

for Varying we: p and k

bound on [ISC'_l[oo in Theorem 5 for the CM

system varieswith differentvaluesofwe, p and

k. Similarly,Figure 6 shows how the bound

on [[T°'[]oo from Theorem 6_varies as we

change w_, p and k. Again, the largest factor

affecting peaks in S TM and T c_ in Figures 5

and 6 is low closed-loop bandwidth o;c. In

addition, combining low _c with small values

of p or high values of k produce especially

high peaks. This has important implications

for controller desigzL A primary reason for

choosing the CM configuration is the low cost

associated with having no position sensor.

However, if high bandwidth is required in

order to achieve acceptable robustness and

1#

m

'O ] ,0'

lo'

1o'

Figure 5: Bound on CM Configuration [[Scu[[oc

for Varying we, p and k

performance, then the configurationmay cease

to be a low cost option.

_Ve now consider the effect of varying the bear-

ing system parameters on the sensitivity and

complementary sensitivity bounds. We first

make the observation that in the CM case,

both []SC'_J[oo and are bounded by the

same quantity.. Define

BcM :=

From equations (13)

P0 +z0]. (16)I

P0 - z01

and (14) we see that

Fig-IIS - ll= _>BcM and IIT  II= >_BCM.
ure 7 shows how this lower bound on both
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IIS "ll= and IIT "II= in the CM case varies as

the system parameters R, I0, Go, m, and N2Ag

vary. Each plot varies only one parameter at a

time, spanning a range of fl=50_ of its nominal

MBC500 bearing system value, while holding

the other parameters fixed at the x_lue used in

the MBC500 bearing system.

All magnetic bearing systems have some inef-

ficiency due to eddy currents, hysteresis, flux

leakage, etc. For practical magnetic bearing

systems, a constant ? called a derating factor,

multiplying the force dynamics as shown be-

low, is used to account for this loss in the sys-

2_

20

k_ _t A •

Aa _a4P_ •

110 120 140
_lOe Of IIC=O0 Pe_raomr V_

Figure 7: Bound on C_I Confi_ration IISC_Hoo
and IITc._ for Varying Bearing Pa-

rameters R: Io.. Go: m.. and N_A_

tem.

= + k I,)

Figure 8 shows how the bound on IISC llooand

[IT¢'_tloovaries as ? varies from 0.5 to 1. Typ-

ical values for this derating factor are 0.6 or

0.7. Note from Fig-ure 8 that for the MBC500

bearing system in the CM configuration, a de-

rating factor of 0.6 causes a 21% increase in

Bc,_,¢ from its underated value.

All of the plots in Figures 7 and 8 consider only

one parameter varying at a time; however, to

get an accurate view of the best and worst that

the sensitivity and complementary sensitivity

bounds can be in the CM case, we must vary all

of the parameters simultaneously. Varying R:

I0, Go, m, N_A_ and 7 simultaneously within

the ranges plotted in Figures 7 and 8 we find

the following best and worst case bounds, re-

spectively:

Bc_ = 2.0445 and Bct_ = 337.22.

(18)

Now considering BcM as a bound on llS  ll=,
in the case of BCM = 2.0445, the Nyquist plot
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for this system passes with a ball of radius

_ 0.5 of the critical point. The Nvquist2.044.-3

plot associated with the CM _'stem of bound

Bc._a = 337.22, however, passes within a ball of
radius l _ 0.003 of the critical point repre-

senting very poor robustness. Thus, the choice

of the bearing dimensions and other physical

properties can be critical to the achievable ro-

bustness of the controlled system when using

the CM configuration.

bearing model ia the CM configuration. %Ve

have shown, by considering the MBC500 bear-

ing s2ystem as a typical example, that the dif-

ference in these limits between the CM and PM

configurations can be signifcant.

However, we also saw in (18) and Figures 7

and 8 that the robustness limitations for the

C.kI configuration can vary significantly with

changing bearing physical parameters and sys-

tem properties such as closed-loop system

bandwidth and controller relative degree. Us-

ing the analysis provided above, a magnetic

bearing designer can use constraintson the

physicalproperties of a given bearing system

along with availablecontrollerbandwidth in-

formation,and closed-looprobustnessrequire-

ments to determine ifthe CM configurationis

a viablecontroloption fora _ven application.
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7 CONCLUSION

The CM magnetic bearing configuration, al-

though lower in cost and simpler to build than

a PM bearing system, suffers-from lower ro-

bugness to modeling uncertainties. The above

analysis shows theoretically the reasons for re-

duced robustness in the CM case, that is,

a near unstable pole/zero cancelation which

causes the rotor position to be nearly unob-

set,able in this configuration. In fact, limits

have been given, which can be computed for

any bearing s'ystem under consideration, which

bound the robustness achievable by any lin-

ear controller in feedback with the linearized
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SUMMARY

The problem of sensor runout in magnetic bearing systems has been largely overlooked due

to similarities with mass unbalance in creating periodic disturbances. While the effect of mass

unbalance can be significantly reduced, if not eliminated, through rotor balancing, sensor runout

disturbance is unavoidable since it originates from physical nonconcentricity between rotor and

stator. Sensor runout is also caused by nonuniform electrical and magnetic properties around the

sensing surface. To improve performance of magnetic bearings, we present an adaptive algorithm

for sensor runout compensation. It guarantees asymptotic stability of the rotor geometric center

and on-line feedforward cancellation of runout disturbances using persistent excitation. Some of

the advantages of our algorithm include simplicity of design and implementation, stability, and

robustness to plant parameter uncertainties. The stability and robustness properties are derived

from passivity of the closed-loop system. Numerical simulations are presented to demonstrate

efficacy of the algorithm and experimental results confirm stability and robustness for large
variation in plant parameters.

I. INTRODUCTION

Active magnetic bearings have a number of advantages over conventional bearings. These

advantages include elimination of lubrication system, friction free operation, operation capability

at temperature extremes and at higher rpm, reduced power consumption, and adjustable stiffness

and damping characteristics achieved through active control of bearing forces. The bearing forces

are also used for cancelling periodic disturbances, which, common in rotating machinery, cause

vibration, degrade performance, and sometimes lead to instability.

The dominant sources of periodic disturbance in magnetic bearings are mass unbalance and

sensor runout: Mass unbalance results from lack of alignment between the geometric axis and

the principal axis of inertia, and results in an unbalance force synchronous with rotor angular

speed. Mass unbalance can be significantly reduced in industrial applications, if not completely
eliminated, by rotor balancing. In comparison, sensor runout is unavoidable since it results

from manufacturing imperfections in the magnetic bearing assembly. Specifically, sensor runout

disturbance originates from lack of concentricity of the sensing surface, and non-uniform electrical
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or magnetic properties around the sensing surface. Unlike mass unbalance, sensor runout also

generates disturbance at multiple harmonics of angular speed. Despite differences between mass

unbalance and sensor runout disturbances, the control objective for their compensation is often

similar. Stabilization of the rotor about the geometric center, which is the objective for sensor

runout compensation, is often the objective for unbalance compensation.

Though few researchers (Setiawan, et al., 1999) have addressed the problem of compensation

of combined unbalance and sensor runout disturbances, there exists a large volume of research

on compensation of individual disturbances. Some of the early work on unbalance compensation

has been based on insertion of a notch filter in the control loop (Batty, 1988). The drawback of

this approach stems from negative phase of the notch transfer function which can reduce stability

margin of the closed-loop system and lead to instability (Knospe, 1991; Bleuler, et al., 1994; Na

and Park, 1997). Another approach for periodic disturbance cancellation is adaptive feedforward

control (Shafai, et al., 1994; Hu and Tomizuka, 1993), where fourier coefficients of the disturbance

are continually estimated and used for cancellation. These adaptive controllers, operationally

bear resemblence to the notch filters (Na and Park, 1997) and can result in instability, if designed

without considering the underlying structure of the system. To preserve stability of the closed-

loop s3rstem, Herzog, et al. (1996) developed the generalized notch filter and Na and Park (1997)

proposed variation of the least mean square algorithm. For improved performance in disk drives,

Sacks, et al. (1996) modified the feedforward controller to remove oscillations from the transient

response for faster parameter convergence. Other approaches that compensate unbalance while

ensuring stability include adaptive auto-centering (Lum, et al., 1996) and output regulation with

internal stability (Matsumura, et al., 1990). Both these approaches achieve rotor stabilization
about the center-of-mass.

Though unbalance compensation has been widely studied with the objective of stabilization

about the mass center, most users and vendors push for geometric centering accepting that the

real objective is to avoid seal or aero tip collisions. While geometric center stabilization has

been addressed by a few researchers (Hisatani and Koizumi, 1994; Song and Mukherjee, 1996),

both problems were investigated by Reinig and Desrochers (1986) and Mizuno and Higuchi

(1990). These results indicate stabilization about mass center or geometric center can be achieved

through cancellation of disturbance in the current signal or the displacement signal, respectively.

In a general and experimental approach for disturbance attenuation (Knospe, et al., 1996; 1997),

any form of rotor vibration that can be measured, can be attenuated using pseudo-inverse of the

pre-computed influence coefficient matrix. The stability and performance of the algorithm in the

presence of uncertainties were investigated, and experimental results were used to demonstrate

effectiveness_ The method decouples the problem into two independent control tasks, and while

it has been demonstrated to work successfully, there is no theoretical basis for stability of the

two interacting processes. Some of the other approaches employed for unbalance compensation

include robust control designs (Fujita, et al., 1993; Rutland, et al., 1994), Q-parameterization

control (Mohamed et al., 1997), and neural networks (Paul, et al., 1997).

In this paper we address the problem of sensor runout compensation with the objective of

rotor stabilization about the geometric center. This problem was recently investigated by Kim

and Lee (1997), where the open-loop influence coefficient method (Knospe, et al., 1997) was used

to suppress vibration at the fundamental frequency and at higher harmonics. Our approach to

the problem is based on traditional adaptive control designs (Narendra and Annaswamy, 1989)
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that guarantee both plant stability and convergence of unknown parameters in the persistency

of excitation. While such methods based on Lyapunov stability theory-have found applications

for stepper motors (Chen and Paden, 1993), they have not been used for the control of magnetic

bearings. To this end we design a simple, yet robust, adaptive feedforward controller for rotor

stabilization in the presence of sensor runout disturbances. The salient features of our controller

include simplicity of design and implementation, closed-loop estimation and cancellation of sensor

runout harmonics, asymptotic stability of the complete system, and robustness to significant

variation in plant parameters. The robustness of our algorithm does not require separate control

action; it is an artifact of passivity of the closed-loop system. Such inherent robustness provides

advantages over state-space approaches based on deterministic models. In such approaches the

disturbance harmonics are modeled using linear oscillators and estimated with an observer. In

the presence of parameter uncertainty, asymptotic stability of the observer is not guaranteed.

This paper is organized as follows. The mathematical model of the magnetic bearing with

sensor runout is presented in section II. The sensor runout compensation scheme is presented in

section III along with simulation results. The robustness of the closed-loop system to variation

in plant parameters is mathematically established in section IV. Simulation results presented in

this section indicate that large variation in parameters can be tolerated. Experimental results

are presented in section V. These results verify that asymptotic stability of the plant and sensor

runout compensation remain unaffected by significant variation in plant parameters.

II. MODEL OF MAGNETIC BEARING WITH SENSOR RUNOUT

Consider the magnetically levitated rigid rotor in Fig. 1. The rotor has two degrees of freedom

along the x and y axes; the displacements along these axes are measured by non-contact gap

sensors. The dynamics of the rotor along these axes, which are both inclined at 45° with the

horizontal, are decoupled but similar. Along the x axis, one may write

mft = F - m_, _ z_ g/V_ (1)

where m is the mass of the rotor, z is the rotor position, F is the magnetic force, and g is the

acceleration due to gravity. The magnetic force can be expressed as (Siegwart, 1992)

(ilo+I_ 2 (i_o-I_ 2]

F=k \ l_x / l+x / J (2)

where k is the magnetic force constant, l is the nominal air gap, il0, i20 are the bias currents in

the top and-bottom electromagnets, and I is the control current. By linearizing Eq.(2) about

x = 0, I = 0, Eq.(1) can be written as

rn_=Ksx+KcI, KsZ_2k(i_o+igo)/l 3, KcZ_2k(ilo+i2o)/l 2 (3)

where Ks and Kc are the magnetic stiffness and actuator gain of the magnetic bearing, respec-

tively. The true location of the rotor geometric center is not available for a magnetic bearing

with sensor runout. Instead, the gap sensors provide the signal xs

xs = x + d (4)
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A magnetic bearing system with sensor runout.

where, d, the sensor runout disturbance, can be expressed by the Fourier series

d = _0+ _ _, _i_(_t) + b, _(i_t) (5)
i=1

In the above expression, w is the rotor angular speed, n is the number of harmonics , a0 is the DC
component, and a_, b,, i = 1,2,.-.,n, are the harmonic Fourier coefficients. The effect of runout

can be inferred from the block diagram of the magnetic bearing control system in Fig.2. Unless

compensated, runout will seriously degrade performance of the system. Specifically, it will cause

undesirable rotor vibration and may ultimately result in failure.

III. SENSOR RUNOUT COMPENSATION SCHEME

III-A. ADAPTIVE SENSOR RUNOUT COMPENSATION (ASRC)

We present an adaptive controller for stabilization of the rotor geometric center to the origin

through estimation and feedforward cancellation of sensor runout. We propose the controller to

have the structure shown in Fig.2, where 5 is the estimated rotor geometric center, and d is the
estimated sensor runout, defined as

= x_ - d, d a= _o + Z _ sin(iwt) + b, cos(iwt) (6)
i=1

In the above expression, a0 is the estimated value of a0, and a_, b, are estimated values of a_, b=,

respectively, for i = 1,2,...,n. Using Eqs.(4) and (6), • can also be expressed as

• = =+ g (7)

where, d, the error in the estimate of sensor runout disturbance, is given by the relation

d'_ (d- d) = yr_ (8)

The regressor vector Y, and the vector of parameter estimation errors _, are defined as follows

Y_[1 sin(wt) cos(wt) sin(2wt) cos(2wt) ...... sin(nwt) cos(nwt)] T (9)

¢_[_0 _, _, _ _ ...... a. _.]_ (_0)
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Figure 2. Block diagram of magnetic bearing system with sensor runout.

where _0 ___a(a0- a0), and _, _ (a_- a,), b, _ (bi-_), i = 1, 2,...,n. For estimation and cancellation

of sensor runout, and stabilization of the rotor geometric center, we propose the control action

I = - _--_,1(Ks_ + mA_ + c_) , _ =/x(_ + A£) (11)

along with the adaptation law

¢ = FY,_ (12)

where/" E R (2"+1) ×(2"+1) is a matrix of adaptation gains, Ym is a regressor vector, defined as

1" z_ diag (_0,71,_'1,_f2,"/2,..-, .-. ,'_r*,"Yn), Ym zx KsY - rnY (13)

and c, A, and ?=, i = 0,1, 2,...,n are positive constants.

From the definition of Y and Ym in Eqs.(9) and (13), we can establish

yTI'Ym = O, YTI'Y_ = 0 (14)

Also, we define
?%

A A=yTFy m = _--_% (K_ + mi2w 2) (15)
i=0

and choose adaptation gains %,'_1,... ,% to guarantee 0 < A < 1. Substituting Eq.(ll) into

Eq.(3), the dynamics of the controlled rotor can be described by

rn_ = -K,d'- mA} - ce

Using the relation _ = _ +d from Eq.(7), and $ = _+A_ from Eq.(ll), the above equation can be
rewritten as

mS =md - K_d- c2

Substituting Eq.(8) and then using the relations in Eq.(14) and (15), we get

The closed loop system dynamics can now be described by

= -X_ + _ (16a)

$= re(l- A)

= r (16 )
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The following observations can now be made with respect to the closed-loop system.
Theorem 1:

Consider the sub-system described by Eqs.(16b) and (16c). For this system, (_, _) _= (0, 0) is
an asymptotically stable equilibrium.

Proof: From Eqs.(16b) and (16c) first notice that (_, _)= (0,0)implies ($, ¢)= (0, 0). Therefore,

(_, ¢) = (0, 0) is an equilibrium point. To show that this equilibrium is asymptotically stable, we

define the continuously differentiable, positive definite function

1

V(e,¢) =  m(1 - a) _2

The derivative of V can be computed as

+ _TF-I_, 0 < A < 1 (17)

Using Eqs.(16b) and (16c), we get

I?= 2 < 0 (18)

Since V is positive definite and f" is negative semi-definite, we conclude (e, _j _= (0, 0) is stable.

In addition, since f" is uniformly continuous, we use Barbalat's lemma (Khalil, 1996) to deduce

12 _ 0 as t _ oo. This implies e --. 0 as t _ oo. By differentiating Eq.(16b), we can show that

= t(t, _, _) is bounded. This implies that _ is uniformly continuous. Since e --- 0 as t --, co, we

once again use Barbalat's lemma (Khalil, 1996) to deduce t _ 0 as t _ _. Knowing _, $ _ 0 as
t --, _, we can conclude from Eq.(16b)

Y_ --, 0 (19)

It can be shown that there exist positive constants al, a2, and _, such that

¢_2ar >_ ymyT d'r >_ alI
.It

where I is the identity matrix. Therefore IF,, is a persistently exciting signal (Khalil, 1996). This

implies from Eq.(19) that _ _ 0, as t _ _. Knowing e, _ _ 0, as t _ _, we can now assert that

(_, 4,) - (0, 0) is an asymptotically stable equilibrium. This concludes our proof.
Lemma 1:

The origin of the closed-loop system in Eq.(16), (_,_, _) - (0, 0, 0), is an asymptotically stable
equilibrium point.

Proof: The _losed loop systerii in Eq.(16) is an interconnected system of the form

_ = f_ (t, z_, z_) (20a)

z2 = l_(t, z2) (20b)

where z_ _ e, and z2 _ (_ cT) T are the state variables of the two sub-systems. We know from

Theorem 1 that z2 = 0 is an asymptotically stable equilibrium of the sub-system in Eq.(20b).

Also, _._ = f2(t, z_, 0) has an asymptotically stable equilibrium point at z_ = 0. This can be readily

established from Eqs.(20b) and (16c). Using the asymptotic stability theorem for cascaded

systems (Khalil, 1996), we conclude (_, _, ¢) - (0, 0, 0), is an asymptotically stable equilibrium.
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Theorem2:
The coordinate (x,_,_) = (0, 0,0) is a stable equilibrium point for-the closed loop system

defined by Eqs.(3), (11), and (12).

Proof: Using Eqs.(7), (8), (11), (12), and (15), we can show that at (x,_,_) _= (0,0,0), we have

_____yT_ = 0, _=z+d=O, d --- (yT_ + yr = yTI"YmS = AS ----A(_. + )_2) =

Also, at (z, _, _) - (0, 0, 0), d = (_ - _) = $. Comparing with the expression for d above, we have

d= _ = 0, since A # 1. From Eqs.(3), (11), and (12), it follows that (_,_,$)= (0,0,0). Therefore,

(z, _, _) -= (0, 0, 0) is an equilibrium point. The fact that (z, x, _) _= (0, 0, 0) is asymptotically stable
can now be deduced from

(a) (_, 4, ¢) - (0, 0, 0) is an asymptotically stable equilibrium (follows from Lemma 1),

(b) the transformation matrix P that maps (_, 4, _) to (x, z, _)

0 A 0 _yT)
P _= (1 - A) _yr

0 E.

where E _ R (2n+l)x(2r'+l) is the identity matrix, is well defined and upper bounded, and

(c) the inverse transformation p-1 exists, and IJp-1 ][ is also upper bounded.

Theorem 2 establishes that the adaptive controller proposed herein guarantees stabilization

of the rotor geometric center through identification and cancellation of sensor runout disturbance.

III-B. SIMULATION RESULTS

Simulation results are presented here to demonstrate effectiveness of the adaptive controller,

discussed in the previous section. Though the controller was designed using a linearized model

of the plant, we use the nonlinear plant model to simulate the real situation. The bearing

parameters, which include rotor mass, magnetic force constant nominal air gap, bias currents,

magnetic stiffness, and actuator gain, were assumed to be the ones in our experimental hardware.
These values can be referenced from table I in section V. The Fourier

disturbance were assumed to be a0 = 10,

20
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_- _.=_10
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0
0.2 0.4
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Figure 3. Estimated parameters of sensor runout; true values are shown with dashed lines.

where the units are in micrometers. Higher harmonics of the disturbance were assumed absent.

The rotor initial conditions were assumed to be z(0) = -1.0 × 10-4 and _(0) = 0.0, respectively, in SI

units. The angular velocity of the rotor was assumed to be 1200 rpm. The simulation results for
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error gains A = 400 s -1, and c = 1200 kg/s, and adaptation gains F = diag (1, 2, 2, 1, 1, 0.5, 0.5)x 10-7

re�N, are shown in Figs.3 and 4. These figures indicate that estimation-of runout is successfully

completed within 0.:3 sees, and the rotor geometric center is effectively stabilized to the origin.

x

-SO

i i :: i i ! i
0 0.05 0.1 0.1S 0.2 0.2S 0.3 0.35 0.4

Time Is)

Figure 4. Stabilization of rotor geometric center in the presence of sensor runout.

IV. ROBUSTNESS TO UNCERTAIN PLANT PARAMETERS

IV-A. STRICT PASSIVITY OF CLOSED LOOP SYSTEM

In this section we establish that the adaptive sensor runout compensation (ASRC) scheme is

robust to uncertainties and/or variation in plant parameters. Specifically, we show that ASRC

guarantees stabilization of rotor geometric center and exact cancellation of sensor runout in the

absence of exact knowledge of rotor mass, m, magnetic stiffness, Ks, and actuator gain, Kc. To

this end, we estimate the values of these parameters to be rh, /(s, and R'c, respectively, and

modify our control action and adaptation law in Eqs.(ll) and (12), as follows

1 + + (21)
I = -_-_

Substitution of Eq.(21) in Eq.(3) indicates that the closed-loop system takes the form

K¢ FKc R ] =m_+ _-_c(rhA + c)_+ [_cc ( s +cA)- Ks Y:= rod- K,d (23)

Using Eqs.(8), (13) and (22), the right hand side of Eq.(23) can be simplified as follows

Using the identities _rTr_Z'rn = O, yTI_rn = 0, we get

md- K,d= _yT_ + mA$, h zx yTi,_,. _ = _ 7, (Ks + _ i2w 2) (24)
i=0

Substituting Eq.(24) into Eq.(23), we get the closed-loop system dynamics

M_ + C_ + g_ = _yT_ (25)
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where M, C, and K, are defined as follows

MAm(1-/X), C_ Kc= _(_A + c) - mA£, = Ks +cA) - Ks (26)

Ul

Strictly passive system

yl=e

y2=Ym 4)

Passive system
I

1' F-- I U2

Y_ "_-Ym i_"

Figure 5. Block diagram of closed-loop system in the presence of uncertainty.

The closed loop system, described by the dynamics of the rotor in Eq.(25) and the adaptation

law in Eq.(22) is represented by the block diagram in Fig.5, which is a feedback inter-connection

of two linear systems. The following observations can be made regarding these linear systems.

Len_rna 1: The linear system in the forward path in Fig.5, defined by the transfer function

s+A
G(s)= Ms 2 + Cs + K

is strictly passive if M, C, K > 0, and C - AM > 0.

Proof: If M, C, K > 0, G(s) is Hurwitz. Furthermore, if C - AM > 0, we have

C(jw) + G(-jw) > O, G(oo) = O, lim w2 [C(jw) + C(-jw)] > 0

Therefore, G(s) is strictly positive real (Khalil, 1996). The Kalman-Yakubovich-Popov lemma

can now be used (Khalil, 1996) to show that G(s) is strictly passive.

Leml'na 2: The linear system in the feedback path of Fig.5 is passive.

Proof: The adaptation law in Eq.(22) can be written as

ao = "yoRs _, ai = 7, [Rs +rhi=w2]sin(iwt)g, bi=Ti[Rs +r'ni2w=]cos(_t)g,

Using these relations, and defining

Ks + mi%a 2

P' = "r_(R, + mi=oo=)

for i = 0, 1, 2,.-., n, we can express the net energy flow into the system as

y2u2dt= Y_ dp_dt = Ks ao_dt + Z(Ks + rni2w2 ) isin(iwt)_ +'bicos(iwt)g dt
i=l

t n t:,,o
i=l JO

n

po
= +

i=l

= w[_(t)] - w[_(0)]

i = 1,2,...,n

(27)
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where W[¢(t)] is a positive definite energy storage function given by the relation

W[$(t)] _ 15 TMS, M z_ diag (Po,Pl,Pl,P2,P2,"',"" ,Pn,Pn)

From Eq.(27) we claim passivity (Khalil, 1996).

We now present our final result with the help of the following theorem.

Theorem 3: (Asymptotic stability and robustness)

The control and adaptation laws in Eqs.(21) and (22) guarantee asymptotic stability of

the equilibrium (x,_,_) = (0,0,0) of the magnetic bearing system in Eq.(3) in the presence of

uncertainty in rotor mass, m, magnetic stiffness, Ks, and actuator gain, Kc, provided the error

and adaptation gains are chosen to satisfy M, C, K > 0, and C - AM > 0.

Proof: Through proper choice of the error gains c, A, and adaptation gains "r_, i = 0,1, 2,..-, n,

we can easily guarantee M, C, K > 0, and C- AM > 0. Using Lemmas 1 and 2, we can then

conclude that the closed-loop system is a feedback interconnection of a strictly passive system

and a passive system. Using the passivity theorem from the appendix (Krstic, et al., 1995) we
claim (_, _-, _) - (0, 0, 0) is globally uniformly stable, and _, _ --, 0 as t -. oo.

Now, to show (z, x, ¢) -- (0, 0, 0) is an asymptotically stable equilibrium, we first need to show

that (_,_,_) - (0,0,0) is an equilibrium. This can be verified using Eqs.(3), (8), (21), and (22),

and is left to the reader. The fact that (z, _, _) = (0, 0, 0) is stable follows from

(a) (_, _, ¢) _--(0, 0, 0) is globally uniformly stable,

(b) the transformation matrix P(t) that maps (_,_, _) to (z,_,_) is well defined and [I P l[ is
upper bounded, and

(c) the inverse transformation p-1 exists, and [rP-* I[ is also upper bounded.

Finally, we prove (z, _, _) _ (0, 0, 0) as t _ oo. Since _, _ _ 0, _ --. 0. Also, from Fig.5 we claim

u_ = y2 --* 0. This is true since the mass-s)ring-damper system in Fig.5 cannot have zero output

for nonzero input. Since yT is persistently exciting, as discussed in the proof of theorem 1, v_ = 0

implies _ = 0, and d= yT_ = O. Also, d= (yT_+ yT$) = yr_ = yTl-_y,_ = O. We conclude the

proof by simply showing z =_(_ - d) _ 0 and _ _a_(_ _ _) _ 0.

IV-B. SIMULATION RESULTS

To demonstrate robustness of the adaptive controller to parameter uncertainties, we present

simulation results using the nonlinear model of our magnetic bearing. The nominal parameter

values were assumed to be the-ones in our experimental hardware; these values can be referenced

from table 1 in section V. The nominal values, along with the error and adaptation gains, satisfy
the asymptotic stability conditions in theorem 3, namely

M=1.94>0, C=1.97x10 _>0, K=4.8x105>0, (C-AM)=I.2x 103>0 (28)

The above values in SI units, which were computed from the expressions in Eq.(26), support the

simulation results in Figs.3 and 4. To demonstrate robustness, we over-estimate the uncertain

parameters, namely, rotor mass, magnetic stiffness, and actuator gain, by 100%. The Fourier

coefficients of sensor runout, rotor initial conditions, angular velocity, error gains, and adaptation
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gains were chosen as in section III-B. The results in Figs.6 and 7 indicate sensor runout is exactly

estimated and the rotor geometric center is successfully stabilized to t-he origin. These results

can be independently asserted from the conditions for asymptotic stability in theorem 3, namely

M = 1.44 > 0, C = 1.18 x 103 > 0, K = 2.4 x 105 > 0, (C- AM) = 0.6 x 103 > 0 (29)
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Figure 6. Sensor runout estimation for uncertain plant; true values shown in dashed lines.

A comparison of Figs.3 and 6 and Figs.4 and 7 indicates that the closed-loop system with 100%

over-estimated parameters has better transient response than the closed-loop system with known

parameters. This only indicates that the same set of error gains and adaptation gains will not

necessarily result in the same performance of different systems. It is obvious from the values

of M, C, K in Eqs.(28) and (29) that parameter uncertainty changes the forward path transfer

function in Fig.5. The time-varying feedback in Fig.5 also changes due to uncertainty.

, ................................................................................................
: ; : : : : ;

0 0.05 0.1 0.15
i f

0.2 0.25 0.3 0.35 0.4
Time (s)

Figure 7. Stabilization of rotor for uncertain plant in the presence of sensor runout.

V. EXPERIMENTAL RESULTS

In this section we present experimental data to validate the theoretical results presented in

sections III and IV. The parameters of the bearing and rotor assembly are as follows:

Table 1. Magnetic Bearing Test Rig Parameters

Parameter Value

rotor mass, m
electromagnetic force constant, k
nominal air gap, l
top eoil bias current,/10
bottom coil bias current, I2o
actuator gain, Kc
magnetic stiffness, Ks

2.43 kg
2.82 x 10 -e Nrn2/A 2
0.508 × 10 -3 rn

2.41 A
2.06 A

97.71 N/A
4.33 × l0 s N/m
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The adaptive controller was implemented in Matlab/Simulink TM environment and downloaded

to a Digital Signal Processor (DSP) board, manufactured by DSpace. The DSP board, sampling

approximately at 13 KHz, was used to control the rotor along both bearing axes, independently.

The runout disturbance was assumed to be comprised of two harmonics in addition to the DC

component. Under this computation load, the DSP allowed us to store ten signals, five per

axis, in real time. For the z axis we stored the estimated position, _, current, I=, and the DC

component and estimated Fourier coefficients of the first harmonic, _0=, _1=, bz_. The estimated

coefficients of the second harmonic were found to be negligible but could not be stored due

to DSP limitations. The sensor signal, x,, was regenerated from stored data _, _o=, az=, and

bz=, using Eq.(6). Since the second harmonic coefficients were used in the computation of _,

regeneration of x, from • in the absence of these coefficients lacks some accuracy. Our choice of

real-time signals for the y axis was exactly the same as that for the z axis.
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Figure 8. Trajectory of (a) estimated rotor geometric center and regenerated sensor signals, scale
1 V = 50 #rn (b) estimated Fourier coefficients of sensor runout, and (c) control currents, with
and without ASRC. The controller used known plant parameter values.

The electromagnets were driven by switching power amplifiers, product of Advanced Motion

Control, operating with 1.6 KHz bandwidth. To ensure negligible effects due to unbalance, the

rotor was well balanced and spun at the relatively low rpm of 1200. This speed is 20 times less

than the first critical speed of the rotor, and guarantees negligible effects due to flexibility, which

was not considered in our model. The error and adaptations gains of the adaptive controller,

given by Eqs.(ll) and (21), were chosen as

= 400 s -z, c = 1200 kg/s, F = diag(1.O, 1.7, 1.7, 1.5, 1.5) x 10 -7 rn/N (30)

In controller implementation, the derivative of the estimated position signal, _, was numerically

computed using the transfer function 2500s/(s + 2500). This eliminates potential problems arising

from infiltration of wideband noise into the sensor signal.
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Controller using known plant parameters We first present experimental results based on control

and adaptation laws in Eqs.(ll) and (12). In the control law, the values of m, Ks, and Kc were

taken from Table 1. The trajectory of the estimated rotor geometric center (2, 72)and regenerated

trajectory of geometric center provided by the position sensors (xs, ys) are shown in Fig.8 (a).

These trajectories indicate that while the sensors continue to provide geometric center positions

corrupt with runout disturbance, their estimated values are stabilized to the origin with ASRC.

It is seen from Fig.8 (b) that estimation of Fourier coefficients of runout are completed in 0.3

seconds. In the same time, sinusoidal variation in the control currents vanish in Fig.8 (c). These

zero steady-state control currents imply stabilization of rotor geometric center to the origin in

the absence of mass unbalance. Indeed, we can verify from Eq.(3) that the rotor would become

unstable if this was not the case. We ensured negligible mass unbalance effects in our experiments

through rotor balancing and by spinning the rotor at low rpm. Knowing that the rotor geometric

center has stabilized to the origin, runout disturbance was obtained from the Fourier coefficients

in Fig.8 (b). The trajectories of xs, ys in Fig.8 (a) also provide this information.

Controller using larger plant parameter values To demonstrate the robustness of ASRC to

parameter uncertainty, we used control and adaptation laws in Eqs.(21) and (22). The parameter

values rh, Rs, and Rc in the control law were chosen to be 25% larger than the values of m, Ks,

and K¢, respectively, provided in Table 1. The results obtained from our experiments are shown

in Fig.9. These results indicate that runout is eliminated and the rotor geometric center is

successfully stabilized to the origin despite error in the model used to construct the controller.
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Figure 9. Trajectory of (a) estimated rotor geometric center and regenerated sensor signals, scale

1 V = 50 ttm, (b) estimated Fourier coefficients of sensor runout, and (c) control currents, with

and without ASRC. To demonstrate robustness 25% larger parameter values were used.
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VI. CONCLUSION

This paper presents a simple, yet robust, algorithm for adaptive compensation of sensor

runout in active magnetic bearings. The algorithm is based on a rigid rotor model with no mass

unbalance and assumes the angular speed of the rotor to be known and constant. Using powerful

tools such as Lyapunov stability, persistency of excitation, and passivity, the algorithm is shown

to guarantee perfect cancellation of runout harmonics and stabilization of the rotor geometric

center. Through modeling, estimation, and cancellation of the DC component of runout, the

algorithm generates the equivalent action of integral feedback for elimination of steady state

errors. The algorithm is also robust to significant variation in plant parameters that include

rotor mass, magnetic stiffness, and actuator gain. The effectiveness of our algorithm is validated

through numerical simulations, as well as experiments. We present experimental data that

confirm stabilization of the geometric center of a rotor with negligible mass unbalance effects,

even when the modelled plant parameters are quite different. As compared to existing results on

compensation of periodic disturbances, our algorithm has the combined advantages of simplicity

of design and implementation, closed-loop estimation and cancellation of disturbances, stability

of the overall system, and importantly, robustness to parameter variation. Our algorithm can

also be used for compensation of mass unbalance, but in such applications the rotor will be

stabilized about its inertial center. Our future work will address the important problem of

combined mass unbalance and sensor runout compensation with rotor stabilization about the

geometric center.
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ABSTRACT

Current consumption of active magnetic bearings is an essential factor for the runnin_ costs and particu-

larly for the acquisition costs. The maximum value of the needed current defines the size of the power

amplifier, the diameter of the windings and the size of the slots etc. For the same lifting capacity, size and

costs can be reduced significantly by reduction of the current.

This paper analyses the current consumption systematically. At first it shows how the bias current pre-

magnetization can be replaced by permanent magnets. Different constructions are discussed. Further-

more, a control strategy will be presented, which minimizes the DC currents necessary for the support of

static loads. The avoidance of currents caused by imbalance compensation has already been discussed in

former papers. All three measures together are usable to reduce the current consumption of AMBs

significantly. Solely the transient currents are still required.

INTRODUCTION

One criteria to qualify and compare active magnetic bearings is the load capacity in relation to the vol-

ume. It is mainly limited by two parameters:

• the losses in_the windings

• saturation of the iron in the magnetic circuit

The saturation is a material specific parameter. It can be increased a little by variation of the material. A

reduction of percentage of silicon in the iron core material increases the saturation flux density but

decreases the specific resistance and causes higher eddy current losses. Materials that include cobalt are

very expensive and have a low specific resistance but a saturation density of more than 2T can be reached.

Hence the effect of saturation can not be reduced significantly by changing the material without increas-

ing the cost dramatically, the cross-sectional area of the iron has to be enlarged. If the cross-sectional area

of the iron is enlarged, there is less space for the copper of the windings. This means less total ampere-

turns and less force. The optimal design can only be found iterative. The total ampere-turns are
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also limited by the specific current densitv. Because of the cooling conditions, it mostly can not be

increased to more than 5-7 A/ram 2.

Reduction of the power consumptionis the only thing that can be done to increase the load capacity of an
AMB at the same volume overall. Thus, the lifetime cost can be reduced.

The total power consumption of an magnetic bearing consists of static currents, dynamic and transient
currents. Static currents are

• the bias current for premagnetization

• a DC current caused by static loads like the weight of the rotor

the dynamic and transient components are

• a current synchronous to the rotation frequency, caused by unbalance

• transient currents, caused by lifting of the rotor, changes of loads and other transient disturbance
forces.

In many cases, the static components have a bigger

dynamic ones. If there are mainly static loads, 0.05-0.1

ance in the windings[4][5].

a rea

figure 1 Winding space of an AMB

share of the total power consumption than the

W/N losses are produced because of ohms resist-

As already mentioned, the total ampere-turns

depend on the volume that can be filled with cop-

per. As can be seen in figure 1, there is some

space needed in the slot for isolation and due to
the round wire, a bulk factor has to be considered.

There is also an area which can not be filled with

windings, because the windings are coiled first

and than put to the iron core as a unit. Thus, the

effective winding space is limited to 75-80% of

the slot space [2]. Magnetic bearings with plates

from three-phase-motors are coiled slot by slot.

Therefore, the whole slot can be filled up with

windings and there is nearly no empty space left.

This is the reason for higher total ampere-win-

dings of this construction, the effective winding

space is more than 90% of the slot space.

Together with the availability of this plates, this

was the main mason to use this "kind of plates in
the constructions studied.

All of the named parameters have an influence on

the current consumption and load capacity, but do

not reduce current consumption as much as the implementation of permanent magnets (PlVl) does. They

can substitute the whole flux generated by the static current. This is mainly' the premagnetization, but also

static loads con be supported by the permanent magnets. The first is discussed detail in the following

three sections, the later is discussed in the section zero De-current control. Inbalance can invoke large
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amplitudes of harmonic current synchronous to the rotational speed. The reduction of this current by

means of unbalance compensation is well known Herzog et al. [6]). Applying this three measures,

• the permanent magneticpremagnetization,
• the zero DC-current control and

• the unbalance compensation,

current will only be needed for dynamic and transtent forces and to stabilize the system. Thereby the load

capacity per volume relation is significantly increased.

IMPLEMENTATION OF PERMANENT MAGNETS

PA

PA

ID

D

controller

P

figure 2 principle arrangement of an magnetic bearing

This means that a bias current I0 is driven

throughboth opposite coils of one axis. A

positive control current Ic results in a posi-

tive force, a negative current results in a

Figure 2 shows the principle arrange-

ment of an magnetic bearing without

permanent magnet. There is at least

one position sensor to measure the

distance between rotor and stator. The

position controller drives the current

commands to the power amplifier.
This allows the rotor to levitate in the

desired position. Electromagnetical

actuators can only deliver forces in

one direction, no matter in which

direction the current is driven through

the coils. To guarantee correct work-

ing of the position control at accepta-

ble dynamic performance, both force
directions are needed.

This can be reached by a differential

drive of the opposite coils of one axis.

Ic (clockwise)

negative force for this axis. This arrange-

ment also linearizes the bearing but always
needs a bias current which is half of the

maximum current, no matter how big the
toad is.

The constant flux generated by the bias

current can also be realized by the imple-

mentation of a permanent magnet. This

constant flux can be reduced or enlarged

depending on the sign of the control cur-

rent. This results in higher load capacity.

-_[controller

x(_)

.figure 3 principle arrangement of an magnetic bearing

with permanent magnet
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The permanent magnet,, can also compensate static forces as described in ZER() De-CURRENT C()NTR()L.

Another positive side effect is, that one power

amplifier can be economized and for a 4 pole

bearing only two power amplifiers are needed,
one for each axis.

There are two basic constructions to implement

permanent magnets into magnetic bearings: the

coplanar and the non-coplanar type. Coplanar

means that the flux of the permanent magnet flows

in the same plane as the flux generated by the

coils. From the analytical point of view, there is a

two dimensional problem. Possible arrangements

are shown in figure 8. The non-coplanar type has

fluxes in different planes, this leads to a 3D-prob-
lem.

As already mentioned, the two fluxes flow in the

same plane at an coplanar bearing. Therefore the

® ®

figure 4 finite element calculation of the example

shown infigure 5 with small leakage

coil flux has to be driven through the permanent magnets, which are made out of high energy materials

like samarium cobalt or neodymium iron boron. This is a problem, because this materials have a very

small relative permeability. This means that there is a massive additional air gap for the coil and a higher
current is needed to generate dynamic forces.

For coplanar bearings, an easy analytical model can be used to calculate the forces because the flux only

flows in two dimensions. Fig,re 5 shows the equivalent circuit for coplanar bearing neglecting the non-
linearity of the materials.

Hclpm Rp m n [c

@, ,©

_P*es Rfel

I }

figure 5 equivalent circuit of a coplanar bearing

To calculate the force of such an arrangement, several equations have to be solved. The first Maxwell-
Equation

can be simplified:
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Z HI = nl + H. . /p,,_ (2)

Together with

B6.46 = BF,,AF,,SF,, = B,,,,zAm,,S/,,, ,

and

6
B 6 = HS.u u, BF_ = HF_t_j.tlFe. Bp,,, = Hm,,.uu.up,,,. R6 -

u vA

lpm
Rpm - the force can be calculated by the following equation

A pm_ pm.U0

R_-
If,,

(3)

and

FB(I c, Bpm) =

.-)

As(2gonI c + Bpmlp,,,)-

A 5 Ip,_, A_ IF e )2
'ttO(25 + Ap, n • Lpm " .up,%+ Ate • LFe " _Fe]

(4)

A,5 is the cross-sectional area of the air gap 6,

Apm the cross-sectional area, Lpm the leakage

factor of this area and [prn the length of the per-
manent magnet, lre the middle length of the

whole iron with the relative permeability .UFe and

the flux density Bpm of the permanent magnet, n

is the number of windings for each coil and Ic
the current. As (4) shows, the force can be

increased with positive currents and can be

reduced with negative currents. This is the same
effect that can be realized with a bias current in

the windings.

Measurements and comparisons with 2D-FE-
calculations have shown that the force error of

this method can be less than 15%. Depending on
the current, the_maximum flux density in the iron

core and the eccentricity of the rotor, the error

can be reduced to 6% by implementation of the

',, \
\ t J

figure 6 massive leakage due to high current

density

geometry specific leakage factor. Less leakage can be seen infigure 4, which is without current in the coil

then infigure 6 which is with weakening of the field.

The realization of this kind of bearing is described in COPLANAR DESIGN.

Much more difficult is the calculation of the non-coplanar type. The flux generated by the permanent

magnet flows in the r-z-plane, the flux generated by the coils in the r-q0-plane. This means, that a 3D-
problem has to be solved.
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lqgure 7 equivalation circuit neglecting the resistance of the iron

The simplest model neglecting the resistance of iron, scattering and non-linear effects is shown in

figure 7, where R 1 is the resistance of the isolation of the laminations. Such a model is already explained

in [I ]. The model becomes difficult to calculate and to evaluate considering the nonlinearities and scatter-

ing. Another method is to compute the flux in the air gap generated by the coils in the r-q_-plane and the

flux generated by the permanent magnet in the r-z-plane separately. The addition of the flux vectors deliv-

ers the resulting flux in the air gap and the force can be calculated. The error of this calculation is bigger

than 40% in some cases. One reason for this massive error is the other operating point of the B-H-curve if

the two fluxes are considered separately. Better results can be expected, if the inner and outer boundary
condition is set to dirichl_t. This method allows to consider the bias flux as normal flux at the inner and

outer boundary. The 3d- finite element method is the only way to get good results. However this method

is very time intensive and difficult to handle.

COPLANAR DESIGN

Figure 8 shows possible arrangements of coplanar bearings. The bias flux of the permanent magnets can

be realized by axial, tangential orradial polarisation of the permanent magnet. It can be implemented in

the stator with polar or cylindric flux direction. An implementation in the rotor is also possible. The most

common arrangement is version b).

The coplanar as well as the non-coplanar type of bearing can be realized in 3-pole arrangement as well as

in 4-pole arrangement [7]. In opposition to bearings biased by coils, the 3-pole version with permanent

magnet does not have the advantage, that one power amplifier can be economized. Experimental studies

of three pole bearings without permanent magnets have pointed out that this system has a tendency to
become unstable.
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axial polarisation tangential polarisaton radial polarisation

g)

_.=_. - _ _
•

figure 8 Arrangements of coplanar bearings

X X

The reason is the electromagnetic:_l coupling of the axis and due to the accuracy of the fixed point DSP

controller the inaccurate coordinate-transformation for the three force axis in the 2 dimensional plane.

Figure 9 shows a 4 pole arrangement with two permanent magnets per pole. The plates are of an eight

pole AC-motor with 0.25 kW and have the number IEC 80/6-8.80. The outer diameter is 120mm, the

inner diameter is 80 mm with an air gap of 0.6 ram. The permanent magnets are made of Sm2Co17 with

an energy density of 225 k.I/m 3 and a remanence of I. 1 T.
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figure ll rotor force without current

Fi,,,ure lO shows the force den-

sitv that acts on the rotor sur-

["ace. The force has the same

size if the rotor is in centrical

position. The resulting force is
zero. If the rotor is moved in

the direction x, a force results

in the same direction.

Figure 11 shows the resulting
force if there is no current in

the windings.
The force characteristic

becomes more linear, if a per-

manent magnet is implemented

in. every slot of the plate (vari-

ant A in fig,lre 1).

Figure 1 shows some possible

implementations of permanent

magnets for a 3-pole bearing

realized with plates of an AC-
motor.

variant A

_1 I _.

variant B

i

variant C

figure 1 some arrangements of a coplanar bearing of type b infigure 8
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Figure 12 shows the results or' the FE-cal-

culation of variant A. There is a very good ..ooL
linearity between current and force. The

disadvantage of this solution is the high

force that still appears, when weakening

the field of the permanent magnet. The

reason is the high remanence of the perma- _"

nent magnets. The cu_e becomes more ._
steep, when the thickness of the magnets is "-"
reduced. However this reduction is limited

by the stability against demagnetisation of

the permanent magnets especially at high

temperatures.

current density [A/mm 2]

figure 12 characteristic diagram of one pole in figure 13

.® _ /<Z// //_-._,_,t \ \

3CO

i '\ \

-to 2

i,®

i

300

figure 13 computation of variant A with the FD- program PROFI

F

/

L/[
/

/
/

Figure 14 shows the cur'ms for the variants B and C. The characteristic becomes much more nonlinear.

The reason of this effect can be explained with the plots infigure 15. If the force is reduced by weakening

the field of the permanent magnets, another flux path appears, that generates a force. This effect is bigger

for variant C and leads to a bigger nonlinearity. Variant A is the auspicious design for a coplanar bearing

with AC-motor-plates. It has a nearly linear characteristic and offers the largest surface for permanent

magnets. This means highest forces without current. Beside the high cost for permanent magnets, the

main disadvantage is the small current force ratio.
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NON-COPLANAR BEARINGS

Figure 16 sho',vs possible arrangements of non-coplanar bearings. The bias flux of the permanent magnets
can be integrated in the rotor or the stator.

a) P_<

/ -i _, --

.i . l _

x

c)

e,

P.M implemented in stator PM implemented in rotor

P_

i

b)

I

X
figure 16 arrangements of non- coplanar bearings

_2

figure 17 arrangement with two bearings and two permanent mag-
nets

Non-coplanar bearings have

already been realized as 3

([3],[7]) or 4 ([2]) pole mag-

netic bearings. It can be point
out as a main technical advan-

tage, that there is no additional

resistance from the permanent

magnets in the magnetic cir-
cuit. There is less current

needed to generate the same

coil flux as in coplanar bear-

ings. However, the surface to

implement permanent magnets

is smaller than for coplanar

bearings. This means less

forces without current but a better current force ratio. Most of the constructions prefer variant a) of

figure 16. The permanent magnet, which has a thickness of 2 mm only, is very difficult to handle and to

obtain for such an construction with permanent magnet in the stator when IEC 80/6-8.80-plates are used.
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Be'_ond it. the surface of the permanent magnet in the v_uor i,, almost twice as large as the surface in the

stator. These are the main reasons, why an arrangemcn_ v. ith permanent magnets in the rotor is preferred.

Fivure 17 shows an arrangement with two bearings and _me permanent magnet for each bearing. The dis-

advantage or" such a construction is the need of t_vo _vindings for every axis of the bearing. Thus, the spe-

cific load capacity decreases. Another possibility is sho,.vn in//vure 1,'_'.The only stator modification, that

has to be done is a housing for the two bearings that
is made of a ferromaenetic

material. The rotor has to be

made of two parts to allow the ._HBI

assembly of the permanent

magnet disc. If the permanent

magnet is made of two halves

of a disk, only a slot has do be
machined. In this case, the

magnet should be fixed with a

bandage.

As already mentioned, the

force of an non-coplanar bear-

ing can only be computed with
the 3 dimensional finite ele-

ment method. For a better

oversight, figure I9 shows

I .zk.._¢"£2

PM

figure 18 arrangement with two bearings and one permanent magnet

only a quarter of the model of such a computation. The complete bearing is shown infigure 20.

When we assume, that both

bearings have the same load,

only one bearing has to be

computed, the other one can

be considered by symmetry'.

This reduces the computa-

tion time. The length of the
rotor is reduced to a mini-

mum due to the same reson.

The force generated in one

bearing without current is

shown in figure 21.

symmetry plane stator housing

rotor

permanent magnet

figure 19 one pole of the rE-model of the non-homopolar bearing
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figure 20 model of one complete bearing
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figure 21 loading capacity of one AMB without current
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Figure 21 shows the suitable force characteristic of the non-coplanar bearing. It can deliver more than

500 N per bearing from one permunent magnet only. Although the coplanar bearing has a higher load
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capacity then the noncoplan_type. The current force ratio of this bearing is higher. Thus, this bearing has

a better performance, if the dynamic forces are higher than the static ones.

ZERO DC-CURRENT CONTROL

z_ro CUlT_tll .

integral l(_in m(e_raler

t._ _

pr°p°rti°naJt'-_12gain I* 14J

[_ _ ,_ curr_nt command

dife_ntial gain differemiamr I+

I s I
i

i

O.O01s

ED

figure 23 modified PLD controller scheme for zero
DC-current

The usage of permanent magnets already

reduces the DC-current significantly. But if

the AMB has to support static loads like grav-

itational loads, a DC-current is still required.

This depends on the common control strategy

to keep the rotor in the centre of the bearing.
As already mentioned, outside the centre of a

permanent magnetic premagnetized AMB a

position can be found, where the specific

static force is supported by the permanent

magnets without any current. To move the

rotor to this position of force-equilibrium the

static behaviour of the position control loop

has to be changed. The current and not the

position deviation has to become zero for
t _ oo. For the common PID-control this can

be realised easily: The input to the integral

gain of the PID controller is no longer the position deviation, it now is the current. This scheme is shown

in figure 23. Stability of the closed loop is reached by a positive sign of the integral feedback. A low gain

is desired, because a high gain increases the compliance at low frequencies. If the gain is chosen small.

the stability margin of the underlying PD-controller is not touched.

From a practical point of view the range of displacement should be limited in order to avoid contact with

the stator and to keep a gap for excursions invoked by dynamic loads. If the rotor exceeds the limits, the

control is switched to conventional PID-control with the limit as desired position.
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figure 24 controller scheme for zero DC-current with displacement limitation

RED

Figure 24 shows the control scheme with displacement limitation. There are three operation modes: keep-

ing the upper limit, keeping the lower limit and enforcing zero current.

T
nega_:ve iimlt :eached(_2< -_I}_ _cs'-ziv _- iimi_ reached{UT>Ul 1

T

1 2

figure 25 controller operation mode switching for displacement
limitation

For all three modes one inte-

grator is used and only the

feedback paths are switched to

the input of the integrator to
avoid unsteadiness of the cur-

rent command. Figure 25

shows the three operation

modes and their switching con-
ditions.

Simulation results are shown in figure 26. The load is stepwise increased. As long as the limits are not

exceeded the current returns to zero. When the limits are reached, the DC-current increases. The dynamic

behaviour to the load steps is not affected by the switching between the operation modes.

The developed control scheme allows static displacement of the rotor within a given range to minimize

the DC-current consumption. It has to be checked for each application, whether displacement of the rotor
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ix tolerable and it so, which range can be allowed. The control strategy can also be combined with other

controller types than PID. Stability and performance has to be checked for both operation modes, conven-

tional integral _ain and zero current integral gain.

:- o ; !............................................................................................
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figure 26 operation of the zero DC-cun-ent control

CONCLUSION AND OUTLOOK

The power consumption of an AMB has been analysed first. The static currents can be reduced by the

implementation of permanent magnets. The realisation of the two principal constructions of AMBs with

permanent magnet coplanar and non-coplanar bearings, has been presented. The coplanar bearing deliv-

ers higher forces without current in the coils whereas the non-coplanar types have an higher current force

ratio. The presented zero-dc-current-controller reduces the static current. This means higher load capacity

and reduced life time costs. A coplanar bearing is the preferred construction, if there are mainly static

forces. If the dynamic ones are predominantly, the non-coplanar type is the right choice.

These statements are based on simulations. Shortly the rotor with the permanent magnets will be

finished and the two kinds of bearings can be compared in experiment.
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INSIDE-OUT CONFIGURATION ACTIVE MAGNETIC BEARING ACTUATORS

M.A. Pichot, J.P. Kajs, R.J. Hayes, J.H. Bent, A. Ouroua, and B.M. Rech

University of Texas at Austin

Center for Electromechanics

ABSTRACT

The University of Texas Center for Electromechanics (UT-CEM) has designed active

magnetic bearing actuators for use in a 5 MW flywheel alternator with a 700 lb (318 kg), 20,000

rpm rotor, under the sponsorship of the Department of Defense Combat Hybrid Power Systems

(CHPS) program. Because this machine incorporates an unusual inside-out topology (i.e., the

rotating portion of the flywheel is located outside the stationary components), unique inside-out

configuration magnetic bearing actuators are required. Permanent magnet bias bearings were

chosen for this application because of inherent low power requirements, low power losses, and

nearly linear current stiffness and positional stiffness. To verify performance, a bearing test fixture

was designed and built which permits static and dynamic force measurement. This paper discusses

bearing requirements, actuator design, predicted performance, and compares theoretical versus

measured bearing characteristics. A companion paper discusses control issues for this unique

magnetic bearing system [1].

INTRODUCTION

The CHPS program seeks to produce a new class of hybrid-electric combat vehicles with

significant advances in the areas of mobility, armaments, and defensive systems. One of the

distinguishing features of these vehicles is that all major subsystems will be electrically driven,

including a hybrid electric drive-train system, electric armaments and electromagnetic armor. An

illustration for the vehicle concept appears in figure 1.

UT-CEM serves as a subcontractor in this project, with the task of developing a flywheel

alternator to deliver pulsed power for weapons systems as well as load-leveling power for drive-

train components. High power electrical loads for the altemator include the following weapons

systems: an electrothermal-chemical (ETC) gun, high power lasers, and electromagnetic armor.

The alternator also provides power for AC induction traction motors used for propulsion and for a

fully active electromagnetic suspension system.

Since the flywheel alternator will be mounted onboard the vehicle, its weight and volume

are of prime importance. Accordingly, the alternator is designed to maximize energy density and

operate at high speed. Energy storage for this machine is 25 MJ at 20,000 rpm with an estimated

alternator weight of 1,310 lb (595 kg). It provides up to 5 MW peak power for intermittent weapon

systems loads and 350 kW continuous power for propulsion related loads.

This work was supported by the U.S. Defense Advanced Research Projects Agency under letter subcontract #4500152859.
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Flywheel Altemator

Bulkhead Separating
Crew

Right PFN Core
Stores

Flywheel Power
Converters

Left PFN Core St_res

ETC Gun Driver

High Energy
Batteries

¢

PFN: Pulse Forming Network ETC Gun: Electrothermal Chemical Gun

Figure 1. CHPS hybrid electric combat vehicle.

A cross-sectional view of the CHPS flywheel alternator is shown in figure 2 (note that the

alternator is a vertical axis machine in the vehicle). The inside-out topology shown is very efficient

in terms of maximizing energy stored per unit volume, but creates challenging bearing

requirements. Rolling element bearings were first investigated for use in the CHPS machine, but

proved unattractive for several reasons including: excessive roiling element bearing power loss and

heat generation for this continuous duty machine, difficult lubrication and cooling because the rotor

spins in a vacuum, and inadequate calculated bearing life.

For these reasons, a magnetic bearing system was selected over rolling element bearings,

despite increased complexity. Since magnetic bearings are the only bearing type that appears

compatible with the CHPS flywheel requirements, development of inside-out bearing actuators is

viewed as essential to successful flywheel design.

BEARING SYSTEM REQUIREMENTS

The bearing system for the flywheel alternator must have sufficient capabilities to deal with

rotor static and dynamic loads common to all high-speed machines. In addition, since mounted in a

combat vehicle with off-road capabilities, terrain loads are transmitted through the vehicle

suspension and will be present at the bearings. To reduce windage power losses, the alternator
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rotor operates in a vacuum, necessitating a vacuum-compatible bearing system. Cooling oil is

available in the stator shaft at 70-90°C. A summary of the magnetic bearing system requirements

appears in table 1.

Air Gap Flywheel Rotor

,mbo
Bearing
Laminations

Radial
Backup
Bearing

Assembly

Backup
Beadng
Assembly

Radial Magnetic Bearing

Flywheel
Stator

Combo
(Thrustand Radial)

Magnetic Beadng

Figure 2. CHPS flywheel alternator.

Hollow Shaft Area for:
Power Cables
Control Cables
Coolant Flow

Combo
Bearing
Thrust
Plate

3911,0009bw!m:

Table 1. Magnetic Bearing System Requirements

Maximum Speed 20,000 rpm

Normal Operating Speed Range 15,000 - 20,000 rpm

Load Capacity 2g dynamic load capacity (plus lg static load)

Maximum Power Loss -100 W per bearing

Frequency Response

Radial Actuators Bandwidth at least 10X machine rotational frequency [ 1]

Full load capacity at 2X machine rotational frequency

Thrust Actuator Bandwidth of approximately 10 Hz desired

Backup Bearing Requirements Provide support when magnetic bearings not levitated

Shut down from full speed with magnetic bearing system inactive

Provide support for short duration loads exceeding magnetic bearing load

capacity (up to 8g maximum)
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BEARING SYSTEM DESIGN

Magnetic Bearing Type

Permanent magnet bias homopolar (PMBH) magnetic bearings were selected for this

application based on studies showing reduced power requirements and lower losses compared to

heteropolar bearings [2]. An additional benefit of PMBH bearings is that control is simplified
because of nearly linear current stiffness and positional stiffness characteristics.

Although PMBH bearings have been described in the literature previously [3], the CHPS

machine presents an unusual application due to its inside-out topology. Since the rotational portion

of the bearings is positioned outboard of the stator at a relatively large radius, bearing rotor

laminations must withstand higher stresses than in conventional magnetic bearings. In addition, the

magnetic air gap grows larger with increasing speed, instead of decreasing as in conventional

configuration bearings. These factors complicate the bearing actuator design, and for our

application, necessitate the use of unconventional bearing materials.

Bearing System Configuration

As shown in figure 2, the bearing configuration chosen consists of a radial magnetic beating

used on one end of the rotor and a combination beating on the other. The radial bearing provides

support in the radial direction only, while the combination bearing supports loads in both radial and

axial directions. The advantage of this arrangement is that the combination bearing is significantly

shorter in the axial direction than separate radial and thrust bearings, and allows the CHPS machine

to be more compact than if separate bearings were used.

Also incorporated in the magnetic bearing system are backup bearings. These bearings

provide support during nonoperational periods when the magnetic bearings are inactive, and

provide a means to shut down the machine safely in the event of a magnetic bearing system failure.

In addition, in the CHPS machine the backup bearings must occasionally provide additional support

for short duration loads exceeding the magnetic bearing load capacity. Infrequent loads as high as

8g can be expected on combat vehicles from terrain shock loads transmitted through the vehicle

suspension. It would be prohibitive to use bearing actuators with enough capacity to handle these

loads (the bearings would be too large to be practical), so the backup bearings are required to
accept these additional loads.

Bearing Design Process

The bearing design for this application is approached with an iterative process involving

consideration of several system components, and takes the following form:

• Develop a model of the entire system to determine requirements (includes control and rotor

dynamics modeling)

• Design baseline actuators (using design codes discussed later in this paper)
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• Analyze system model including actuators, amplifiers, sensor dynamics,

algorithms "

• Iterate system design until an acceptable design is identified

and control

RADIAL BEARING ACTUATOR DESIGN

An illustration of the radial bearing actuator is shown in figure 3. The inside-out

configuration is readily apparent in the fact that the outer part of the bearing includes the rotor

lamination assembly, with the inner part of the bearing consisting of stator components. The radial

bearing is 14.17 in. (36.0 cm) on the outside diameter with an overall length of 4.33 in. (11.0 cm),

and a radial air gap 0.020 in. (0.051 cm) at rest. At 20,000 rpm, the radial air gap increases to

0.049 in. (0.125 cm).

In this bearing design, the bias field is established with neodymium-iron-boron (NdFeB)

permanent magnets located in the center of the stator. The magnets are segmented and sandwiched

between two solid stator iron components manufactured from low carbon steel. Stator laminations

are fabricated from 0.014 in. (0.356 mm) thick M-19 silicon steel and include dovetail-shaped coil

slots to reduce rotor lamination rotating losses. The stator laminations are assembled to the stator

iron with an interference fit to provide high rigidity in the radial direction and for good mechanical

integrity. A hydraulic fit is used for bearing stator assembly to the alternator shaft, providing an

interference fit for high radial rigidity, but in a form that can be repeatedly reassembled. Each of

the eight actuator coils is wound with 90 turns of No. 19 polyester coated copper magnet wire, with

G-10 coil guides provided to simplify the winding process.

Rotor Spacer (4340 Steel)

Rotor Laminations (4130)

Actuator Coil Guide

Stator Laminations (M19)

Sleeve

Permanent Magnet (segmented NdFeB)

Stator Iron (1020 Steel)

Air Gap

Figure 3. Radial bearing actuator.
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From an electromagnetic point of view, silicon steel would also be a good choice for the rotor

laminations; however, silicon steel does not have adequate mechanical properties to withstand

induced rotor stresses and corresponding fatigue conditions. A structural grade steel (AISI 4130)

was ultimately chosen for the rotor laminations for desirable strength and fatigue characteristics,

despite less desirable electromagnetic properties.

COMBINATION BEARING ACTUATOR DESIGN

The CHPS combination bearing actuator is shown in figure 4. As with the radial bearing,

the outer part of the bearing rotates with the flywheel rotor, with the stator bearing components

assembled to the flywheel stator shaft. The combination bearing is 12.0 in. (30.5 cm) outside

diameter with an overall length of 6.58 in. (16.7 cm), and radial and thrust air gaps 0.020 in. (0.051

cm) at rest. At 20,000 rpm, the radial air gap increases to 0.036 in. (0.091 cm). As discussed

earlier, this bearing provides support in both radial and axial directions, eliminating the need for

separate radial and thrust bearings. This is accomplished with separate actuator coils for the radial

and axial directions, which generate forces in separate radial and thrust air gaps. As with the radial

bearing, bias flux is provided with NdFeB permanent magnets, although in the combination

bearing, the magnets are magnetized in the radial instead of the axial direction. The combination

bearing also employs a hydraulic fit install sleeve and includes segmented wedges as shown; these

devices permit assembly and disassembly into the CHPS flywheel topology.

Rotor Spacer (4340 Steel)

Roar Laminations (4130)

Radial Actuator Coil Guide

Stator Laminations (M19)

Magnet (segmented NdFeB)

End Laminations (M19)

Thrust Actuator Coil Envelope

Segmented Wedges

Stator Iron (Steel)

End Plate (Steel)

Radial Air Gap

Thrust Air Gap

Hydraulic Fit Install Sleeve

Figure 4. Combination bearing actuator.
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Materials chosen for the combination bearing are similar to the radial bearing, with rotor

laminations made from AISI 4130 steel, stator iron and end plate com.ponents made from low-

carbon steel, and stator laminations fabricated from M-19 silicon steel. The combination bearing

requires four radial actuator coils of 75 turns each, wound with No. 20 copper magnet wire. Two

thrust actuator coils are required, each consisting of 190 turns of No. 20 magnet wire.

ACTUATOR ANALYSIS AND PREDICTED PERFORMANCE

A variety of analyses were performed in the design of the CHPS magnetic bearing

actuators, including modeling of actuator electromagnetics, thermal response, mechanical stress

and fatigue, and control system behavior. This paper will present results from the electromagnetic

analysis, with control system modeling discussed in a companion paper [ 1].

For actuator electromagnetic analysis, a 1-D non-linear magnetic circuit code for inside-out

actuators was developed at UT-CEM. It includes modeling of non-linear B-H characteristics and

calculations necessary for sizing of coil conductors to meet required criteria of resistance, voltage,

and current. Simplified thermal calculations are also provided for power loss and corresponding

temperature rise estimates. Calculation turn-around time is fast, allowing the user to rapidly

evaluate candidate bearing geometries during preliminary design optimization.

As a final check in the electromagnetic analysis, 3-D non-linear finite element analysis

(FEA) is performed using Opera-3D software commercially available from Vector Fields Inc.

Figure 5 shows example FEA meshes used for the radial and combination bearings. As shown in

the figure, symmetry is used where appropriate to reduce computation time, and actuator coil

geometry is accurately modeled.

Predicted bearing force versus DC current is shown in Figure 6 for the radial and

combination bearings operating at 20,000 rpm. In-line and diagonal radial force curves are

provided, where in-line forces are defined as being in the direction of the bearing poles, and

diagonal forces in the direction of the coil slots (at 45" with respect to beating poles).

Figure 5. Radial and combination bearing FEA meshes.
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Figure 6. Predicted actuator force vs. DC current.

To simplify control, the actuators were designed to meet stated load capacity goals while

operating on the linear part of the force versus current curve. Assuming equal distribution of the 2g

dynamic load, this corresponds to a required radial force of 700 lb (3.1 lkN) per bearing. The thrust

bearing requires sufficient capacity to support 2g dynamic plus lg static load for this vertical axis

machine, corresponding to 2,100 lb (9.34 kN).

BEARING TEST HARDWARE

To verify design and analysis codes, and provide first-hand experience with fabrication and

operation of the inside-out bearing actuators, UT-CEM fabricated and assembled a radial bearing

actuator for testing. To measure bearing characteristics, a non-rotational test fixture was designed

and built which permits direct measurement of output force, displacement, coil temperature, and air

gap flux density levels. The completed radial test bearing stator appears in figure 7.

An illustration of the radial

bearing test fixture is shown in figure
8. The fixture includes a stator shaft

that mimics the CHPS flywheel

alternator shaft, and is equipped with

the hydraulic seals and porting
required to demonstrate a test

hydraulic fit of the radial bearing

onto the stator shaft. For measuring

bearing output forces, eight strain-

gauge type force transducers are

provided; for measuring dis-

placements of the bearing rotor with

respect to stator, four eddy current

type displacement sensors are used.

Thin hall sensors were procured that
allow direct measurement of

magnetic air gap flux densities. The

,,TEr-Z7 -, ............... _.......... -,_- .........

/

=emily St_l

Figure 7. Radial test bearing stator.
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Shrink Ring

Brg Rotor
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Figure 8. Radial bearing test fixture.

test fixture also includes provisions for mag-

netically centering and making prescribed

displacements of the rotor with respect to the stator

(useful for positional stiffness measurement).

Data collection and control for the bearing

testing was done using PC-based control and data

acquisition software. Amplifiers used are pulse

width modulated type servo amplifiers (designed to

drive brush-type DC motors) with 25 A nominal

output current capability. The data acquisition

system provides a control panel in which desired

values are input, commands are sent out to the

bearing amplifiers, and the resulting data from the

force, displacement, and magnetic field sensors are

digitized, displayed on screen, and if desired,

written to a spreadsheet file for subsequent review.

This test setup allows measurement of the

following bearing characteristics: actuator

positional stiffness, air gap flux density

distribution, AC and DC output force vs. input

current, current stiffness transfer function, and

actuator magnetic hysteresis. Photographs of the

experimental setup are shown in figure 9. Figure 9. Bearing test experimental hardware.
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TEST RESULTS

Before attempting bearing measure-

ments, a test fixture calibration procedure was

conducted to ensure accuracy and repeatability.

This was done by inserting a small hydraulic

cylinder and load cell into the fLxture, applying

known forces, and establishing a fixture
calibration factor, which was thereafter used to

adjust force data collected by the data

acquisition system. Radial bearing actuator

parameters were measured with an air gap

corresponding to the zero-speed condition at

room temperature. Results are summarized
below.

Impedance Measurement

Measured actuator impedance is shown in figure

10. Predicted DC impedance is 1.4 _ and 17

mH, which agrees well with the measured zero

frequency characteristics.

Positional Stiffness Measurement

Predicted versus measured positional

stiffness is shown in figure 11. Measured

stiffness is 70 lb/mil (123kN/cm), compared to

50 lb/mil (87.6kN/cm) predicted by FEA,

assuming a 93% lamination packing factor (PF).

As expected, this actuator exhibits highly linear

positional stiffness.

Output Force Measurement

Output force as a function of DC and AC

actuator current is plotted in figures 12 and 13.

Figure 12 shows predicted and measured DC

bearing performance; measurements show that

actual DC forces are substantially greater than

predicted. Bearing design and initial force

predictions were done based on a lamination PF

of 93% (the packing factor predicted by the

lamination vendor). Also plotted is the predicted
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Figure 10. Measured actuator impedance.
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Figure 11. Positional stiffness, predicted vs. measured.
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in-line force vs. current for 98% PF.

As demonstrated in the figure, the

predicted force output for this

bearing is highly sensitive to the
assumed PF.

To reconcile the difference

between predicted and measured
forces, Hall sensors were used to

map the bias flux density distribution

in the bearing air gap (see figure 14

regarding bias field prediction and

measurement). New FEA was then
done to determine whether an

adjustment in PF would produce

reasonable agreement with the
measured field distribution. At 98%

PF, good agreement was found for
both the bias field distribution and

for in-line radial force (the diagonal

force FEA predictions are not yet

complete). Further study is required
to determine the actual PF and

establish whether some other factors

are responsible for the predicted

versus measured force disparity.

In figure 13, force vs. current

is plotted for DC current at 50 Hz.

As seen by comparing figures 12 and

13, the current stiffness (force per

unit current) is significantly greater

2,000 _M
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Figure 12. Actuator force vs. DC current, predicted vs. measured.
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for DC than for AC current input. This characteristic is confirmed in a transfer function plot

presented later. Although AC current stiffness is less than at DC, the actuator still meets stated

load capacity requirements, and exhibits nearly linear behavior.

Air Gap Flux Density Measurement

Hall sensors were inserted into the bearing air gap to directly measure the bias flux density

distribution. Predicted and measured field distributions as a function of circumferential angle and

axial length are plotted in figure 14. The predicted field levels are plotted for a 98% lamination

packing factor, which gives good agreement with experimental results.

Transfer Function Measurement

Current stiffness magnitude and phase angle versus frequency are plotted in figure 15 for

actuator currents of 1 and 5 A. Measurements were done for a maximum frequency of 200 Hz to

avoid beating fixture natural frequency modes above 200 Hz. Two transfer function plot

characteristics are especially noteworthy: the current stiffness magnitude at DC is substantially

greater than that measured above 50 Hz (also see figures 12 and 13), and a consistent 20 ° phase lag

was measured between input current and output force. Knowledge of the phase lag is particularly

valuable for accurate control system modeling. Magnetic hysteresis in the 4130 steel rotor

lamination material may be responsible for the phase lag, and could be a consequence of choosing a

structural steel for this component.
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Figure 15. Measured actuator transfer function.
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Magnetic Hysteresis Measurement

During bearing testing it was observed that the bearing force at zero current was not

consistent, but appeared to depend on the current magnitude of the previous test. To test the

hypothesis that this was hysteresis-induced behavior, a series of DC current pulses from zero to

18 A was input to the bearing, and the residual force recorded after each pulse was complete and

current was re-zeroed. The resulting curve shown in figure 16 strongly suggests magnetic

hysteresis behavior, and could explain the transfer function phase lag previously measured.

The most likely source of this behavior is the 4130 structural steel laminations; tests are

currently underway to directly measure hysteresis characteristics for the 4130 and other materials

used in the test bearing. If excessive, hysteresis would result in unacceptable bearing power losses

and heating.
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Figure 16. Residual force measurement.
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CONCLUSIONS

Researchers from UT-CEM have designed inside-out configuration active magnetic bearing
actuators for use in a flywheel alternator for a hybrid-electric combat vehicle. This is the first

known application of magnetic bearing actuators incorporating an inside-out topology. A prototype

radial bearing was successfully fabricated, assembled, and tested in a bearing test fixture that

directly measures important bearing parameters. Although measured bearing parameters meet

performance goals, further work is underway to fully understand beating behavior. Knowledge

gained from this work will permit more accurate electromagnetic and control system modeling, and

is an important step in the successful implementation of inside-out bearing actuators.
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DEVELOPMENT AND TESTING OF A FOUR POLE MAGNETIC BEARING

Joe Imlach

Imlach Consulting Engineering

Anchorage, AK

SUMMARY

A 4 pole radial active magnetic bearing actuator has been developed, constructed, and tested.

Among the anticipated characteristics of this configuration were: higher specific load capacity,

lower power losses, and improved stability as compared to otheT heteropolar configurations. The

theoretical basis of each of these aspects will be investigated, and some limitations of the design

will be discussed. Testing of the new actuator verified that higher load capacities are achievable.

Stability problems with the prototype, due to interaction with the power amplifiers, limited the

ability of the testing to investigate actuator stability improvements.

INTRODUCTION

One of the major limitations of active magnetic bearing (AMB) systems is their relatively low

specific load capacities. Specific load capacity, P, is generally defined as the load capacity of the

beating, F, divided by the bearing's projected area (rotor length, L, times rotor diameter, D).

F
e - (1)

D*L

While fluid film bearings typically have specific load capacities of more than 1.7 MN/mm 2

(250 psi), AMB's are more typically limited to 0.35 - 0.7 MN/mm 2 (50 - I00 psi). This

limitation is due to two factors. First is the limitation of the flux carrying capacity of the

magnetic material. The second factor is the efficiency with which the magnetic material can be
used.

In the general case, the load capacity of an AMB in-line with an axis can be given by

B
F- (2)

2go

where B is the nominal flux density in the magnetic gaps, Wpt is the total projected widths of the

gap in the quadrant, and L is the length of the stator stack. An example geometry for an 8 pole
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bearing illustrating these concepts is shown in Figure 1.

/
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Figure 1: Eight pole bearing projected area.

By introducing a term for the bearing geometric efficiency, _, we can develop the following

equations for this example:

2W
- P (3)

D

B 2

F : _ -- DL (4)
2_t 0

B 2

P = (5)
2_o

Equation 5 indicates clearly that the specific load capacity of an AMB is determined completely

by the saturation flux density of the material and by the geometric efficiency of the bearing.

Once the material is chosen, the saturation flux density is fixed. Selecting high flux materials

(e.g. nickel and vanadium alloys) is usually associated with great increases in material costs. It is

of interest, therefore, to determine ways to increase the specific load capacity, _.
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From the example of figure 1 and equation 3, it is easy to see that the maximum value of

geometric efficiency for a symmetric AMB is 0.707. Experience has shown that most real

systems have values between 0.2 and 0.5. This limitation is due primarily to the space required

for coils.

DEVELOPMENT OF A FOUR POLE BEARING

Again from figure 1, it can be seen that the slots between pole pieces, which are required for

the placement of the coils, detracts from the geometric efficiency of the bearing. The wider the

coil slots are, and the more coil slots there are, the less projected area is available for magnetic

material adjacent the rotor. There are two basic ways to minimize the projected area required for

the coils: the first is to minimize the coil width; and the second is to minimize the number of

coils. Minimizing the coil width, if all other design parameters are held constant, results in a

long thin coil and long pole pieces. This option is not always feasible due to space constraints

and the increased flux leakage and dynamic problems associated with long pole pieces. The

other alternative is to minimize the number of pole pieces.

Some work has been done (e.g. Grbesa [1]) that indicates that a minimum of three pole

pieces is required for an AMB. This three pole configuration requires significant modifications

to the control algorithms, and is not amenable to fault tolerant operation. It was postulated early

in this project that a four pole beating might not have either of these drawbacks, and would still

allow a significant improvement to geometric efficiency. For this reason it was decided to

investigate the performance characteristics of a four pole bearing. The basic geometry of this

configuration is shown in figure 2. From this figure it is seen that one of the primary

characteristics of this design isthat the flux produced by one quadrant (i.e. the top pole) returns to

t--

I I

¸ +
S

Figure 2: Basic four pole layout..
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the stator through the two poles in the perpendicular axis (i.e. the horizontal axis). Another

characteristic is that, assuming the total flux produced by the each axis remains constant, the

control flux from the vertical axis will supply the bias flux to the horizontal axis, and vice versa.

This is an important assumption, and in practice limits the performance of this configuration.

This will be discussed further in the experimental results section.

Another characteristic of the bearing that can be developed from inspection is that the rotating

power losses for this configuration should be lower than those of a corresponding eight pole

bearing. Because the flux is split in the rotor, the rotor radial dimension needs to be only one

half of the pole width. The configuration shown will, therefore, have approximately the same

rotor volume as a corresponding eight pole bearing. There are, however, only half as many flux

variations. Kasarda [2] has shown that the number of poles has a strong influence on rotor

losses, while the orientation of the poles (NSNS vs NNSS) has a weak influence. The rotor

losses for this configuration, therefore, may be comparable to afour pole homopolar bearing.

This characteristic needs to be investigated experimentally.

The four pole beating should also have a significantly different open loop stiffness behavior.

In a standard heteropolar bearing, as the rotor is displaced towards the poles of one quadrant, all

of the gaps in that quadrant decrease. Because the open loop stiffness, K×, is inversely

proportional to the sum of those gaps, its magnitude increases dramatically. This effect is due to

the fact that the reluctance of the flux loops in the quadrant goes to zero as the gaps close

(neglecting stator reluctance for illustrative purposes). In the four bearing, however, the flux

loops all contain two perpendicular gaps. A vertical displacement, therefore, will close only one

gap of the flux path, resulting in a smaller increase in the open loop stiffness magnitude. This

+-++ P:io: Art

NewDes_m

Figure 3: Comparison of open loop stiffness of 4 and 8 pole bearings
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effect is illustrated in figure 3, which compares the normalized open loop stiffness of a four pole

and an 8 pole bearing of the same basic size and load capacity.

Several things are evident from this plot. First is that the negative stiffness of a standard

bearing increases dramatically with displacement. This increase, which must be compensated by

the current stiffness and gain of the bearing, deceases the available stiffness of the bearing under

large displacements. This contributes to bearing instability. Four pole bearings, however, should

be tolerant of greater relative displacements without suffering adverse consequences, and should

have a more uniform closed loop stiffness over the range of displacements.

Alternatively, the relative open loop stiffness of a four pole bearing at 50% relative

displacement is comparable to that of an eight pole bearing at 33% relative displacement. If

other design factors allow, this would allow a four pole bearing to operate with smaller gaps (e.g

back-up bearing clearance of 66% magnetic gap, rather than 50% magnetic gap) than a similar

eight pole bearing. This would in turn allow a reduced coil size and a further increase in

geometric efficiency and specific load capacity. These benefits were deemed to be significant

enough that a patent application for the technology was submitted [4]

One limitation that is evident in the four pole bearing is a limitation on it's size. Because the

rotor radial dimension must be at least as wide as half of the pole width, larger bearings become

impractical. For example, a bearing with a 150 cm pole width would require a 75 cm thick radial

rotor lamination and a 75 cm thick backiron section. This geometry would result in a very large

rotor diameter, and would probably be better served by a 12 or 16 pole bearing (38 cm or 25 cm

thick rotor respectively). This factor should be addressed on a case by case design basis.

EXPERIMENTAL VERIFICATION

A prototype of a four pole bearing was developed for a particular application. Due to outside

limitations on the allowable, rotor and the stator diameters complete design freedom was not

available. This makes the comparison more representative of real world applications. An eight

pole bearing was already in use in this application, and was available for comparison. The

relevant design parameters for both bearings are shown in table 1.

It is noted that, while the geometric efficiency of the four pole bearing does not approach the

maximum theoretical value (70.7%), it represents a 40% improvement over that achievable with

the 8 pole bearing in this specific design. This translates directly into a 26% increase in

theoretical load capacity, on a reduced rotor diameter. Testing indicated that the actual increase

in load capacity was even greater than predicted. This is potentially due to a reduction in

fringing effects due to the larger pole sizes.
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PARAMETER 4 Pole 8 Pole

Stator OD (cm) 7.160 "i. 160

Stator ID (cm) 3.206 3.506

Gap (cm) 0.038 0.038

Rotor OD (cm) 3.130 3.430

Rotor ID (cm) 1.905 2.327

Stack Length (cm) 1.270 1.270

Coil Turns 120 120

Wire Gauge (AWG) 23 23

Bias Current (Amps) 3.3 3.3

Geometric Efficiency (%) 39.1 28.0

Nominal Load Capacity (N) 92.5 73.4

Experimental Load Capacity (N) 111.2 62.3

Table 1. Comparison Data

Some problems were encountered in the testing of this bearing. It was noted that the 4 pole

beating was significantly more "noisy" (audible noise) than the comparable eight pole bearing,

and that there was an instability mode in which the bearing position would "jump"

approximately 10 microns, and then drift back to center. This effect was predicted by Meeker

[3], in bearings which utilize a separate power amplifier (PA) to drive each coil. The effect is

due to a singularity in the inductance matrix and is excited by the switching nature of the power

amplifier. Due to the randomness of the timing of the PA switching, there exist states in which

currents in all of the coils are increasing or decreasing at the same time. Because of the series

nature of the flux paths, this leads to a change in current with no corresponding change in flux

density (inductance matrix singularity). To the PA this represents a temporary zero inductance,

leading to errors in current output. As indicated in [3], a decoupling ring placed in series with

the beating coils eliminated the instability and significantly reduced the bearing noise.

As stated earlier, one of the assumptions in the original bearing configuration was that the

total flux in the bearing would remain constant. Clearly, the problems associated with the

switching PA indicate that the configuration in which each coil is driven independently by this

type of amplifier violates this assumption. Several potential solutions to this problem exist. One

is the use of linear amplifiers in conjunction with four pole bearings. Another is the use of

separate bias and control coils, with the control coils for each axis connected in series and driven

with a bi-polar amplifier. A third potential solution is the inclusion of permanent magnet biasing

in conjunction with the series bi-directional control coils. These are subjects of future work.
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CONCLUSION

The characteristics of a four pole AMB with a unique winding configuration have been

developed. Theoretically, this type of bearing should offer a significant increase in specific load

capacity, reduced rotor power losses, and improved stability characteristics. Experimental work

has verified the increase in specific load capacity. Because of the specific coil configuration

developed in the prototype, the bearing was susceptible to instabilities caused by an interaction

with the coils and the switching power amplifiers. This instability resulted in an increase in

beating audible noise and a tendency for the bearing rotor to "jump." Potential solutions to this

problem have been identified. One, the inclusion of a decoupling ring as suggested by Meeker

[3], resulted in improved beating performance. Other potential solutions, which do not require

additional hardware, will be investigated in future research.
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ABSTRACT

This paper deals with a sliding mode controller with integral compensation in a magnetic suspension system.

The control scheme comprises an integral controller which is designed for achieving zero steady-state error

under step disturbance input, and a sliding mode controller which is designed for enhancing robustness under

plant parametric variations. A procedure is developed for determining the coefficients of the switching plane

and integral control gain such that the overall closed-loop system has stable eigenvalues. A proper continuous

design signal is introduced to overcome the chattering problem. The performance of a magnetically suspended

balance beam using the proposed integral shding mode controller is illustrated. Simulation and experimental

results show" that the proposed method is effective under the external step disturbance and input channel

parameter variations.

INTRODUCTION

Electromagnetic bearings inherently have nonlinear properties [2]. With regard to such a nonlinear sys-

tem, various controllers have been developed. The integral sliding mode control approach has been reported

by a number of authors recently as a method of servo control [1],[6],[7]. The integral sliding mode control

approach consists of two compensators: one uses an integral compensator for achieving a zero steady-state

error under an external step disturbance force, and the other uses a sliding mode controller. Sliding mode

controllers select a surface in phase space, typically a linear hypersurface, called the switching surface, and

switch the control input on this surface. The control input is then chosen to guarantee that trajectories

near the sliding surface are directed toward the surface via reaching conditions. Once the system is on the

surface, the system closed-loop dynamics are completely governed by the equations which define the surface.

The closed-loop dynamics will be insensitive to the parameter variations of the input channel and robustness

is achieved [3],[4],[5].

The design problem of an integral Sliding mode controller consists of three items. The first item is con-

cerned with the design of a switching surface a upon which desired dynamic behavior can be guaranteed for

635



the nominal system. The second item is concerned with the selection of a proper nonlinear control law to

handle strong nonlinearities of the initial states of the magnetically suspended system. The third item is to

select a proper integrator gain.

In this paper we apply an integral sliding mode control method to a magnetically suspended balance beam

to achieve zero steady-state error under an external step disturbance and it's insensitivity with respect to the

parametric variations of the input channel. We first derive the linearized mathematical model with integrator

of the magnetically suspended balance beam at the nominal point, and then construct the integral sliding

mode controller using a pole placement method to a designed switching surface. Simulation and experimental

results show that an integral sliding mode control design can achieve accurate tracking and is fairly robust

to plant parameter variations and external load disturbances.

MATHEMATICAL MODEL

Fig. 1 shows the geometry of the symmetric balance beam with two magnetic bearings, and Table 1

shows each parameter of the balance beam. The balance beam shown in fig. 1 can be modeled by using
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Figure 1: Symmetric balance beam on two magnetic bearings.

Table 1: Balance Beam Parameters
Parameter

Angular Position

Half Bearing Span

Mass Moment of Inertia about the Pivot Point

Coil Current in Bearing 1

Coil Current in Bearing 2

Control Voltage in Bearing 1

Control Voltage in Bearing 2
Coil Resistance

Coli Inductance

Magnetic Bearing Open Loop Stiffness
Actuator Current Gain

Steady Current

Steady Gap

Symbol

8

L=

J

il

i2

el

el

R

L

K.

K_

I

G

Value

1.1412

0.0948

0.7

0.545

2114

1.074

1

380

Units

tad

m

kg/m "_

A

A

V

V

mH

N/m

N/A

A

#m
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the second order dynamic equation and voltage equation.

J8 = L,_(It - 12) + fa (1)

e'= Ri' + L di--'
dt (2)

where J is the mass moment of inertia about the pivot point, L_ is the half bearing span, ft is the elec-

tromagnetic attractive force in bearing 1, f2 is the electromagnetic attractive force in bearing 2, fa is the

external disturbance force, R is the coil resistance, L is the coil inductance, e' = el - e_ is the control voltage

difference, and i' = il - i2 is the instantaneous coil current difference. Eqs. (1) and (2) can be linearized by

a Taylor series expansion about the operating point, t9 = 0, e' = 0, i' = 0. Eq. (3) shows the linearized state

space equations of the balance beam.

x=Ax+Bu+ fd

y = Cz (3)

where,

[!] [+ 1 [i]x= , A= 0 _ , B=

-2Ki _- -J-_ J

C= i , u=e'

0
(4)

In order to include the integrator as a state variable into (3), we design the following block diagram shown

fd

Figure 2: Block diagram of an integral-sliding-mode-controlled balance beam

in fig. 2. Here the integrator output Z is expressed as the difference between the integrated reference angular

position r and integrated angular position _ written as:

=/(r - O)dt (5)
Z

where r = 0. By using (5) we construct'new state space equations including the integrator as a state variable.
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CONTROLLER SYNTHESIS

In order to synthesize the integral sliding mode controller we write the state variables as x = [Z 0 8 i'] T,

and get the following state space matrices.

[1-1°1 [i00l0 0 i 0 0 1 0

A= _j 0 _ , B= , C= 0 1

0 -2K,_ -J_- J -_ 0 0

Here, we can formulate the sliding mode state space equations by decomposing (6) such as:

z2 = [A21 A22J x2 B2 u

where,

(6)

(7)

21 = , X2 = i I

All-- o , A..-- , A21= [o o -2K,_] A= R
_ ' =-Z-

J

[i] 1 ,B1 = , B2=_, u= (8)

Let the sliding mode surface be defined as a = Sx.

_ (9)

If the system dynamics yield ideal sliding mode dynamics (9) equals zero or a = Sx = O. By using this

property we can determine the equivalent linear control input from (9). x2 becomes

(7 -- S121

X2 = $2 (10)

Substituting (10) into (7) yields

"xl = (An - A12S_lS1)xl + A12S=la (11)

The sliding surface is defined as a = SlZl + $2x2 = O. Eq. (11) becomes

"1 = (An - A12S=lS1)xl = (An - A12k)xl . (12)

where k = S_1S1. The location of poles of the sliding mode surface are obtained by selecting k. The

equation for the sliding surface becomes S = [$1 $2] = [S2k S=] = S2[k 1].
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The sliding mode control input can be separated into the linear and nonlinear components as u = ul + urn.

The linear input can be selected by the following equations:

= Ax + Bu (13)

From eq.

a=Sx=O

(13), (14) we can get the equivalent linear control input as:

u = ul = -(SB)-ISAz

(14)

(15)

The sliding mode reaching condition, given by era < 0, brings the balance beam to the sliding surface. If

the nonlinear control is given by u,u = -(SB)-lpsgn(a) where p > 0, (SB) -1 = I. The reaching condition

becomes

a& = -pasgn(a) < 0

The control input can then be written as

(16)

u = -(SB) -1 [SAz + psgn(a)] (17)
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Figure 3: Sliding surface using discontinuous and continuous function

In practical terms such a nonlinear discontinuous control component is undesirable because the sgn(cr)
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function may cause a chattering problem. So, the control effort is required to ensure a or a neighborhood of

a is reached and maintained. Ideally, a control strategy is required to ensure that the system dynamics is

both close to a and as close as possible to the ideal sliding mode dynamics. With this point of view, modern

design methods employ a continuous, usually nonlinear, control to ensure system dynamics within a region

containing a. Let the nonlinear control input be defined as the continuous function

O"

= -PIll + 5 (18)

where 6 is the boundary layer which is selected to reduce the chattering problem and p is a design parameter.

Fig. 3 shows the relation between the discontinuous sgn function and continuous function. In this figure we

can see that the slope of the continuous function depends upon 6. Fig. 4 shows the block diagram of the

designed sliding mode controller connected to the integral compensator.

Sliding Mode Controller &_

' l!

0_'- I_ P_ __ Balance : earn_-_-'_(SB)1SA

dt , I'|
........ _ .............. I

Figure 4: Block diagram of integral sliding mode control implementation

SIMULATION RESULTS

In order to show the effectiveness of the proposed controller we consider a comparison between the integral

sliding mode controller and a simple integral state feedback controller. For making the parameter variations,

we changed the nominal inductance value(L = 7.2727 x 10-4[H]) was changed from 0.1L to 10L, where the

nominal inductance is a function of nominal gap. The vector S which defines the sliding surface, design

parameters of the nonlinear control components and linear component gain matrices Fl = (SB)-ISA are
such as:

1. When the nominal inductance is applied(x = [Z _ _ i'] T)

S = [3.5174508 x l0 s 9886.579 91.453 1.0]

Fl = [0 395.9667 6.6511 - 0.5109]

p=10, 5=0.4

. When 10 times of the nominal inductance is applied(x = [Z O _ i'] T)

S = [3.5174508 x l0 s 9886.579 91.453 1.0]

Ft = [0 3959.666 71.362 1.190]

p=lO, 6=0.4

(19)

(20)
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. When 0.1 times of the nominal inductance is applied(x = [Z 0 0 i'] T)

S = [3.5174508 x 105 9886.579 91.453 1.0]

Fl = [o a9_967o.lsoo-o.Gsu]
p=lO, _=0.4 (21)

x 1o "+

o oo6 ot o+_5 02 o_ 03 o.3s 04 O45 0$

Figure 5: Evolution of angular displacement

by integral sliding mode controller
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Figure 6: Evolution of control effort by inte-

gral sliding mode controller
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Figure 7: Evolution of angular displacement

by integral state feedback controller
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Figure 8: Evolution of control effort by inte-

gral state feedback controller

Fig. 5 - 8 show the simulation results under the parameter variations and the external step disturbance(0.2sec

I[N]). In fig. 5 the angular displacements are in close agreement, thereby illustrating the insensitivity to

parameter variations. However fig. 6 shows significant difference in control effort. In fig. 7, 8 we can see the

significant angular displacements and significant overshoot in control voltage which is controlled by the simple

integral state feedback conu'oller. This means that our proposed integral sfiding mode controller is very robust over

the parameter variations and external step disturbances.
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EXPERIMENTAL SETUP

Fig. 9 shows the total experimental setup. Near the magnetic bearings of the balance beam there are two

eddy-current type displacement sensors. The experimental machine is controlled by a digital control system

that consists of 450 MHz Int¢l Pcntium 1I Processor which is loaded with Real Time Linux OS (version Beta 16)

running Real Time Control Laboratory (http://www.pcoplc.virginia.edu/-cfh4v) [8], 12 bits A/D and D/A convcrmrs,

LPF which has 1.2 kHz cutoff frequency. In our amplifier we use an H-bridge (4 HEXFETS, International Rectifier

Co.) This amplifier operates on 20 kHz (much higher than the natural frequency of the balance beam) and ±15 V

power supply voltage.

01._ Displacement Sensors

-_ Low Pass Filter

Balance Beam AD Converter

t Switching Power Amplifier

.Intel Pentium II Processor

.Real Time Linux

Figure 9: Block diagram of experimental setup

EXPERIMENTAL RESULTS

Fig. 10 - 15 show the gap deviations under the parametric variations and external load disturbance. In

order to make the parametric variations the nominal inductance was changed from 2L to 0.5L, where L is

nominal inductance included in the A and B matrices. ]By changing this nominal inductance the system

matrices A, B are changed. For the external load test a 500 g mass was added on the left side of the balance

beam. Fig. 10, 12 and 14 show the initial state response when the same initial position is applied. In these

figures we can see the close agreement in the transient response to the initial state even if there are parametric

variations, which means good robustness of the proposed controller against the parametric variations. Fig.

11, 13 and 15 show the the results of the load test. We loaded a 500 g mass at the first peak and unloaded

the same mass at the second peak. From these figures we can see the almost same levitated states and the

very small steady state error close to zero under the load, which means effective step disturbance rejections.

For the implementation we used the following controller gain matrix and design parameters.

S= [15 13448.3 153.4 1.0]

p = 4.0, _ = 0.4 (22)
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Figure 12: Initial state under two times of

the nominal inductance
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Figure 14: Initial state under 0.5 times of the

nominal inductance
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Figure 11: Load 500 g to left side under the
nominal inductance

Figure 13: Load 500 g to left side under two
times of the nominal inductance

Figure 15: Load 500 g to left side under 0.5

times of the nominal inductance
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CONCLUSIONS

This paper presents a method to controlthe angular displacement of a magneticallysuspended balance

beam with the parametric variationssubject to initialstartup conditionsand a external step disturbance.

To overcome the effectofthe parametric variationsand to rejectthe externalstep disturbanceforceswe used

an integralslidingmode controller.First,we derivedthe mathematical model ofthe balance beam including

an integralcompensator, then we designed the linearand nonlinearcontrolcomponents. Next we showed

the insensitivityof the controllerresponse under the parametric variationsand the disturbance rejection

by simulations.Finally we proved the effectivenessof the integralslidingmode controllerby experimenta-

tion.This paper does not directlyconsiderplant uncertaintiesand sinusoidaldisturbanceforces,hence the

next challengingissueisa new controlalgorithm to consider uncertainties_d sinusoidaldisturbance force

rejection.
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ABSTRACT

This paper deals with a detection method for picking up the amplitude component from a

differential signal between two inductive type sensors in magnetic suspension control. The amplitude

detection, which corresponds to measuring the displacement of the suspended body, is automatically

completed in the software of a digital controller because the differential signal is synchronized with the

sampling cycle and can be directly fed to the A/D converter. Such a digital synchronous detection

scheme is embodied for a magnetic suspension device in which an electromagnet itself is used as an

inductive type sensor. The inductive sensing is performed with a carrier current superimposed on the

original exciting current of electromagnet, but the cartier frequency becomes much lower than that

chosen for usual inductive type sensors. Thus a deterioration of the frequency response in the

displacement measurement is inevitable. Besides, since the original exciting current itself varies the

inductance of the electromagnet somewhat, a lowering of the measurement accuracy is inevitable as

well. The present approach, which is named the serf-synchronous detection method, holds the

response delay to a minimum and reduces the measurement error remarkably. As the result, stable

control with a crossover frequency of 25 FIz is achieved with a carrier frequency of only 2 kHz.

INTRODUCTION

Magnetic suspension devices often require position sensors which are low cost and compact in

size. For this reason, the inductive type sensor with laminated steel core is employed widely. This

sensor is usually used as a pair of gap sensors to secure a linearity between the output of the sensor

and the displacement of the suspended body, e.g., as two sensors inserted into the differential sensing

system of Fig. 1. In this sensing system, the oscillator feeds a carrier signal v0 to both the sensors

and the resistors. When the suspended body shifts from the equilibrium position, there is a

difference in inductance between the two sensors and consequently the differential signal v appears

according to the unbalance quantity. Therefore, if only the amplitude component of v is picked up, the

displacement will be easily estimated. But, in the amplitude detection, the cartier component of v has

to be sufficiently eliminated, especially when utilizing a digital controller, because it may make the

magnetic suspension control unstable. The simplest approach is to use a low pass filter, together with

a multiplier for multiplying the differential signal by the carrier signal. In this case, however, the low
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pass filter may bring a large time lag into the control system. The most advanced approach is to use a

sample-hold circuit as a synchronous detector [1]. In this case, there is no need to eliminate the

carrier component in the amplitude detection, but the detector becomes considerably complicated in

composition and the unit cost of the sensor will increase.

The aforementioned problem may be settled by a synchronous detector which can be integrated

well into a digital controller. In the sensing system, the differential signal is synchronized with the

sampling cycle and can be directly fed to the A/D converter. The sign of the sampled data is reversed

by each sampling cycle in the digital signal processor. This operation is equivalent to an amplitude

detection for the differential signal. Therefore the hardware concerning amplitude detection is

remarkably simplified. Though the fundamental idea of such a digital synchronous detection has

been already proposed by the authors [1], the method is not yet established and the demonstration is

left as a future subject. In this paper, a serf-synchronous detection scheme is embodied for a

magnetic suspension device in which an electromagnet itself is used as an inductive type sensor. The

aim is to prove the strong points of the self-synchronous detection method. Though the conception

of the sensorless control is based on the test signal injection method [2], the system construction is

reconsidered from a different viewpoint because the materialization was not as easy as the authors

thought originally.

SELF-SYNCHRONOUS DETECTION

Figure 2 shows a magnetic suspension device used in the present experiment. The arm is

rotatable in a vertical plane while being supported at Point P. Electromagnet 3 is excited by a constant

current so as to balance the attractive force with the gravitational force rag. On the other hand,

Electromagnets 1 and 2 are excited by variable currents in order to keep the arm horizontal. Since

they also are used as a pair of inductive type sensors, each exciting current must include a carrier

component for sensing the ann displacement x. Since Electromagnets 1 or 2 has a large inductance,

the carrier frequency becomes much lower than that chosen for usual inductive sensors. A lowering

of the carrier frequency means a deterioration of the frequency response of the inductive sensing

system. Therefore it is necessary to hold the deterioration to a minimum by some detection approach

without low pass filter. In this point, it can be said that the device of Fig. 2 is a target suitable for

clarifying the strong points of the serf-synchronous detection method. Figure 3 shows a sensorless

control system constructed for this device. The action is as follows.

The digital signal processor (DSP) produces a series of data in which the magnitude is constant

and the sign alternates positive and negative. These data are outputted as a rectangular signal Vs

through the left D/A converter (D/A I). The signal Vs is applied to the oscillator through the band

pass filter (BPF 1) with a quality factor of 10. As the result the oscillator generates a sinusoidal

signal under a synchronization with the sampling cycle of DSP. The sinusoidal signal is converted to

a carrier signal v0 by the all pass filter (APF) with a phase lag 0_. The carrier signal, together with the

synchronizing rectangular signal, is shown in Fig. 4. The sampling frequencyfs of DSP is set to 4

kHz and the resultant carrier frequency f0 becomes 2 kHz. The oscillator has an amplitude
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modulation function for examining the frequency response of this sensing system. But, if the

purpose is only to produce a synchronized carder signal, the oscillator is excluded because the output

signal of BPF 1 can be regarded as a sinusoidal wave which is the most suitable for this sensing

scheme. The carder signal, together with a variable voltage command e, is supplied to the left power

amplifier (PA 1) as a positive input signal and to the right power amplifier (PA 2) as a negative one.

Since a de voltage command eo is applied to PA 1 and PA 2 in common, the exciting currents of

Electromagnets 1 and 2 can be approximately expressed as i] = io + i and/2 =/0 - i, respectively, if

there is no carrier signal. Here io is the bias current due to eo and i is the controlling current due to e.

On the other hand, the contribution of v0 appears as a carrier component superimposed on the exciting

currents. The carrier component can be written as sl = so + s or s2 = - so + s, where so is a cartier

current at the equilibrium position and s is the unbalance quantity due to displacement.

The total currents of Electromagnets I and 2 are measured by means of the resistors and the

buffer amplifiers (BA 1 & BA 2). The sum of the two total currents becomes 2 (i0 + s). Since the

bias current/o in the addition signal is cut by the band pass filter (BPF 2) with a quality factor of 1, the

output signal v of the instrument amplifier 0A) is due only to the unbalance quantity s. The signal v

corresponds to the differential signal in this sensing system and can be directly fed to the left A/D

converter (A/D 1). Therefore it is possible to sample the peak of v by adjusting the phase of v

adequately with APF, as shown in Fig. 5. The peak detection is completed by reversing the sign of

the sampled data by each sampling cycle in the DSP. Figure 6 shows a differential signal modulated

with OSC and the peak detection result outputted by another D/A converter (D/A 3). On the other

hand, the difference between the two total currents becomes 2 (i + so). This sublraction signal can be

directly fed to the right A/D converter (A/D 2) as well even if it includes the carrier current so. The

data about the conlrolling current i is obtained by adding the sampled value at a sampling cycle to that

at the previous cycle because the contribution of so is canceled by doing so. Figure 7 shows a

subtraction signal produced with a sinusoidal voltage command e and the addition result outputted by

another D/A converter (D/A 4). The data about the controlling current will become necessary when

introducing a state feedback scheme into the control system.

SENSING / CONTROLLING PERFORMANCES

A relation between the peak detection output and the arm displacement can be examined by

changing the position successively while supporting the ann by micrometers. The results are

summarized in Fig. 8. Here the bias current/0 is set to the value indicated in this figure and the

controlling current i is kept zero. A series of data for each case of i0 is good in linearity, but the

slopes of the fitting lines are different and the resultant sensitivity decreases from 8 V/ram to 5 V/ram

as increasing i0. This seems to be connected to a variation of inductance due to the exciting current.

In general, the inductance of an electromagnet somewhat depends on the magnetic flux density in

electromagnet core or in the suspended body and the dependence is stronger as the magnetic flux

density approaches the saturation level. In this device, the magnetic flux density in the arm is closer to

the saturation level and is roughly estimated to be 0.45 T at x = 0 mm and 0.6 T at x = 4- 0.3 mm in the
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case/0 = 0.6 A. Since the magnetic suspension control requires a bias current of 0.5 A at least, the

exciting current will have a tittle influence on the inductance. The influence appears as an error in the

displacement measurement. Figure 9 shows a relation between the peak detection output and the

controlling current. Here the bias current is set to 0.5 A and the arm is fixed at the equilibrium

position. From the negative slope, the error sensitivity is estimated to be 6 V/A. Since the detection

sensitivity in the case/o = 0.5 A is 7 V/mm, the sensitivity ratio is close to 1 mm/A and cannot

possibly be neglected. The error can be compensated with data about the controlling current, but it

should be noted that the error sensitivity somewhat decreases as increasing the frequency of

controlling current. So, in order to keep the compensation good over a wide frequency range, the

current data was reformed according to an algorithm of a first-order low pass filter. Consequently it

was possible to make the sensitivity ratio less than 0.01 mm/A in a frequency range up to 1 kI-Iz.

The other performance in this sensing system is the frequency response to a variable displacement

of the peak detection output, but it is difficult to measure the frequency response directly. So, by

modulating the differential signal with OSC as shown in Fig. 6, let us indirectly estimate the frequency

response. Here the modulating signal is fed to another A/D converter (A/D 3) and is outputted

straight by another D/A converter (D/A 5) so as to exclude a time lag due to DSP itself from the

frequency response. Figure 10 shows the transmission characteristic from the modulating signal

output to the peak detection output. The gain cutoff frequency is about 1 kHz and the phase lag is

about 5 ° at 100 Hz and increases to about 50 ° at 1 kHz. In this sensing system, since no low pass

filter is employed, the response delay is due to the DSP and BPF 2 essentially. It is known that the

effect of a band pass filter on the amplitude component of an amplitude-modulated wave is equivalent

to a first-order lag element with a time constant Q/_fo [1]. In the case of BPF 2, the cutoff

frequency of the first-order lag element becomes 1 kHz. The characteristic of Fig. 10 nearly accords

with this theoretical expectation. Therefore, if the quality factor Q is reduced, the sensing

performance seems to be improved farther. It should be noted, however, that the differential signal is

still not released from the controlling current. Strictly speaking, when there is no carrier signal, the

total exciting currents should be expressed as il = io + i + A/and i2 = io - i + A/, where A/is the

unbalance quantity of controlling current due to displacement. Since the addition signal in Fig. 3 is

corrected as 2 (io + A/+ s), the unbalance quantity A/may bring a new error into the displacement

measurement. Considering this error and a deficiency of the aforementioned compensation, a regular

limitation of frequency bandwidth due to BPF 2 seems to be necessary for the control system to work

stably.

The feedback control in Fig. 3 is completed by producing the feedback signal ef from the data

about displacement according to an adequate control algorithm. In the present experiment, let us

adopt the following algorithm in consideration for a voltage control of the electromagnet and a

vibration mode of arm; a proportional and integral regulator, first-order high pass filter, band pass

filter and band elimination filter. The frequency response of the digital controller is shown in Fig. 11.

The phase margin is secured between 3 Hz and about 200 Hz for exciting the electromagnet and the

sharp gain drop is set to about 400 Hz for preventing a vibration of the arm. By using this digital

controller, stable control was achieved successfully. Figure 12 shows the frequency response to a
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sinusoidal voltage command e of the feedback signal output ef, that is, the open loop frequency

response of this control system. This response was measured with the reference signal er in Fig. 3.

From this response, it is found that the phase margin is about 15 ° at a crossover frequency of 25 Hz

and the gain margin is about 12 dB in the neighborhood of 100 Hz.

CONCLUSION

The self-synchronous detection method proposed by the authors has been applied to a magnetic

suspension device without position sensor. In the sensing system, a carrier current superimposed on

the original exciting current of electromagnet is used for measuring the displacement of the suspended

body. The carder current has to be made of a carrier signal with a relatively low frequency. Thus a

deterioration of the frequency response in the displacement measurement is inevitable. Besides, since

the original exciting current itself varies the inductance of the electromagnet somewhat, a lowering of

the measurement accuracy is inevitable as well. The present approach holds the response delay to a

minimum by excluding low pass filters from the sensing system and reduces the measurement error

remarkably by compensating the measurement result with the data about exciting current.

Consequently, stable control with a crossover frequency of 25 Hz was achieved under a carrier

frequency of only 2 kHz.

Though the self-synchronous detection method is premised on the use of digital controller, the

application enables us to optimize the flexible function of digital controller simultaneously.

Furthermore, since the sensorless control system constructed in this study is very simple in

composition, it is possible to mount all the eleclronic circuits except the power amplifiers on the DSP

board. This will be useful to improve the cost-performance ratio of digital controller further.

REFERENCES

[1] S. Moriyama, K. Watanabe and T. Haga, "Inductive sensing system for active magnetic

suspension control," in Proc. 6th Int. Syrup. Magn. Bearings, pp. 529-537, Technomic

Publishing Co., Inc., 1998.

[2] K. K. Sivadasan, "Analysis of self-sensing active magnetic bearings working on inductance

measurement principle," IEEE Trans. Magtt, vol. 32, pp. 329-334, 1996.

649



V

:esistor i

R

Resistor 2

Magnetic
Paths

Sensor I

LI

Suspended Body

Metal Wall x2

L2

Sensor 2

Oscillator/"

fo,Vo _. )

Fig. 1. Basic structure of inductive type sensors discussed in Ref. [1]. Though the metal wall is
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Fig. 3. Schematic diagram ofa sensorless control system:R = 4 g2, f0 = 2 kHz, fs = 4 kI-Iz. The

DSP board used as a digital controller has five A/D converters and five D/A conwrters in reality.
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between the two signals is equal to a phase lag given by APF.
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Fig. 5. A differential signal and the sampled data output (of D/A 3) when the arm is fixed atx = 0.3

mm.
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Fig. 6. An amplitude-modulated differential signal and the peak detection output (of D/A 3) whenx =

0.3 ram. The modulating frequency is 100 Hz.
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Fig. 7. A subtraction current signal and the output (of D/A 4) for the controlling current with a

frequency of 100 Hz.
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Fig. 8. Relation between the peak detection output (of D/A 3) and the arm displacement when i = 0 A.

The arm displacement is measured by micrometers with a resolution of 10 _tm.
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Fig. 9. Relation between the peak detection output (of D/A 3) and the controlling current when

i0 = 0.5 A and x = 0 ram.
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Fig. 10. Transmission characteristic from the modulating signal output (of D/A 5) to the peak

detection output (of D/A 3) when i0 = 0 A andx = 0.3 ram.
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Fig. 11. Frequency response to a sinusoidal signal input (of A/D 1) of the feedback signal output (of

D/A 2).
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Fig. 12. Frequency response to a sinusoidal voltage command of the feedback signal output (of D/A

2). The arm is magnetically suspended by Electromagnets i and 2 with a bias current of 0.5 A.
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Status of MSBS Study at NAL

Hideo SAWADA, Takashi KOHNO, and Tetsuya KUNIMASU

National Aerospace Laboratory

7-44-1 Jindaijihigashi-machi Chofu-shi, Tokyo, Japan

Applications: Wind tunnel model suspension systems

ABSTRACT

A superconductive solenoid model core was suspended successfully in the NAL 60-cm

MSBS. The cryostat containing the solenoid is 600 mm long and its diameter is 87ram and
the solenoid works at 4.2K. Its material is NbTi. Duration time of the permanent current

mode is about 1 hour. According to several test results, the available time for wind tunnel

tests is around 30 minutes for the system. The superconducting solenoid core has the same

characteristics, up to 20A in coil current, in the MSBS as the permanent magnet core does.

The model position sensing system was improved to be easy to use. An auto-calibration

system was built. The lighting system was improved to light up with red and green lights

respectively from upper and side ways in order to avoid the interference between lateral and

longitudinal position components. The 60cm MSBS was installed in a low speed wind tunnel
with a closed circuit. A cylindrical model and a cone-cylinder model were suspended at

various flow speeds up to 28.5m/s without any extra motion comparedwith flow off.

Introduction

Magnetic Suspension and Balance Systems (MSBS) provide an ideal way of supporting a
model for wind tunnel tests because the force to support the model is generated by the

magnetic field which is controlled by the coils arranged outside the test section as shown in

Figure 1. Any mechanical support system is not needed in the flow field. Then the support
interference problem does not exist except for very special test conditions like hypersonic

flow containing ionized atoms. Besides, it is very suitable to carry out difficult tests like

dynamic tests. It is also much easier to change model attitude over a wide range by an MSBS

than by a mechanical support system. These features of the MSBS will improve the tunnel

data productivity. Many MSBSs have been built up to the 1970s but only a few are in

operation presently.

The NAL 10-cm MSBS has been developed since 1985 and the 60-cm MSBS has been

developed since 1993 at the National Aerospace Laboratory (NAL). l The 60-cm MSBS has

the largest test section in the world in the sense of the dimensions as of present. The detail of

research activity relating to the 10-cm MSBS at NAL must be referred to References 1) to 4).

In order to generate a large magnetic force balancing the aerodynamic load, both a strong

magnetic field and large magnetic moment of the model core are needed. The

superconductive solenoid core can be mounted inside a model and can generate much larger

magnetic moment than permanent magnet cores. A small superconductive solenoid model

core was designed and was suspended successfully in a MSBS at Southampton University

supported by NASA. s'6 This was the only successful suspension of a superconductive

solenoid until the suspension of the solenoid described in this paper. A new superconductive
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solenoid model core was designed at NAL and was built by a manufacturer in 1997. The core

was suspended in the 60-cm MSBS successfully in 1998. As far as the authors know, there

was no procedure of safety handling superconductive solenoid model cores in MSBSs.

Through the experience of suspending the core in the 60-cm MSBS, a safe handling

procedure was developed.

The 60-cm MSBS was installed in an old low-speed wind tunnel at NAL. The tunnel has a

closed circuit and is fan-driven. The maximum flow speed is about 28.5m/s and its pressure is

ambient. The MSBS has been improved to be easy for researchers to use it. The model

position sensing system can be calibrated automatically with a computer. A computer

controls all of the MSBS in order to avoid wrong operations. Model position and coil current

data sets for 16 seconds at any time during the operation can be stored. The system is still

being improved to meet to user satisfaction. Two kinds of models were suspended in the

tunnel and the results were examined to determine whether or not the MSBS was acceptable
for wind tunnel testing.

SYMBOLS

(x,y,z)

(_,0,_)

H

M

P[0] to P[5]

P[6] to P[9]

P,Q,R,S,T

... coordinate system, unit : mm, See Figure 1.

... rolling, pitching, and yawing angles of a model, unit : degree.

... magnetic field intensity, (Hx, Hy, Hz).

.... magnetic moment (Wb.m), (M,c, My, Mz).

... ceiling sensing camera outputs, (counts).

... side sensing camera outputs, (counts).

... see Eqn. (2).

Brief Description of the NAL 60-era MSBS

The 60-cm MSBS consists of 8 electromagnets and 2 air cored coils. Four of the 8

electromagnets make a magnetic circuit with an iron ring perpendicular to the wind axis (x-

axis). The other four also make a magnetic circuit with another iron ring as shown in Figure

2. Each has four pole-surfaces. The coils 1 to 4 are attached to the upstream iron ring. The

coils 5 to 8 are attached to the downstream ring similarly. The coil currents can control the

magnetic field surrounded by the four pole-surfaces in each ring. The four coils are always

excited in pairs like a pair of coils, 1 and 3. The paired coils of (1, 3) and (5, 7) control Hz

and its derivative with respect to x. Similarly, the paired coils of (2,4) and (6,8) control Hy

and its derivative with respect to x. A pair of air cored coils, (0, 9) controls the derivative of

Hx with respect to x. The distance between the poles of the coil pair is 640 ram. The

specifications of the coils are listed in Table 1. Details of the NAL 60-cm MSBS are
described in References 1 to 4 and 7.

We have two permanent cylindrical magnets magnetized along their axes for the 60-cm

MSBS. One is 50 mm in diameter and 300 mm long and a TOKIN K-5 type Fe-Cr-Co

magnet. The other is 55 mm in diameter and 280 mm long and is an Alnico5 magnet. Five

coil drive units for the coil pairs range from -75 to 75 A at 60V. A bias coil for generating

additional lifting force is driven by two constant current power units of 1500 W, which range

from 0 to 100 A. The coils are cooled with ambient air and they can be operated for about 1
hour.
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A model position sensing system for the NAL 60-cm MSBS has been developed at NAL. The

principle of the system is the same for the NAL 10-cm MSBS. It is described in reference 1.

Two model position sensing cameras are mounted at the side and upper side test section

walls. The upper camera measures x, y coordinates and yaw angle, I//of the model. The side

camera measures z coordinate and pitch angle, 0. Each camera is connected to a computer

and both measured data sets are gathered synchronously in a computer and the computer

evaluates the model position with them and adjusts the coil currents. Large noise radiated

from the power units affect the accuracy of the measured position significantly. All position

data are modified with low pass filter of 10 I-Iz cut-off frequency before evaluating the model

position.

coil #

0,9

1,3,5,7

2r4r6r8
coil drive units
bias coil drive units
model cores

control

turn number dimensions purposes

50 620 x 620 drag
97 + 97 200 x 200 lift, pitch moment

100 200 x 200 side force ),awin[ moment Tand rolling moment

60V, 75A 5 units
1500 W 2 units

50-x 300 cylindrical permanent magnet (Fe-Cr-Co)

55-x 280 cylindrical permanent magnet (AlnicoS)
5 degree of freedom except for rolling motion control

mllin_ motion : mechanical control with a fly wheel 8)

Table 1 Specifications of the NAL 60-cm MSBS

In order to avoid model damage and personnel accident during initial suspension, the 60-cm

MSBS has a model holding system. The system was designed to hold the model horizontally

at the center of the test section as shown in Figures 2 and 5. The arm part of the system can

be moved out from the test section completely after releasing the model. After moving out of

the test section, the open space on the test section wall for motion can be closed with a

removable window by hand. In order to confirm that the model is in balance, the model

holding system is equipped with a balance. If the output from the balance becomes very small

in its magnitude, it suggests that the model has been in near balance condition. The balance is

accurate enough to monitor a model balance condition. Details of the model holding system

and the monitoring system are in Reference 7.

A Superconductive Solenoid Core

A superconductive solenoid model core, shown schematically in Figure 3, was designed and

built in 1997 by NAL and a manufacturing company. The cryostat is 600 mm long and 87mm

in diameter. The solenoid is 300 mm long and 72 mm in outer diameter and 43mm in inner

diameter and works in liquid helium at 4.2 K. The superconductive material is NbTi. The

maximum magnetic moment is above 0.0057 Wb_m. Duration time of the permanent current

mode is about 1 hour. The maximum storage of liquid helium is about 1 liter. Details are in

Table 2.

All parts for the solenoid operation are installed completely inside a cylindrical region of 87

mm in diameter. This condition is necessary to install the cryostat into a wind tunnel model
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easily. The vaporized gas from the liquid helium is exhausted through a slender pipe

continuously at the present time. During the gas exhausting, aerodynamic forces cannot be

measured because the flow around the model is disturbed by the exhausted gas jet. The mass

of the cryostat is about 7.4 kg.

The magnetic moment, Mx, was measured with the 60-cm MSBS magnetic field and it is

0.0023Wbm when the solenoid is excited at 20A. The cryostat was inserted into a thin

cylinder of 91mm in its outer diameter to protect the cryostat shell from the model holding

system. The mass of the whole model including the model mass is 8.7kg and the inertia

moment about the gravity center is about 0.233kgm 2, which was evaluated by oscillation

tests. Because the MSBS does not have rolling motion control capability as of present, a

small thin plate of lead was attached inside the cylindrical model so that the helium gas

exhaust pipe exit may be upwards in balance. The control constants were estimated with the

constants of a permanent magnet model core.

Field achieved in test at 4.2K

Coil inductance:

Current density at 6.5T:
Calculated magnetic moment at 6.5T:

Magnet bore:
Overall diameter:

Overall length:
Winding length:
Distance from base to field center:

Specified: 6.5 T
Specified: N/A
Specified: >25 kA/cm 2

Specified: >0.0047 Wb.m
Specified: 35 mm
Specified: 75 mm
Specified: N/A

Specified: 300 mm
Specified: N/A

Cryostat

Actual: >6.5 T
Actual: ~7 H
Actual:45.1 kA/cm 2
Actual:0.0057 Wb.m
Actual: 43 mm
Actual: 72 mm
Actual: 348 mm

Actual: 300 rnm
Actual: 156.5 mm

Cryostat length: Specified: 600 mm Actual: 600 mm
Cryostat outside diameter: Specified: 87 mm Actual: 87 mm

Table 2 Superconductive solenoid model core specifications for the 60-cm MSBS

Handling and Operating Test Results of the Superconductive Solenoid Model Core.

It is necessary to estimate the procedure in detail for testing a model with the superconductive

solenoid model core in the MSBS because only one example of suspending a small

superconductive solenoid core in the small MSBS 5) was reported. After several tests, a testing

procedure was built temporarily, which is subdivided into 62 steps. Fundamental sequential

steps are listed in Table 3.

The coil temperature history is shown in Figure 7, which was monitored at the model

suspension test in the 60-cm MSBS. The solenoid was excited at 20A. Parts of the

temperature history during the model suspension are not depicted because the cables are

disconnected during that time. At the first test in the figure, it took one hour and 43 minutes

to cool down the solenoid and it took 16 minutes to build the permanent current mode to 20A

and to disconnect all cables. Then the model was suspended in the MSBS for about 30

minutes. After holding the model by the holding system, we waited for quench phenomenon.

When the quench happened, the solenoid temperature rose up suddenly as shown in the

figure. Once quench happens, we must wait for an hour to achieve uniform temperature in the

solenoid. In order to proceed to the next test, the solenoid was cooled again. It took about one
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and a half-hour to cool it and store liquid helium inside the cryost.at. After exciting the

solenoid, the model was tested in the MSBS again. The model was held by the holding

system at 10 minutes before expected quench time. Then the power unit sank the current

passing through the solenoid safely. The cryostat was stood on a base to pour liquid helium

into it. The solenoid was cooled soon again because heat was not generated by quench. The

third test was also carried out safely as shown in this figure. If quench is avoided, model

suspension tests of about 20 minutes duration could be carried out every 150 minutes. It took

30 minutes to cool down the solenoid with this procedure. It also took about 1 hour to store

enough liquid helium inside the cryostat. The one-hour of the storing time was decided

through several cool down test experiences. Then, there is some room to make the time

shorter. The whole procedure listed in the Table 3 for suspending and holding and de-

energizing the superconductive solenoid model core safely was conftrmed by several tests.

1. get the 60-era MSBS ready to suspend a model,

2. stand the cryostat vertically on a base,

3. connect coil temperature and liquid helium monitoring cables,
4. disconnect the short bar on the solenoid ends,

5. start measuring the coil temperatures and liquid helium level,

6. start transferring liquid helium into the cryostat,
7. wait until conditions are satisfied completely,

8. finish transfer of liquid helium, (See Figure 4.),
9. disconnect coil temperature and liquid helium monitoring cables,

10. insert the cryostat into a model,

11. connect coil temperature and liquid helium monitoring cables again,
12. connect coil exciting cables,

13. mount the model on the model holding system,

14. hold the model strongly, (See Figure 5.)
15. switch on a power trait for the solenoid,

16. build permanent coil eta'rent mode,

17. switch off the power unit,
18. short the solenoid ends with the short bar,

19. disconnect the coil exciting cables and monitoring cables,

20. start operation of the 60-era MSBS, (See Figure 6.)
21. hold the model by the holding system before 10 minutes of quench phenomenon,

22. stop operation of the MSBS,
23. connect the monitoring cables,
24. decide whether or not to continue sinking current procedure by the monitored coil

temperatures,
25. connect the coil exciting cables,
26. switch on the power unit,

27. disconnect the short bar,

28. sink the _oil current completely,
29. switch offthe power unit,
30. disconnect all cables,

31. release the model from the model holding system,

32. pull out the cryostat from the model,

33. stand the cryostat on a base,
34. connect the monitoring cables,

35. transfer liquid helium into the cryostat again if it needed,

Table 3 Handling procedure for the superconductive solenoid
model core at the NAL 60-cm MSBS
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The model with the superconductive solenoid model core was suspended successively in the

NAL 60-cm MSBS as shown in Figure 8. The 20A current passed through the solenoid at the

test. It was not necessary to tune up the control performance with the reduced control

constants from theperma- nent magnet cores. The responses of model position change were

acceptable as shown in Figure 9. Large differences in response and suspension performance

did not appear between a permanent magnet core and the superconductive solenoid core at

the time. In Figure 6, strings are shown in the figure, which have no tension and do not affect

the suspension at all. The strings were attached to the model in order to avoid accidental drop

directly against the test section wall. A picture of the suspended superconductive solenoid

model core model without any strings is shown in Figure 8. The cryostat was out of order

after the test and the coil temperature could not cool down with liquid helium. According to

the manufacturing company's repair report, the cause was that the solenoid suspension rods

inside the cryostat were broken which caused the thermal insulation performance to degrade

significantly. It was repaired. The success of suspending the super conductive solenoid

model core suggests the possibility of realizing larger sized MSBS by using the

superconductivity technology. We are proceeding to design a 2m MSBS for a low speed wind
tunnel.

Improved Model Position Sensing System

The model position sensing system at the NAL 60-cm MSBS was significantly improved in

accuracy two years ago by adding another sensing camera in upper side of the model.

However, the two cameras were connected to computers, respectively. One computer, which

received the measured model position by the upper camera, controlled the lateral model

motion. Similarly, the other computer, which gathered the model longitudinal model position

with the side camera, controlled the longitudinal model motion. Only the x coordinate was

corrected by measured model yaw angle. Practically, a model is lighted with four optical fiber

ilhanination systems. The two systems light the model from the upper side and the other two

systems light from the side. Then a part of the model surface is lit up more strongly than the

other lighted parts from both ways. In order to avoid interference between the lateral "and

longitudinal measured data sets, the upper side model is lit up with red light with color filter

sheets on the upper window and the side surface of the model is lit up with green light with a
color filter sheet on the side window.

The two cameras are driven synchronously with one signal and the measured data sets are

gathered into one computer at the same time. Then interference among the five model

position components is corrected with following linear equations:

Iil (+0.0680-0.0011 +0.0001 -0.0174

+0.0001 -0.0646 +0.0009 +0.0009

=t-0.0001 +0.0046 +0.0527 -0.0001

-0.0000 -0.0000 -0.0010 +0.0349
_+0.0000 +0.0005 +0.0004 -0.0005

-0.0009yT_ _+ 39.59

+ 0.0048 IIR / /-76.80

+0.0002 [IP[+[+ 70.88

+0.0026 I[Q/ ]-1.05

-0.0367J_.S) _.+ 0.68

...(1)
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where

/P[0I+ P[II)T=

R = (P[2]+ P[31+ P[41+ P[5])
4 ... (2)

p = (P[6]+ P[71+ P[8]+ P[9])
4

Q = (P[6]+ P[71- P[81- P[91)
4

S = (P[21 + P[3I - P[41 - P[51)

The 60-cm MSBS was equipped with the 60-cm low-speed wind tunnel this spring.

Aerodynamic tests will be carried out with various models in near future. The model position

sensing system must be calibrated much more easily and often for each tested model. Then,

an automatic calibration system was built as shown in Figure 10. A specially made calibration

model, which has the same shape and surface condition as the aerodynamic test model, is

positioned by a computer and its position measured automatically. The model is in very

similar condition at the calibration test as the aerodynamic test model is suspended inside the

test section. The calibration coefficient matrix and offsets are evaluated easily with the

gathered data sets by the same computer on the spot. The simple relations between model

position, T to S in Eqn. (2) and sensing camera outputs are depicted on the monitor of the

computer during the calibration test. Then, if unexpected relations are observed, the test can

be stopped anytime and the system can be adjusted again. The calibration coefficients and

offsets used in the MSBS control program can also be changed with the new obtained

coefficients and offsets on the spot. y and W calibration test results are shown in Figures 11

and 12. As shown in Figure 12, the interference still remains larger than 2 degrees in _.

Another computer is placed by the control computer, which gathers the all measured model

position data sets and a part of coil current data at the same speed as the control computer.

When a special key is hit, the model position and coil currents are stored as a file on hard disk

for about 16 seconds after the time.

Installation of the 60-cm MSBS at the 60-cm low speed wind tunnel

The NAL 60-cm MSBS was built in 1990 and operated successfully in 1993. The MSBS has

been improved in its control and in its sensing system. But it has not been installed at a low

speed wind tunnel because a low-speed wind tunnel with a 60cm x 60cm test section was not

available. A very old wooden wind tunnel was proposed to use for the MSBS in 1998. Then

the MSBS was moved to the tunnel in the spring. The tunnel had been used for boundary

layer research and was modified to have a long test section of 2m. The long test section

consists of two parts of 1m long. The main parts except its contraction and test section were

made of wood. It is good for MSBS. Besides, the iron contraction is lm upstream far from its

downstream test section inlet. The MSBS replaced the downstream test section and is far

from the iron contraction by lm as shown in Figure 13. The upstream test section was made

of aluminum alloy in its frame parts and transparent material in the other parts. The test

section of the MSBS was made of wood and 1.2m long. A 15cm x 15cm sensing window is

in a side and ceiling walls of the test section, respectively. A replaceable 15cm x 47cm

window is in the other side wall for a model holding system going out of the test section. A
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new collector was designed and installed to meet the new situation of this tunnel. The fan

system was designed to be good up to 1500rpm but was limited up to- 1000rpm because of fan _
belt oscillation trouble presently. Then the highest speed is 28.5m/s, which was measured 1m

upstream from the MSBS test section inlet. A flow quality data set is not available yet.

The possible model incidence ranges up to 12.5 degrees because the drag coil current reaches
around 65A at this model attitude without flow. In order to increase the maximum incidence

beyond this value, drag coil current must be increased. The model, at the incidence of 12.5

degrees, is shown in Figure 14. A cylindrical model was tested at the incidence of 4 degree in

the flow of 28m/s as shown in Figure 15. The model stayed at a position during the test

without any additional motion.

One of the purposes of equipping the tunnel with the MSBS is to estimate the model support

system interference in a new airship development project at NAL. The drag of airships

consists of the friction drag and pressure drag. The two kinds of drags which are significantly

affected are the boundary layer transition and flow separation. The flow is very complicated

around the connecting sections between the model support and model itself. There is concern

whether or not the simple subtraction method of evaluating the interference could be still

available in this sensitive case. It is easy to estimate the model drag interference free case if
the drag is measured with the MSBS.

A cone-cylinder model was tested at 0 incidence at speeds up to 28m/s in the tunnel as shown

in Figure 16. The drag coil current was measured with respect to the flow speed. The result

shows the averaged drag current changes in proportion with its dynamic pressure as shown in

Figure 17. The measured model position shows that the model stayed at the same position

during the test. However, this figure shows only the trends of the obtained data set but is not a

valid aerodynamic data set at all because the flow has not been calibrated yet. Besides, the

model surface was poor because the model was wrapped with a sheet of white paper. The

figure shows only the availability of the 60-cm MSBS. A 6:1 ellipsoid model will be tested in

the wind tunnel this fall. The model surface will be painted in white and will be

aerodynamically smooth. Several tests conducted during this spring and fall show the MSBS

works well in flow at the speeds up to 28m/s in the tunnel. The tunnel will be improved in its

maximum speed next year.

Concluding Remarks

The superconductive solenoid model core designed and built by NAL and a manufacturing

company was suspended successfully for about 30 minutes at the NAL 60-cm MSBS. The

handling procedure of testing the solenoid model core was examined and confirmed as safe.

The control performance of the core looks like those of the permanent magnet cores.

The control system of the MSBS was improved to be one computer control with two

synchronously driven cameras of the model position sensing system. The position sensing
system can be calibrated automatically with a control computer and the obtained calibration

coefficients can be available quickly on the spot. The lighting system was also improved to

light up with red and green lights respectively from upper and side ways in order to avoid the

interference between lateral and longitudinal position components.
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The 60-cm MSBS was installed in a low speed wind tunnel, of which flow speed is up to

28.5m/s and pressure is ambient. A cylindrical model and a cone-cylinder model were tested

in the wind tunnel at various speeds including the maximum one. No motion was observed

during the tests. Although several aerodynamic data sets were obtained, they are not valuable,

except to demonstrate the availability of the MSBS, because the model surfaces were poor

and any flow quality data sets are not available. After calibrating the flow and finishing

model surface smoothly, valuable data sets will be obtained.
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Figure 4 The NAL superconductive solenoid model core on a base

Figure _ The NAL superconductave solenold model core in the model holding system

Figure" _ :,-he N.,,\L superconductive solenoid model core st:spendcd in [he 6()-c::l NISBS
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Figure 8. A superconducting solenoid model core suspended in the 60-cm MSBS
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Figure 10. Auto-calibration system
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Figure 14 A cylindrical model at the incidence of 12.5 degree
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Fi2ure t5 A cylindrical model at 4 degree incidence in the flow of28m, s

Figure 16 A cone-cylinder model at zero incidence in the flow of 28_'s
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Abstract

Princeton University is currently constructing a specialized wind tunnel, the

Princeton/ONR High Reynolds number Testing Facility (HRTF) to be used for

aero/hydrodynamic testing of submersible shapes. The facility will operate at very high

pressures, up to 230 atmospheres, and relatively low velocities. Old Dominion University

is responsible for the design and commissioning of a Magnetic Suspension and Balance

System (MSBS) for use with the HRTF. The HRTF design and operational characteristics

will be briefly described, then the paper will concentrate on the design challenges faced by

the MSBS. The most unusual problems are related to the fact that the electromagnets will

be located outside the wind tunnel pressure shell, with position sensing and other

hardware inside. The test section is constructed of stainless steel, so eddy currents

generated by unsteady magnetic fields are a serious concern. It is shown by analysis and

confirmed by measurements that the system is practical, provided the eddy current effects

are properly modeled and accounted for in the control system design. Due to restricted

access to the interior of the tunnel, the position sensing and control systems must be

configured so as to reliably suspend models for long periods of time, with a variety of

aero/hydrodynamic tests conducted in sequence. This leads to a relatively conservative

choice of system configuration and hardware. The general design of the MSBS will be

presented and plans for completion, commissioning, calibration and operation of the

facility will be reviewed.

Introduction

In the late 1980's, considerable interest was generated in the possibility of constructing an

ultra-high Reynolds number wind tunnel dedicated to aero/hydrodynamic testing of

submersibles. At the time, the leading proposal, was an ultra-low temperature facility

employing either gaseous or liquid helium as the test medium. From the outset, a

Magnetic Suspension and Balance System (MSBS) was considered necessary in order to

provide a test environment free of support interference. A publication derived from the

proceedings of a Workshop which summarizes the position in 1989 is available [1].

Although a helium-based facility appeared feasible, the practical problems of operating
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flow diagnostic and other instrumentation at extremely low temperatures was apparently a

barrier to further progress.

In the early 1990's, a research program at Princeton University resulted in the

development of an ultra-high Reynolds number pipe flow apparatus, now known as the

Princeton/DARPA-ONK SuperPipe (Figure 1), which has provided turbulent pipe flow

data at the highest Reynolds numbers achieved to date (38 × 106 based on diameter) [2-

4]. The SuperPipe achieves ultra-high Reynolds numbers by utilizing air at normal

temperatures, but extremely high pressures, up to 3500 psi (24 MPa; above 230

atmospheres). Since the proposed application is not Math number constrained, this

approach could be applied to the ultra-high Reynolds number wind tunnel.

In the mid-1990's, following two further Workshops [5,6], it was apparent that the high

pressure approach seemed to provide the best near-term opportunity for construction of a

pilot facility and a project was started at Princeton University, funded by the Office of

Naval Research (ON'R). The new facility would share certain infrastructure already in

place for the SuperPipe. The task of design and construction of the MSBS was assigned

to Old Dominion University. The HKTF will begin operation in late 1999 and the MSBS

is scheduled to be delivered as a "turnkey" system in late 2000.

Generation of High Reynolds Numbers

The submersible application is distinct from the perhaps better-known aerospace problem

in one very important respect. This is that the test Math number is simply very low and

does not need to be held to any specific value. It is easily seen that since :

Re = t° VL l pV 2# ; q=_

- then for a gaseous test medium :

Re@ V/'_ L

Thus it is seen that high Reynolds numbers can be achieved with modest dynamic

pressures and physical scales by utilizing very high test pressures. An implication is that

the test velocity will be quite low, since the rise in p is offset by allowing V 2 to decline.

This results in very low test Math numbers; also relatively modest power consumption for

conventional fan-driven wind tunnel layouts.

Initial Development of the HRTF MSBS Design

The HRTF was specified as operating at a maximum pressure of 3500 psi, thereby

remaining within the range already used for the SuperPipe. A representative test model
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would be a 12:1 length-to-diameter ratio quasi-axisymmetric, low-drag model 1. The

target length Reynolds number was around 1.8 × l0 s. These requirements could be

satisfied with a test section diameter of around 18 inches (0.46 m) and a flow velocity

below 65 ft/s (20 m/s). In turn, the drive power requirements of such a facility would be

comparable to those of the SuperPipe, permitting the use of common electrical drives and

cooling systems.

A major design decision was whether to mount the MSBS electromagnets inside or

outside the pressure shell. The pressure shell would be fabricated from stainless steel;

relatively conductive, but non-magnetic. The former alternative was preferred for the

MSBS, since it placed eddy currents induced in the pressure shell further away from the

suspended model, while placing the electromagnets closer. However, the cost of the

larger cross-section pressure shell required in the test section area proved prohibitive.

Following some analysis of eddy current behavior, it was concluded that electromagnets

mounted outside the pressure shell would be practical, as discussed more fully later. This

configuration was therefore chosen. Model position sensor and other hardware would be

located inside the pressure shell, so as to avoid a requirement for extensive viewing ports

in the test section region 2. Figure 2 shows the HRTF layout. Note that an aerodynamic

liner, not shown, is to be fitted inside the test section leg.

The pressure shell dimensions in the test section region were fixed at 24 inches outside

diameter (0.61 m), nominally 19 inches inside diameter (0.48 m). The shell material was

304L stainless steel. Due to the unavailability of cast or drawn stainless steel pipe of these

dimensions, the section was fabricated by rolling a plate, with a welded seam. For

metallurgical reasons, the weld material was stainless steel with 10% ferrous addition.

This results in the weld being weakly magnetic. Massive carbon steel flanges were

attached to each end by welding. Figure 3 shows the dimensions of the test section, and

the fabricated part is illustrated in Figure 4.

Dynamic Analysis

The critical issue arising from the choice of the placement of MSBS electromagnets

outside the pressure shell is that of eddy currents induced in the stainless steel walls. A

series of finite element models were developed using the magnetodynamic analysis

package OPERA/ELEKTRA TM in order to provide preliminary estimates of the field

attentuation and guidance for development of a dynamic model.

A simple finite element model of the test section pressure shell is shown in Figure 5, with a

representative air-cored electromagnet located externally. ELEKTRA TM can solve the

magnetodynamic problem either as a series of single frequency, quasi-steady problems, or

as the time response to a prescribed electromagnet current transient. In both cases, only

the electromagnet current is assumed, all other fields and currents are computed. Figure 6

1An ellipsoid is currently used as the basline geometry
2Optical position sensing is assumed, as discussed later
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shows the computed magnitude and phase of the magnetic field on the axes of both the

electromagnet and the test section (the nominal centroid of the suspended model). Also

shown is the field development in response to a step change in electromagnet current. It

should be noted that the reliability of these solutions decreases as the frequency increases,

or at shorter times following the step, due to concentration of the eddy current near the

surface of the conducting material - the "skin effect". These degradations can be

alleviated to some extent by adjustments to the finite element mesh.

It is seen that a simple first-order lag provides an order-of-magnitude representation of the

eddy current effects. Further, the time constant, around 0.009 seconds, is acceptable from

a system dynamics point of view. Previous analysis [7, etc.] has shown that the form of

the eddy current effect is perhaps more accurately described by a "half-order" pole 3. As

system development proceeds, more attention will be paid to development of high-fidelity

dynamic models.

MSBS Design Synthesis

The initial design of the MSBS, particularly electromagnet sizing and placement, is driven

by steady-state operating conditions. By incorporating substantial performance margins,

in the electromagnet sizing, dynamic capability is introduced. The key issue affecting

system dynamics is the provision of adequate power supply capacity. The system design

procedure will be briefly reviewed here.

Test Section Cross-Section

Within the circular pressure shell, some allowance must be made for location of model

position sensor and other hardware. Figure 7 illustrates one possible choice, giving a flow

area of around 220 square inches (0.142 mg).

Model Size

With the flow area set, the model size can now be established based on a compromise

between Reynolds number requirements (larger models) and test section blockage (smaller

models). From other dimensions stated, we have :

Table 1 - Baseline Model Specifications

Length 35.4 in (0.9 m) Volume 162 cu.in (2.65 × 10-3m s)

Diameter 2.95 in (0.075 m) Weight 45.6 lbs (202.8N)

Blockage _ 3% CD 0.1 to 0.3

3For instance, see also thepaper by Fukata et al in this symposium
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The estimated dynamic pressure in the HRTF is only 5.8 psi (40 kPa; < 0.4 atmospheres),

so typical model aerodynamic drag loads are only of the order of 3.8 to 11.7 lbs (17 to 52

N). It is seen that the model deadweight is the dominant force in this application.

Magnetic Fields and Forces

A permanent magnet model core was chosen with a view to minimizing steady-state

power consumption (i.e. no magnetizing coils needed). Taking the classical axial model

magnetization and using the axis system shown in Figure 8, we have :

.M = (0, O, Mz) (see Figure 8)

Fx (sideforce) = V MzBx_ o

Fy (vertical force) = V MzByz o

Fz (axial force) = V M_B_ o

T_ (pitching moment) = - V M_Byo

Ty (yawing moment) = V M_B_o

T_ (rolling moment) = 0

- where V is the magnetic core volume, M its magnetization and B the external magnetic

flux. A subscript of o indicates evaluation at the model centroid. Rolling moment

capability will be required, but will be addressed later, as is traditional practice. The target

maximum force capability and corresponding nominal field and field gradient values are

shown below, based on a "1 Tesla" magnetic core (i.e. Mz = 796,000 A/m). The drag

and sideforce targets are twice the maximum expected steady-state aero/hydrodynamic

forces. The vertical force target is the deadweight of the model, plus twice the maximum

expected steady-state aero/hydrodynamic force. The aero/hydrodynamic moments are

expected to be relatively small and hence a weak design driver. The sizing of the

electromagnet array can now proceed.

Table 2 - Design Forces and Corresponding Field Gradients

Fx 106N B=o 0.1T/rn

Fy 106N B_zo 0.3 T/rn

Fz 308.8N B_,o 0.1T/m

A baseline set of air-cored electromagnets has been developed, by trial-and-error, using the

OPERA/TOSCA TM magnetostatic package. The general configuration follows the

classical "+" arrangment and is shown in Figure 9. Considerable further refinements are to

be expected prior to the design "freeze", such as the introduction of iron cores to the

vertical and lateral electromagnets.

679



MSBS Control Law Design and Synthesis

The objective of the MSBS is to reliably suspend and position in six degrees of freedom a

test model with a cylindrical permanent magnet core. In addition to regulating the

position in six degrees of freedom, the system should also allow tracking of slow time-

varying signals 4. Due to restricted access to the interior of the tunnel, the control system

must maintain the test model in suspension for long periods of time while a variety of

aero/hydrodynamic tests are conducted in succession. These constraints place special

requirements on the hardware as well as on the control law design. For example, the

electromagnet coils will need a built-in cooling system, and the control law will need to be

robust and able to regulate the disturbance effects of the aero/hydrodynamic tests being

conducted. Additional constraints are imposed on the sensor system, which is inside the

tunnel where the maximum pressure can reach 3500 psi. The sensor elements will need to

be prepared to withstand the pressure, such as by venting enclosed air cavities. In this

section, the plan for the design of the regulation and tracking control law is described.

Plant Model

For control purposes, the plant consists of the actuators and load, that is, ten

suspension/control electromagnets, six (or more) power supplies, and the test model. The

equations of motion of the cylindrical magnet inside the test model can be derived starting

with the nonlinear torque and force equations developed in References 8-10. The torque

and force equations will first need to be modifed to properly include the effect of the eddy

currents induced on the walls of the pressure shell as explained earlier. In addition,

analytical models are being developed for the fields and their gradients acting on the

permanent magnet that fit numerical data generated by the OPERA/TOSCA/ELEKTRA TM

package. The plant model derivation will yield nonlinear equations that characterize the

plant's response from the commanded power supply currents to the three displacement and

three rotational outputs. These nonlinear equations are being derived for the design of

nonlinear controllers. The nonlinear model will also be linearized to develop perturbation

models for linear control design.

Sensor System

Initially, five laser light sheet sensors will be used to provide measurements for pitch and

yaw angles, and longitudinal, lateral, and vertical displacements. These five degrees of

freedom control are the only ones possible if the permanent magnet magnetization is along

its axis and the magnet is cylindrical [9,10]. If other types of magnetizations are included,

or if the magnet is made non-axisymmetric, then roll control is also possible. Several

techniques are still being considered for the measurement of the roll angle; the technique

to be used will depend on the test model. For example, X-shaped stern control surfaces of

a submarine model can be used with shadow position sensors. The currently selected

4To simulate dynamic maneuvers
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sensors are SUNX TM Model No. LA-511. Each sensor consists of an emitter and receiver

element with side-view mirror attachments that bend the beam through 90 ° . The mirrors

are needed to improve packaging of the sensors in the narrow space between the inside

wall of the pressure shell and the flow liner, hence maximizing the flow area through the

middle of the tunnel. The sensors are attached to rings that are fitted inside the tunnel.

Each ring can hold one or two sensors. Figure 10 shows the front view of a ring with two

sensors and a cylindrical three inch diameter model. This figure does not show the

aerodynamic liner. This liner will have portholes to allow the light beams to pass. Since

the laser beam width is 15 mm, with this configuration it is possible to measure -¢- 7.5 mm

displacements in each direction. The sensors will be placed to give about a -4- 5 ° angle

variation for pitch and yaw.

Controller Hardware

The hardware selected for the data acquisition and control is a dSpace TM Advanced

Control Kit 1103 which includes a micro-controller board with a Motorola PowerPC, a TI

DSP subsystem, and an integrated real-time software environment. The main advantage

of the software is that it interfaces with Matlab TM and Simulink TM to simplify testing and

analyzing control algorithms in real-time. The hardware includes 8 DACs (14 bit, 5 _ts

settling time) and several ADCs, including 16 high performance ADCs (16 bit, 4 _ts

conversion time). If necessary, the hardware can be used to implement high order

controllers while maintaining sampling rates between 0.5-2 kHz. The dSpace software

environment will also be used to develop a custom GUI interface for the production

turnkey system.

Control Laws

The main goal for the control law is to robustly meet the regulation and tracking control

specifications. The design will be very challenging because of the large-gap magnetic

suspension requirement and the placement of the coils on the outside of the tunnel. This

coil placement induces eddy currents, which add a layer of uncertainty, and will probably

increase the coupling of the multivariable dynamics. Due to limited access to the inside of

the tunnel and the high degree of uncertainty of the models, robustness will be emphasized

over performance at first. Once the equipment is in operation and system identification

gives models and uncertainty descriptions that are more accurate, then the control laws

will be redesigned to have improved performance, trading-off robustness for performance.

The initial control laws to be designed will be based on linear perturbation models. These

include classical sequential loop closure and robust multivariable controllers. The

nonlinear plant models that are being derived will permit the design of nonlinear

controllers such as sliding mode controllers, which have well known robustness properties.
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Discussion - Project Status

A significant analysis effort is underway to fully model the effect of the weakly magnetic

test section weld. Following completion of this effort, the design presented will be

refined, such as by inclusion of iron electromagnet cores, principally to minimize the

steady-state power consumption and capital cost. The final specifications will then be

frozen and hardware procurement started. It is currently planmed to complete asembly of

all major componets in Summer 2000, with delivery to Princeton around the end of 2000.

(Authors note - shortly after the Symposium, the electromagnet confiuration was changed

to an "X_' layout, as shown m Figure I1. This distributes the model deadweight more

evenly across the electromagnet array)
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SUMMARY

There is considerable interest in the improvement of fault tolerance in the design of active position

and vibration control systems. In the creation of many magnetic actuator position or vibration control

systems there exists potential for the inclusion of redundancy in the number of actuators and sensors used

for control. This redundancy can provide improved tolerance to actuator or sensor related faults if, when

a fault occurs, control of the system can be rapidly reconfigured to bypass control from a faulty

component to the remaining healthy ones. To do this requires a system for the detection and identification

of faults as and when they occur. The performance of modern computerised control hardware is now

sufficient to allow such a system to run in real-time, in parallel to any digital control algorithm.

In this paper the development of a method for the detection and isolation of faults relating to control

sensors and actuators is presented as a basis for the implementation of a fault tolerant control scheme.

The method is based on the use of a neural network, operating in real time, for the detection of signal

errors occurring in the plant inputs or outputs. The neural network is trained off-line using identification

data taken from the plant and therefore does not require an accurate model of the plant dynamics.

Results are presented for the application of this method to an active magnetic beating/rotor system,

both in simulation and experiment. The issues of sensitivity to faults, speed of response and the effect of

external disturbances on the reliability of the fault detection system are investigated and discussed. It is

demonstrated that, through the implementation of a reconfigurable control scheme with a fault detection

system, improved tolerance to sensor and actuator related faults can be achieved.

NOTATION

A, B_, C_, D,_
b

d,D

system state space matrices (subscripts tw'fl relate to inputs/outputs)

neural network bias vector

vector of direct rotor forces (time domain, Laplace domain)

• Work clone under Engineering and Physical Sciences Research Council grant GR/L62238
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e

r,F
Gr_
I

J

J
n

q

r, N

t

u,U

v, v

w

W

x

Y

neural network output error vector

system fault signal (time domain, Laplace domain)

fault signal transfer function matrix from fl to r

identity matrix

performance index for network training

plant identification signal vector

sensor noise signal vector

vector of neural network fault detector inputs (with and without fault component)

fault detector residual (time domain, Laplace domain)

time variable

magnetic bearing control forces vectors (time domain, Laplace domain)

vector of concurrent plant input and outputs (with and without fault component)

fault signal vector used for fault detector training

neural network weighting matrix

system state vector

vector of plant outputs

rotational frequency

set &detectable fault conditions

angular frequency

INTRODUCTION

Fault detection and diagnosis have been recognised as issues of primary importance in modem

process automation as they provide the prerequisites for fault tolerance, reliability, and security. For this

reason there has been considerable development in the design of fault detection systems for various

purposes and using a wide range of methods. Moreover, the fault detection system is a principal

component of a reconfigurable control strategy and it is with this purpose that development of a fault

detection scheme will be made. State estimation techniques have been widely studied in this field (ref. 1)

and have proved to be successful in numerous cases where linear system theory can be applied to the

dynamic modelling of the plant. Alternatively, parameter estimation is also a powerful method for the

detection of faults in dynamic systems by on-line estimation of physical system parameters (ref. 2). This

is a particularlyimportant method for process plants (chemical processes, nuclear reactors, etc) where the

plants often have slow dynamic behaviour, but process faults can cause sudden parameter variations that

need to be estimated quickly. The important consideration in common with these methods is that they

require a system model on which to base the fault detector design and as such are sensitive to the

accuracy of the model. Also, they are applicable only to systems that can be represented by a linear

model.

The main requirements for a fault detection and isolation scheme can be classified as either

performance or robustness related. Performance criteria can include speed of detection, sensitivity to

incipient faults, sensitivity to false alarms, missed fault detections and incorrect fault detections.
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Robustness requirements can be defined with respect to unmodelled non-linearities or uncertain system

dynamics, unknown disturbance and noise.

In this paper the approach of using fault detection observers will be briefly reviewed, outlining recent

work on frequency domain design methods. Although this approach will not be implemented in this

study, it serves as a useful comparison to the previously undeveloped approach of using neural network

architectures for the pararneterisation of fault detectors. The main reason for using the neural network

approach to fault detection is that the available system model is unlikely to be sufficiently accurate for the

design of a reliable fault detection observer, whereas the neural network approach is model flee if

training is performed using experimental measurements.

FAULT DETECTION OBSERVERS - BACKGROUND

The use of state estimation techniques for the generation of fault detection signals, or residuals, has

been considered for systems with unknown inputs, where the objective is not only to decouple the effects

of different faults on the observer output, but also minimise the effect of the unknown plant inputs, that

might otherwise cause false fault detection.

Consider a general system model with the discrete time state space structure applicable to a linear

system having multiple control actuators and measurement signals:

xk+I =Ax k +B.u k +Bad k +B/f

Yk =Cyxk +Dad+D.u+Dff
(1)

where u is the control force applied by the control actuators and d is the system disturbance. The system

input f represent the effects of faults.

The unknown input fault detection observer (UIFDO) is based on the state space observer (or state

estimator) techniques ofLuenberger (re£ 3) and has the same basic structure. The observer inputs are the

plant control inputs and plant outputs. The observer state space matrices are chosen so that a fault in the

system produces a known residual output. However, the effects of different faults must be uncoupled so

that individual faults can be isolated. A design method for producing an observer with these qualities

from the plant equations given (1) was developed by Frank and Wunnenberg (re£ 1), who used the

Kronecker canonical form of the system equations to produce a UIFDO. Other methods have been

developed (ref. 4) for the design of optimal state space UIFDOs, but for most systems it is impossible to

completely decouple the observer output from the effects of plant disturbances. Recent research has

therefore considered a different approach to the UIFDO design, where the design objectives are specified

in the frequency domain as performance and robustness bounds on the observer transfer functions. The

frequency domain design of fault observers having the structure given by equation (2) has been proposed

by Frank and Ding (re£ 5) using an H** design specification. An enhancement of this technique (re£ 6)

uses a mixed H/H. specification for which a linear matrix inequality (LMI) formulation can be used to
obtain a solution.
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NEURAL NETWORK FAULT DETECTION

Artificial neural networks (ANNs) have been shown to have enormous potential in application to both

system modelling and identification. Recent progression has naturally led to them being employed for
control and fault detection purposes (ref 7). The key properties of ANNs, making them attractive for

application to fault detection problems, include:

• The ability to approximate non-linear functions over a finite interval using multi-layer neural

networks.

• They can be trained directly from plant data without requiring any predefined model of the plant. On-

line adaptation is also possible.

• They have an in-built ability for pattern recognition, whether from static data using feed-forward

networks or from time series data using recurrent networks.

• They naturally have multiple inputs and outputs and therefore lend themselves to the modelling of

multivariable systems.

Methodology

Although a variety of network architectures (both feedforward and recurrent) could be employed for

the fault detection problem, probably the simplest feasible network architecture for a rotor/magnetic

bearing system has a form corresponding to a series-parallel model:

r k = Wpk + b (2)

[ T T T T

where Pk = lYk-,,uk-_ .... ,Yk,Uk ]r The addition of the bias vector b allows the model to be linear about a

non-zero operating point caused by, for example, an unknown static disturbance. The output rk is the fault

detection signal, often required to be an estimate of the fault signal f. This detection system has the form

of a single linear feed-forward network. This model can be extended to the non-linear case, using a 2-

layer network having overall transfer function

rk = W2tanh(Wlpk + bl)+ b2 (3)

Here the input layer is a pure linear neuron layer and the output layer neurons have a hyperbolic sigmoid

transfer function, allowing the incorporation of some plant non-linearities into the model.

To overcome practical problems associated with training and speed of implementation, the network

employed in this study was a single layer linear network. The computational complexity of this type of

network is comparable with a linear state space observer algorithm of the same order. A schematic of the

network is shown in figure 1. Function computation time is important when implementing the fault

detector in real time and the size of the network employed has a direct influence on the maximum sample

frequency that can be used for the fault detection algorithm.
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Figure l Network architecture for fault detection problem

Combined Plant/Fault Detector Dynamics

The dynamics of the neural network fault detector and plant can be described in state space form and

combined to give an overall dynamic model of the system that includes the effects of faults, system

disturbances and control inputs. The frequency response of the fault detection signal to these signals can

then be written using transfer function matrix notation as:

R(jCo): G ¢ (jco)F(jco)+ C _d(jco)D(jco)+ G,_ (j co)U (j co) (4)

where G,,b are the relevant transfer function matrices from b to a and can be derived from equations (1)

and (2) as given in Cole et al. (ref. 8).

Written in terms of these transfer functions, the fault detector design objectives can be specified as:

• Approximate G,fto the identity matrix (I) over a frequency range for which fault signals need to be

detected so that r is an approximation of f over the bandwidth of detectable faults.

• Minimise a suitable norm of Grd(ja0 over the frequency range of expected disturbances.

• Minimise a suitable norm of G_,(jo) over the frequency range of expected control signals.

The network can be trained using time series data taken from the real plant with a sum-squared error

criteria to optimise the weighting and bias matrices. Plant data is obtained by applying test signals to the

appropriate plant inputs and outputs. The choice of test signal, i.e. magnitude and spectral content will

indirectly influence the level of optimisation with respect to the above design criteria.
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NETWORK TRAINING

The training of the fault detector (FD) network is undertaken using the following strategy:

(i)

(ii)

Obtain plant identification data by applying a (discrete time) input signal n(t) to the plant input

and acquiring corresponding output data.

The plant data obtained from (i) is used for the training of the fault detector. A simulated fault

signal is added to the plant data and the neural network is trained to produce an estimate of this

fault signal.

Plant Identification

The system structure for plant identification is shown in figure 2. The form of the discrete input signal

n(0 used for the identification of the plant has an important influence on the design optimisation for the

fault detector. Although the optimisation takes place in the time domain the frequency content of the

identification signal should also be considered in terms of its design influence.

The choice of identification signal will depend on the nature of the faults being considered for

detection. If the fault signal (f) is likely to be a band limited noise signal then, in order to minimise the

effect of the control signal on the fault detector, a similar identification signal should be employed. Ifthe

desire is to produce a fault detector that is optimised for sudden fault occurrence, characterised by step

changes in f, then a fixed step input signal is probably more suitable. In either case consideration should
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be made to the steady state accuracy of the fault detector, as all fault signals are likely to have a DC

component that needs to be accurately estimated for detection and diagnosis.

Fault Simulation

Acquired plant identification data can subsequently be used for the off-line training of the fault

detection network. Defining a set of plant data with sample period T, V = [v0,vb...,vk,...,vs], where vk =

v(kT), and a fault condition, as characterised by fk L o, where • is the set of fault signals that are

required to be detectable/identifiable. • should also include the no fault condition (fk=[0]). An error

signal wk is generated that will embody the effect of these faults on the plant input-output pairs (vk). This

error signal w is added to the plant data v (figure 2) and the total signal _ used as the network input data

set. The network is trained using the error signal w as the set of target vectors, which must be estimated

by the network output vector, as defined by the equation:

rk=Wffp,+b (5)

where IJk = [¢__..v__.+_ ..... v_ ] and g_ = v, + w, (6)

The network output error is given by

e k =r k -w, (7)

and the network is optimised using a least squares criterion:

2) (8)

Network training can be achieved using a standard back propagation method for the case of non-

linear layers, or solved directly in the linear case. The ideal solution would completely filter out both the

effects of plant disturbance and plant control input on the fault estimate. In general, however, the solution

will be a compromise between minimising the effect of the plant disturbance and plant control input and

maximising the accuracy of the fault estimate. The dependency on control input is important because it is

desirable for the fault detector to be effective with any control algorithm (and therefore it should be

decoupled from the control input). Also, a plant fault will obviously have an effect on the control input

through the control feedback loop and therefore, for accurate estimation, the fault estimate must be

independent of this signal.

The objective of the fault detector design is to produce a system that generates a set of signals that are

an estimate of the predicted faults, as represented by the error signal w(t). However, this signal must then

be monitored for any significant excursion from zero and on occurrence of a fault give an interpretation

upon which a suitable action can be made e.g. give an alarm or reconfigure the control to bypass the fault.
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Figure 3 Schematic diagram of magnetic bearing/flexible rotor system

(rotor length 2 m, rotor mass 100 kg, shat_ diameter 0.05 m)

The form that this signal post-processing takes will be dependent on the nature of the faults that need to

be detected. However, it will generally embody some method for the comparison of signal magnitudes

with a threshold signal, which indicates a fault when exceeded. The dynamics of the fault will also be an

important consideration. For example, an additional detection criterion may be necessary for rapid

detection of sudden faults which, by this fact, cannot be identified instantly, but still require some

immediate corrective action.

SIMULATION RESULTS

The procedure for plant identification and fault detector design was investigated in a simulation study,

in order to assess parameter choice in the fault detector design and various performance related effects.

System models were created in Matlab (ref. 9), based on the experimental flexible rotor/magnetic

bearing rig shown schematically in figure 3, and the simulations carried out in the Simulink dynamic

modelling environment. The rig itself consists of a two metre long rotor supported by two radial magnetic

bearings. Eight displacement transducers measure the rotor displacement in four planes.

The simulation used a linear two-dimensional state space half model of the plant at zero rotational

speed, incorporating translatory motion in one plane only (i.e. they plane), including the first four rotor

flexural modes. The model incorporated four displacement sensors (indexed 1, 3, 5 and 7), located

inboard and outboard each of the two bearings with the two inner sensors (3 and 5) used to stabilise the

plant with control feedback. Figure 4 shows the two singular values of the rotors transfer function matrix

from control inputs to sensor measurements as a function of frequency. The first four natural frequencies

of the rotors flexural modes are evident at 171 rad/s, 423 rad/s, 1075 rad/s and 1588 rad/s.
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Typically, plant data was acquired over a ten second period, where the identification signal magnitude

was selected to produce rotor displacement signals over the range +1 mm. Initially, the running speed of

the plant was chosen to be 100 rad/s with sinusoidal forcing representing a single unbalance mass at one

end of the rotor. Plant input-output data was acquired at a sample frequency o.f 100 Hz, giving a total data

set of 1000 sample points. A signal to represent sensor noise q was added to the plant output, having a

low frequency cut-off of 100 rad/s.

The fault signal w is added to the plant input-output data. This represents the effect of an error

occurring in one of the plant measurement transducers or actuators. The fault detector is then trained to

reproduce this signal given the original set of plant input-output data only.
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Fault Detector Performance

In this simulation study, four different neural network fault detectors were generated using different
identification and training data, summarised as follows:

Fault detector 1

Fault detector 2

Fault detector 3

Fault detector 4

Band limited white noise plant identification signal.

Fault amplitude dm_g training = 0.1 mm.

Band limited white noise plant identification signal.

Fault amplitude during training = 0.2 mm.

Random step plant identification signal. RaMS sensor noise = 0.05 mm.

Fault amplitude during training = 0.2 mm.

Random step plant identification signal. RMS sensor noise = 0.01 mm.

Fault amplitude during training = 0.2 mm.

The resulting network weighting and bias matrices can be implemented in simulation and the

performance tested using a simulated fault error signal similar to that used in the training. The influence

of training parameters, on the resulting network performance can be assessed from the time responses of

the fault detector output r(t) to various fault types. The results in figures 6, 7, 8 and 9 show the fault

detector responses to an offset error occurring on each of the four sensors in turn over a four second

period. The amplitude of the error is 0.4ram, as seen from figure 5.

Comparison of figures 6 and 7 shows a number of important characteristic features of the simulated

outputs in which they differ from the desired responses. Firstly, there is the steady state performance of

the network. This includes, not only the steady state accuracy of the error estimate for a particular sensor,

but also the degree of spiHover that effects the network outputs corresponding to the other three sensors.

Accuracy during the no fault condition is also important for avoiding false alarms, during which the

outputs should be close to zero. The transient response of the network to the step change in error should

also be assessed, in terms of response time, overshoot and, again, the degree of spillover. Unlike in
network training, the response for sensors 3 and 5 will differ to those for 1 and 7, as sensor 3 and 5 are

used as control inputs while 1 and 4 are for fault monitoring only. Therefore, a fault acting on sensors 3

and 5 acts as a disturbance on the plant via the control feedback. One other consideration is the amplitude

of the ripple on the FD signal due to synchronous disturbance.

Figures 6 and 7 show the response of two networks to the fault conditions. Both networks have been

generated using plant identification signals consisting of band limited white noise. However the

amplitude of error signal w used in the training differs. The results show that increasing the amplitude of

the error signal improves the steady state performance, i.e. the mean deviation in the non-faulty sensor

signals is reduced slightly. However, it has a detrimental effect on the transient response, i.e. large signal

spikes now occur when the fault is activated.

Figures 8 and 9 show the results of network training from data generated with a random step signal at

the controller input. Comparison with the results from the random noise signal generally show better

performance, attributable to the fact that the training signal is specifically for a step type disturbance (as
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caused by the step error signal). Comparison &figures 8 and 9 show how decreasing the noise level on

the sensor signal has the same effect as increasing the error signal amplitude i.e. it improves the steady

state performance, but degrades the peak transient response.
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It can be concluded from these results that the network solution is a trade-off.between the transient

response and state steady accuracy of the fault detection signal. The ability to influence these factors is

provided through the choice of error signal (amplitude) used as the target set and the frequency spectrum

of the plant identification signal used to generate the input set. Sensor noise also has an important

influence on the resulting network performance, but is an intrinsic property of the real system and cannot

easily be changed in practice. The exact nature &this behaviour can be seen through comparison of the

frequency response matrices for the system G_/.jc0) and G,-,(jc_)(defined by equations (4)). Figures 10
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and 11 show magnitudes of the elements of the frequency response matrix for G,_j'co) for two different

fault detectors. At low frequencies the four diagonal elements are close to unity and the remaining

elements are small, so the fault detector will give a good estimate of the error signal. However, above the

cross over frequency (approximately 50 rad/s) the transfer function matrix is no longer diagonally
dominant, and spillover occurs.

Plant Disturbance Changes

The effect of variations in plant disturbance on the FD network output, from either changing rotor

speed, changes in unbalance, or possibly some other direct forcing disturbance such as rotor impact or

mass loss, can be assessed through inspection of the frequency response matrix G,_t'co). Plots of the

frequency dependent matrix elements amplitudes of G,_/o_) are shown in figure 12 and 13 corresponding

to fault detectors 1 and 4. It is evident from the plots that the responses have been minimised close to the

synchronous frequency of 100 rad/s.
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E_ERIME_ _S_TS

Experimental implementation of the neural network based fault detector has been used to demonstrate

the performance capabilities and show how it can be used as a basis for a recomfigurable control system.

In the experimental system, the fault detectors were implemented in software to run in real-time on a DSP

system, used also for controller implementation. Fault detectors were trained using data taken from the

rig during operation. These fault detectors were then tested by simulating a number of fault conditions on

the rig. In this example the rotor is under steady operating conditions with a rotational speed of 88 rad/s

prior to the onset of the fault. Figures 14 and 15 show the eight fault detector outputs (one corresponding

to each sensor) when an offset error occurs on one of the sensors after one second. The responses differ
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due to the fact that sensor 3 is being used for control feedback at the time whereas sensor 1 is used purely

for condition monitoring purposes.
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The complete failure of a sensor may produce damaging behaviour, depending on the response of the

rotor. Figure 16 shows the response of the rotor to a failure of sensor 3 while it is being used for control

feedback. It can be seen that stability is lost and the rotor collides and remains in contact with the retainer

bearing. Damage to the retainer bearings and/or rotor could result from prolonged contact at high running

speed, or when interaction of the rotor and bearing involves large impact forces.
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Automatic Control Reconfiguration

For the purposes of condition monitoring and automatic control configuration the fault detector has

been combined with a post processor algorithm (ref. 10) that monitors and interprets the output from the

fault detector. This is combined with some simple decision logic that provides the ability to reconfigure

control or issue warnings when a fault is recognised. Figure 17 shows the response of the rotor to

complete loss of sensor 3 (while being used for control feedback) when the automatic control

reconfiguration is in operation. Comparison with figure 13 shows that the fault detector has enabled

recognition of the fault and has invoked automatic reconfiguration of the control algorithm to bypass the

faulty sensor. Although the speed of recognition is not sufficient to completely avoid collision of the rotor

with the retainer bearing, the touchdown is brief and the rotor quickly returns to steady operation when

control is switched to a healthy sensor.
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CONCLUSIONS

This study has shown how a method for fault detection, based on a neural network type architecture,

can be applied to a dynamic system with multiple inputs and outputs. Application of the method to a

magnetic bearing/flexible rotor system through simulation has shown that the performance of the fault

detector is dependent on the plant input and output signal data used for the training of the network.

Application to an experimental system was successful during tests to simulate faults occurring on any of

the rotor displacement transducers. Tests demonstrated that it was possible to use the fault detector as the

basis for a reconfigurable control system that could switch control algorithms on detection of a fault in

order to bypass the failed component. The results indicated that the severity of damaging touchdowns

with retainer bearings could be significantly reduced.

The ability of neural networks to give a non-linear mapping property suggest that further

investigation would be worthwhile into the application of this method to strongly non-linear systems.
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POSSIBILITY OF EXISTENCE OF NON-LINEAR ELECTROMOTIVE FORCE (EMF)

Osamu Ide, Clean Energy Laboratory. Tokyo. ,lapan

ABSTRACT

It is well known that a conventional Faraday electromotive force (EMF) is proportional to the time

derivative of the magnetic flux. The author made a prototype of a motor driven by the current

discharged from the capacitor of an LC circuit and performed an investigation of its characteristics,

experimentally and theoretically. The results - when motor drive units of a specific design are installed

to drive the motor - confirm the phenomenon that unknown EMF components are created and that these

can not be explained only with the conventional Faraday EMF model.

The unknown EMF is, for the most part, proportional to a function of the second-order time derivative

of the magnetic flux applied. It is also evident that there is even a possibility of the existence of

components that are dependent on the third-order, or higher, time derivatives of the magnetic flux

applied. Furthermore, it must be noted that the direction of the EMF generated is always in the direction

that accelerates the current flow discharged from the circuit.

INTRODUCTION

In a previous work _' it is reported that a motor driven by the current discharged from an LC resonance

circuit, indicates the creation of an anomalous EMF when the magnetic fields generated from the coil

units which are composed of such motor drive units are set to repel each other (repulsion mode),

together with the fact that the EMF created is in the direction to accelerate or encourage the discharged

current. The results obtained in previous work suggest the existence of a positive EMF that is

substantially different in nature from the conventionally known back-EMF. In addition, the results of a

theoretical analysis which was done based on a computer simulation also support the assumption that

this positive EMF is the result of some anomalous phenomenon that is outside the range that can be

explained by the conventional Faraday's law.

In this paper, further experimental and theoretical investigation was made of the results obtained in the

previous study.

In the previous study, the positive EMF was observed only when the magnetic fields generated from

each motor driver unit composed of a pair of the single-coil units are set to repel each other. (Repulsion

mode). A double-coil unit, which is somewhat different from the single-coil ones previously used in the

design, was also used tbr this research. In all other respects the prototype motors were identical.

The motor prototype used in both studies has two sets of drive units, each of which is installed on the

stator of the motor. Each drive unit is composed of a pair of driving coils with coaxial alignment in a

lace-to-face configuration so the pair sandwiches the rotor along the horizontal plane of the motor axis.
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The circuit controller operates the driving coils so the magnetic fields generated will be in the opposite
direction.

Each of the double-coil units making up the drive unit used in this study is composed of two coils, an

inner coil and an outer coil, being connected in series with each other and sharing a common center, and

has a total of three paramagnetic core plates that are made of Permalloy 45. One of the core plates is set

in the common center position of the coil unit, and the other two are set in the spaces between the inner

and outer coils. The motor using the double-coil units displays the existence of a positive EMF of a

significantly higher voltage compared with the EMF values obtained in the previous study. It is also

possible that a slight repulsion force exists between the inner and outer coils of the double-coil unit.

On the other hand, the theoretical equations used for the computer simulation and theoretical analysis

were projected to a higher level of precision than in the case of the previous study. In that work, the

computer-simulation analysis was made on the supposition that the inductance of the coil varies in

approximation depending upon the position of the coils according to a first-order algebraic equation.

However, such a first-order approximation is effective only when the motor's rotation speed is in the

low range. It is speculated that, as the motor's rotation speed increases, the obtained inductance value to

be input to the simulation equation would greatly deviate from the corresponding experimental values.

In contrast to that, this study features that a third-order equation for the time derivative of magnetic

inductance should be introduced to replace the simple first-order equation used in the previous study.

The introduction of the new, improved equation allows the calculated inductance values to very closely

match the corresponding measured values. This, in turn, enables the author to perform a computer

simulation on EMF with a higher degree of precision. Consequently, the theoretical analysis by the

computer simulation resulted in substantially more precise EMF values compared with those of the

previous case study, which is based simply on Faraday's law in an unmodified form. The accuracy of

the theoretical analysis based on the new approximation equation indicates an improvement of nearly a

hundred-fold.

Computer-simulation analysis based on the new equation was made also on the result of the previous

study that used a single-coil type. The degree of deviation was represented by the difference of the

values that were obtained in the experiment from the theoretical values.

The deviation between the experimental and theoretical values and the time derivative for the

inductance were used to evaluate the level of unknown EMF that was generated. A very interesting

result was obtained after performing this evaluation.

In the previous study in which single coils were used, the unknown positive EMF was observed only

when the magnetic fields generated from a motor drive unit were in repulsion mode. However, in this

study, a positive EMF - although it was less intense - was observed even when the magnetic fields from

a drive unit are set in attraction mode. Thus. when a drive unit using the double-coil units is in repulsion

mode. the anomalous EMF will appear more conspicuously for easier observation. Based on the above.

it is speculated that such phenomenon could occur in any type of electromagnetic system, as well as that

it might be too weak to be detected because the intensity level of such components is much lower

compared to that for conventional Faraday EMF.
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fhe intenshy +!evet of the unkno_n EMF also ,,aries depending on the time derivative of inductance.

indicating an upward curve of a nonlinear nature. The fact that a certain amount of order is observed in

the obtained deviation data even at'ter screening out statistical ,noise or measorement errors, means that "

the data obtained is a significant indication of the existence of the unknov, n factors. [n other v;ords.

there is a possibility that there could be adclitional non-linear components ,'.hat have not yet come to the

attention of the academic community. The conventional Faraday EMF is only indicative of the linear

component.

DESCRIPTION OF THE MOTOR PROTOTYPE USED FOR THE RESEARCH

The basic electrical circuit of the motor drive unit of the motor prototype is shown in Fig.1. Two

motor drive units are installed on the motor prototype system used for the experiment. The current

discharged from capacitor C, whose initial voltage is +V o, runs through the components composing the

circuit. Each motor drive unit installed on the stators is made up of a pair of coil units (Lt, L:).

I -!

attraction ,,ode f"l 1"., repulsion mode

reference point (x=o)

Fig. 1 The basic electrical circuit of a motor drive unit

of the motor protob'pe

+Vo

C- - Vc

/vNF,
VR

Fig. 2 The equivalent electrical circuit diagram of the

motor prototype
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::r ";:eec control} ,_3i[ i r._s_s',crs

.. i q_;";,ll

W-,_, _ , .," i _ - co tact

•o<_+ ,-N2" _ .: ,. 4 'tg£q"_4
sensor :Q._'_% ,,,{ : ._-'_';_ or ush

coil "/'' _ararr'a_ne'ic #'no:c 2.base Sensor
.tore •

¢otawy _I_T

tot _sl:r, arge to," ch_ge •

s1_tO¢ rm_ot stllot _ taehome_

_ ___---_r

_'_' _l_l-'g_t-_::........,--'.... _,.
• : -o_,e, l _ ; ; ...................... _"t

:I '+ ! ' I I + _ ! , , ! :

-..................
Fig. 3(a) ,k photograph el'the whole _,iex_ of the motor

prototype s.xstem

Fig. 3(bY .-\n illustration of the configuration of the _ hole

motor prototype system
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A simplified circt, it diagram that is equivalent to the circuit described above is sho,,_n in Fig. 2. The

resultant value L or" the inductance of L., and k, is intrinsically variable, b_ecause it is in._]uenced by the

position of core plates M on the rotor when the paramagnetic core plates are moved bv the attraction

force applied by the motor drive units.

A photograph and an illustration of the configuration of the whole motor prototype system used for

experiment is shown in Fig. 3(a) and Fig. 3(b). The system is an embodiment of the circuit diagram

shown in Fig. 1. It is a motor that allows continuous operation. Core plates M, and M, made of a

paramagnetic substance Permalloy45 are installed on the rotor disk. The rotor disk is started by driving

an auxiliary. DC drive motor. The rotation rate can be set to a desired value over a wide range b.v setting

the attached speed controller, and the rate is indicated on the tachometer.

Each motor drive unit is composed of a pair of the coil units, (L_, L:) or (L_, L4). The magnetic fields

that are generated from each drive unit can be set to either attraction mode (N-S, N-S) or repulsion

mode (N-S, S-N).

A set of rotary contact units installed on the axis of the rotor is used to switch the circuit for

charging or discharging. It is set in series in the circuit of each mode. It is designed so that the SCR

will become ON after the rotary, contact units are set to ON; and so that the rotary contact circuit will

become OFF after the SCR is set to OFF when the sign of the recharge voltage is reversed. In the result,

the SCR is protected from malfunctioning.

Two motor drive units composed of tour coil units are installed on the two stators of the motor. (Each

coil unit has two coils.) The two paramagnetic cores MI and M, are installed at an interval of 180

degrees around the perimeter of the rotor disk which is installed between the two stators. See reference

,Ht 1 out'er coil

outer core I ] inner coil

t

single-c0i

outer c0re
I

d0uble-c0il

nner c0il
outer c0il

Fig. 4(a) A cross sectional view of the
double-coil unit

Fig. 4(b) Exterior views of a single-coil and
a double-coil without their central

cores
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(1) for a detailed description on the positions of the coil units on the stator and of the paramagnetic

cores on the rotor, since they are common to the previous study.

It is known that the values of the resultant inductance of the tbur coils L_. L_,. L_ and L_. will reach a

maximum when the paramagnetic cores on the rotor are at a certain angle. The angle is called "the

Reference Point". There is a slight difference in the position of the reference points between attraction

mode and repulsion mode (Fig. 1).

In this research, two types of motor drive unit were examined to compare their performance, one using

the newly developed double-coil units, and the other using the single-coil units tested in the previous

research. A cross sectional view and a plan view of the double-coil unit, are shown in Fig. 4(a) and

Fig.4(b).

The double-coil unit is composed of two coils, an inner coil and an outer coil. The magnetic fields

generated from the two coils seem to repel each other, due to a design effect. It should be noted that two

paramagnetic core plates of each double-coil unit are vertically installed in the spaces between the inner

and outer coils. The core(s) of each coil are made of paramagnetic substance Permalloy 45 that is

common to that of the rotor's cores.

The value Q of the double coil is intentionally set to a value equal to that of the single coil used in the

previous research to check the effect of the newly-developed paramagnetic core plates inserted between

the inner and outer coils. This means that the values of L and R of the two types of coil unit are

approximately equal to the "discharge initiation point" which is described below'.

EXPERIMENTAL METHOD

The relationship of the resultant inductance of all the coils existing to the position of the core plates, is

shown in Fig. 5. Measurement of the inductance was done using a LCR meter. The values of the

attraction force acting on the paramagnetic cores of the rotor were also measured so as to obtain the

values to be used for reference.

From the curve to indicate the relationship between the resultant inductance (mH) and the relative

position (mm) of the paramagnetic cores on the rotor's peripheral to the reference point, it can be seen

that the resultant inductance of the coils gradually increases as the cores get closer to the coil units of

the motor drive units under the influence of the attraction force applied. It is also known from the same

curve that the value of the inductance will reach a maximum and that the torque acting on the rotor will

become zero (gram meter) at the reference point (x = 0 mm). Incidentally, a back torque is generated if

the core goes into a negative coordinate range by passing over the reference point.

709



L (mill _ 19

"_L

/i, "i

ii '_ ',,

i......, \

i, ,!,D.......
20 40 l ffr_m)I0

]]imH)

/

12

i-

],L

Tq (_n_

Tq :I=4A

T5

TO

, 0t
• , T_ I i i , r , i , 0

llmm)

l(m_ _(9.m)

4s Ok :1:3A-

60 / :t/'\t

, j,j:,_,'_l,,, 0

40 X _nm)lO

Fig. 5(a) Double coil Fig. 5(b) Single coil Fig. 5(c) Double coil

(repulsion mode) (repulsion mode) (attraction mode)

din: Maximum displacement of the rotor in the period of 7"/'2

50(mH) Tq (gzr0

C J.TQ:I:3A
l,

/ ' " _o

30, , I , . ,i .... 0

I0 20 30 _0 50 _0

X(mm)

Fig. 5(d) Single coil

(attraction mode

Fig. 5 The relationship of the resultant inductance of all the coils existing, and of the torque Tq to act on the rotor, to the position of the

core plates [the distance of the rotor from the reference point]

Discharge from the capacitor will be initiated when the paramagnetic core reaches a certain point in the

distance D (mm) from the reference point. The distance D is called the "discharge initiation point". This

point is located near the position where it is observed that the maximum torque acts on the rotor. The

discharge initiation point had been set to a position where the paramagnetic cores will never pass over

the reference point during the discharging period of a half cycle "I"/2, even when the rotor reaches the

maximum rotation speed required for the measurement. By taking such measures, it is impossible for

the rotor to receive any back torque.

Fig. 6 shows the waveforms to represent the continuous changes of the discharge current and the

capacitor voltage when the motor is in operation.

(1) The capacitor is charged to a voltage +V 0 from the positive (+) terminal of adc power source.

(2) When the rotor core gets close enough to the stator core to raise the voltage to the level of the

V.I One rotation

_'_ -!-[ of tile rotor il

f t f _
SCR3 SCR 2 SCR4 SCR ,

Fig. 6 The wa',etbrms or'the dischar_,e current and voltage of the

capacitor v, hen the motor is in a continuous operation. _ith

the action points of the SCRs

discharge initiation point, SCR3 will be set to

ON to initiate a discharge from the capacitor

for the period of a half cycle (T/2).

Subsequently the capacitor will be recharged

to voltage -Vr.

(3) SCR2 is set to ON, and the capacitor is

charged to voltage -V 0 from the negative (-)

terminal of adc power source

(4) SCR4 and subsequently SCR1 are set to

ON, and the equivalent steps will be

performed likewise in the discharging process

in the opposite direction.

Thus the positive and negative discharging

processes are repeated alternately in each cycle.
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The absolute values of+Vr and -Vr corresponding to the desired rotation rate n (rpm) of the rotor, were

measured experimentally. Each desired rotation rate was reached by starting from a standstill.

In order to minimize the effect of measurement errors, measurements were made 16 times tbr each

rotation rate, namely, eight measurements for each of the positive and negative discharge processes. The

average value of the 16 data sets was adopted as the measured value for each rotation rate.

The capacitance C of the capacitor used was 15.87 micro F, and the initial charge voltage V 0 was set to

+240 V. Measurement of the capacitor's voltage was done using a high impedance probe of 200 M

ohms (de - 15 kHz), and the intensity of the current was measured using a clamp-type probe. The

waveforms to indicate the changes of the capacitor voltage and of the discharge current were

continuously recorded using an oscilloscope with a digital memo_. The measured data stored in the

memory was then transmitted to a computer via a GP-IB mode line to be used as the input data for the

theoretical analysis.

THEORETICAL ANALYSIS

A. The function of time on the inductance of the coil, to be derived from the approximation of the

measured data

One of the major purposes of performing a theoretical analysis in this research is to derive a function

for time from the inductance of the coil in the state that the rotor is moving. It is first necessary to derive

a function for the position of the rotor (x) from the resultant inductance of the coil (L), based on the

measured data.

Fig. 5 shows the measured data indicating the relationship of the inductance of the coil (L) to position

of the rotor (x). Based on the data, an attempt was made to derive an equation simulating the (L - x)

curve by means of theoretical analysis. In order to improve the level of precision, the assumption was

made that L (mH) is a function of the 3rd order series of x (mm) for approximation (the equation (1)),

instead of the straight line approximation (first order series) which was employed in the previous study.

L= A o + A_x + A2x 2 + A3x3 (mH) (1)

Where. x (mm): position of the rotor

Ao...... A3: Approximate values of the coefficients calculated from the measured values (L - x)

The relationship of the speed of rotation v to the position of the rotor x. is given by the equation (2).

The relationship of the rotation speed v to the rotation rate n is given by (3), considering that the radius

of the rotor is 1000 ram.

x = D- vt (mm) (2)

v = (1000 x n)/60 (mm/s) (3)

Where,

D (mm): Discharge initiation point to mean at distance D from the reference point

v (mm/s): Rotation speed of the rotor (rotor's peripheral speed)

t (s): Time elapsed after the discharge is initiated
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n (rpm): Rotation rate

The equation (4) of the inductance L as a function of time t. is derived from relationships ( 1). (_.2)and

(_,).

L= B o + B_t + B,t z + B3t3 [H] (4)

Where,

B o=(A I+A,D+A3D 2+A4D 3)xlO -_

- 2A o-3 ,o:)×vl×10-;
8:= +3A,o)×v-'}x10- 
B 3 =-A_v 3 x 10 -3

The first order time derivative of the inductance (dL/dt) and the second order time derivative of

the same are given by the relationships (5) and (6), respectively, being derived from the relation (4).

dL = Bi + 2B2t + 3B3t 2 (I-Usec) (5)
dt

d2----_L= 2B, + 6B3t (H/sec") (6)
dt 2

B. Equation to express the capacitor's voltage as a function of the elapsed time after discharge is

initiated

The voltage V L between the coil's two terminals (Fig. 2) is expressed by (7), which is derived from

Faraday's law and relationships (4) and (5).

Vc- _ "_t \dt/+kdt/

=(B 0 + B,t + Bzt 2 + B, t3)di+(B, +2B, t +3B3t'-)i (7)
" dt

Where, i (Ampere): Discharge current

The voltage between the capacitor's terminals Vc and the voltage between the terminals of the

resistor composing of the circuit V R, are given by (8) and (9), as functions of the capacitor C (Farad)

and the discharge current i. (See Fig. 2).

V_ = Ri (Volt) (9)
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The tbllovving relationship (I0) is obtained based on Kirchhoff's law and relationships (7). (8) and (9).

V =V_. +_ =.

2 "-t' R)i (10)( 80+8, +8,, + +2e,,+ +
" d/ -

METHOD OF EVALUATION

The unknown EMF (Vp) is expressed by (11), which is estimated from the recharged capacitor's

voltage based on the assumption that an EMF other than Famday's EMF exists.

Vp = [Measured value of Vr] - [Theoretical value of Vr]

Where, Vr: capacitor's recycle voltage shown in Fig. 6

(11)

It is absolutely necessary to obtain the curve to express the relationship between the unknown EMF

(Vp) and the inductance's time derivative to use it as the basis for evaluation of the EMF. In order to do

so, it is necessary to take the following steps:

(a) Obtain the measured value of Vr corresponding to each rotation rate for experiment, first.

(b) Calculate the theoretical values of Vr corresponding to each rotation rate for experiment, by

solving the equation (10) for Vc. The solutions of the equation are obtained by performing the

following substeps (bl), (b2) and (b3):

(bl) Calculate the value of resistance loss R from the values of V 0 and Vr

measured at n = 0, and from the integrated value of the square of the current [i2dt

curve (current value) which had been obtained by measurement.
,¢

(b2) Calculate the theoretical value of the capacitor's voltage Vc from the equation (10) using

the Runge-Kutta method, while setting the initial conditions to t = 0, Vc = V 0 and i = 0,

respectively.

(b3) Calculate the theoretical value of the recharged capacitor's voltage Vc to obtain the value of

Vr at the time when the value i becomes zero again, after the discharge period for a half

cycle is completed.

(c) Calculate the values of the first-order time derivative (dL/dt) and the second-order time derivatives

(d-'L/dt 2) of the inductance for each rotation rate which is measured for experiment, at the moment

when the discharge process is completed (t = T/2), from (5) and (6).

(d) Make graphs by plotting the values obtained in the above step (c) on the horizontal axis and the

values Vp corresponding on the vertical axis. The graphs thus obtained are supposed to be the

curves to represent the relationship of the unknown EMF to the inductance time derivatives of the

first order and second order.

713



RESULTS

The results of the research are shown in Fig. 7, Fig. 8 and Fig. 9. Fig.-7 shows the curves indicating

the dependency of the unknown EMF (Vp) upon the time derivative of the inductance (dL/dt). Both of

the EMF curves obtained has a rising inclination of a non-linear nature, whether or not it is in attraction

mode or repulsion mode, and regardless of whether it is a single-coil unit or a double-coil unit.

Fig. 8 and Fig. 9 show the curves indicating the dependency of the unknown EMF (Vp) upon the

second-order time derivative of the inductance of the coil (d2L/dt2). Fig. 9 is an enlargement of the area

near the origin of the x-axis shown in Fig. 8. Regardless of the conditions of the experiment, the curves

obtained are rising curves of a non-linear nature, indicating patterns, which is significantly different

from those shown in the Fig.7.

The results obtained indicate that the EMF value Vp always stays in the positive range and never

becomes negative. The sizes of the absolute values of Vp obtained were in the following order based on

the experimental factors; (a) > (b) > (c) > (d) [case (a) is the largest, (d) the smallest]. Here, (a) the

double-coil unit in repulsion mode, (b) single-coil unit in repulsion mode, (c) double-coil unit in

attraction mode, (d) single-coil unit in attraction mode.
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CONSIDERATIONS

There is a point that could be misunderstood with respect to this reiearch. Let us consider an

interpretation to introduce the possibility that the anomalous voltage (EMF) occurs because part of the

kinetic energy of the rotor is convened into electrical energy. It is discussed in the following and proof

is given that such an interpretation is wrong.

In order for the phenomenon of the above claim to occur, the rotor of the motor should rotate in the

direction against the coil's attraction force during the capacitor's discharging process, under the

conditions that an external force is being applied, while the system is in operation as a generator instead

of a motor. However, it is obvious that the rotor can never be in such a condition under the

circumstances of this experimental system. Consequently, it was confirmed that the rotor never receives

a repulsion force during the said discharge process of the capacitor, while it could receive an attraction

force.

If the rotor's rotation rate is very high and the rotor passes the reference point during the half cycle

capacitor discharge process, back torque will occur and cause the rotor to be decelerated. In such a

situation it is possible that the author's claim could be refuted. But the experimental hardware used in

this research was designed such that it never passed the reference point as long as the rotation rate stays

below a certain level assumed for the measurements. The maximum rotation rate was set to 400 rpm.

The maximum rate was set to a desired value by adjusting the discharge initiation point of each double

coil. The above discussion should be enough to make this clear.

Another example of a common misinterpretation of the anomalous EMF observed is the hypothesis that

the resistance loss of the coil had been decreased by a certain degree at higher speeds of rotation.

Possible factors for this loss of coil resistance, such as copper losses (due to the skin effect), eddy

current losses and hysteresis losses were considered and examined. It is known that these losses

increase, as the frequency of the discharged current becomes higher. However, in the case of this

experiment, it was discovered that the inductance of each coil increases due to the displacement of the

coils during the discharge process, so that the frequency of the current will become slightly lower.

Consequently, the coil's resistance loss could be reduced by a very small degree.

However, it is hard to regard this as the real cause of the anomalous EMF in question. The reason is that,

if it is the .cause, the largest value of the anomalous voltage EMF would be observed in the attraction

mode of the motor drive unit using single coils, in which the highest increase in the rate of inductance

was observed (Fig. 5). However, the experimental results shown in Fig. 7 and Fig. 8 indicate an

entirely opposite situation that the highest anomalous EMF is observed in the repulsion mode of the

double coil, in which the lowest increase in the rate of inductance was observed. Therefore this

hypothesis must also be turned down. Thus it is concluded that the only reasonable hypothesis

remaining to effectively explain the anomalous phenomenon in question is to recognize the existence of

an unknown EMF which is observed with the coils installed on each of the motor drive units of the

motor. (Refer to (1))

Fundamentally. almost all aspects of this research are identical as those in the previous study described

in reference (1) in terms of the experimental procedures and the experimental hardware system. The

only difference in respect of the hardware system is the use of the motor drive unit composed of the
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newly-developed double coils, in addition to the case when the motor drive unit composed of the single

coils was used. The results of the research under such conditions confirmed that a positive EMF had

occurred whether the motor drive units were in attraction mode or repulsion mode.

In addition to the results obtained in the previous study, further characteristics of the EMF were

uncovered after performing theoretical analysis based on a computer simulation of a higher level of

precision. The resulting data from the simulation was compared to the experimentally measured values

for the four categories of the experimental conditions.

Generally speaking, given the supposition that the conventional hypothesis is correct, it could be

considered that the difference (Vp) of the measured value from the theoretical value, which is calculated

from the simulation, is due to measurement errors or noise. In that case, it is customary that the sign of

the deviation values of the measured values Vp from the corresponding theoretical values vary randomly,

both in a positive and a negative direction.

However, the opposite conclusions were reached through the experiments performed in this research.

Namely, value Vp is always positive and has a tendency to increase in a certain relationship with the

rotation rate. This fact implies that certain physical factors that are unknown or cannot be explained as

yet, are involved with the observed phenomenon.

With respect to the motor used in this experiment, it is possible to express its rotation rate in terms of

the time derivative of the inductance of the coil (dL/dt). As is indicated _n Fig. 7, the unknown EMF

(Vp) is proportional to a non-linear fimction of dL/dt.

If it should be subject to Faraday's EMF law, Vp must be proportional to a linear function of dL/dt,

according to Equation (7). On the other hand, if in the reality it is of a non-linear nature, it should have

second and/or higher order time derivatives according to equation (12).

d:® d- (L0 L " eL ei d:L- - +'_--x--+ i-- (12)
dt 2 -d_ (It 2 - dt dt dt 2

Furthermore, the measured values Vp versus the calculated second-order time derivatives of the

inductance (d2L/dt 2) are plotted in Fig. 8 and Fig. 9. The results show that all of the curves obtained

have identical characteristics of an incremental tendency of a non-linear nature. Particularly in the case

of attraction mode combined with the newly introduced double coils, beautiful curves were obtained

from the mathematical standpoint, at any rate (Fig. 9(c)). This fact emphasizes that Vp is an unknown

EMF having certain orderliness.

In addition, the fact that V e is still in a non-linear relationship to the second order time derivatives of

inductance d2L/dt 2. implies that even higher time derivatives of inductance are involved with the

phenomenon in question.

Postulating from the above, there is a possibility that the general form of the EMF is represented by an

infinite series composed of the higher order time derivatives of magnetic flux, as shown by the equation

(13).
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EMF = Ko_ - K) dO d'-q) d3_ d"q)--+ K, K, +......+(-l)" K,, (13)
dt _# 2 " _ dt ;'

In (13), the only terms which are already acknowledged, are the first term KoO corresponding to the

unipolar induction and the second term (K_=I) corresponding to the Faraday EMF which is familiar to

us in the aspect of power generation. The other 3rd, 4th, 5th... terms remaining, correspond to those of

the unknown EMF which are discovered and discussed in this study.

What is important is that the phenomenon to indicate an anomalous EMF is observed even with a coil

which is in a magnetically unsaturated state. It is suspected that the higher time derivative components

of the non-linear terms of the EMF exist in any electromagnetic system that is in operation to some

extent. However, in the past research of this field these components had been assumed to be

measurement errors or noise.

When recalling the fact that EMF is a physical phenomenon of nature, it seems more reasonable to think

in that way that EMF has characteristics of a non-linear nature, instead of purely linear ones.

CONCLUSIONS

Phenomena in a motor driven by oscillating current generated from a circuit composed of a capacitor

and a coil were studied. It was observed that the capacitor's voltage was reversed to the opposite

polarity by a half cycle after the start of the discharging process. The reversed voltage was used as the

reference value to make comparisons of the experimental data with the theoretically estimated values

obtained according to Faraday's law by computer simulation. Experiments were performed in four

categories by changing between single coils or double coils and changing the motor drive units between

attraction and repulsion modes (the directions of the magnetic fields).

Consequently, the following conclusions were confirmed:

I. The absolute values of the measured data always exceed the corresponding theoretical values

obtained from the Faraday's law model in each of the four cases. This suggests that a positive

EMF be always created in the motor.

2. A much stronger positive EMF is observed when the drive units are in repulsion mode

compared to attraction mode.

3. The positive EMF observed experimentally can be represented in the form of a non-linear

function of the time derivative of the inductance.
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