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Abstract

A one-equation linear turbulence model and a two-equation nonlinear explicit algebraic stress model (EASM) are applied to the flow over a multielement airfoil. The effect of the K-ε and K-ω forms of the two-equation model are explored, and the K-ε form is shown to be deficient in the wall-bounded regions of adverse pressure gradient flows. A new K-ω form of EASM is introduced. Nonlinear terms present in EASM are shown to improve predictions of turbulent shear stress behind the trailing edge of the main element and near midflap. Curvature corrections are applied to both the one- and two-equation turbulence models and yield only relatively small local differences in the flap region, where the flow field undergoes the greatest curvature. Predictions of maximum lift are essentially unaffected by the turbulence model variations studied.

1 Introduction

In recent studies,1,2 analyses of high-lift multielement airfoil configurations were performed to assess the predictive capability of turbulence models. These studies were undertaken in part to determine why, in comparison with nominally two-dimensional (2-D) experiments, CFD overpredicts maximum lift and the angle at which maximum lift occurs. In general, with the full airfoil configuration, it is difficult to isolate the deficiencies of turbulence models. However, the studies revealed three areas where turbulence model predictions were possibly deficient and could adversely affect the overall prediction of the flow field. These areas were (1) prediction of transition location, (2) prediction of downstream evolution of the slat wake, and (3) accounting for streamwise curvature effects in the flap region. Additional studies over the last several years have examined some of these possible modeling deficiencies in isolation by using "unit problems." Section 2 highlights results from these studies.

The current study was an effort to gauge the effects of recent turbulence model advances (some of which resulted from unit problem investigations) on a multielement airfoil near maximum lift. The study investigated three major areas: the effects of K-ε vs. K-ω formulations, the effects of nonlinear terms, and the effects of curvature corrections. Following section 3, in which the numerical method and turbulence models are briefly described, the three major areas are discussed in turn in section 4. For all results in this paper, we have focused our attention on the region of the configuration near the main element trailing edge and flap, where previous studies have shown the greatest discrepancies with experimental data.

2 Summary of Unit Problem Investigations

Rumsey et al.3 investigated the ability of three turbulence models to model the effects of convex curvature in a U-duct unit problem. In particular, convex curvature is known to cause a suppression of the turbulent shear stress in the outer part of the boundary layer. The three turbulence models — one-equation Spalart-Allmaras (SA),4 two-equation Menter shear-stress transport (SST),5 and two-equation explicit algebraic stress model (EASM)6 — all behaved similarly in the curved region, and all failed to predict the suppression of the turbulent shear stress. It was shown that a Reynolds stress model (RSM) can predict the suppression, and that the source of the error in EASM (which is derived directly from RSM) is the assumption of anisotropy equilibrium in the Cartesian frame of reference:

\[ \frac{Dh_{ij}}{Dt} = 0, \]  

(1)
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$$\frac{D\overline{u_iu_j}}{Dt} = 0,$$ (1)
where \( b_{ij} = \{ \tau_{ij}/(2K) \} - (\delta_{ij}/3) \) and where \( K = \tau_{nn}/2 \) is the turbulent kinetic energy.

Gatski and Rumsey\(^7\) showed that by assuming Eq. (1) to hold, not in the Cartesian frame but rather in the frame defined by the principal axes of the strain rate tensor, a new form of the EASM could be derived that takes into account the flow field curvature. With the new EASM curvature-corrected (EASMCC) method, the suppression of the turbulent shear stress near the convex bend of the U-duct was accurately predicted.\(^8\)

A curvature correction for the SA model has also been developed by Spalart and Shur\(^9\) and applied to the same U-duct flow in Shur et al.\(^10\) This correction, Spalart-Allmaras for rotation and curvature (SARC) is based similarly on the rate of change of the principal axes of the strain rate tensor, but it also includes a heuristic function \( f_1 \) (that multiplies the model's production term) not present in the EASMCC.

A different unit problem of wake development in various pressure gradients (an experiment conducted by Liu et al.\(^11\)) was investigated by Carlson et al.\(^12\) This unit problem was motivated by the fact that most turbulence models have overpredicted the slat wake depth and width on the multielement airfoil, even when transition is specified according to experimental measurements.\(^13\) Using a linear two-equation eddy viscosity model and EASM, Carlson et al. showed that the isolated effects of pressure gradient on near-wake mean flow development could be reasonably predicted by both turbulence models; results compared favorably with the experiment.

However, the pressure gradients experienced by the slat wake in the real multielement configuration are highly variable (a short, very strong favorable gradient followed by a longer adverse gradient), and these gradients can be significantly stronger than those imposed in the unit problem experiment (which had constant \( \partial p/\partial x \)). Therefore, it is still not known whether (1) the stronger (or variable) pressure gradients in the multielement wake cause a failure of the turbulence models, or (2) the turbulence models are not to blame and some other effects not being modeled in the CFD, such as unsteadiness or three-dimensional (3-D) effects, are causing the discrepancy.

Finally, on-going separate work is focusing on transition prediction within the context of the EASM, based on rigorous mathematical treatment.\(^14,15\) However, this effort is quite complex and longer term. A shorter term, empirically based method for predicting transition within a two-equation turbulence model has been applied to the multielement configuration by Czerwiec et al.\(^16\)

### 3 Numerical Method and Turbulence Models

The CFD code used in the current investigation was CFL3D,\(^17\) a widely used structured-grid upwind finite-volume method. Details about the code can be found in the user's manual referenced.

Of the three fundamental investigations described in this paper, the first is the effects of the \( K-\epsilon \) vs. \( K-\omega \) underlying formulation for the EASM turbulence model. Two versions of the EASM are denoted by EASM(\( K-\epsilon \)) and EASM(\( K-\omega \)), respectively. The EASM(\( K-\omega \)) is described in detail in the appendix, whereas the EASM(\( K-\epsilon \)) has been described previously in Ref. 3 and will not be repeated here. However, note that the EASM(\( K-\epsilon \)) has an additional minor modification, described by Gatski and Rumsey,\(^7\) in order to correct for a tendency of the original model to produce excessive levels of eddy viscosity near the center of wakes; these excessive levels result in a nonphysical, local “flattening” of the velocity profiles. Equation (4) in Ref. 3 has been replaced by

\[
g = \left[ \gamma_0 \frac{P}{\epsilon} + \gamma_1 \right]^{-1}, \tag{2}
\]

where

\[
\gamma_0 = \gamma_0 - 1 \tag{3}
\]

and

\[
\gamma_1 = \gamma_1 + 1 + \left( \frac{C_{\epsilon_2} - C_{\epsilon_1}}{C_{\epsilon_1} - 1} \right). \tag{4}
\]

This modification only slightly affects results for the log layer, where \( C_\mu \) (Eq. (29) of Ref. 3) now requires the value of 0.0885 for EASM(\( K-\epsilon \)). The EASM(\( K-\omega \)) described in the appendix also includes the above modifications to \( g \) (= \( a_4/r \)).

The second fundamental investigation described is the effects of the nonlinear terms themselves. In EASM, the turbulent stress tensor is not only a function of the strain rate, but of two additional nonlinear terms as well (see the appendix). For this part of the study, we used the EASM(\( K-\omega \)) with and without its nonlinear terms in place.

The third fundamental investigation is an exploration of the effects of curvature on the multielement airfoil case considered. Four turbulence models were employed for this part of the study: SA, SARC, EASM(\( K-\omega \)), and EASMCC(\( K-\omega \)) (in other words, SA and EASM(\( K-\omega \)) with and without their respective curvature corrections). Brief descriptions of the curvature corrections for SARC and EASMCC are given here. Both use the
kinematic strain rate and rotation rate tensors, $S_{ij}$ and $W_{ij}$ respectively, defined in the appendix. These corrections are similar in that they both employ the Lagrangian derivative of the strain-tensor principal axes, given by

$$\frac{D\alpha}{Dt} = \frac{1}{2(S_{11}^2 + S_{12}^2)} \left[ S_{11} \frac{DS_{12}}{Dt} - S_{12} \frac{DS_{11}}{Dt} \right].$$

However, the two curvature corrections were developed independently and are different in many other respects.

In the current implementation of the SARC model, a portion of the SA model's production term, $c_0 [1 - f_{12}] W \tilde{v}$, was replaced by $c_0_1 (f_1 - f_{12}) W \tilde{v}$, where

$$f_1 = (1 + c_1) \frac{2r^*}{(1 + r^*)} \left[ 1 - c_3 \tan^{-1}(c_2 \tilde{r}) \right] - c_1,$$

and $c_1 = 1, c_2 = 12$. The constant $c_3$ was assigned to be both 1.0 and 0.6 in Spalart and Shur, who admitted they are still experimenting with the heuristic function $f_1$. For the current study, we used $c_3 = 0.6$. The function $r^*$ is given by $r^* = S/W$, where $S = \sqrt{2S_{ij} S_{ij}}$ and $W = \sqrt{2W_{ij} W_{ij}}$. For 2-D flows and no system rotation, the expression for $\tilde{r}$ in Ref. 10 can be reduced to

$$\tilde{r} = -\left( \frac{D\alpha}{Dt} \right) \frac{8W_{12} (S_{11}^2 + S_{12}^2)}{D^4},$$

where $D\alpha/Dt$ is given by Eq. (5) and $D = \sqrt{0.5(S^2 + W^2)}$.

In the study of non-Newtonian constitutive relations (e.g., Schunk and Scriven; Souza Mendes et al.), a measure of relative rotation rate is based on the principal axes of the strain rate tensor. As mentioned in the introduction, Gatski and Rumsey used this measure to derive EASMCC, which takes into account the flow field curvature.

The method for implementation of EASMCC in 2-D is as follows. The rotation rate tensor $W_{ij}$ in the model is replaced by $W_{ij} - \Omega_{ij}/a_2$, where the constant $a_2$ is defined by the pressure-strain correlation model (recall that $W_{ij} - \Omega_{ij}$ is the absolute rotation rate tensor). For the SSG model used here, $a_2 = (2 - C_4)/2$ and $C_4 = 0.4$. The tensor $\Omega_{ij}$ is given by

$$\Omega_{ij} = \begin{bmatrix} 0 & \frac{D\alpha}{Dt} \\ -\frac{D\alpha}{Dt} & 0 \end{bmatrix},$$

and $D\alpha/Dt$ is given by Eq. (5).

4 Results

In the current study we focused primarily on the region of the flow field in the vicinity from the main element trailing edge to the midflap area. This region was identified by Ying et al. as an area where CFD results generally differ substantially from experimental data. It is also the region where any streamwise curvature effects would be expected, because the flow turns rapidly through 30-40 deg as it passes over the flap. A diagram showing the 30P-30N multielement configuration is shown in Fig. 1, with the current region of focus delineated.

Unless otherwise noted, all computations shown were performed on a "free-air" grid at $\alpha = 19$ deg, $M = 0.2$, and $Re = 9$ million. The effect of modeling the lower and upper tunnel walls in the CFD grid was explored in Ref. 21 and is not repeated here. Also, grid effects have been studied previously for this configuration (see discussion on numerical sensitivity in Rumsey et al.); the current 4-zone grid contains 135,428 grid points. The transition locations on each element were specified at the end of the measured ranges given in Ref. 13.

4.1 Effects of $\varepsilon$ vs. $\omega$ Formulations

The EASM model can be coupled with any two-equation model formulation; in this study, we explored the effects of $K-\varepsilon$ vs. $K-\omega$. Velocity profiles are shown in Fig. 2 at $x/c = 0.85$, near the trailing edge of the main element upper surface. In the plot, $d$ refers to the normal distance from the airfoil surface and $c$ is the stowed chord length. Results from using EASM($K-\omega$) showed better agreement with the main element boundary layer thickness and slat wake depth than results with EASM($K-\varepsilon$). Although not shown, the latter model overpredicted the turbulence levels in the wall-bounded adverse pressure gradient regions over both the slat and the main element. This overprediction caused thicker predicted boundary layers, and consequently wakes too wide and deep.

The inability of $K-\varepsilon$ models in general to handle wall-bounded adverse pressure gradients is a known problem characteristic of the $\varepsilon$-equation. See, for example, Wilcox, Rodi and Scheuerer, Nagano and Tagawa. In Ref. 23, the shortcomings are examined and it is shown that the generation term of the $\varepsilon$-equation has to be increased.

Figure 3 shows a plot of the predicted velocities in wall variables as compared to Spalart theory at $x/c = 0.85$. The EASM($K-\varepsilon$) did not obtain the correct slope of the log layer in this adverse pressure gradient flow. (Although not shown, EASM($K-\varepsilon$), like other $K-\varepsilon$ models, per-
forms well for wall-bounded, zero-pressure-gradient flows.) EASM(\(K-\omega\)) had no trouble handling the adverse-pressure-gradient flow, and obtained the correct log-layer slope and position.

From these results, it appears clear that EASM(\(K-\varepsilon\)) should not be used for flow fields of the type explored in this study. (For that matter, any \(K-\varepsilon\) model without a modification, e.g. Ref. 23, probably cannot correctly predict wall-bounded adverse pressure gradients flows.) Therefore, for all results in the remainder of the paper, only the EASM(\(K-\omega\)) version of EASM was used. For brevity, EASM(\(K-\omega\)) and EASMCC(\(K-\omega\)) models will henceforth be referred to as EASM and EASMCC, respectively.

4.2 Effects of Nonlinear Terms

Figure 4 shows experimentally measured\(^{26}\) turbulent shear stresses at \(z/c = 0.85\) near the trailing edge of the main element and at \(z/c = 0.898\) on the flap. In the figure, the latter curve has been shifted to align the relevant features. The experiment indicated almost no change in the minimum \(u'v'\) level (near \(d/c = 0.01\)) between these two nearby locations. On the other hand, the SA model predicted a large change in the turbulent shear stress as the flow passed from the trailing edge to the wake, as shown in Fig. 5. Ying et al.\(^2\) surmised that the reason for this too-rapid change was due to the Boussinesq eddy-viscosity assumption inherent in the SA (and other linear models). In the Boussinesq assumption, the turbulent shear stress is assumed to be directly proportional to the strain, so that \(\tau_{ij} = -2\nu_s S_{ij}\). In this flow field, as the strain rate changes rapidly from the trailing edge to the wake, so too does the turbulent shear stress because \(\nu_s\) from the SA varies smoothly and gradually there.

In contrast, the EASM (Fig. 6) did a better job maintaining the minimum shear stress level between these two stations. But what was the role of the nonlinear terms in the improved predictions? This question was investigated by solving EASM as a linear eddy viscosity model (i.e., by forcing the nonlinear terms to be zero). Results, shown in Fig. 7, indicate a large difference from the results of Fig. 6. Thus, the nonlinear terms appear to be necessary to capture more closely the streamwise development of the turbulent shear stress in this region.

4.3 Effects of Curvature Correction

The curvature correction for EASMCC encountered some numerical difficulties for this case, associated primarily with the explicit one-to-one interfaces in the wake-cut regions of the C-grids. Near the connectivity interfaces, small discontinuities could result in large levels of \(DS_{ij}/Dt\), which would feed back into the solution through \(\Omega_{ij}\) and worsen the discontinuities. To remove this problem, the curvature terms were turned on only in regions of the grid that contain a wall at the \(k = 1\) index location. Furthermore, the velocities used in the determination of \(DS_{ij}/Dt\) were smoothed by using 10 iterations of an explicit point Gauss-Seidel smoother,\(^{27}\) and the elements of the \(\Omega_{ij}\) matrix were limited to prevent unreasonably large levels from occurring. Note that these numerical difficulties did not occur with EASMCC for simpler (e.g., single-zone grid) cases.\(^7\) Because of the smooth limiting inherent in the \(\tan^{-1}\) function in the empirical \(f_{r1}\) expression, SARC did not encounter any numerical difficulties for this case.

Velocity profiles from the four turbulence models are shown at three stations, from the trailing edge of the main element to the middle of the flap, in Figs. 8–10. The corresponding turbulent shear stress profiles are shown in Figs. 11–13, respectively. We note five items of interest in these figures. (1) In general, all turbulence models produced very similar velocity profiles at each of the stations; the flap wake was (as expected) predicted to be too wide and too deep, although SARC decreased the wake depth slightly. Many other features of the experimental profiles were captured extremely well by all models. (2) The EASMCC overpredicted the magnitude of \(u'v'\) near \(d/c = 0.01\) in Fig. 11; however, this overprediction is believed to be due to the use of the Laplacian smoother so near to a region of high \(S_{ij}\) gradient. (3) All models underpredicted the peak \(u'v'\) near \(d/c = 0.02\) at midflap (Fig. 13). (4) Both SARC and EASMCC predicted some local differences in \(u'v'\) levels, but the curvature corrections overall had relatively minor effects. (5) As noted earlier, the EASM did a better job predicting the turbulent shear stress just downstream of the main element trailing edge (\(z/c = 0.898\)); the EASM also did a better job predicting the same quantity in the region of the upper half of the main wake (near \(d/c = 0.04\)) at midflap (Fig. 13). It was previously thought that poor prediction by the SA model here possibly was due to the model's inability to account for curvature effects. However, SARC's curvature correction did not have much impact. As shown in Fig. 14, the nonlinear terms appear to have the most influence on the \(u'v'\) levels in the midflap area.

4.4 Global Effects near Maximum Lift

Clearly, many of the discrepancies in turbulent shear stress between previous CFD results\(^2\) and experiment in the current region of focus were due
to use of the Boussinesq eddy viscosity hypothesis. Nonetheless, these discrepancies appear to have little effect on the velocity profiles in this region: EASM yielded generally improved turbulent shear stress predictions over the flap, but in spite of this improvement, the model did no better overall than SA in the prediction of mean velocity. Curvature corrections in both the one-equation and two-equation models had a relatively minor effect for this flow. However, the fact that the SARC decreased the depth of the slat wake is intriguing and merits more detailed study.

One important question remains to be answered. Recalling past studies (e.g., Ref. 28) where, compared with nominally 2-D experiments, CFD overpredicted maximum lift, we now ask whether any of the turbulence model improvements described in this paper improve the global comparisons. Figure 15 shows results for SA, SARC, and EASM at angles of attack beyond $\alpha = 19$ deg. The EASMCC was not run for these cases. As in the past studies, all three models yielded higher $C_l$ levels and a higher stall angle ($\alpha = 23$ deg) than experiment ($\alpha = 21$ deg). In other words, improved turbulence shear stress predictions of EASM had little effect on CFD global force results near maximum lift. Curvature correction terms in SARC also had little effect. The reason for CFD's overprediction of maximum lift levels remains unknown. However, results from this study support the conclusion from an earlier study that turbulence modeling is probably not the primary cause for the disagreement. A more likely cause is 3-D effects at high angles of attack in the wind tunnel; such effects are obviously not modeled by 2-D CFD.

5 Summary

Several turbulence model improvements, developed from unit problem investigations, were incorporated into a study of the flow over the 30P-30N multielement airfoil. As a result, turbulent shear stress prediction capabilities have been improved, and the influence of certain turbulence model components has been established. The $K$-$\varepsilon$ form of the EASM was shown to be ill suited for use in this flow field because it overpredicts turbulence in regions of adverse-pressure-gradient wall-bounded flow. This problem is inherent in the "standard" form of the $K$-$\varepsilon$ equations; the $K$-$\omega$ form does not suffer from this problem. A new $K$-$\omega$ form of the EASM was introduced. Nonlinear terms, present in the EASM, were shown to improve the prediction of the turbulent shear stress behavior behind the trailing edge of the main element and near midflap, but these improvements had little effect on the mean flow field. Finally, curvature corrections in two different models were applied to this flow field. Overall, these corrections did not have a significant effect in the flap region, where the flow field undergoes the greatest curvature. Predictions of maximum lift were essentially unaffected by the turbulence model variations studied.
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Appendix

This appendix explicitly defines the EASM($K_\omega$) turbulence model, for readers interested in coding it themselves. For details on the derivation of the EASM, the reader is referred to earlier papers on EASM listed in the references.

The turbulent stress tensor for EASM is given by

$$\tau_{ij} = \frac{2}{3} K \delta_{ij} - 2 \nu^t S_{ij} + [a_2 a_4 (S_{ik} W_{kj} - W_{ik} S_{kj}) - 2 a_3 a_4 (S_{ik} S_{kj} - \frac{1}{3} S_{ik} S_{kj} S_{lj})],$$

where $S_{ij} = ([\partial u_i/\partial x_j] + [\partial u_j/\partial x_i])/2$ and $W_{ij} = ([\partial u_i/\partial x_j] - [\partial u_j/\partial x_i])/2$. The nonlinear terms are...
within the brackets []. The component \( \tau_{ij} \) terms are used to close the Reynolds-averaged Navier-Stokes equations (see, e.g., Ref. 29). The kinematic eddy viscosity \( \nu^*_i \) is given by

\[
\nu^*_i = C^*_\nu K \tau = -K \alpha_i,
\]

with \( \tau \equiv 1/\omega \). Thus, \( \alpha_i/\tau \) is equivalent to \(-C^*_\nu\). The value of \( \alpha_i/\tau \) is obtained from the solution to the following cubic equation at each point in the flow field:

\[
(a_i/\tau)^3 + p \left( a_i/\tau \right)^2 + q \left( a_i/\tau \right) + r = 0,
\]

where

\[
p = -\frac{\gamma^*_i}{\eta^2 \tau^2 \gamma_0}
\]

\[
q = \frac{1}{(2\eta^2 \tau^2 \gamma_0)^2} \left( \gamma^*_i^2 - 2\eta^2 \tau^2 \gamma_0 a_i \right.
- \left. \frac{2}{3} \eta^2 \tau^2 a_3^2 + 2R^2 \eta^2 \tau^2 a_2^2 \right)
\]

\[
r = \frac{\gamma^*_i a_i}{(2\eta^2 \tau^2 \gamma_0)^2}.
\]

The correct root to choose from this equation is the root with the lowest real part.\(^3\) Also, the degenerate case when \( \eta^2 \rightarrow 0 \) must be avoided. The current solution procedure is as follows:

If \( \eta^2 \tau^2 < 1 \times 10^{-6} \), then

\[
\left( a_i/\tau \right) = -\frac{\gamma^*_i a_i}{\gamma^*_i^2 - 2(S^2) \tau^2 a_3^2}.
\]

Otherwise, define

\[
a \equiv q - \frac{p^2}{3}
\]

\[
b \equiv \frac{1}{27} (2p^3 - 9pq + 27r)
\]

\[
d \equiv b^2 + \frac{a^3}{27}.
\]

Then, if \( d > 0 \)

\[
t_1 = \left( -\frac{b}{2} + \sqrt{d} \right)^{1/3}
\]

\[
t_2 = \left( -\frac{b}{2} - \sqrt{d} \right)^{1/3}
\]

\[
\left( a_i/\tau \right) = \min \left( \frac{p}{3} + t_1 + t_2, -\frac{p}{3} - t_1 - t_2 \right).
\]

If \( d \leq 0 \), then

\[
\theta = \cos^{-1} \left( -\frac{b}{2} \sqrt{-\frac{a^3}{27}} \right)
\]

\[
t_1 = \frac{p}{3} + 2\sqrt{-\frac{a^3}{27}} \cos \left( \frac{\theta}{3} \right)
\]

\[
t_2 = \frac{p}{3} + 2\sqrt{-\frac{a^3}{27}} \cos \left( \frac{2\pi}{3} + \frac{\theta}{3} \right)
\]

\[
t_3 = \frac{p}{3} + 2\sqrt{-\frac{a^3}{27}} \cos \left( \frac{4\pi}{3} + \frac{\theta}{3} \right)
\]

\[
\left( a_i/\tau \right) = \min (t_1, t_2, t_3).
\]

In the current implementation, the resulting \( C^*_\nu = \min (\alpha_i/\tau) \) is limited by \( C^*_\nu = \max (C^*_\nu, 0.0005) \). The nominal level for \( C^*_\nu \) in a zero-pressure-gradient log layer is approximately 0.09.

Other parameters are given by

\[
\eta^2 \equiv \{S^2\} = S_{ij} S_{ji} = S_{ij} S_{ij}
\]

\[
\{W^2\} = W_{ij} W_{ji} = -W_{ij} W_{ij}
\]

\[
R^2 = -\{W^2\} \{S^2\}
\]

\[
a_1 = \frac{1}{2} \left( \frac{4}{3} - C_2 \right)
\]

\[
a_2 = \frac{1}{2} (2 - C_4)
\]

\[
a_3 = \frac{1}{2} (2 - C_3)
\]

\[
a_4 = \left[ \gamma^*_i - 2\gamma^*_0 \left( \frac{\alpha_i}{\tau} \right) \eta^2 \tau^2 \right]^{-1}
\]

Also,

\[
\gamma^*_0 = C_1^2 / 2
\]

\[
\gamma^*_n = \frac{1}{2} C_0 + \left( \frac{C_{e_2} - C_{e_1}}{C_{e_1} - 1} \right)
\]

and \( C_{e_1} = 1.44, C_{e_2} = 1.83, C_0^1 = 3.4, C_1^1 = 1.8, C_2 = 0.36, C_3 = 1.25 \), and \( C_4 = 0.4 \).

The above implementation is exactly the same for EASM(K-\( \omega \)) or EASM(K-\( \epsilon \)) except that \( \tau \equiv K/\varepsilon \) for EASM(K-\( \epsilon \)). However, the models are different with regard to the two-equation model to which they are coupled. For EASM(K-\( \omega \)), the explicit tensor representation for \( \tau_{ij} \) is coupled with the following \( K-\omega \) two-equation model:

\[
\frac{DK}{Dt} = P - f_{\beta} \cdot K \omega + \frac{\partial}{\partial x_k} \left[ \left( \nu + \frac{\nu^*_i}{\sigma_K} \right) \frac{\partial K}{\partial x_k} \right]
\]

\[
\frac{D\omega}{Dt} = \frac{\omega}{K} - f_{\beta} \omega + \frac{\partial}{\partial x_k} \left[ \left( \nu + \frac{\nu^*_i}{\sigma_\omega} \right) \frac{\partial \omega}{\partial x_k} \right].
\]
where
\[ P = -\tau_{ij} \frac{\partial u_i}{\partial x_j} \approx 2\nu' \eta^2 \]  \hspace{1cm} (38)
and \( \sigma_K = 2, \sigma_\omega = \kappa^2/\sqrt{C_\mu} \), \( \kappa = 0.41, \gamma = 0.575, \beta = 0.83, \) and \( C_\mu = 0.0895. \) Note that for 2-D incompressible flows, \( P = 2\nu' \eta^2 \) is exact. In the current implementation, \( P \) in the \( K \)-equation is limited to be less than 20 times the destruction term \( f_\beta K \omega \). The function \( f_\beta \) from Wilcox \(^{22} \) improves the performance of the \( K-\omega \) model for 2-D shear layers, wakes, and jets and is given by
\[ f_\beta = \begin{cases} 1 & \text{when } \chi_k \leq 0 \\ \frac{1 + 680 \chi_k^2}{1 + 400 \chi_k^2} & \text{when } \chi_k > 0 \end{cases} \hspace{1cm} (39) \]
\[ \chi_k = \frac{C_\mu^2}{\omega^3} \frac{\partial K}{\partial x_j} \frac{\partial \omega}{\partial x_j}, \hspace{1cm} (40) \]
where the \( C_\mu^2 \) term in the formula for \( \chi_k \) is necessary because \( \omega \) in the current model does not "absorb" \( C_\mu \) as in Wilcox's model.

The boundary conditions applied at solid walls are \( K_\omega = 0 \) and \( \omega_\omega = 10(6\nu_\omega)/|\beta(\Delta n)^2|, \) where \( \Delta n \) is the distance to the first cell center away from the wall. The boundary condition for \( \omega_\omega \) is from Menter.\(^5 \) This boundary condition simulates the analytical behavior of \( \omega \) near solid walls without the need for specifying the solution at interior points.

Figure 1. The 30P-30N multielement configuration.

Figure 2. Velocity profiles near trailing edge of main element at \( x/c = 0.85. \)

Figure 3. Velocity profiles in wall variables at \( x/c = 0.85. \)
Figure 4. Experimentally measured turbulent shear stress at two locations near the main element trailing edge (dashed curve shifted down by 0.007 units).

Figure 5. The SA model turbulent shear stress at two locations near the main element trailing edge (dashed curve shifted down by 0.007 units).

Figure 6. The EASM turbulent shear stress at two locations near the main element trailing edge (dashed curve shifted down by 0.007 units).

Figure 7. Linear EASM turbulent shear stress at two locations near the main element trailing edge (dashed curve shifted down by 0.007 units).
Figure 8. Velocity profiles near trailing edge of main element at $x/c = 0.85$.

Figure 10. Velocity profiles near midflap at $x/c = 1.032$.

Figure 9. Velocity profiles on flap just downstream of main element at $x/c = 0.898$.

Figure 11. Turbulent shear stress profiles near trailing edge of main element at $x/c = 0.85$. 
Figure 12. Turbulent shear stress profiles on flap just downstream of main element at $z/c = 0.898$.

Figure 13. Turbulent shear stress profiles near mid-flap at $z/c = 1.032$.

Figure 14. Effect of nonlinear terms on turbulent shear stress profiles at $z/c = 1.032$.

Figure 15. Lift coefficients near maximum lift.