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Abstract

Autoflight systems in the current generation of aircraft have been implicated in several recent
incidents and accidents. A contributory aspect to these incidents may be the manner in which
aircraft transition between differing behaviours or "modes." The current state of aircraft
automation was investigated and the incremental development of the autoflight system was
tracked through a set of aircraft to gain insight into how these systems developed. This process
appears to have resulted in a system without a consistent global representation.

In order to evaluate and examine autoflight systems, a "Hybrid Automation Representation" was
developed. This representation was used to examine several specific problems known to exist in
aircraft systems. Cyclomatic complexity is an analysis tool from computer science which counts
the number of linearly independent paths through a program graph. This approach was extended
to examine autoflight mode transitions modelled with the Hybrid Automation Representation. A
survey was conducted of pilots to identify those autoflight mode transitions which airline pilots
find difficult. The transitions identified in this survey were analyzed using cyclomatic
complexity to gain insight into the apparent complexity of the autoflight system from the
perspective of the pilot. Mode transitions which had been identified as complex by pilots were
found to have a high cyclomatic complexity.

Further examination was made into a set of specific problems identified in aircraft: the lack of a
consistent representation of automation, concern regarding appropriate feedback from the
automation, and the implications of physical limitations on the autoflight systems. Mode
transitions involved in changing to and leveling at a new altitude were identified across multiple
aircraft by numerous pilots. Where possible, evaluation and verification of the behaviour of
these autoflight mode transitions was investigated via aircraft-specific high fidelity simulators.
Three solution approaches to concerns regarding autoflight systems, and mode transitions in
particular, are presented in this thesis. The first is to use training to modify pilot behaviours, or
procedures to work around known problems. The second approach is to mitigate problems by
enhancing feedback. The third approach is to modify the process by which automation is
designed. The Operator Directed Process forces the consideration and creation of an automation
model early in the design process for use as the basis of the software specification and training.

This document is based on the thesis of Sanjay S. Vakil submitted to the Department of
Aeronautics and Astronautics at the Massachusetts Institute of Technology in partial fulfillment
of the requirements for the degree of Doctor of Philosophy in Aeronautics and Astronautics.
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Chapter 1

Introduction and Motivation

Advances in computation, algorithmic, and sensor capabilities have driven a trend towards
more automation in dynamic systems. In particular, the commercial aircraft cockpit has been
augmented by automation, causing changes to the task of flying an aircraft. Current advanced
commercial transport aircraft, such as the Boeing B777/B747-400, the Airbus A320/A340, and
the McDonnell Douglas MD-11, rely on AutoFlight Systems (AFS) for flight management,
trajectory control, and interaction with control surfaces (Boeing 1986, 1989, 1997, Honeywell
1992, 1994). These systems have evolved from simple autopilots, such as the single axis
autopilots created by Sperry in 1912 (McRuer, 1973) to multiple processor systems capable of
sophisticated and interrelated tasks such as those that are used in the Boeing B777 cockpit. These
tasks span the range from high-level flight management to low-level control of individual

actuators.

Aircraft automation has been designed to improve performance and to increase flight safety.
Performance can be increased by allowing more accurate tracking of altitude and path targets,
cost can be reduced by flying algorithmically optimized fuel efficient paths, and sensors can be
used to warn pilots or deal directly with unsafe situations. Flight safety can be enhanced by
automatically performing critical maneuvers, by not allowing the aircraft to perform possibly
dangerous maneuvers, or by augmenting the control characteristics to make the aircraft easier to
fly. However, automation has also become a potential safety liability. The rapid evolutionary
development of autoflight systems in commercial transport aircraft is suspected as a contributory
factor in a number of incidents and accidents. Hull losses have occurred at France (Strasbourg,
1992), India (Bangalore, 1990), Japan (Nagoya, 1994), and Colombia (Cali, 1995). Numerous
autoflight-related incidents have also occurred, including a rapid pitch-up (Orly, 1994), multiple

incidents of overspeeds, and numerous large altitude deviations.

As automation systems become more capable, the human element may become a limiting
factor in system operation and design. If so, procedures and design processes may need to be

modified to acknowledge known limitations. This issue is likely to be particularly critical in

19



future generations of aircraft automation. Work is currently underway on the next generation of
cockpits. Clearly stating the issues and solutions may improve safety and prevent costly fixes

once the next generation is flying.

Many modern dynamically controlled systems use humans in a supervisory manner by having
them monitor the automation which is performing the task rather than performing the task directly
(Sheridan, 1992). Nuclear power plants, process control plants, and air traffic control are
additional examples of supervisory systems. This thesis uses the commercial aviation
environment as a case study to identify and discuss issues which may be important in other fields

which use automation to support humans in supervisory systems.

1.1 Accidents and Incidents

One of the goals of aircraft autoflight systems was an increase in safety. Each successive
generation of aircraft has become safer, in aggregate, than the previous generations. Figure 1.1
shows data compiled by Boeing depicting hull loss accident rates in commercial fleets (Boeing
Data, 1998). This data is grouped by generation of aircraft airframes and shows a general

reduction in the accident rate between generations.

The generations are based on airframe as well as automation capability. The first generation
consists of early commercial jet transports, many of which have been retired from service. The
second generation is comprised of widebody jets and shows a marked reduction in accident rate.
The third generation consists of the first wave of “glass cockpit” aircraft, but does not include
those which are fly-by-wire. Finally, the fourth generation consists of most currently
manufactured narrow and widebody aircraft. Limited data exists for tﬁe most recent aircraft such
as the A330, A340, MD-90 (now B717), and the B777. It is important to note that this chart
documents “rare” events, and so the statistical relevance is minimal and care must be taken when

observing trends.

In spite of the overall reduction in accident rate, flight crew error still appears as the dominant
factor in hull loss accidents. The impact that pilots have on aircraft safety have been recognized
for some time. Figure 1.2 show a breakdown of data from 2032 incidents reported over 1959-

1997, also generated from Boeing data (Boeing Data, 1998). Over this time period, flight crew

20



irst Generation
727

rident *
c-10°
AC 1-11
Cc-9
737-1/-2

econd Generation
C-1

-1011
300
747-1/-2/-3/-SP

hird Generation

D-80
767
757
310
Ae 146

300-600

737-3/4/-5
-100/-70
747-400

ourth Generation
320/319/321

D-11
340°
330°

D-90"

veralt

<100 000 Departures
Figure 1.1:  Commercial Fleet Hull Accident Rate (per million departures) 1988-1997 (Boeing
Data, 1998)

has remained the primary cause of aircraft hull loss accidents as determined by the investigative
authority. The second set of data on this graph shows that the accident causes from 1988-1997
have not changed significantly and that the fraction of accidents attributed to the flight crew has

remained largely stable at about 70%.

Within the set of errors attributed to flight crews, automation problems are emerging as a key
safety area. The incorporation of new flight automation has resulted in a new set of human factors
issues. Sufficient concerns have been raised to warrant government investigation in the form of

the 1996 FAA Report on the Interfaces Between Flightcrews and Modern Flight Deck Systems.
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Figure 1.2:  Primary Causes of Aircraft Accidents (Boeing Data, 1998)

This document also discusses human factors and interface issues, which include mode awareness
problems (Vakil, 1995), incomplete pilot understanding of automation (Sarter 1992; Weiner,
1988; Vakil 1996; Javaux 1998, others), and loss of automation situation awareness (Endsley,
1994, 1995). In contrast to mechanical aircraft failure, these problems appear to be based in
confusion between the pilots' expectations of the autoflight system and what the system is actually

doing.

Review of Aviation Safety Reporting System

Flight crew automation issues were examined through the use of the Aviation Safety
Reporting System (ASRS), a volunteer mechanism for documenting problems in flight operations
with a degree of amnesty. A search was performed on the ASRS database by researchers at the
MIT Aeronautical Systems Laboratory (Vakil, Vaneck, and Midkiff, 1995) from the years 1990-
94 with a set of keywords designed to elicit problems related to mode awareness. The keywords
consisted of the following: annunciation, annunciator, FMC, flight management computer, FMS,
flight management system, CDU, mode, capture, arm, automatic flight system, vertical,
horizontal, and program. A total of three hundred ASRS reports were returned by the keyword

search. After analysis, 184 were categorized as appropriate to flight crew automation issues.

The most commonly reported errors were “Programming Errors,” “Mode Transition

Problems,” and “Insufficient Understanding of Automation.” It can be argued that dominance of
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Figure 1.3:  Breakdown of ASRS reports into Perceived Causes and Flight Domain

the “Programming Errors” category may be overstated, since a single typographical error could
cause an ASRS filing. However, if a such a minor error can lead to a filing, it may be indicative of
an additional concern: the usage of automation can allow relatively minor errors on the part of the
human to have significant repercussions. While this is not a new phenomenon, automation may

have made these sorts of errors more likely to occur.

The dominant causal areas are of particular importance because they suggest there can be
confusion between the pilots’ expectations of the automation and what it is actually doing. “Mode
Transition Problems” indicate that pilots may not realize when the automation changes its
behaviour or the implications of the new behaviour. “Insufficient Understanding of Automation”
is equally problematic since it suggests that the pilots may not be able to supervise the
automation: in order to effectively monitor automation, a pilot must understand what its intended

behaviour should be.

As shown in Figure 1.3, these reports were also categorized by the perceived cause of the
problem and by the flight path (vertical/speed, horizontal or both) that was impacted. Since the

vertical flight path and the speed are implicitly coupled, they were grouped together. In instances
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where the problems spanned multiple causal categories, the reports were counted in each
category. In Figure 1.3, it can be seen that vertical/speed problems dominate many of the
categories; of all categories 62.7% of the reports were of this type. In particular, the “Mode
Transition Problems” category is dominated by vertical/speed problems. The data classified into
the “Insufficient Understanding of Automation” also suggests a deficiency in knowledge of the

vertical domain automation.

It should be noted that there exists a potential for over-reporting vertical deviations. Air
Traffic Control (ATC) radar can measure altitude much more precisely than location. This may

result in pilots reporting vertical/speed incidents more often than lateral ones.

1.2 Introduction to Service Problems

As new, complex automation systems are introduced into operation, problems are discovered
early during operation and dealt with through training and procedural changes (Weiner, 1985).
This process of fixing issues as they appear results in incidents early in the aircraft lifetime,
typically after introduction. However, this does lead to a stable set of automation within which all
of the problems have been identified. These identified problems can then be dealt with through
training, procedural changes, or automation modification. Underlying this process is an implicit

higher failure rate early in operational usage, rather than later as mechanical failure appears.

Figure 1.4 shows hull losses or fatal accidents for aircraft from 1959-1997 organized by the
number of years since introduction of an aircraft type that the accident occurred. In a manner
consistent with Figure 1.1, the number of accidents has been decreasing with successive
generatibns. However, each generation shows a spike a short time after introduction. This
increase corresponds with problems that are found early in the operational life of the aircraft that

were not foreseen before they were put into active usage.

Figure 1.5 shows the Hull Loss Accident Rate of the worldwide commercial aircraft fleet
from 1988-1997 by individual aircraft. Multiple aircraft that have been introduced since 1981 are
shown with the accident rate per one million departures. While noting that the statistical
significance of the information in this chart is limited since hull loss accidents are rare events,

there is a significant difference between the introduction of the Airbus A319/320/321 series as
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Following Introduction 1959-1997 (Boeing Data 1998)

compares to other aircraft. Part of the reason behind the anomalous nature of the A320 derivative
record is an early hull loss during operational usage at the Habsheim airshow on June 26th, 1988.
However, the accident rate of this aircraft also appears to be improving as pilots and airlines gain
more experience with its detailed behaviour, and as these details are disseminated. A hypothesis
for this improvement is that training material, procedures, and flight crews are becoming more
proﬁcienfwith the aircraft. This is consistent with the nature of the A320, which was the first
fully digital commercial fly-by-wire aircraft. It also included numerous departures from previous
designs, such as a full authority envelope protection system, a side-stick controller, and non-
moving throttles. This experience also explains the lack of hull losses of the recently introduced

A330 and A340, which have very similar cockpit automation.

1.2.1 Questionnaire on Pilot Understanding of Boeing B757

. Work has also been done to gauge pilot understanding of flight automation. This work looked
at pilots’ understanding of the Boeing B757 early in its operational lifetime. The results indicate
that pilots did not feel that they completely understood the aircraft (Weiner, 1985). The research

consisted of a questionnaire (“Phase 1) designed to probe pilots’ opinions, experience levels,

25



Accidents per Million Departures
(-

T e
ﬂlﬂh HD ,.m : ‘H ﬂﬂiﬁzj:lﬂ f[“[Ls_ hﬂgﬁ ﬂ. ﬂia_ﬂ

C-9-80 67 A310 Bae 146 A300-800  737-34/5 F-100 3201321 47-400 D-11

o

Figure 1.5:  Worldwide Hull Loss Accident Rates (1988-1997) (Boeing, 1998)

specific information and viewpoints on the new “glass cockpit” technology that was distributed to

Boeing B757 pilots at a pair of carriers.
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Figure 1.6:  In the B757 automation, there are still things that happen that surprise me.
(adapted from Weiner, 1985)

A follow-up questionnaire (“Phase 2”) was distributed a year later. The second questionnaire
is interesting in that it shows insight into the effect of familiarity, practice and experience with the
technology. Each questionnaire consisted of a large set of questions organized using the Likert
scale to assess the pilot attitude. In this study, five response levels were employed. The response
to the statement “In the B-757 automation, there are still things that happen that surprise me.” is
shown in Figure 1.6. The particularly striking point of this graph is that after a year flying the

aircraft, over half of the pilots were still being surprised by the automation.
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While the distribution of responses changed between Phase 1 and Phase 2 of the study, even
after at least a year of experience, pilots were being surprised by the automation. The premise that
pilots have an incomplete understanding of the automation is further bolstered by Figure 1.7
which shows that pilots felt that there were modes and features of the FMS which they did not

understand.

The results of this survey seem to indicate that it may take more time to train pilot to maximal
proficiency in new aircraft. The time necessary for this training and the operational experience
required have not been determined by this survey. What is necessary is a longitudinal study
looking across pilots of varying operational experience to determine when individuals feel that

they have mastered the aircraft.

1.3 Motivation

The primary motivation for this research is to gain insight into the underlying causal basis for
the human factors issues which have been identified as appearing in new autoflight systems. By
understanding the reasons for these issues, mitigation approaches can be identified and suggested.
Flight automation systems in successive generations of aircraft have been gaining in capability.
This growth in capability has increased the size, and likely the complexity, of new generations of
automation. This growth may result in future generations of aircraft which are more susceptible to

interface and autoflight systems problems. It is expected that the issues which are identified
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through this analysis are early indicators—the leading edge—of these automation problems in
future systems. As such, the intention of this work is to serve as a preemptive mechanism to

forestall this increase by providing guidance for the design of future generations.

1.3.1 Aircraft Automation as a Leading Indicator to Issues in Other Fields

Aircraft autoflight systems are an effective area in which to study the human factors issues.
They can serve as a leading indicator with automation interaction and complexity management
and problems in other domains. A number of additional fields may be served by the insights
suggested in this work. Nuclear power plants and process control plants represent areas in which
workers are trained specifically for their task, albeit not as rigorously as in aerospace. These
plants are highly automated in a manner similar to aircraft and in many cases have warning
systems and alerts to maximize safety. Air traffic control may also be served by these insights
since controllers are highly skilled individuals whose task involves them interacting with

automation.

Leading Indicator

Aircraft automation is thought to be an exploratory case study for the identification and
consideration of issues which may be important in many other human-automation systems. Pilots
are a homogeneously trained group of subjects to investigate, so that fundamental human-
automation issues can be seen with fewer confounding factors. The medical and currency
requirements on pilots are also stringent. The automation with which pilots interact has rigorous

performance requirements due to its life-critical nature.

As a population, commercial airline pilots are homogeneous, intelligent, and highly trained. In
the United States, the Federal Aviation Administration verifies that pilots are free of medical
disorders, and meet specified educational standards. In addition to initial flight training and check
out, commercial pilots are subject to yearly reviews, checkrides, and medical examinations
(Federal Aviation Administration 1998). These stipulations are imposed by governmental
certification organizations to ensure that the safety of the flying public is not jeopardized.
Individual airlines attempt to verify that their pilots do not suffer from drug or alcohol abuse

problems. Training is completed and documented on a recurring basis by the airlines. Medical
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logs and histories are maintained for each pilot. Stiff competition tends to limit the population to
those who are well educated. In general, pilots are held to high standards medically, cognitively,
and from the standpoint of co-ordination. Problems in this highly trained and motivated

population are likely to indicate problems with other automation areas.

Other Fields

The medical arena is another in which highly skilled and trained practitioners work within a
proceduralized environment. In recent years, the drive towards managed medical care has resulted
in the adoption of additional proceduralization in order to standardize the care provided to
patients. Automation which is used in this field must be designed in a manner which is consistent
with a care-giver’s model of the task, can be used by a task- rather than technology-oriented

audience, and must be able to exist within the procedural environment.

Another important class of operators is composed of those who are not highly trained to
specific automation or to the task. Luxury automobiles are an area in which rapid innovation is
leading to the adoption of some very interesting automation. Antilock brake systems place a
microprocessor between the pedal and the actuator for the brake shoe; one could argue that
modem systems provide “brake-by-wire” capabilities. There are other advanced being planned
(Port, 1998). “Road-following” is an advanced form of cruise control which allows the vehicle to

follow curves and maintain spacing within its lane; other systems can automate lane changes.

1.4 Thesis Argument Overview

The goal of this thesis is to gain insight into the underlying basis for the source of human
factors problems which are appearing in commercial autoflight systems and to consider
approaches for dealing with these problems. The next chapter will examine the incremental
development of these systems, which have been evolving for the past thirty years. Detailed
analyses of available aircraft operators manuals, inferred autoflight system behaviour, and
accident reports have enabled insight into the structure of autoflight systems and how to segment

and extend their behaviour.
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The results of autoflight system analysis are used to develop the Hybrid Automation
Representation, an abstraction of the autoflight system which captures both the continuous and
discrete behaviour of these systems. This abstraction bears strong resemblance to modern hybrid
models being researched in the control area. The Hybrid Automation Representation will be
compared to other similar modeling efforts underway. One of the strengths of this model is that it
can be used to measure the “cyclomatic complexity” of autoflight system behaviour. Cyclomatic
complexity is a rigorous measure from theoretical computer science of the number of linearly
independent paths through a system, which has been extended to allow the measure of an aspect
of automation complexity, namely the number of independent paths through which a transition

can occur.

Chapter 4 will present a survey designed to validate the applicability of cyclomatic
complexity by examining the cyclomatic complexity of autoflight system mode transitions of
those transitions identified as difficult by pilots. A survey was conducted on the World Wide Web
and made accessible via the Internet. Pilots were instructed to detail autoflight system mode
transitions which they found to be most complicated. A subset of these transitions was then

analyzed in order to characterize their cyclomatic complexity.

Chapter 5 will use hybrid automation representation to examine several types of underlying
causal factors that have been identified through focused interviews and accident/incident reports.
The use of the Hybrid Automation Representation in identifying some types of the accidents and
incidents a priori will be discussed. One of the results of the pilot survey was the identification of
the Altitude Capture mode transition as problematic. A case study will be presented of Altitude
Capture behaviour in which problems are identified via the hybrid automation representation and

were then verified through high fidelity simulator testing.

Chapter 6 will discuss mitigation techniques which have been identified to address aircraft
automation problems. The first is the use of procedures and changes in training as a means to
mitigate some automation problems resulting from complexity. Directed additional training may
be useful to allow pilots to build more robust mental representations of automation. Procedures
can be used to “work around” automation issues. The second approach is to enhance feedback to

change the nature of interaction with automation and allow more accurate mental representations
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when the existing displays are not sufficient or appropriate. Adding feedback in the aircraft may
allow a more accurate representation of automation state to be determined. The third approach is
to explicitly manage the complexity of the system so that it is more consistent with human
capabilities and limitations by modifying the process by which these systems are designed. An
Operator Directed Process will be presented as a development process which considers the human

pilot’s limitations and capabilities early in the design process.

Conclusions and recommendations will be presented in Chapter 7.

31



32



Chapter 2
Evolution of Autoflight System Complexity

Autoflight systems have developed in an evolutionary manner over the past fifty years.
During this time, the complexity of these systems has increased as they have been made capable
of performing additional functions, enabled by advances in sensors, computational capability, and
new algorithms. This complexity is hypothesized to be a contributory factor in aircraft incidents,
as suggested in Section 1.1. The evolutionary growth of these systems is examined for a particular
family of aircraft to investigate the manner, and order, in which functions were added. Other
factors, such as the size of software in the autoflight system, and the number of controls with
which the pilot has to interact are discussed. The material for this analysis is based on public
information sources, such as aircraft manuals, focused interviews with pilots and airline check

pilots.

2.1 Modes and Transitions within Autoflight Systems

Autoflight systems have developed incrementally based on the adoption of new technologies.
One way to track the incremental growth is to examine the number of independent, quasi-steady-
state behaviours available to pilots as documented in the flight operations manuals. Control block
diagrams are an effective representation of closed loop control, where the system is typically
controlled to a target value. However, each controller is limited to a single behaviour. In order to
allow the multiple behaviours necessary during various stages of flight, autoflight systems include

multiple controllers for each flight domain, only one of which is active at any time.

Modes are a mechanism to allow disparate behaviours to coexist within a single system.
Disparate behaviours will appear when new functionality is added to system which cannot be
parsed as an extension to existing function, or cannot be constructed by combining existing
functions. In the case of autoflight systems, new modes were needed when necessary behaviours
could not be generated by existing closed loop controllers. New modes were added in the form of
new controllers. Dividing the system into separate controllers can allow selection among multiple

behaviours. The active mode defines the active controller to determine the behaviour of the
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system. Figure 2.1 shows this abstraction of the autoflight system graphically. Modes allow the
autoflight system to be decomposed into separate behaviours which can be selected. Only one

controller can be active at a time.
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Figure 2.1:  Abstraction of Autoflight System

Modes also allow the incremental adoption of the functions and behaviours into pre-existing
systems. They also allow a single system to be more capable by allowing it a larger set of
behaviours to deal with more environments, situations, procedures, and scenarios. Systems which
have evolved incrementally are more likely to require to take advantages of modes as a tool to
manage complexity, as seen in the previous section where new autoflight systems tended to carry
forward the majority of older modes. Incremental evolution is often characterized by the adoption
of new functions. If new functions need to be added which are not an extension to existing
function, or cannot be constructed by combining existing functions, a new mode must be created

to encapsulate this new behaviour.

In aircraft, a single mode is unable to allow all the various behaviours required in flight. As an
example, consider the recent additions to vertical aircraft automation. A Vertical Speed (V/S)
mode has been available since the B727, shown in Figure 2.5. This mode controls the vertical rate
of the aircraft, usually by referencing barometric pressure. As such, Vertical Speed is an “air-

referenced” control mode. An alternate vertical control strategy is to control to a particular flight
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path angle, which is fundamentally different in that it is an ground-referenced mode because it
measures the angle between the flight vector and the ground. In order to add this capability, a new
mode needed to added; more recent aircraft also have a Flight Path Angle (FPA) mode, seen in

Figure 2.9.

Modal Structure of Autoflight Systems

Aircraft automation has been parsed to consist of an irreducible set of base modes which are
used in quasi-steady-state conditions, have an invariant set of targets, and correspond to an
unambiguously defined automation behaviour. This definition is consistent with the manner in
which pilots model the system, and how engineers model the system—each base mode
corresponds to single controller, generally a state level controller (Vakil 1996). A macro mode
consists of a specific sequence of base modes where a specific order of transitions is expected
based on procedural or nominal usage. Each base mode in the macro mode sequence has its own
set of targets, so that the automation’s set of targets varies over the course of the macro mode.
Transitions among the base modes are made based on the mode transition criteria, such as altitude
or indicated air speed. An example of a macro mode is the Autoland sequence, which transitions
(in the vertical channel) between Altitude Hold, Glide Slope Capture, Flare, and Rollout with a
different set of targets in each base mode. Other examples include Vertical Navigation or Profile,

Lateral Navigation, Flight Level Change and Autoland.

Transitions Between Modes

Each possible transition between modes consists of a starting mode, an ending mode,
conditional statements which must be satisfied in order to effect the transition, and the target
value of the new mode. Conditions determine whether the transition will occur. A transition will
only occur if all of the conditions are satisfied. Transitions among modes can be caused by
various factors, including intervention by the human operator (pressing a button), environmental
changes (winds), or due to specific conditions being met (reaching a waypoint or speed limit).
Each of these is one element in the set of conditions which must be satisfied before a transition
will occur from the starting mode to the ending mode. Individual conditional statements can be
combined in a Boolean manner to create more sophisticated interaction. In modern aircraft

automation, these statements can become quite complex.
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From the standpoint of the pilot, transitions can be further grouped into three categories. A
commanded transition is active as soon as the selection is made: the transition condition consists
solely of the selection itself. An example is moving the Altitude Hold switch to the on position,
thereby activating the Altitude Hold behaviour. An uncommanded transition is one that is not
directly activated by the pilot: the transition conditions consist of elements not under the control
of the pilot. These transitions are usually some type of envelope protection, or failure in the
automation. Another example is a transition caused by overspeed protection in more modern
aircraft. Finally, armed transitions occur when, after arming, a mode engagement occurs at some
further condition. At least two conditions are necessary: pilot selection and the occurrence of an
external condition. An example is the use of Glide Slope Capture to transition to a descent mode

after the aircraft intersects with the ILS glide slope signal.

Concerns with Modal Automation

As discussed in Section 1.1, automation problems have been identified as a key safety area.
Within this area it appears that modal automation, and mode transitions in particular, are of
particular concern. Figure 1.3 shows the that a number of ASRS reports were related to mode
transitions. In addition, it appears that pilots have suitable experience with continuous time
behaviour of aircraft automation and that is well understood. By contrast, numerous researchers
have raised concerns regarding the discrete modal behaviour is more modern aircraft (Sarter

1992, Weiner 1988, Vakil 1996, Javaux 1998, others).

There is also evidence that pilots model the system in a modal manner. If this is found to be a
widely adopted representation, it may be the appropriate form upon which to base the training
material. Focused interviews showed that pilots have adopted a modal representation of
automation behaviour, as described by mode transition diagrams (Javaux, 1999b). Note that this is
different from a detailed Finite State Machine type of representation of the underlying
automation, but rather an organization of the behaviour into separate modes. The differences
appear in the parsing of what constitutes a mode, a trigger event, or a conditional clause. These
differences acknowledge the operational viewpoint rather than the design viewpoint. This thesis is

going to focus on examining mode transitions in aircraft autoflight automation.
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2.2 Autoflight System Evolution

This section will examine the growth in number of modes to support the hypothesis of
incremental growth. Based on the open literature and training materials for each aircraft, an
estimate was made of the number of independent modes in a series of aircraft as shown in
Figure 2.2 (American Airlines 1997, American Airlines 1994, Boeing 1989, Honeywell 1992).
These diagrams shows that the number of modes available for use by the pilot has been increasing
in a linear manner. The data may be incomplete from the standpoint of system design, but is a
measure of the number of modes articulated to pilots. The number of modes may be
undercounted. In particular, the high level Airbus PROF and Boeing VNAV modes consist of a
set of submodes. These submodes are difficult to directly compare as the manufacturers have
parsed the submodes differently. Therefore these modes could not be counted separately. This
implies that the mode count in Figure 2.2 is conservative for these aircraft, since modes associated

with trajectory control are underrepresented.
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Figure 2.2:  Horizontal and Vertical Mode Counts in Selected Aircraft

The following sections will show the growth of aircraft modes in a more detailed manner
organizing modes by the control level at which loop closure is accomplished. Four generations of

aircraft will be examined, consisting of the Boeing B727, B737, B757, and B777.

2.2.1 First Generation Automation: B727 (1964)

The Boeing B727 is the representative aircraft for the discussion of first generation of
transport jet automation (American 1997). It had limited ability to control its lateral and vertical

flight path, but did not have autothrottle capability. As shown in Figure 2.3, in this aircraft, the
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vertical modes are not coupled to the speed modes. The Turn/Pitch knob was used to control the
attitude of the aircraft. Altitude Hold was the available state control mode and Glide Slope Track
was used to control the trajectory during approach. Glide Slope Arm maintained the current
altitude (in an identical manner to Altitude Hold) until the glide slope was acquired. At that point,

the system transitioned to Glide Slope Track.

Stab Augmentation Attitude Control State Control Trajectory Control Envelope Protection
Turr/Pitch Knob Altitude Hold Glide Slope Track
Glide Slope Arm

Figure 2.3:  Vertical Modes in the B727

Lateral modes are shown in Figure 2.4. The Boeing B727 included an automatic “yaw
damper,” which acted as a stability augmentation system. This device counteracted the Dutch
Roll mode to which swept wing aircraft are susceptible. The Turn and Pitch knob was used to
control the roll of the aircraft. State control allowed the selection of a heading, maintenance of a
heading, and the ability to track a VOR signal. Trajectory control was used during approach to

follow a ILS localizer and Glide Slope signal.

Stab Augmentation Attltude Control State Control Trajectory Control Envelope Protection
Yaw Dampers Turn/Pitch Knob Heading Select Localizer

Heading Hold

VOR Track

Figure 2.4:  Lateral Modes in the B727

2.2.2 Second Generation Automation: B747 (1973)

The Boeing B747-100/200 will be used as a representative aircraft for the discussion of
second generation autoflight systems (Boeing 1985). Figure 2.5 shows the vertical and speed

modes in this aircraft. Sections that are shaded existed in the previous generation.

In addition to those in the B727, the B747 had several new modes, some of which were
introduced by the inclusion of an autothrottle. The Turbulence mode was added to provide the
ability to hold altitude through turbulent weather conditions and functioned in a manner similar to
Altitude Hold. IAS Speed used the pitch of the aircraft to maintain a specified airspeed. Vertical

Speed allowed descents at a specified rate. The Speed mode controlled to a target velocity by
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Stab Augmentation Attitude Control State Control Trajectory Control Envelope Protection
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Vertical Speed
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Altitude Capture/Select New on B747

Figure 2.5:  Vertical/Speed Modes in the B747

closing the loop around the throttles and was typically used in conjunction with the Altitude Hold
and Vertical Speed modes. Altitude Capture or Select was used to smoothly transition to a level

flight path after a climb or descent.

Stab _Augmentation  Attitude Control State Control Trajectory Control Envelope Protection

Yaw Dampers Tum/Pitch Knob Headlng Select Localizer
Heading Hold Perf. Managament Sys. Retained from B727
VOR Track New on B747

Figure 2.6:  Lateral Modes in the B747

The more interesting new mode was the addition, on certain B747s, of the “Performance
Management System” (PMS) which provided trajectory control during the cruise segment of
flight. This is in contrast to the Glide Slope Track and Localizer modes which was only available
during approach. PMS was an early version of Area Navigation (RNAV). Synthesized
information from multiple ground-based navigation aids was fused with onboard Inertial
Navigation Systems (INS). This enabled the aircraft automation to know its location laterally and
vertically at any point in time to a much higher degree of accuracy than previously possible. The
RNAY capability increased the number of functions it was possible to have the aircraft perform,

including enabling it to automatically fly between waypoints defined laterally and vertically.

2.2.3 Third Generation Aircraft: B757 (1983)

The third generation of jet transport aircraft incorporated multiple radical changes from
previous generations, many driven by a Presidential Task Force which allowed widebody aircraft
to be flown by two person crews. In order to reduce the workload on the smaller crew, airline
manufacturers automated more aircraft Systems and graphical displays were used rather than

analogue dials to allow more rapid retrieval of information. The Boeing 757/767 was the first of
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the breed of “glass cockpit” aircraft and will be used as the example in this section (Boeing,

1988). This cockpit design is also very similar to those used in successive Boeing aircraft.

Figure 2.7 shows the Vertical/Speed modes in the B757. Shaded modes are those from

previous generations, and those crossed out are modes which were not carried forward to the third

generation.
Stab Augmentation  Attitude Control State Control Trajectory Control Envelope Protection
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Vertical Speed VNAV Altitude
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EPR
Takeoft
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Go Around Retained from B747
Flight Level Change New on B757
Thrust Hold :

Figure 2.7:  Vertical/Speed Modes in the B757

The B757 exchanged the Turn/Pitch knob for Control Wheel Steering, which can allow direct
control over aircraft attitude. It is hypothesized that the Turbulence mode was removed because
its function could be handled by a more capable Altitude Hold mode. IAS Speed was replaced
with a more capable Flight Level Change mode, designed to allow efficient climbs and descents.
Additional modes, such as Thrust Hold, were added to allow more complete control over the
autothrottle. Engine Pressure Ratio (EPR) mode was used to allow fuel efficient flight. Takeoff
and Go Around mode were used to control the thrust setting to predefined levels during critical
flight segments. The Flare mode was used during autoland maneuvers. The PMS was replaced
with a more capable Vertical Navigation mode consisting of Path, Speed, and Altitude submodes.
Automatic envelope protection also appeared in this generation. Stall protection automatically
added power when approached a stall condition. Overspeed conditions were dealt with by

reducing the throttle to an idle setting and controlling the aircraft to a maximum safe airspeed.

In the lateral domain, additional state level modes were added to assist during critical

maneuver near departure and approach. Rollout was added to assist in post-touchdown
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Figure 2.8:  Lateral Modes in the B757

maneuvers. A Lateral Navigation (LNAV) mode replaced the PMS system in the B747. The
LNAYV system was also augmented through the use of a “moving map” display which showed the

aircraft position graphically in the context of ground based navigations aids.

2.2.4 Fourth Generation Aircraft: B777 (1995)

The most modern generation of aircraft represent the fourth generation of automation and
have been introduced since 1988, starting with the A320 (Honeywell, 1992), and continuing with
the B777 (Boeing 1997). These aircraft differ from previous generations in that they are Fly-By-
Wire rather than cable-actuated: control signals are carried via electrical impulses rather than over
mechanical or hydraulic linkages. In practice the distinction to the pilot can be made to be
minimal, but a fundamental change is that the inputs from the pilot are now always processed by a
computer before the actuation occurs. Automation has become a necessity to fly these aircraft.
This capability has been enabled by the adoption of much higher bandwidth digital buses and by
placing additional computational power into the aircraft. The latter enables signal processing to

occur fast enough to allow interaction with low level flight control.

In the Vertical/Speed domain, Figure 2.9 shows that few additional modes have been added.
Shaded modes are those from previous generations, and those crossed out are modes which were
not carried forward to the fourth generation. Fly-by-wire (FBW) is used for stability augmentation
and serves to interpret any manual control from the pilot. Flight Path Angle mode is used to fly a
ground-referenced descent path. This is in contrast to Vertical Speed, which flies an air-

referenced descent.

The lateral modes have been augmented by the FBW system as well. A new attitude control
mode, ATT: Hold Engage, is used to maintain a roll immediately upon engaging the autopilot.

Track Select and Track Hold are the ground-referenced equivalents to Heading Select and
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Figure2.9:  Vertical/Speed Modes in the B777

Heading Hold. Finally, Envelope Protection has been extended to the lateral domain. AutoBank

Limiting limits the bank angle during aggressive high altitude turns to prevent loss of altitude.
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Figure 2.10: Lateral Modes in the B777

2.2.5 Technical Factors in Evolutionary Growth

Multiple technical factors have contributed to the evolutionary growth of aircraft. Advances in
control theory have resulted in a capability for more optimal control. Advances in multivariable
control have generated systems capable of smooth transitions utilizing blended control.
Servomechanism work has created control surfaces with better response, especially when coupled
with the switch from hydraulic to electrical actuation. Increases in computing power and memory
densities have enabled more complex flight paths to be calculated and flown and, when used in
conjunction with advanced display technology, have created moving map displays to increase
situational awareness. The move from analogue to digital flight controls has allow a large number

of changes, both in physical signal transmission, and in the interpretation of pilot inputs. For
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example, the A320 utilizes its fly-by-wire system to allow the aircraft to respond in a consistent

manner while it moves through its flight envelope.

Perhaps the most significant change, from the standpoint of number of modes available in the
aircraft, is the transition between beacon- and area-based navigation. A notional diagram of
beacon-based navigation is shown in Figure 2.11. Physically fixed waypoints, shown by the
VORTAC symbol are used to define the available paths of the aircraft. Typically, the radio
receivers in the aircraft were only capable of tuning into a single beacon. The single target of
these systems was a frequency and, perhaps, navigational radial to track. Once the aircraft crossed
a waypoint, the aircraft crew had to tune to a new frequency to track a new waypoint. This meant

that pilots were responsible for managing the trajectory of the aircraft.
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Figure 2.11: Notional Diagram of Beacon-based Navigation
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Area navigation significantly increased the number of types of targets to which autoflight
systems could be controlled and created a much richer set of conditions upon which transitions
could occur. Synthesized information from multiple ground-based or satellite navigation aids was
fused with onboard Inertial Navigation Systems (INS). This enabled the aircraft automation to
know its location laterally and vertically at any point in time to a much higher degree of accuracy
than previously possible. The RNAYV capability increased the number of functions it was possible
to have the aircraft perform, including enabling it to automatically fly between waypoints defined

laterally and vertically.

Using the RNAV information, targets could be selected from a much broader set. The aircraft
behaviour could be made contingent on this much larger set of external elements. As a result of
this new sensing capability, the automation was capable of control during the entire trajectory of
the aircraft. The automation was also capable of automatically transitioning between modes.
These transitions were initiated based on specific condition criteria, such as an altitude, speed or

location measured by the sophisticated INS and RNAV systems.
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Figure 2.12: Notional Diagram of Area Navigation

Allowing the automation to make transitions between modes enabled higher level behaviour
from the system. As an example, without this capability, an aircraft in a climb mode would have
to be monitored until a target altitude was attained. If the system automatically transitions, the
pilot can engage the climb mode and enter both a target vertical rate and armed altitude. When
this altitude is attained, the aircraft will level off and transition to an Altitude Hold mode, using
the altitude as a target. Lateral navigation is similarly extended, since sequences of lateral
waypoints can be used to generate successive heading targets, allowing flight along a predefined
flight path. This can be very useful, especially if the pilot is able to enter such a flight path during

low workload situations.

2.3 Growth in Complexity

The complexity of autoflight systems has been cited as a concern by multiple researchers
(Sarter 1992, Hutchins 1996, Degani 1994, others). The term “complexity” has proven to be
difficult to define; it is not clear which measurable elements of the autoflight system are
appropriate to use as a metric of complexity. However, multiple measures of the size of autoflight
systems are consistent in demonstrating rapid growth in the number of controls, displays, and

computer software.



2.3.1 Measures of Complexity

Though it is not obvious what metrics are appropriate to measure the complexity of these
systems, three metrics are presented in this section. The number of controls and switches is an
appropriate measure of the complexity as measured by the human to computer interaction. The
complement to this measure is the number of displays in the cockpit, providing computer to
human interaction. The size of the software aboard modern commercial transports is presented as

an indication of the size of the underlying automation which must be supervised by the pilot.
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Figure 2.13:  Growth of Controls/Switches in Cockpits (Ostgaard, 1981)

Displays and Controls in Cockpit

The number of controls and switches needed in a cockpit provide some indication of the
growth of complexity in aircraft, since the number of functions which can be handled
autonomously is linked to the number of controls and displays necessary. Figure 2.13 (Ostgaard,
1981) shows the count of the number of control and switches in some representative military
aircraft. The solid trend line indicates the development rate where the number of controls and
switches double every 11 years. While not an exact fit to the small set of datapoints, the number

of controls is growing quickly in the military domain.
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Figure 2.14 (Weiner, 1988) shows a similar count of the number of displays in the cockpit.
What is interesting in this graph is that the number of displays increases and subsequently
decreases. In addition, the rate of increase is notably slower than that shown in Figure 2.13. The
diagram shows that the maximum number of displays was reached in about the early 1970s and is

now decreasing.
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Figure 2.14:  Growth of Displays in Cockpits (Weiner, 1988)

It appears that simply measuring the number of displays is inadequate. Newer aircraft have
multifunction interfaces which display multiple pages. While the pages do not take up additional
space in the cockpit, they nonetheless increase the number of “displays,” as defined by the
information shown to the pilot rather than by their physical attributes. Accessing this information

may, in fact, be more difficult, since appropriate data may require additional effort to view.

An alternate approach is to show more elements of information on a single page or display,
resulting in the use of multiple symbols. Primary Flight Displays (PFDs) have multiple
indications on the speed tape to indicate specific limits and targets for the aircraft. Figure 2.15
shows a partial list of the possible tags which can appear on a modern PFD. In order to utilize
these additional pieces of information, pilots must be trained to interpret them correctly. These
multi-function displays, which underlie the decrease in the number of physical displays, were

driven by the need to more effectively utilize the limited space in the cockpit.
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Figure 2.15:  PFD Airspeed/Mach Display (Honeywell, 1992)
Size of Software

In order to support the development of additional functions and displays within the aircraft,
the software systems underlying the automation have grown rapidly. One of the indications used
by industry to ascertain the size of a project is to estimate the software lines of code (SLOC)
required. This metric is somewhat suspect since lines of code do not translate easily between
computer languages. Another metric is to look at the actual machine instructions which are
generated. This has a similar weakness in that the size may be dependent on the particular
éomputational architecture. However, the trends which appear in Figure 2.16 are based on a

single manufacturer’s data and are more amenable to comparison (Weener, 1998).

As can be seen, avionics software is growing at an exponential rate. The left graph shows a
straight exponential extrapolation of growth in object code, with the size of code doubling every
1.5 years. It is important to note that the rate of growth is heavily influenced by the final datapoint
of the B777-200, which is a fly-by-wire aircraft (FBW) in contrast with the other aircraft, which
are cable-actuated. To account for this difference, the graph on the left shows two extrapolations
based on the hypothesis that the sudden increase in the size of the software reflects the influence
of the shift to a FBW system. The solid line is an extrapolation based on the cable-actuated
aircraft and doubles at a rate of 2.7 years. Based on the empirical data, the dotted line is the cable-
actuated curve translated upwards 42 MB. While this curve increases more gradually, it still

predicts that the next generation aircraft will have well over 100 MB of object code.

A corollary of this hypothesis is that the avionics systems in aircraft are presenting the pilot
with some subset of the fullest possible amount of information. In order to reduce the information

to a manageable form, software interprets and manipulates the raw data. In any sort of interpretive
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Figure 2.16: Growth of Software (Weener, 1998)

framework, some information will be hidden from the pilot. This concern of hidden variables and

its implications reappears in later in this thesis.

Related to the quantity of software required to run a system are the number of control signals
which are distributed by the processing backbone. Figure 2.17 shows the growth of the number of
signals in the same group of aircraft. The left graph shows an extrapolation across both FBW and
cable-actuated aircraft and has a doubling rate of 2 years, comparable to the increase in software
size. The right graph the solid line shows an extrapolation based on the cable-actuated aircraft and
then translates this upwards by 7000 signals in order to take into account a single time cost
associated with the introduction of the FBW system (Weener, 1998). This curve doubles every 3
years. It likely that the number of signals in a digital system will increase at a faster rate than in a

cable-actuated system since the cost associated with each additional digital signal is much lower.
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Figure 2.17:  Growth of Signals (Weener, 1998)
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Finally, it should be noted that this information is based on the small set of available data.
While basing an extrapolation on this set is potentially specious, the data does suggest a rapid and

exponential rate of growth.

Unconstrained Growth of Software Complexity

An advantage and disadvantage of software is that it is free of many of the physical
constraints in design. Conventional mechanical systems are limited in complexity by the necessity
to manufacture and maintain the designs. These factors exact a cost from overly complex design.
In addition, mechanical systems are constrained by physical attributes. Aircraft must be light
enough to fly, chairs must support a weight of 300 Ibs, and film must work in standard lighting

conditions.

By contrast, software has few physically imposed constraints. Modern processors, software
systems, and sensor suites afford a great deal of the flexibility, capability, and the capability for
complexity. There is a high cost associated with the initial creation of complex software, and a
maintenance cost as the software needs to be upgraded, but the “manufacturing” cost is minimal.
The minimal limitations imposed by the physical systems, namely the computing power and
memory storage, have been increasing at exponential rates. In the absence of physical constraints,
software systems can become excessively complex with little apparent penalty during design.
However, the penalty from a complex design may appear during operational use rather than

during development.

2.3.2 Apparent Complexity of Autoflight Systems

Aspects of the growth of aircraft autoflight systems are captured in the metrics suggested
above. An additional element is the “apparent complexity” of the system: the complexity
perceived by the operator of the system. This is hypothesized to be a function of the number of
modes in the autoflight systems, the number of transitions among modes, and the nature of
transitions among modes: automatic versus manual and whether feedback is provided. These
three factors appear to be most critical to the complexity that is apparent to the operator. The
following quote from a flight manual demonstrates that the complexity may be a function of the

transitions among modes.

49



“Through the FCU, an immediate climb/descent is initiated by selecting the
desired altitude in the ALT SEL window and either pulling the set knob or
pressing the LVL/CH P/B to engage the LVL CHANGE mode. Pressing the
LVL/CH P/B also disengages PROFILE, however, if PROFILE is engaged,
pulling the set knob does not disengage it, rather it initiates an immediate
climb/descent to the altitude selected on the FCU. The exceptions are...” (US
Airways, 1998)

2.4 Chapter Summary

This chapter has covered an analysis of modern flight automation systems, which consist of
two sets of behaviours. The first is the continuous behaviour of autoflight systems which can be
represented using control block diagrams. The need for multiple behaviours resulted in
independent continuous behaviours appearing incrementally in successive generations of aircraft
in an evolutionary manner. The second type of behaviour was discrete switching among
continuous behaviours. The need to utilize multiple behaviours drove the adoption of modes as a
mechanism to organize disparate behaviours. Mode transition matrices and diagrams were
developed as tool with which to analyze the modal (discrete) behaviour of automation. These
models are used in the next chapter to develop an automation representation which encompasses

these two types of behaviours.
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Chapter 3

Hybrid Automation Representation

In order to analyze flight automation, a Hybrid Automation Representation was developed
based on the publicly available documentation of current autoflight systems. The lack of a
consistent model explaining the behaviour of aircraft automation resulted in a *“hybrid” model

being used to capture the detailed analysis of these systems.

Based on an analysis of numerous aircraft (Boeing'MD-l 1,B727,B737,B757, and B777, the
Airbus A300-600, A310 and 320), autoflight systems appear to composed from two
fundamentally different types of behaviour. The first is a “quasi-steady-state” behaviour where
the automation controls the aircraft towards some target state in a continuous manner. This
behaviour can be completely modelled using control block diagrams at various levels of loop
closure. Each additional quasi-steady-state behaviour required an additional controller, modelled
by an addition control block diagram. Therefore, in order to support additional functionality
additional different controllers or target states were required, though each behaviour could still be
modelled by a single control block diagram. It became necessary to segment the automation to
organize aircraft capabilities by allowing selection among the active control loops. Each quasi-

steady-state behaviour is commonly termed a “mode.”

The second type of behaviour requires a set of analytical tools to understand this discrete,
“modal” structure. A specific mode is defined by the target that has been set and the manner in
which the targets are to be acquired. Where control block diagrams are an effective representation
of a single mode, it was necessary to describe discrete transitions among the modes. These
transitions are typically initiated by events or when particular conditions are satisfied. The
discrete nature of these transitions makes them difficult to model within the continuous
representation of the control block diagram. Differing representations, mode transition diagrams
and matrices are used in the following sections to represent this level of behaviour. These

diagrams also provide the basis for measuring the complexity of these systems.
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This hybrid organization of the aircraft automation is similar to hybrid control models being
used in modern control theory. In order to allow a system to respond to a wider set of situations,
hybrid control systems utilize a set of continuous, but independent, control mechanisms. This
provides more flexibility than using a single control mechanism for all possible situations since
the appropriate control mechanism can be selected for each situation faced by the system. Hybrid
control systems are being researched for use in applications ranging from autonomous vehicle

control to process plant control (Godbole, date unknown).

The Hybrid Automation Representation which was developed integrates the continuous
representation of control block diagrams with mode transition matrices and diagrams (Vakil,
1998) for discrete representation. One of the goals of this representation was to create a
mechanism to evaluate the complexity of flight automation systems a priori, based on the
underlying structure of the automation. Figure 1.3 implies that a significant number of issues in
autoflight systems are related to transitions among modes. Cyclomatic complexity, a measure of
the number of linearly independent paths through a system, is presented as a means to
characterize the complexity of automation. This measure is directly applicable to the mode

transition diagram representation presented.

3.1 Analysis of Quasi-Steady-State Behaviour

Control block diagrams are a common representation of control loop mechanisms used by
automation designers and engineers. They are a useful representation of continuous processes
which consist of target values, mechanisms to measure the actual system state, and generated
error values. Control loops generally drive a system towards the target based on the difference
between the current state of the system and the desired target in the presence of disturbances as
well as other forces. As such, they are effective at capturing the quasi-steady-state behavior of

modes of automation, where specific target values are being attained (Vande Vegte, 1990).

Figure 3.1 shows a simple example of a control block diagram. On the left is shown the set
target value. This value is compared to the actual, measured value, as detected by some sensor.
The difference between these two is the error measurement and is used to generate a signal to the

actuator. This actuator then physically changes the state of the aircraft.
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Figure 3.1:  Generic Control Block Diagram

Control block diagrams are a means by which the feedback controllers used in automation are
designed and documented. During design, the wealth of previous work done using control block
diagrams, especially with linearized processes, can be brought to bear. Using this knowledge, the
attributes of the closed system can be determined, in terms of how quickly acquisition will occur,
how large the overshoot will be and other characteristics. Since these diagrams are created during
system design they are already available and provide a consistent and comprehensible means to

depict this type of behaviour to the pilot.

To convey the behaviour of automation to the pilot, completely specifying a control block
diagram, in terms of gains, integrations, and control algorithms is unlikely to be necessary. The
most important elements to convey to the pilot are the type of target which the controller is using
(vertical speed, altitude etc.) and the value of the commanded target, such as the specific vertical
speed value. Both of these elements are important in order for a pilot to understand what the
system is doing. In the analysis framework being suggested, these two pieces of feedback are
associated with the control block diagram representation of the continuous behaviour of the

automation.

3.1.1 Attitude Control Loops

Figure 3.2 shows a highly simplified version of the attitude control loop for the roll axis of the
aircraft. Similar control loops exist in pitch, yaw, and thrust. In each case a target is specified by
some external source. The actual measurement of each axis is determined via gyroscopes, in the
case of roll and pitch, or via a more complicated indirect measure in the case of thrust. The

difference between these values is used to generate a signal to drive the actuators: ailerons,
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elevators, rudder, and throttle. Unlike other axes, which have a variable target value, yaw is

always driven to a target value of zero via the yaw damper.

Target Roll colon Ly aderon | D

Rall J
Gyro

In actual systems, maintaining a specified roll, or bank angle, can be much more complicated,

Roll

Figure 3.2:  Simplified Roll Attitude Control

as it is dependent on the sensors which are available. Figure 3.3 shows a more realistic control
block diagram. In this case, the response of the bank sensor is too slow, and so a roll rate
gyroscope must be used for control, requiring the error to be converted into a commanded roll rate
actuated by the ailerons. The bank sensor is used for reference, but not used as the primary sensor.
Even this diagram is simplified: in the presence of coupling between multiple axes of flight, such
as roll-yaw coupling, the commands to the actuators will be include terms from these other axes.

As an example, there can be crossover coupling of a bank angle hold autopilot and the yaw

damper,
Commanded

Bank c Roll Rate: P, 5

E A
Z?‘ rgglzt Bank e o > K mmeron L N

Roll Rate: P
K, Roli Rate
p Gyro

Bank: k,

Figure 3.3:  Bank Angle Hold Autopilot (McRuer, 1973)

3.1.2 Velocity Vector Control Loops

At the velocity vector level of control, shown in Figure 3.4, rather than controlling the attitude
of the aircraft, the automation controls the velocity vector of the aircraft. This is a level of control
as it allows the specification of targets which are more closely aligned with directives from air
traffic control. The heading, vertical rate, altitude, and speed of the aircraft can be controlled by

setting an appropriate target. The velocity vector controller uses the error between the target value
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and the actual value to generates a target for the attitude controller designed to zero the error. The
attitude controller then controls to the generated attitude target. Both velocity vector and attitude
controllers typically correspond to “base modes” in aircraft: controllers which are used in quasi-
steady-state conditions, have a single, scalar and invariant target, and correspond to an
unambiguously defined automation behaviour. The simplified block diagram for a specific

velocity vector level control mode, Vertical Speed, is shown in Figure 3.4.

Pitch
!
> Controter [—|  Fevator LN
) Pitch

Gyro
Pitch 4

Target Vertical Vertical Speed Target Pitch
i

Speed

Barometric
Pressure
Altitude

Vertical Speed

Figure 3.4:  Example of Velocity Vector Control: Vertical Speed

Coupled Modes

Multiple velocity vector controllers can be engaged simultaneously (e.g. vertical path may be
controlled by a pitch controller while speed is controlled by throttles and heading by elevators). If
multiple controllers are initiated by a single pilot input, these modes are considered “coupled.”
Modes are coupled when their functions are linked together dynamically or operationally. As an
example, the Flight Level Change mode on Boeing aircraft engages both a pitch controller to
target the current airspeed and places the throttles into an IDLE or CLIMB setting which enables
the fastest possible descent or ascent. Figure 3.5 show the coupled control which occurs when the
Flight Level Change mode is selected to climb. This mode engages two controllers. The speed of
the aircraft is controlled by the its vertical speed through pitch. The vertical path is controlled by

placing the throttles into a “Max Continuous Climb” setting and climbing at the resultant rate.

In general with autoflight systems, if a vertical and lateral mode are coupled, the vertical
mode can only be initiated if the lateral mode has already been engaged. As an example, from the
Boeing B727, the elevator autopilot switch can only be switched if the aileron switch has already
been engaged. Similarly, the Glide Slope Capture mode will not become active until after the

aircraft is established on the localizer.
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Figure 3.5:  Coupled Control in Flight Level Change Climb

Coupled modes are difficult to capture in this control block diagram representation.
Differentiating between a pair of coupled modes and each mode individually involves the manner
in which they are initiated rather than their continuous operation. Similarly, the “interlocks”
which prevent the engaging of a vertical mode until its lateral counterpart is engaged are difficult

to capture within a control block diagram.

Single Input-Single Qutput Control

In Figure 3.5, the speed controller is shown as a completely independent control loop from the
vertical controller. In control terms, this is a Single Input, Single Output (SISO) system, where
each output state is controlled by a single input. Typically a pair of thrust and vertical velocity
modes engage two independent SISO controllers: the aircraft’s pitch controls the vertical speed

and the thrust controls the air speed, decoupling the speed and vertical path of the aircraft.

Either the elevators or the thrust can be used to control the vertical path or the speed: reducing
thrust while maintaining speed can be used to descend, and pitching the aircraft up while
maintaining the vertical path with thrust can be used to reduce speed. For a given mode the
control allocation is implicitly selected. Table 3.1 show a set of vertical/speed modes and their

associated control allocation for the MD-11. Note that this problem does not exist in the lateral
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domain, since only a single mechanism, rolling to a new heading, is available to track a lateral

target in co-ordinated flight.

Table 3.1: Representative Vertical and Speed Modes in the MD-11

Vertical and Speed Modes Speed Allocation Vertical Allocation
Altitude Hold Throttle Elevator
Vertical Speed Throttle Elevator

Flight Level Change Elevator IDLE or CLIMB Throttle
Glide Slope Tracking Throtile Elevator
Go Around Elevator CLIMB Throttle

Multiple Input-Multiple Output Control

A more complex system uses multiple controllers with multiple targets by mixing the
necessary control signals between multiple actuators. An extension of coupled modes, which can
be effectively captured using control block diagrams, are modes which “blend” control across
multiple channels. In this case, multiple input and multiple outputs are tied together by the
dynamics of the aircraft. Each of the outputs is blended together to control the trajectory. The
vertical and speed state of the aircraft correspond to the potential and kinetic energy of the
aircraft. In conjunction, both states determine the total energy of the aircraft. With this coupling,
speed can be traded for altitude and vice versa, leading to a number of mechanisms to maintain
altitude or control the climb/descent rate of the aircraft. This is a Multiple Input-Multiple Output
(MIMO) controller, where each output variable is controlled by more than one input. Figure 3.6

shows the MIMO Vertical/Speed control.

Target e Lt il Pron [ Eleveer
a re
Speedand ——>R—» P Thrust N
Vertical A Controller Throtile
Velocity ‘ >
Pitch
Thrust

Speed/Vertical Velocity

Figure 3.6:  Multiple Input, Multiple Output Velocity Vector Control
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Multiple Possible Targets

Velocity vector control is more complex than attitude control because more targets can be
commanded. In the vertical path, the target command can be one of many possible types: vertical
speed, altitude, defined vertical path (glide slope), pitch, angle of attack, flight path angle and
others. Each of these targets defines a different underlying controller, and therefore a different
automation mode. Each of these modes must be represented by a separate control block diagram.
Table 3.2 shows a selected set of possible modes in the Boeing B737 and the associated

controllers.

Table 3.2: Possible Targets in the Boeing B737

Target Controller/Mode Selection
Heading Heading Select

Localizer Signal Localizer Track

Speed Speed: TIAS or Mach

EPR (Engine Pressure Ratio) EPR

Glide Slope Glide Slope Track

Vertical Speed Vertical Speed

Altitude Altitude Hold

Altitude Flight Level Change

Multiple Possible Target Acquisition Means

Velocity vector control consists of multiple modes with which to complete a task. As an
example, consider commanding a lower altitude. This target could be attained by reducing the
thrust of the engines to decrease speed and therefore lift causing the aircraft to sink or by lowing
the nose of the aircraft to descent. Pilots who use velocity vector control must remain aware of the
implications of their choice of mode: in this example, the former will not cause the aircraft to gain
speed, whereas the later could cause an overspeed condition. Once again, the details of the
continuous nature of this mode are captured effectively in control block diagrams, where the

actual target can be identified.
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3.1.3 Trajectory Control Loops

At the trajectory level, shown in Figure 3.7, the automation controls the trajectory of the
aircraft. In the lateral channel, trajectory control functions by measuring the offset from the
desired target and generating a signal to correct the heading to reacquire the target trajectory. The
measurement can be based on a number of different sensors: an Inertial Navigatidn System, an
Area Navigation System, an en-route navigation aid signal or combinations thereof. In the vertical
and speed channels, a similar process has signals generated from a vertical course deviation and

thrust profile controlling the vertical speed and airspeed of the vehicle.

T t Target Heading Target Roll

arge

Horizontal Trajoct Headi Roll Aiterons

Trajec(ory ’%—" c‘:r'\::oﬁewr ;:Ie:lg Controlier | ——§§Z

Roll

Heading

Horizontal Position

Figure 3.7:  Lateral Trajectory Control

In Figure 3.7, a single lateral trajectory level loop encloses two other inner level loops. To
control the aircraft to a trajectory, corrections are made to maintain an appropriate heading to
intercept the signal. The heading controller specifies a target to the roll controller which actuates

the aileron.

As with velocity vector control, what is less apparent in control block diagrams is that
multiple possible controllers are available for each of the flight axes. At any time, only a single
trajectory controller is active, implying that the continuous behaviour of the aircraft in one axis

can be characterized by a single control block diagram.

3.1.4 Other Control Loops in Modern Aircraft

The newest commercial jet transports incorporate fly-by-wire controls. Rather than pilots or
automation providing control signals to the control surfaces via mechanical or hydraulic linkages,

the inputs are digitally encoded, transported via a databus, and then decoded at the actuator.
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Digitally encoded signals can be transported on much less massive wires than hydraulics or

mechanical systems, leading to weight savings.

Digital control also offers the ability to place an intermediary between the inputs from the
pilot and the control surface, even during manual control. This intermediary step interprets the
inputs of flight controls and then actuates control surfaces. As an example, consider the behaviour
of the Airbus A320 near stall. During normal flight, the input from the pilot side stick is
interpreted as a standard control law, mimicking the behaviour of conventional aircraft. As the
aircraft approaches the high lift region of flight, prior to stall, the input is interpreted in a manner
which generates increased positive stability. As shown in Figure 3.8, below a specified speed
limit (1.13Vy), the relationship switches from a linear control mode to an angle of attack ()
control mode. In this mode, stick deflection will not correspond to elevator deflection. Instead,
elevator deflection will be modulated to prevent stall. The o-control mode has been designed to
allow high lift while preventing stall and allowing control authority in other axes. Full stick

deflection results in maximal lift, but may not result in full elevator deflection.

Figure 3.8:  Changing Control Laws

3.1.5 Limitations of Control Block Diagrams

The previous sections have demonstrated how control block diagrams are an effective means
to represent a subset of the aircraft automation function. This subset consists of a quasi-steady-
state flight segments which are based on a target for each channel (lateral, vertical, and speed) of
flight. A single diagram can capture all of the information regarding the continuous behaviour of
the aircraft. Multiple diagrams can cover multiple possible behaviours. However, control block
diagrams do not effectively represent how aircraft switch between behaviours, deal with modified

targets, or respond in the face of performance changes.
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3.2 Analysis of Modal Behaviour

Autoflight systems have evolved from systems with few defined behaviours. New systems
have a much larger set of modes and large set of associated transitions. This level of the
automation cannot be effectively captured because they are fundamentally discrete changes in
operation whereas control block diagrams are designed for and largely limited to use in a
continuous space. Discrete transitions are necessary to allow aircraft to deal with more scenarios
in the flight environment and are necessary to include when describing automation. The next

section examines the evolution of autoflight systems as modes have been incrementally added.

Modes are a mechanism to allow disparate behaviours to coexist within a single system.
Disparate behaviours will appear when new functionality is added to system which cannot be
parsed as an extension to existing function, or cannot be constructed by combining existing
functions. In the case of autoflight systems, new modes were needed when necessary behaviours
could not be generated by existing closed loop controllers. New modes were added in the form of
new controllers. Dividing the system into separate controllers can allow selection between
multiple behaviours. The active mode defines the active controller to determine the behaviour of

the system.

The behaviour of modes has two large domains in its characterization, its continuous
behaviour and its discrete, transitional behaviour. The continuous behaviour of a mode is entirely
captured in the control block diagram. The discrete behaviour of a mode is the manner in which it
transitions to other modes. The feedback of this discrete behaviour to the pilot also needs to be

considered.

A formalism was developed to represent transitions between modes which is based on the
formalism of Finite State Machines (FSMs). Mode transition diagrams are used to represent
discrete elements of modal automation. FSMs are a standard tool used in the field of computer
science to describe and design complex systems, including flight automation. Unlike FSMs,
which are used by engineers during design and analysis, mode transition diagrams describe the
structure of the automation as experienced by the pilot. FSMs consist of a set of states, a set of

transitions between states and the criteria which cause transitions to occur. Modal automation
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systems can be represented using the same notation which is used for Finite State Machines. In
this nomenclature, the states correspond to the modes of the automation, transitions move
between modes, and the transition criteria consist of the conditions which must be satisfied. The
analogous diagrams are termed mode diagrams and the matrices which are derived are called

mode transition matrices.

Figure 3.9 shows the modal structure of a simple autopilot. The circles denote the possible
states, and the directed arcs represent the possible transitions. There are a total of six modes in this
diagram: Horizontal Autopilot Off (HOFF), Localizer Track (LOC), Vertical Autopilot off
(VOFF), Heading Track (HDG) Vertical Speed (VS), and Glideslope Track (GS). In this
example, HOFF can transition to LOC or HDG, but not to VOFF, GS or VS. VOFF can be

transitioned to from VS or GS, and so on.

Figure 3.9:  Modal Structure of Simple Autoflight System

The equivalent mode transition matrix is shown in Table 3.3. This is an “allowable” mode
transition matrix, where matrix elements correspond to whether a transition is possible or allowed
between two different modes. Each row i is the set of transitions which leave mode i. The column
j in row { has an entry corresponding to whether a transition exists from mode i to state j. If the
mode transition matrix is some matrix T, then T;; is equal to one if a transition exists between

states i and j.

Multiple attributes of a modal system can be examined with a mode transition matrix or
diagram. The example given above is a straightforward identification of which transitions
between modes exist. Alternately, the feedback that was provided to a pilot during a transition

could be shown, or the conditions which precipitated the change of mode. In the next sections, the
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Table 3.3: Transition Matrix for Simple Autopilot System

Mode  |HOFF| LOC [VOFE[HDG | Vs | Gs |

HOFF 1 1
LOC 1 1
VOFF o ) 1 1
HDG 1 e B
Vs 1 I
GS 1 1

generic mode transition diagram will be refined so as to be more useful in the analysis of

autoflight systems.

3.3 Hybrid Automation Representation

As part of this thesis, the Hybrid Automation Representation was developed. This
representation attempts to capture both the quasi-steady-state and the discrete behaviour of
aircraft automation systems. The representation integrates the continuous representation of
control block diagrams with mode transition matrices and diagrams (Vakil, 1998) for discrete
representation. Figure 3.10 shows the major elements of this model. To read this diagram, the
“From” modes are shown in the rows and then “To” modes are listed in the columns. The
transition from Mode A to B is shown to occur when the Elevator Autopilot Lever is in the ON
position under the condition that the Aileron Autopilot is also in the ON position. The feedback to

the pilot consists of the position of the lever itself.

3.3.1 Detailed Mode Transition Diagrams

The representation of modal automation can be represented in a more detailed form through a
diagram focussing on a single mode transition. This representation captures the important
elements of transitions in an autoflight system in a more understandable manner. These elements
consist of the conditions needed to satisfy a transition, and whether they are commanded or
automated, the feedback provided regarding the transition, and the manner in which the target
value is specified in the new mode. Figure 3.11 shows an example of a mode transition diagram
describing the transition from Mode o to Mode f which shows the major elements of the refined

Mode Transition Diagram. Each transition consists of a starting mode, an ending mode, a set of
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Figure 3.10: Hybrid Automation Representation

conditions to satisfy, the feedback provided during the transition and the new target values for the
ending mode. Two types of conditions are shown. The first is a manual or commanded condition,

depicted by the pushbutton. The second is the automatic condition depicted by the switch.
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Figure 3.11: Mode Transition Diagram Abstraction



In Figure 3.11 while in Mode a, the target is T,,. One transition path to Mode B is to satisfy
Conditions A, B, and C. If these condition are satisfied, a chime will provide feedback, make
Mode P the active controller, and specify the target value of that controller to be T,. Alternately,
if manual Condition D is satisfied in addition to automatic Condition E, a buzzer will sound, and

Mode B will become active with a target value of T,.

3.3.2 Example Mode Transition Diagrams

The next several examples show the use of this abstraction to capture elements of the
autoflight system. Figure 3.12 shows one transition between Altitude Hold and Vertical Speed,
which occurs once the pilot selects the Vertical Speed button on the Mode Control Panel. After
this condition is met, the target vertical speed is set to zero feet per minute. Feedback of this

change is shown on the Flight Mode Annunciator.

Altitude Vertical
Hold Speed
V/S Switch light M_ofe
nnunciator
ITL 0ViSlvertical
" Speed

Figure 3.12:  Transition between Altitude Hold and Vertical Speed

Figure 3.13 shows the use of the pitch wheel to change the vertical rate of the aircraft while
the Vertical Speed mode is engaged When the condition of the pitch wheel moving is satisfied, a
transition occurs from Vertical Speed back to Vertical Speed with the target being updated to the
new value determined by the pitch wheel. The new target is shown on the Mode Control Panel.

Note that this example does not change the active mode of the automation, but only the target.

Vertical Vertical
Speed Speed
itch Mode
heel ’ Control itch
Target o Panel heel| Target
o = B

Figure 3.13:  Changing Vertical Speed using Pitch Wheel
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Figure 3.14 shows an alternate notation for situations where only the target, and not the mode,
change. In this notation, the transition loops back into the same mode, with the value of the new

target being specified by the pitch wheel.

Mode
Control
Panel
Vertical itch
Speed \T::h | heel
ee
in

Vertical
Speed

Figure 3.14:  Changing Vertical Speed using Pitch Wheel, Alternate Notation

Figure 3.15 shows an example of an automatic transition to an envelope protection mode from
the Vertical Speed mode. If an overspeed condition is satisfied, this will be shown to the pilot on
the Flight Mode Annunciator. An automatic transition will occur to the Flight Level Change
mode which has both speed and thrust targets. The target speed will be set to Vmax and the target

thrust limited to Idle.

Vertical Flight Level

Speed Overspeed Flight Mode Change
Condition Annunciator

P Vmax N
Vertical - Idle Speed
Speed Thrust

Figure 3.15:  Automatic Transition to Flight Level Change Mode

Each of these previous examples has shown a single transition between modes. Figure 3.16
shows a larger subset of the altitude capture modes from the Boeing B737 (Boeing 1985, 1989).
Three modes are shown in this diagram: Vertical Speed, Altitude Capture, and Altitude Hold.
Vertical Speed is changed through the use of the Vertical Speed thumbwheel, with the new target
vertical speed set based on the thumbwheel position and signal. Other transitions to Vertical
Speed can occur from the Altitude Capture mode if the Altitude Selector is moved more than
100 ft with the instantaneous vertical rate of the aircraft being used as the new target value. A
change in the Altitude Selector will result in a transition to Vertical Speed, but with a target value

of zero.
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Figure 3.16:  B737 Altitude Capture Mode Transition Diagram

The transition from Vertical Speed to Altitude Capture consists of two conditions being met.
The criteria is the time to the selected altitude—the transition will occur when the altitude set in
the Mode Control Panel is approached. In addition, the “Linger” timer must be inactive. This
timer is shown in the bottom half of Figure 3.16 and is an example of an automatic and hidden
behaviour in the autoflight system of this aircraft. Much more detail will be presented regarding

this mechanism in the next chapter.

67



3.4 Relation to Other Modeling Efforts

The Hybrid Automation Representation is one example of the efforts underway to model
autoflight systems. Several other efforts exist with differing approaches, goals, and
representations. These efforts will be discussed to compare them with the approach presented in

this thesis.

3.4.1 OFAN

Asaf Degani (1994) has developed a modeling representation called “OFAN,” which uses
StateCharts to represent the interaction between the different modules in automation. StateCharts
are an extension to Finite State Machines utilizing hierarchical structures to allow the modeling of
large systems, concurrency to enable the analysis of simultaneous processes, and a broadcast
mechanism to allow state changes across multiple concurrent systems. For these reasons,
StateCharts are particularly applicable for the modeling of large, complex, reactive systems.
Degani illustrates the use of StateCharts to model the environment of the automation, the user

task, the interface, the control mechanism and the physical plants.

StateCharts are a powerful tool for describing a complex system. One of the results of the
analysis in this thesis is that systems are being designed which are too complex for use by pilots.
The tools which allow the analysis of these systems during design do not serve to mitigate the
underlying issue related to complexity, though they do serve to allow exploration of complexity
concems. The goal of the analysis done with Hybrid Automation Representations is both to
demonstrate the complexity of existing systems (and how this can result in incidents) and to

motivate the creation of new systems which are less complex.

3.4.2 Operator Function Model

The Operator Function Model (OFM) is focused on the interaction between an operator and
automation in a highly proceduralized environment, such as aviation (Callantine, 1994). The
OFM is a structured approach to specify the operator tasks and procedures in a task analysis
framework made up of modes and transitions. Using graphical notation, OFM attempts to graph
the high level goals into simpler behaviours to allow the supervision of the automation. The

power of OFM is based upon several important observations: the event-driven nature of
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automation, the proceduralized nature of high risk tasks, and the fact that many of the transitions
and decisions made during system operation are discrete in nature. These observations are

consistent with those used as the basis of the design of the Hybrid Automation Representation.

The Hybrid Automation Representation has similar goals to the Operator Function Model, but
is more focused on modeling the automation rather than the pilot or procedures. As such, the
graphical representation can be more straightforward. The HAR also treats continuous behaviour
in a manner which appears to be consistent with pilot’s mental representations, by using a
hierarchy based on the relationship between the discrete and continuous layers of the automation.
This is in contrast to the functional decomposition used in OFM. Automatic, uncommanded
transitions were found to be an important element in the understanding of automation behaviour.
As such, they are highlighted within the HAR representation through the distinction between

manual and automatically specified conditional statements on transitions.

3.4.3 Operator Procedure Model

Work has been underway at Honeywell (Shéry, 1999) on the Operator Procedure Model, a
methodology for the design and verification of “knowledge-based” systems as necessary for
elements of the flight task. The goal of this model is to decompose flight missions into subtasks
which are meaningful to pilots as determined by the pilots’ representation of the tasks.
Operational procedures are defined by scenarios, the conditions, context, and situation of the

system, and an associated behaviour, which is the response of the system to a given scenario.

These scenarios and behaviours are designed through a participatory process with senior pilots,

flight tests, and avionics engineers. Operational procedures are captured in tables linking the

scenarios (as described by a set of conditions) to behaviours.

The Operator Procedure Model has a great deal of promise in attempting to engage relevant
participants early in design. In addition, it does not attempt to coerce the language use in
describing system behaviour from that of the pilot to that of the engineer. Unfortunately, for the
systems which have been modelled to date using this process, the tables generated are large,

complex, and are difficult to examination for errors, inconsistencies, or design weaknesses.
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344 SpecTRM

Work is underway on the development of an analytical tool designed to identify mode
problems early in design (Leveson 1997, 1998). SpecTRM (Specification Tools and
Requirements Methodology) is a toolkit, including a requirements specification language, for
modeling safety critical systems. After casting a design into this model, it can be examined, both
by human and by automated processes, for a set of known mode problems. The advantage of
allowing automated checking is that it may catch errors, or sections susceptible to errors, not
discernible by a human checker. The automated checker uses some fifty completeness criteria to
determine whether the system is fully specified. These criteria are based both on a underlying
formal mathematical completeness model and on the experience base of a designer of large

systems.

SpecTRM has a great deal of promise in automated checking of requirements documents and
design verification. What may be even more useful is the gradual adoption of the completeness
criteria into use by the designers of systems, and the use of automated testing as a verification
process. One of the goals of the Hybrid Automation Representation is to make apparent to
designers the design choices that may result in confusion. It does not appear that this goal can be

met through the use of SpecTRM.

3.4.5 Simplification Modeling

Denis Javaux (1998) has developed and applied a model of the mechanisms by which humans
understand and interact with automation based on the frequential and inferential simplification
that occurs over repeated usage. Unlike the other models presented, Javaux’s work is designed to
provide a theoretical basis, built upon psychological principles, for the manner in which pilots
appear to simplify the automation. As such, it provides a basis for some of the predictive

statements in the usage of the Hybrid Automation Representation.

Frequential simplification is related to the number of experiences pilots have with a given
transition or mode. The more often a particular transition is seen, the more tightly tied it will
become to the apparent initiating factors. Other factors which may influence the transition, will be

ignored if not experientially reinforced, until the transition is not expected in the presence of these
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conditions. The simplification which occurs is based on a lack of experiential interaction.
Inferential simplicities are related to inappropriate extrapolation of behaviours: if a change in a
particular switch results in a transition in almost all modes, it will be inferentially simplified to

result in that transition in all modes.

3.5 Measuring Autoflight Mode Transition Complexity Using Cyclomatic
Complexity

Transitions among modes have been identified as an area of complexity in the aircraft
autoflight system in Section 1.1. This category of problems was highlighted in the ASRS review
presented in Figure 1.3, in focused interviews with pilots and in an examination of the system
documentation. The current section presents a technique with which to analyze transitions
between autoflight modes at a detailed level. Cyclomatic complexity is an approach originally

developed in structured programming and graph theory.

3.5.1 Cyclomatic Complexity

Cyclomatic complexity is an analysis technique originally used to examine the complexity of
structured software written on mainframe computers (McCabe, 1976). In the analysis, cyclomatic
complexity determines the number of linearly independent paths through the system. The original
goal was to examine the complexity associated with multiple branching code modules or states to
gain insight into the impact of structure programming. Part of the contribution of this work is to
extend the approach to examine the complexity of any system which can be shown as a linked set
of edges and nodes. A node is some type of state or decision point within a system, and an edge is
a mechanism to connect nodes. A further contribution is to extend the analysis to be used in the
examination of an autoflight mode transition. This is based on the premise that determining
whether a transition will occur is dependent on the evaluation of a set of predicating conditions
and is analogous to how a structured program is dependent on branching decisions to determine

its flow of control.

Further, cyclomatic complexity appears to be a useful analysis tool to examine transition
characteristics which are hypothesized to impact the apparent or perceived complexity of

autoflight automation. In order to monitor an autoflight system, a pilot needs to be able to track
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the evolution of the state of the automation in addition to the state of the aircraft dynamics. Since
automation can directly control the behaviour of the aircraft, the state of the automation needs to
be understood in order to predict the future aircraft state and to detect when it is inconsistent with
what was intended or expected. In order to do this, a pilot must have a representation of the

automation itself in order to monitor conformance.

Cyclomatic complexity is a rationale approach to analyzing autoflight mode transitions which
counts the number of linearly independent paths. Each path corresponds to a set of evaluations
which must be made by a pilot in order to ascertain the future state of the system. Cyclomatic
complexity is dependent on the number and structure of the conditional elements in the transitions
and is hypothesized to be useful in the analysis of the apparent or perceived complexity of a
system. In particular, autoflight mode transitions are thought to have their apparent complexity
impacted by the number and structure of conditional elements (Javaux, 1998). These
characteristics correspond to those which are identified in the Mode Transition Diagram
(discussed in Section 3.3.1), and which are hypothesized to have an impact on the apparent
complexity. Figure 3.17 shows these elements. The starting and ending mode are necessary to
identify the transition and the total number of modes is hypothesized to impact the system

complexity and can be analyzed from the size of the Mode Transition Matrix.

Starting onditions Feedback nding
Mode i | ode
! Condition o Condition B 2 !
Mode o i |-/o-| chime |Mode
Lo
- Condition C Target T+
Ta |1} e » B
Condition D ondition E Buzzer L1209 12
[ |1 | |
Manual / ; New Target
Commanded Automatic Values

Figure 3.17: Mode Transition Diagram Abstraction

Another hypothesized factor is the number of transitions between modes and the number of
different new target values which can be specified by the transition. Recall that the behaviour of a

system is defined both by the active mode and its target value. As such, each transition path which
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results in a new target value is considered independently. As an example, in Figure 3.17, there are
two transitions paths, corresponding to the new target values T| and T,.This also allows the
representation, as shown in Figure 3.13, to stay in one mode while changing target values.
Finally, the number and structure of the conditions are identified, as they can suppress transitions.
Feedback that is provided for the transition is a tool to allow the human operator to monitor the
transitions as they occur—it is a mechanism to mitigate the effects of complexity, and is not
thought to directly impact the implicit or structural complexity of the transition at a given level of

abstraction.

Rasmussen (1986) and others (Norman, 1988) discuss the necessity to effectively interact at a
knowledge-based level. At this level of understanding, the pilot must have a model of the
automation which can be cognitively “run” in order to predict future aircraft states. Multiple
possible outcomes are generated based on this predictive analysis and the most likely of these
outcomes is selected. The complexity of this model has an impact on the perceived complexity of
the automation. Cyclomatic complexity is a tool to analyze the structure of the model utilized by
the pilot in the process of monitoring the automation. Each linearly independent path through the

autoflight systems corresponds to a set of evaluations in the process of monitoring.

3.5.2 Analysis Using Cyclomatic Complexity

Cyclomatic complexity is a measure of the number of linearly independent paths through a
system of edges and nodes. This is straightforward for a “strongly connected” system, where
every mode can reach every other mode through some path. In a strongly connected system, the
number of independent paths has been shown to be Equation 3.1 where v is the number of
independent paths through the system, e is the number of edges, and # is the number of nodes.
Equation 3.1 allows the rapid assessment of the linearly independent paths but is only applicable

for strongly connected systems.

v=e—-n+1 Equation 3.1

If each node only has a single edge, only one path will exist through the system, as shown in

Figure 3.18. The single path through the system is from node 1 to 2 to 3 to 4.
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Figure 3.18: Simple Strongly Connected System: v = |

If an additional edge is added the new set of linearly independent complete set of paths must
include the new edge. This results in an increase in cyclomatic complexity corresponding to the
number of edges in excess of the number of nodes. Figure 3.19 has two independent paths,

corresponding to the original circuit shown in Figure 3.18 and the added edge, creating the direct

path from node 1 to 3. This is consistent with Equation 3.1.

Figure 3.19:  Simple Strongly Connected System with Additional Edges: v =2

Linearly Independent Paths in Program Control Graphs

The original target of cyclomatic complexity was structured programs described by program
control graphs (McCabe, 1976). These graphs have a single entry node and a single exit node.
Each node can be reached by the entry node and each node can reach the exit node though some
set of edges. Program control graphs do not need to be strongly connected, and typically are not,
since the exit node does not connect to other nodes. This is apparent if we reverse the direction of
the arrows in Figure 3.18 between nodes | and 4 and nodes 3 and 4. This is shown in Figure 3.20.
Note that there is no path connecting nodes 2 to 4 or nodes 1 to 3. Node 3 in Figure 3.20 is a

“terminal node,” defined to be the node at the exit of a program graph.

74



JPo

oS

(&

Figure 3.20: Non-strongly Connected System

Virtual edges must be added in order to make the system strongly connected, thereby allowing
the use of Equation 3.1 to count the number of paths. The dotted line from node 3 to [ in
Figure 3.21 indicates the virtual edge between these two nodes which has been added in order to
convert it into a strongly connected form. These edges add to the complexity of the system. All
nodes now have a path to all other nodes: node 2 can connect to node 4 through nodes 3 and 1.

Node 3 is directly connected to node 1.

Figure 3.21:  Strongly Connected System through Additional Virtual Edges: v =2

More generally, each terminal node will require a virtual edge in order to make the system
strongly connected. Using this generalization, Equation 3.1 can be refined to utilize virtual edges,
resulting in Equation 3.2, where v is the number of independent paths through the system, e is the
number of edges (transitions), n is the number of nodes (modes), and ¢ is the number of terminal
nodes. For Figure 3.21, there are four edges, four nodes, and one terminal node, so the cyclomatic

complexity is 2.

v=e—-n+(t+1) Equation 3.2
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An edge and node diagram with multiple terminal nodes is shown in Figure 3.22. The
terminal nodes have been shown as squares to differentiate them from the other nodes and the
virtual edges have been shown as dashed. The total number of linearly independent paths in this
diagram using Equation 3.1 with 5 edges and 4 nodes, is 2 paths. Using Equation 3.2, the virtual
paths need not be counted, but the result of 3 edges, four nodes and two terminal nodes is also 2

paths.

Figure 3.22: Edge and Node diagram with Multiple Terminal Nodes (squares are terminal
nodes)

Extending Cyclomatic Complexity to Mode Transition Diagrams

By mapping Mode Transition Diagrams to the edge and node diagrams used to determine
cyclomatic complexity, a measure can be made of the number of the cyclomatic complexity of
transitions between modes. This measure corresponds to the number of possible manners in which

such a transition could occur—the number of linearly independent paths in the transition.

Mode o Mode B
Condition A
m Target T1
To —> T

Figure 3.23:  Simple Conditional Transition

To measure the cyclomatic complexity of a mode transition, the starting mode and each
combination of ending mode and new target value is considered to be a distinct node. Each

condition is also a node: each condition node is a check as to whether that condition has been
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satisfied. Reducing Figure 3.23 into this set of edges and nodes results in an edge and node
diagram such as the example shown in Figure 3.24. A node in this representation can either be a
mode or a condition, however, that the starting and terminal nodes correspond to modes rather
than conditions. The distinction between these is that a mode will correspond to a' quasi-steady-
state behaviour of the system to be modelled using control block diagrams as discussed in

Section 3.1. In contrast, conditions do not have an associated behaviour.

Mode

Condition A
Target T1

Figure 3.24: Edge and Node Diagram of Simple Conditional Transition: v = 2

The system initiates in Mode o, and branches to Mode [ if Condition A is true, or back to
Mode o if Condition A is false. The cyclomatic complexity of Figure 3.24 is calculated to be 2

using Equation 3.2 based on three nodes, three edges, and one terminal node.

3.5.3 Measuring the Cyclomatic Complexity of Transitions

In order to be useful, the cyclomatic complexity must be able to analyze the impact of
Boolean additions to transitions between modes. Conditions can be combined by ANDs and ORs,
and each has an impact on the cyclomatic complexity. This section will examine the impact on
cyclomatic complexity of each combination. Cyclomatic complexity must also be sensitive to the

use of multiple target values.

Multiple Conditions

Figure 3.23 shows the simplest possible transition, predicated on a single condition and with a
single ending mode and new target value. Multiple conditions can be combined by using Boolean
operations (ANDing or ORing) in the transition. Figure 3.25 shows a transition in which two

conditions, A and B, must be satisfied.
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Figure 3.25: Multiple Conditional Transitions

The equivalent edge and node diagram is shown in Figure 3.26. In this diagram, Condition A
must be satisfied in order for control to pass to Condition B and then on to Mode B. If either
Condition A or Condition B is false, the system remains in Mode a. The cyclomatic complexity

of this system results from 5 edges, four nodes, and a single terminal mode: v = 3. Each additional

conditional element will increase the cyclomatic complexity by one.

Mode O

Condition A

Condition B

Mode P

Target T4

Figure 3.26: Edge and Node Diagrams of Conditional Transition with an AND: v =3

ORing Multiple Conditions

Figure 3.27 shows a mode transition in which either Condition A or B must be satisfied in

order for the transition to occur. The transition will occur if either path is completed by Condition

Mode 3

Target T1

A or B being satisfied.
Mode o
Condition A
i
To |'r|
Condition B

Figure 3.27: Conditional Transition with an OR: v=4
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The equivalent edge and node diagram is shown in Figure 3.28. In this diagram, either
Condition A or Condition B can be satisfied. Once satisfied, the transition to Mode  will occur.
The cyclomatic complexity of this system results from 6 edges, 4 nodes, and 1 terminal node:
v =4, Each additional conditional element which is connected by an OR, rather than by an AND,
will increase the cyclomatic complexity by 2—the cyclomatic complexity of this example is two
greater than Figure 3.25. This is consistent at an intuitive level since the cyclomatic complexity is
a measure of the number of linearly independent paths. Each additional path which is added,
without a corresponding node, will increase the cyclomatic complexity by one. In the case of an
additional condition being added by an OR, the cyclomatic complexity increases by one for the

condition, and one for the additional path created by the branching OR.

Condition A

Mode 3

Target T1

Condition B

Figure 3.28: Edge and Node Diagrams of Conditional Transition with an OR: v=4

Multiple Target Values

An additional extension was required to consider mode transitions with multiple new target
values. An example of a mode transition diagram with multiple possible target values is shown in
Figure 3.29. In this diagram, if Condition A is satisfied, transition to Mode B will occur with a
new target value of T;. If Condition B is satisfied, transition to Mode B will occur with a new

target value of T,.

The edge and node diagram for this mode transition matrix is shown in Figure 3.30. In order
to accurately analyze the two distinct new target values used by Mode B, two terminal nodes are
created. As defined earlier, the behaviour of the automation is defined by the active mode and its

target value. In an identical manner, when measuring cyclomatic complexity a terminal node is
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Condition B

Figure 3.29: Conditional Transitions with Multiple New Target Values

defined by the active mode and its target value. This also results in needing two virtual edges for
the two terminal states to satisfy the “strongly connected” criterion. These are the edge connecting
Mode B/T; back to Mode «, and connecting Mode B/T, back to Mode . The cyclomatic

complexity of this diagram is calculated from the 6 edges, 5 nodes, and 2 terminal modes so v = 4.

Mode P

Condition A

Target T

Mode f

Conditlon B
Target T2

Figure 3.30: Edge and Node Diagram of Multiple New Target Values: v =4

Combining each of these elements allows the creation of the edge and node diagram for the
more complicated mode transition diagram shown in Figure 3.31. The associated edge and node
diagram is shown in Figure 3.32. The cyclomatic complexity of this mode transition matrix is

based on 13 edges, 8 nodes, and 2 terminal modes: v = 8.

Cyclomatic Complexity and Repeated Sets of Conditions

Sets of conditions may appear multiple times within an autoflight system. Each instance of a

set of conditions which appear multiple times should not be counted towards the cyclomatic
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Figure 3.31: Complex Mode Transition Diagram.

Condition B

Mode P

Condition A

Target T1

ConditionC

A A

Mode O

Mode f

Condition D Condition E

Target T2

Figure 3.32: Complex Edge and Node Diagram: v = 8

complexity of the overall system. Instead, this commonality should be captured explicitly as a

subset and used to effect a reduction in cyclomatic complexity.

Figure 3.33 shows a mode transition diagram which has a pair of repeated condition sets.
Conditions C and D are arranged in an identical manner in each of the transition paths between

these two modes.

A straightforward conversion into an edge and node diagram is shown in Figure 3.34. The

cyclomatic complexity of this diagram is very large—10-—since it is based on 16 edges, 9 nodes,
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Figure 3.33: Mode Transition Diagram with Common Conditions

and 2 terminating nodes. This conversion does not attempt to take the commonality between the

condition sets into account.

Condition C

Condition A

Condition D

Mode

al

|

Condition B

Condition D

Figure 3.34:  Straightforward Conversion of Common Conditions into Edge and Node Diagram

v=10

Figure 3.35 shows another conversion to an edge and node diagram. In this figure, the

common conditions, namely C and D have been placed into a element labelled “Set CD.” This
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element contains the OR transition, an entry node and two exit nodes, depending on if the
Boolean conditions are found to be true or false. In Figure 3.35, the TRUE exit node will lead to
Mode B and the FALSE exit node will return to Mode a. Note that the set does not have terminal
nodes since it is a “sub element” in the system. As discussed earlier, the only terminal nodes
correspond to actual autoflight modes. Since each of the elements within a set is a condition, there

are no terminal nodes in a set.

The cyclomatic complexity of the network can then be computed as before, treating any
repeated condition sets as single nodes and then adding the contributions of the common
conditions (the details within set CD). However, each repeated set need only be counted one time,
since it represents a common factor. This corresponds to the program graph approach of capturing

subroutines as independents set of edges and nodes.

Mode
Condition A Set CD (2)
I Target T1
Mode O YA
Mode
Condition B Set CD (2)
Target T2

(" set CD (2)

N

FALSE exit
from Set CD

_ Y,

Figure 3.35: Conversion of Common Conditions into Edge and Node Diagram: v = 8

Condition C

TRUE exit
from Set CD

Entry to Set
cD

Condition D
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For Figure 3.35, the total cyclomatic complexity includes of the portion associated with the
top diagram (10 edges, 7 nodes, and 2 terminal nodes), v = 6. Since this is a subset of a strongly
connected system Equation 3.1 should be used to calculate the incremental addition of the set.
Measuring Set CD results in (6 edges, 5 nodes) v =2. The cyclomatic complexity of the entire

system is 8. Note that this is lower than the cyclomatic complexity of Figure 3.34, which was 10.

This lower cyclomatic complexity is contingent on the Set CD being used twice in the system.
If the cyclomatic complexity of the transition from Mode o to the Mode f/Target T, end state is
measured independent of the transition from Mode « to the Mode B/Target T,, this reduction will
not be realized. The cyclomatic complexity of the top transition is (5 edges, 4 nodes, and |
terminal nodes), v= 3, and including Set CD (v =2) totals to v=5. Similarly, counting only
Mode o to the Mode B/Target T, results in v = 5, for a total cyclomatic complexity of 10 as seen
earlier in Figure 3.34. By utilizing sets to capture common elements, the sum of cyclomatic
complexity of each transition measured independently may not be the total cyclomatic complexity
of the set of transitions. Instead, care must be taken to only count common subsets once and to use
these common subsets to accurately analyze the cyclomatic complexity of the system. Also, note
that the recasting of the system into sets of conditions does not change the level of details of the

system; sets simply capture repeated groups of transitions.

Simplified Cyclomatic Complexity Counting

Nodes which have more than one exit edge increase cyclomatic complexity. Conditions
increase cyclomatic complexity because they are a decision point with two exits, one when the
condition is true and one when it is false. Two edges can also exit a node when two paths are
possible to the next nodes, as in a OR condition. Again, each additional edge will increase the
cyclomatic complexity by one. In the general case, if n edges exit a single node, the cyclomatic

complexity will increase by (n-1).

Using this information and by examining the incremental impact of additional conditions, a
simpler analysis can be made of the cyclomatic complexity autoflight systems. The most basic
transition diagram, consisting of a single conditional predicate, is shown in Figure 3.23, and has a

cyclomatic complexity of 2. The mode transition diagram shown in Figure 3.25 and its associated
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edge and node diagrams show that each additional conditional element increases the cyclomatic
complexity by one. Each additional path through the system, introduced by the branch in an OR
construct also increases the cyclomatic complexity by one. For example, Figure 3.27 shows that
allowing two edges to exit a single node, a Boolean OR, also results in a cyclomatic complexity
increase of two, one for the branch and one for the additional condition. In a mode transition

diagram, each OR will increase the cyclomatic complexity in a similar manner.

Using this information, a simpler measure of the cyclomatic complexity of a mode transition,
after consistent elements have been captured in sets of transitions, is shown in Equation 3.3. C is
the number of conditions in the transition, B is the number of branches associated with each OR,

and ¢ is the number of terminal modes.

Viransition = C+B+t Equation 3.3

As an example, Figure 3.36 shows a transition with three branches. The cyclomatic
complexity of this transition is calculated based on 4 conditions, one terminal state and the three

branches, for a total of 8.

Condition A

r__JTL_
Mode o Condition B Mode (3
T

ondition C Target T+

Ta T " Tp

[Condition D

0

Figure 3.36: Four-way Conditions Connected by ORs: v = 8

The cyclomatic complexity of repeated sets of conditions can be analyzed in a related manner
with the difference that each common set is already encapsulated in a single condition, and that
these sets do not have any terminal nodes. As an example, Set CD in Figure 3.35 is encapsulated

in a single condition in the upper diagram. Therefore, the effect of a each set, regardless of the
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internal details, is to increase the cyclomatic complexity as a single condition. In order to
acknowledge the single condition represented by each set, the cyclomatic complexity of each set
is measured by Equation 3.4. This bookkeeping allows the consolidation of conditions into a set

to have the appropriate impact on the cyclomatic complexity.

Veor = C+B-1 Equation 3.4

As an example, consider the set of 4-way conditions in Figure 3.36. If these conditions were
captured in a common set, the mode transition diagram would be reduced to the one shown in
Figure 3.37. The cyclomatic complexity of this system consists of a contribution of 2 from the
transitions encapsulating Set ABCD and a contribution of 6 from Set ABCD (based upon 4
conditions, and 3 branches). As shown earlier using Equation 3.3, cyclomatic complexity is also

8, based upon 4 conditions and 3 branches.
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Figure 3.37:  Cyclomatic Complexity Measurement of Common Sets: v = 8
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3.5.4 Level of Abstraction and Apparent Complexity

A characteristic of cyclomatic complexity is that it is sensitive to, and a function of, differing
levels of system abstraction. A complex system can be modelled at multiple levels. At a low level
of abstraction it becomes difficult to mentally model the system; there are too many variables
which must be evaluated. In the extreme case, it would be impossible for a pilot to evaluate the
state of the aircraft utilizing the machine code running the autoflight system. At a high level of
abstraction, sufficient detail may not be available to accurately predict the future state of the
aircraft. As an example, if the abstraction does not take the state of the flaps into account, it may

not be sufficiently accurate for monitoring the system.

Note that the repeated set of conditions discussed earlier are not a direct means to change the
abstraction level of the system. Breaking a system up into sets prevents the overcounting of the
number of linear paths through the system, while maintaining a constant level of detail and
abstraction. However, if the conditions in a set are related in an operational manner, they may
become abstracted and modelled by the pilot as a single conditions. In this situation, the details
within the set are not modelled or considered, thereby reducing the apparent complexity of the
systems. The cyclomatic complexity is also lower since fewer conditions are modelled. However,
a system abstracted at a higher level necessarily has fewer details and may be less able to be
accurately monitored. As discussed in Section 3.5.1, the accuracy of the model used to represent
the system will impact the ability to monitor the system. A more consistent representation may be

able to be abstracted a a higher level with less loss of relevant underlying detail.

This supports the concern regarding the lack of a consistent global model of automation.
Without such a model, it is not possible to exploit consistencies in order to allow reductions in
system complexity. Further, the lack of such a model implies that abstractions that are created will
be more likely to be unable to capture relevant operational detail. If autoflight systems are
reaching a limit from the standpoint of the pilot being able to monitor the complex system, then a
notional conservative quantity of “apparent complexity” can be hypothesized. When more of this
conservative quantity needs to be used to broadly model the inconsistent elements of automation,
less is left to deeply model specific modes. In addition, abstractions which need to be made to

manage complexity will be less able to capture specific transition details. The lack of such a
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consistent, abstractable model may result in the complexity management techniques affecting a
loss of understanding of the system. As such, it is felt that the unconstrained growth of these

systems may be contributing to the autoflight system safety concerns in modern aircraft.

Abstraction Level Impacting Cyclomatic Complexity

Cyclomatic complexity can be applied at varying levels of abstraction. The level of
abstraction will impact cyclomatic complexity and care must be taken to apply this method in a
consistent manner. The approach that was used in the course of this research was to analyze based
solely on the material available in the Flight Crew Operators’ Manual. This information is
presented in a manner designed for operational usage and is an appropriate level at which to
evaluate these systems because it is likely to be related to the training material and representations

which were used to build the pilots’ mental models.

Cyclomatic complexity is dependent on some of the details of the representation. This is not
only the level of abstraction, but also the particular Boolean operations which are used to
construct conditions. Earlier, it was discussed that an additional OR added 2 to the cyclomatic
complexity whereas an additional AND only added 1. However, it is possible to use Boolean
equalities to convert ANDs to ORs: A AND B = A OR B. As such, the particulars of the

representation will have an impact on the measured cyclomatic complexity.

The appropriate representation is at an abstraction level which is both fully accessible and
useful to the pilot. This is both a pilot and environmental/contextual issue: the determination of
appropriate abstraction level is dependent on the skills, training and aptitude of the intended
audience and on the operational requirements of the system. As a basic premise, elements and
conditions which have an operational impact must be captured in the appropriate representation.
In addition, a system which has an invariant operating regime may be able to be abstracted at a
very high level by allowing assumptions to be made by designers. A more dynamic system may
require abstraction at a low level in order to provide the flexibility to deal with a changing
operating environment. The flexibility required by the operation environment must considered

during abstraction level specification.
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3.5.5 Complexity Management

As discussed in Section 3.5.4, abstraction of a system at a higher level is one approach to
reducing the apparent complexity of the system. The cyclomatic complexity of a system
abstracted at a higher level will also be reduced. If pilots abstract systems in some manner in
order to manage the apparent complexity it may be possible to pro-actively incorporate these
technique into training and design. In order to reduce the operational complexity of flight
automation systems, pilots are thought to use techniques to allow modeling a simpler, more
tractable, system (Morris 1987, Johnson-Laird 1983). Through discussions with pilots and
anecdotal conversations, several techniques have been tentatively identified. It is important to
note that these techniques may limit system functionality as pilots attempt to reduce the system to

a tractable state.

Reduce Size of System

One broad approach to reduce the apparent complexity is to not utilize portions of the
autoflight systems. At the broadest level, entire sets of modes can be ignored—not using VNAV
is an example. It may also be possible to avoid the use of particular individual modes. Between
modes, particular paths may be used exclusively. By only using a well understood subset, pilots
can effectively fly with a simpler system, but lose access to some of the advanced capabilities.
This approach reduces the apparent and cyclomatic complexity of the autoflight system by
limiting capabilities. Unnecessary modes are effectively removed or ignored. The richness of the

automation behaviour is pared down to the operationally relevant subset.

One of the issues hypothesized in the autoflight system is the number of conditional elements
which determine when a mode transition will occur. Reducing the number of conditions decreases
the cyclomatic complexity. Specifically, in some of instances, there are conditional clauses which
are fulfilled the vast majority of the time a transition is commanded to occur. Conditions which
are rarely require evaluation will become ignored. This has been termed “frequential
simplification” (Javaux 1998). Note that this technique, which is reinforced by learning though
repetition, is a serious concem. In many cases, emergency modes or transitions associated with

non-nominal transitions have differing responses and behaviours. If these differences are ignored
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by the pilots, the effectiveness of these modes in emergency situations may be seriously

undermined.

Reduce Possible Paths Through Autoflight System

Another approach is to segment the operation of the automation into less flexible, but well-
understood sequences in order to reduce the possible behaviours which must be monitored. Rather
than only changing the altitude target of the aircraft, a pilot may choose to change the altitude,
reset the speed mode, and then select the vertical mode. This sequence of events always has a
known outcome, whereas using the individual modes which make up the chain may not be
individually modelled or have a known outcome. Completing such sequence may allow more
predictable behaviour out of the system by avoiding rarely used states by constantly resetting the
system to a known configuration. By doing so, only particular paths through the overall system
may be used. This effectively reduces the number of branches which exist in a mode transition

diagram. If entire transitions are removed completely, even more reductions can be realized.

In a similar manner to the previous approach, explicitly using a subset of paths through the
automation can reduce the capabilities of the system. In this case, pilots are proactively taking

actions to remain within the subset of automation with which they are familiar and comfortable.

Difference Approach

The premise of this technique is to take advantage of known and perceived consistencies
within and across aircraft generated by the incremental growth of automation. The fact that
successive generations of aircraft automation are largely supersets of previous versions (see
Section 2.2) implies that the differences between generations may be limited. Essentially, rather
than modeling a new automation system in its entirety, the pilot will make note of the differences
between the new system and a known system. Statements such as “This FLCH mode works just
like it does in the 737, except...” are typical examples of this technique. Within an aircraft, modes
which appear to have consistent behaviours and transitions are considered equivalent, with only
the differences noted. The Difference Approach can be used for transitioning pilots, between their
current and new aircraft. If a group of pilots is moving from a B737 to an A320, the

commonalities between the aircraft can be exploited. In common cockpit designs, such as the
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A320/330/340 or B757/767 families, the differences between systems are easily identified. This
approach can be related to the measure of cyclomatic complexity by examining the additional

complexity of the new system over the old.

While this difference approach can be an effective tool during transitional training, it may be a
liability in understanding the fundamental structure of the new system. Extending a known,
simple model to explain a more sophisticated system may become overly intricate. If the new
system was designed around a new paradigm, such difference modeling may not be appropriate.
Systems which are largely similar, but have minor differences are most accessible to this types of
complexity management approach. If, however, these differences are in rarely used modes or
transitions and do not have experiential reinforcement, the differences may be marginalized, and

not distinguishable to pilots when necessary.

Implications of Operational Complexity Management Techniques

By examining the manners in which it is possible to manage the complexity of automation in
an operational setting, insight can be gained into how to modify, update, and design sﬁch systems.
Each of the approaches suggest a manner in which the apparent overall complexity of the system
is reduced either through organizing or explicitly ignoring portions of the automation. If it is
possible to gain insight into the manner in which pilots select to maintain subsets of functions and
mental model, it may be possible to assist in shaping future systems through the creation of more
appropriate models. If the manner in which this management is done can be characterized, the
complexity management techniques could be adopted to pre-emptively reduce complexity during
design stages. Rather than leaving the simplification of the system to individual pilots, it could be
handled in a more structured manner through training, the initiation of procedures, more effective

feedback, and through the use of modified design techniques.

It is important to note that the approaches suggested to manage complexity are all based, at
some level, on making assumptions based on a consistent set of behaviours. In the absence of a
consistent model, these techniques will result in a less complete understanding of the system as

information about the system is ignored to make it more tractable. Unfortunately, it does not
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appear that there is a consistent global model of automation to exploit in order to allow reductions

in system complexity.

There are also some concerns about individual pilots reducing the complexity of the system,
especially though the use of techniques which ignore parts of the system, conditional elements, or
alternate paths through the automation. The learning which occurs during operation necessarily
reinforces the modes, behaviour, and conditional elements which are seen most often (Johnson-
Laird, 1983). Those which are experienced less often will be the ones which are removed from
pilots’ representations. A serious issue is that non-nominal or emergency modes are unlikely to be
experienced directly with regularity. As such, these modes may become marginalized as a pilot
has to deal with the burgeoning complexity of a system. Many automation behaviours exist with
which pilots need to have a detailed understanding but will not occur regularly. As such, if poorly
implemented these complexity management techniques have the capability of undermining flight

safety.

3.5.6 Cyclomatic Complexity Mode Transition Matrices

Cyclomatic complexity can be used to populate a Cyclomatic Complexity Mode Transition
Matrix to analyze specific sets of modes. The resulting matrix can be viewed at a detailed level to
determine cyclomatically complex transitions, or in an aggregate manner of the overall set of

transitions.

Figure 3.38 shows the mode transition diagram for a set of modes involved in altitude capture
in the MD-11. The level of abstraction that was used was to model the system based on the
contents of the Flight Crew Operators’ Manual (Honeywell, 1992). The cyclomatic complexity of
each transition is calculated using Equation 3.3. The Vertical Speed to Vertical Speed transition
has a cyclomatic complexity of 2, from its single condition and terminal state. The Vertical Speed
to ALTCAP transition has a cyclomatic complexity of 5 from 3 conditions and 2 terminal states.
The ALTCAP to Vertical Speed transition is more complicated. It consists of 7 conditions, one
OR branch and two terminal states, for a cyclomatic complexity of 10. The ALTCAP to Altitude

Hold transition has a cyclomatic'complexity of 2. Finally, Altitude Hold can transition back to
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Figure 3.38: Mode Transition Diagram of MD-11 Altitude Change

Vertical Speed manually, with a cyclomatic complexity of 2. The independent transitions which

populate the 3x3 Cyclomatic Complexity Mode Transition Matrix are shown in Table 3.4.

Table 3.4: Cyclomatic Complexity Mode Transition Matrix
Vertical ALTCAP | Altitude
Speed Hold
Vertical Speed 2 A 5 -
ALTCAP o lb - 27 |
Altitude Hold ; T -- -

3.6 Chapter Summary

This chapter documented an analysis framework for aircraft automation which captured both

the “quasi-steady-state” behaviour and the discrete behaviour to switch among multiple quasi-

steady-state controllers. The former can be completely modelled using control block diagrams at
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various levels of loop closure. The discrete behaviour is modelled using mode transition diagrams
and matrices. Cyclomatic complexity was presented as a rationale basis to analyze mode
transitions within the discrete portions of automation which is dependent on the representation

and abstraction level of the system being measured.

94



Chapter 4
Web-based Pilot Automation Complexity Survey

In Section 2.3, numerous measures of complexity were discussed. The appropriateness of
measures of complexity is one that needs to be examined carefully in order to determine the
contributory elements to pilots perception of complex systems. Cyclomatic complexity was
discussed in Section 3.5.1 as an analysis tool for autoflight mode transitions that captured the
number of linearly independent paths through a transition. However, it has not been shown
previously that there is a relationship between cyclomatic complexity and the apparent
complexity from the viewpoint of the pilot. A survey was conducted to identify those modes

which pilots found to be most complicated and to analyze them using cyclomatic complexity.

4.1 Survey on Automation Complexity

The previous discussions in Section 1.1 examined autoflight systems from an engineering
viewpoint and accident and incident reports from a statistical viewpoint. A survey was conducted
of line pilots with the goal of gaining insight into the “apparent complexity” of the automation,
and into mode transitions in particular. The apparent complexity is an indication of the viewpoint
of the end operator—in this case the viewpoint of the line pilot. While this measure is directly
affected by biasing factors, including the experience and training of the pilot, it provides an

indication of which transitions and modes are most difficult in practice.

Based on a review of the Aviation Safety Reporting System (ASRS), we found
situations where the autoflight system caught the pilot unaware or had some sort of
unexpected behaviour. Many of these situations involved mode transitions. A
mode transition occurs any time that the aircraft switches from one mode to
another, such as between Vertical Speed mode and Altitude Hold mode.
(Appendix D)
The survey was conducted via the World Wide Web, which enabled a broad population of
pilots to take part anonymously. The focus of the survey was on the viewpoints of the pilots
regarding transitions between modes. To start, pilots were presented with a background

explanation of transitions. One of the explanation pages is shown in Figure 4.1. Pilots were asked
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Types of Transitions

® Manual transition: caused by a pilot pressing a switch.
Example: Boeing B777 in a Vertical Speed descent. When the HOLD button is pressed, the aircraft immediately
switches to the Altitude Hold mode and holids the cument altitude.

14599

~1ABue

-

¢ Automatic transition: occurs when the aircraft switches modes without direct pilot intervention
Example: Transition to Altitude Hold when an alrcraft intercepts the altitude shown in the altitude window. During a
Vertical Speed manuever In a B737, the aircraft will transition to Altitude Hold mode when this interception occurs

o
*
1300 3.

® Armed transition: occurs when the autoflight system has been authorized or armed to make a transition.
Example of this is the transition from a Glide Slope Armed mode to a Glide Slope Tracking mode. The autoflight
system will not switch directly into the tracking mode unless it was previously armed by the pilot.

GHide Sopa is Armmed tor Captire Gide Slopé Caphwe Ofpws e Sope Mode bacames Acve

Figure 4.1:  Web-based Survey, Page 3
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to identify the three most complex transitions, characterize and describe the transitions (shown in

Figure 4.2), and complete a set of pairwise comparisons between sets of transitions (Figure 4.3).

First Mode Transition

Transition from [Mode A~ - i tONMOde B

Type of transition {check all that apply):
Manual Automatic3 Armed

Describe the transition in as much detail as possible.
Think about explaining this to another crew member.
If possible, include the necessary conditions, possible paths, and outcomes for the transition:

Enter transition description here.

What makes this transition difficuit?

Enter what makes the tranasition difficult here.

Figure 4.2:  Web-based Survey, Page 8-10
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Comparing Mode Transistions

We are interested in how complicated you feel difficuit transitions are. In this final section, you will be asked to
compare the mode transitions that you fisted previously against each other. Please rate the following 10
comparisons between pairs of mode transitions.

Mode A to Mode Much Less Less Equally More Much More than Mode C to
Bis Complicated Complicated Complicated Complicated Complicated Mode D
Q Q Q Q Q
Mode A to Mode Much Less Less Equally More Much More than Mode E to
Bis Complicated Complicated Complicated Complicated Complicated Mode F
[e) Q [+ Q Q
FLI‘.ICLHCgti\E;' Much Less Less Equally More Much More than Mode A to
HOLD is Complicated Complicated Complicated Complicated Complicated Mode B
Q Q Q Q Q
LNAV to Heading Much Less Less Equally More Much More than Mode A to

Select is Complicated Complicated Complicated Complicated Complicated ~ Mode B
Q Q@ @ Q Q

Mode C to Mode Much Less Less Equally More Much More than Mode E to
Dis Complicated Complicated Complicated Complicated Complicated Mode F
Q Q [#] Q@ [#]
Mode C to Mode Much Less Less Equally More Much Mor ‘h?_."‘_éth CKETW
Dis Complicated Complicated Complicated Complicated Comphcated HO :D
LNAYV to Heading Much Less Less Equal Mors Much More than Mode C to

Select is Complicated Complicated Comphcated Complicated Complicated Mode D

Mode Eto  Much Less Less Equally More Much More  than LNAV to
Mode Fis Complicated Complicated Complicated Complicated Complicated Heading Select

I!'.l‘.,(l:.Hcgci\E;' Much Less Less Equally More Much More than Mode E to
HOLD is Complicated Complicated Complicated Complicated Complicated Mode F

LNAYV to Heading Much Less Less Equally More Much M th:té‘ x IZOC:ET
Select is Complicated Complicated Complicated Complicated Comphcated or HOLD

Figure 4.3:  Web-based Survey, Page 11
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4.2 Demographic Results

A total of ninety-three responses were generated from pilots flying multiple aircraft types, as
listed in Table 4.1. Military pilots constituted four of the responses, with the remaining eighty-
nine being commercial air transport pilots. As shown in Table 4.1, the majority of the results were
from modern ‘“glass-cockpit” aircraft and from transitional aircraft, such as the more recent
variants of B737. Five female pilots and eighty-four male pilots responded; four responses did not

fill out the gender field. The average age of respondents was forty-three.

Table 4.1: Breakdown of Responses by Aircraft Type (total n=93)

Aircraft Type Number of Responses

Boeing B727 [
Boeing B737-100/-200 3
Boeing B737-300/-400/-500 6
Boeing B737-600/-700/-800 4

6

Boeing B747-400

Boeing B757/B767 17
Boeing B777 2
Airbus A300 2
Airbus A310 |
Airbus A320/330/340 12
Boeing MD-11 2
Other 37

Data regarding the flight hours is shown in Table 4.2, and identifies the majority of

respondents being experienced aviators,

Table 4.2: Flight Hours of Respondents (total n=93)

Total Flight Hours Hours in Current Type Hours in 1999 Hours in 1998
Average 10 250 2039 584 629
Maximum 27 500 10000 2500 1850
Minimum 150 26 0 50
Standard Deviation 5 750 2064 310 248

Forty-seven respondents identified themselves as having the rank of captain; thirty-three were

first officers. Four identified themselves as “Pilot In Command” (PIC). Eleven respondents
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identified themselves as instructors. Note that these numbers do not total the number of

respondents, since individuals could have multiple positions.

4.3 Pilot Characterization of Complex Transitions

Many mode transitions were identified by multiple pilots in this survey. Table 4.3 show those
modes which appeared most often. Note that these involve highly automatic behaviour of the

aircraft.

Table 4.3: Transitions Identified by Respondents

Transition From Transition To Number of Times Identified
Flight Level Change Altitude Capture 12

Heading Hold LNAV 10

Vertical Speed Altitude Capture 7

Altitude Capture Vertical Speed 6

Approach Go Around 6

VNAY Path VNAY Path Descent 5

Another manner in which to examine the data is to identify which modes appear most often as
the starting mode in a transition. This is an indication of which modes are most complex to leave,
but is biased towards those modes which are most commonly used. As shown in Table 4.4,

vertical modes dominated the starting modes.

Table 4.4: Starting Modes Identified by Respondents

Starting Mode Number of Times Identified
Flight Level Change 20
Vertical Speed 18
Altitude Hold 17
Heading Hold 17
VNAYV Path 13
Approach 11

Conversely, Table 4.5 shows those modes in which transitions end. Not surprisingly, Altitude
Capture is identified the most often, since it is the mode through which one typically leaves Flight

Level Change or Vertical Speed before transitioning to Altitude Hold.
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Table 4.5: Ending Modes Identified by Respondents

Starting Mode Number of Times Identified
Altitude Capture 25

LNAV 15

Vertical Speed 15

Approach 9

Flight Level Change 9

VNAV Path Descent 9

Examining which modes were identified most often (regardless of whether as a starting or
ending mode)—results in Table 4.6. Once again this table is dominated by vertical modes which

made up 70% of the identified transitions.

Table 4.6: Most Commonly Identified Modes

Starting Mode Number of Times Identified
Vertical Speed 33
Altitude Capture 31
Flight Level Change 29
Altitude Hold 24
Heading Hold 22
LNAV 22
Approach 20

Another portion of the survey asked pilots whether the mode transitions which had been
identified could be characterized as manual, automatic or armed transitions. The results of this
question are shown in Figure 4.4. A total of 139 mode transitions were characterized by pilots.
This represents approximately 50% of the total possible responses from the 93 respondents. Many
pilots only detailed a single transition. Note that a single transition could be characterized by a
pilot as part of multiple types. For example, the transition between Vertical Speed and Altitude
Hold is characterized as both automatic (if a target altitude is intercepted) or manual (if the HOLD
button is pressed). The results are shown in Table 4.4 and are consistent with the hypothesis that
the automatic behaviour of aircraft leads to complexity. What was not anticipated is that nearly
50% of the most difficult transitions were identified as manual in nature and only 28% were

armed.
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Figure 4.4:  Types of Transitions (n=139)

Pilots were also asked to identify the number of possible paths that could be taken to effect the
transition, where a path was described as multiple ways in which a transition could occur. As an
example, the transition between Vertical Speed and Altitude Hold can occur along two different
paths. Either the Altitude Hold button rcan be pressed by the pilot, resulting in an immediate
leveloff, or the aircraft can approach and leveloff at the altitude in the altitude window. In most
cases, each path also has different final states. In this example, the automatic transition captures
the value in the altitude window whereas pressing the Altitude Hold button results in the aircraft
leveling off at a different altitude than the one shown in the altitude window. The number of paths
in each transition is shown in Figure 4.5. The number of paths ranged from 1 to 7, with an average

of 2.3 and a standard deviation of 1.2.
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Figure 4.5:  Number of Paths per Transition (n=139)
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4.4 Cyclomatic Complexity of Identified Complex Transitions

In order to analyze the cyclomatic complexity of the modes identified by pilots in the survey,
it was necessary to identify a subset of responses for which detailed information, in the form of
Flight Crew Operators’ Manuals, was available. For the sake of consistency, only the information
from the Operators’ Manual was used; the Flight Crew Operators’ Manuals specified the model
and level of abstraction used to characterize the system. Additional information which could be
brought to bear based on simulator testing was not considered. Each transition was characterized
by its components of cyclomatic complexity based on an analysis of the transition as described in
the training material and documentation. A total of twenty-nine transitions were analyzed in
detail, for those cases which had sufficient autoflight documentation to characterize cyclomatic

complexity factors. These were results from B737, B757, and A320 aircraft.

4.4.1 Comparison of Cyclomatic Complexity

Figure 4.6 shows the cyclomatic complexity of the analyzed transitions. The mean value of
cyclomatic complexity is 6.45, with a standard deviation of 2.00. For comparison, the cyclomatic
complexity of a representative set of non-emergency mode transitions from the B737-300 and
B757 were calculated. This set was created by analyzing those all non-emergency modes which
explicitly appear in the AutoFlight section of the respective Flight Crew Operators’ Manuals.
Figure 4.7 shows the cyclomatic complexity of these “typical” transitions along with the pilot-
identified complex transitions in the same aircraft. This chart shows that the average cyclomatic
complexity of the typical transitions is 3.91, with a standard deviation of 2.30. At a 95%
confidence level the typical modes statistically have a cyclomatic complexity 1.4 lower than those

transitions identified by pilots in the survey for the same aircraft,

This implies that there is a correlation between the cyclomatic complexity of a mode
transition and whether it was considered complex from the perspective of the pilot. It appears that
analyzing the cyclomatic complexity of autoflight mode transitions can provide insight into

whether these transitions will prove to be operationally problematic for pilots.
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Figure 4.7:  Cyclomatic Complexity of Typical Mode Transitions (n=33)

4.4.2 Number of Conditions

Figure 4.8 shows the number of conditions which appeared in analyzed transitions. The mean

number of conditions in the transitions was 3.03, with a standard deviation of 1.09.

For comparison, Figure 4.9 shows the distribution of conditions for the typical transitions
from the B737-300 and B757 discussed in Section 4.4.1. For the typical transitions, the mean
number of conditions in the transitions was 2.00, with a standard deviation of 1.06. Statistically,
there were 0.5 fewer conditions in typical mode transitions as compared to the identified complex

transitions in these aircraft. Based on this data, there appears to be an indication that number of

conditions has an impact in apparent mode complexity.
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Figure 4.9:  Number of Conditions in Typical Mode Transitions (n=31)
4.4.3 Number of Branches

Figure 4.10 shows the number of branches which appeared in analyzed transitions. The mean
number of branches was 1.62, with a standard deviation of 1.01. It is also interesting that the mean
value of the number of branches identified directly by pilots in Figure 4.5 is statistically similar to
the number of paths (where paths are defined as branches + 1) identified via cyclomatic

complexity in Figure 4.10, though the distribution is different.

Figure 4.11 shows the distribution of number of branches in B737-300/B757 typical
transitions. The mean value is 0.67 and the standard deviation is 0.96. There are statistically 0.4

fewer branches in typical transitions than in those identified as complex by pilots.
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Number of 12
Typlcal

Transgltions 10 |
7-30

and 757) g

0. -
0 1 2 3 4 5 6
aTypical Mode Transitions Branches

aComplex Mode Transitions

Figure 4.11: Number of Branches in Typical Mode Transitions (n=33)
4.4.4 Number of Terminal States

Figure 4.12 shows the distribution of terminal states which appeared in analyzed transitions.

The mean number of terminal states was 1.79, with a standard deviation of 0.56.

The distribution of the number of Terminal States in B737-300 and B757 typical modes is
shown in Figure 4.13. The mean value is 1.24 and the standard deviation is 0.56. There are
statistically 0.1 fewer terminal states in typical transitions than in those identified as complex by

pilots.
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Figure 4.12: Number of Terminal States in Identified Complex Transitions (n=29)
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Figure 4.13: Number of Terminal States in Typical Mode Transitions (n=33)

4.4.5 Pilot Ratings of Identified Complex Transitions

Pilots were also asked to rate the complexity of the identified mode transitions against two
common mode transitions with low cyclomatic complexity: Flight Level Change to Altitude Hold

and LNAYV to Heading Select.

Figure 4.14 shows that the majority of pilots felt that the mode transitions that they identified
were more complicated than the transition from Flight Level Change to Altitude Hold. The latter
transition has a cyclomatic complexity of 5. Figure 4.15 shows that pilots also felt that the mode
transitions that they identified were more complicated than the transition from LNAV to Heading
Select. This transition is predicated on a single switch and has a cyclomatic complexity of 2. In

addition, the responses to this rating were found to be statistically different that the results shown
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Figure 4.14:  Pilot Ratings of Identified Complex Transitions versus Flight Level Change to
Altitude Hold (v = 5)

in Figure 4.14; pilots rated the identified transition as having a greater difference in complexity

from the LNAV to Heading Select than from the Flight Level Change to Altitude Hold.
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Figure 4.15: Pilot Ratings of Identified Complex Transitions versus LNAV to Heading Select
(v=2)

These results were examined in further detail to examine the differences of those transitions
which pilots identified as “Equally Complicated” versus “More Complicated” versus “Much
More Complicated.” Figure 4.16 shows the result