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Acrobat Search Window
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The search fields Title, Subject, Author, and Keywords now appear within the Search window.
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<table>
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<tr>
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<th>Finds documents that contain</th>
</tr>
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</tr>
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</table>
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Word Stemming: finds words that share a stem with the search term.

Definition of the Search Options

Options

- Proximity
- Match Case
- Sounds Like
- Thesaurus
- Word Stemming

Boolean expressions. The search options do not apply to Document Information field values.

Using Search Options
### Viewing Search Results

**Acrobat** Search lists the documents it finds in the Search Results window. The results are in ranking of how likely it is that the document contains the information for which you were searching (see example on next page).

Double-clicking on the title will directly open that document.
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- Click the Page Only tool icon to close the overview area of the window.
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- Use the Zoom tools to magnify and reduce the page display by a factor of 2.

- Use the Select Text tool to select text in a document, which can then be copied to the Clipboard using the Copy command. Choose Select Graphics from the Tools menu to select graphics in a document.
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Click the **Actual Size** tool icon to display the page at 100 percent.
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Jerk Minimization Method for Vibration Control in Buildings

Ayo O. Abatan,¹ and Leummim Yao²

Jerk Minimization Method for Vibration Control

Abstract

In many vibration minimization control problems for high rise buildings subject to strong earthquake loads, the emphasis has been on a combination of minimizing the displacement, the velocity and the acceleration of the motion of the building. In most cases, the accelerations that are involved are not necessarily large but the change in them (jerk) are abrupt. These changes in magnitude or direction are responsible for most building damage and also create discomfort like motion sickness for inhabitants of these structures because of the element of surprise. We propose a method of minimizing also the jerk which is the sudden change in acceleration or the derivative of the acceleration using classical linear quadratic optimal controls. This was done through the introduction of a quadratic performance index involving the cost due to the jerk; a special change of variable; and using the jerk as a control variable. The values of the optimal control are obtained using the Riccati equation.

1. Introduction

Classical optimal controls in buildings typically consider the control of displacements and velocities [Loh and Ma, 1994, Soong and Yang, 1988]. There is minimum consideration for the control of acceleration [Yang and Li, 1991] or the rate of change of acceleration, otherwise known as jerk [Finney and Thomas, 1994]. This imposes limitation on the effective control of motion sickness resulting from jerks. There is therefore a need for more precision about the modeling of control forces in buildings since seismic excitation is jerky. For a building structure subjected to earthquake excitations, a jerk minimization method for vibration control is proposed.

2. Equations of motion

We consider a MDOF system of the form

\[ M\ddot{x} + C\dot{x} + Kx = Du + Ef \]  

(1)

where \( x \) is the \( n \)-dimensional displacement vector, \( M, C, \) and \( K \) are respectively the \( n \times n \) mass, damping and stiffness matrices. \( u \) is the \( m \)-dimensional control vector forces and \( f \) is

¹Department of Engineering, Clark Atlanta Univ., Atlanta, GA 30314
²Department of Mathematical Sciences, Clark Atlanta Univ., Atlanta, GA 30314
the r-dimensional external excitation vector forces, whereas, D and E are respectively the
\( n \times m \) and \( n \times r \) location matrices of the controls and external forces.

3. Control algorithm

We seek to minimize the performance index of the form

\[
J = \int_0^r (x^TQ_1x + \dot{x}^TQ_2\dot{x} + \ddot{x}^TQ_3\ddot{x} + \dddot{x}^TQ_4\dddot{x} + u^TRu)dt
\]  \( (2) \)

which is the analogous of the usual linear quadratic cost, where \( Q_i, i = 1,...,3 \), are
symmetric positive semi-definite matrices and \( Q_4 \) and \( R \) are symmetric positive definite
matrices.

Introducing the change of variable

\[
z = \begin{bmatrix} x \\ \dot{x} \\ \ddot{x} \\ \dddot{x} \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}
\]  \( (3) \)

and using the jerk as a control variable via

\[
\dddot{u} = \begin{bmatrix} u \\ w \end{bmatrix}, \text{ with } x = w, \text{ system } (1) \text{ can be transformed into}
\]

\[
\dot{z} = Az + B\dddot{u} + Hf, \quad z(0) = z_0
\]  \( (4) \)

where

\[
A = \begin{bmatrix} 0 & I & 0 \\ -M^{-1}K & -M^{-1}C & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]  \( (5) \)

is the \( 3n \times 3n \) system matrix,

\[
B = \begin{bmatrix} 0 & 0 \\ MM^{-1}D & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad H = \begin{bmatrix} 0 \\ 0 \\ M^{-1}E \end{bmatrix}
\]  \( (6) \)

are \( 3n \times (n+m) \) and \( 3n \times r \) location matrices respectively for the controls and external
forces. Here \( O \) and \( I \) denote respectively the zero matrices and the identity matrix of
appropriate dimensions. The corresponding performance index is given by
\[ J = \int_0^T (z^T Q z + \ddot{u}^T \dddot{R} \dddot{u}) dt \]  \hspace{1cm} (7)

where

\[ Q = \begin{bmatrix} Q_1 & 0 & 0 \\ 0 & Q_2 & 0 \\ 0 & 0 & Q_3 \end{bmatrix} \] is a symmetric positive semi-definite matrix and \( \dddot{R} = \begin{bmatrix} R & 0 \\ 0 & Q_4 \end{bmatrix} \) is a symmetric positive definite matrix.

The usual necessary conditions for optimal control are given by

\[ \frac{\partial L}{\partial \ddot{u}} = 0 \]
\[ \frac{\partial L}{\partial \dot{z}} = \lambda^T \]  \hspace{1cm} (8)

with

\[ \lambda^T (T) = 0 \]  \hspace{1cm} (9)

and Hamiltonian

\[ L(z, \ddot{u}, t) = z^T Q z + \ddot{u}^T \dddot{R} \dddot{u} + \lambda^T (A z + B \ddot{u} + H f) \]  \hspace{1cm} (10)

The above system yields

\[ \ddot{u} = -\frac{1}{2} \dddot{R}^{-1} B^T \lambda \]  \hspace{1cm} (11)
\[ \dot{\lambda} = -A^T \lambda - 2Q z, \quad AT (T) = 0 \]  \hspace{1cm} (12)

This problem can be solved by the Riccati equation approach. We assume that the control is regulated by the generalized state vector, i.e., we seek a solution of the form

\[ a(t) = P(t) z(t) \].  \hspace{1cm} (13)

Here \( P(t) \) is a symmetric and differentiable matrix. When the external excitation vector is neglected, \( P(t) \) satisfies the so called Riccati differential equation.
$$P(t) + P(t)A - \frac{1}{2} P(t)BR^{-1}B^TP(t) + A^TP(t) + 2Q = 0, \quad P(T) = 0$$  \hspace{1cm} (14)$$

The solution is obtained through backward integration in time. Since in most structural engineering applications the matrix $P(t)$ remains constant throughout and drops to zero near $T$, $P$ can be assumed constant. It follows that $P$ satisfies the algebraic Riccati equation

$$PA - \frac{1}{2} PB\tilde{R}^{-1}B^TP + A^TP + 2Q = 0$$  \hspace{1cm} (15)$$

$$\tilde{u}(t) = -\frac{1}{2} \tilde{R}^{-1}B^TPz(t)$$  \hspace{1cm} (16)$$

If the solution of the Riccati equation obtained is written the form

$$P = \begin{bmatrix} P_1 \\ P_2 \\ P_3 \end{bmatrix} = \begin{bmatrix} P_{11} & P_{12} & P_{13} \\ P_{21} & P_{22} & P_{23} \\ P_{31} & P_{32} & P_{33} \end{bmatrix}$$  \hspace{1cm} (17)$$

where each $P_q$ is an $n \times n$ matrix, then

$$u(t) = -\frac{1}{2} R^{-1}D^TM^{-1}Pz(t) = -\frac{1}{2} R^{-1}D^TM^{-1} (P_{21}x_1(t) + P_{22}x_2(t) + P_{23}x_3(t))$$  \hspace{1cm} (18)$$

and

$$w(t) = -\frac{1}{2} Q_4^{-1}P_3z(t) = -\frac{1}{2} Q_4^{-1} (P_{31}x_1(t) + P_{32}x_2(t) + P_{33}x_3(t))$$  \hspace{1cm} (19)$$

hence from (3), the expressions (18) and (19) can be rewritten as

$$u(t) = -\frac{1}{2} R^{-1}D^TM^{-1} (P_{21}x(t) + P_{22}\dot{x}(t) + P_{23}\ddot{x}(t))$$  \hspace{1cm} (20)$$

and likewise

$$w(t) = x(t) = -\frac{1}{2} Q_4^{-1} (P_{31}x(t) + P_{32}\dot{x}(t) + P_{33}\ddot{x}(t))$$  \hspace{1cm} (21)$$

Once the matrix $P$ is obtained and the case the generalized state vector is available for measurement the control can be designed by appropriately choosing the weighting matrices $Q$ and $R$.
4. Applications

The analysis proposed will lead to the design of more efficient controls for jerky excitation like earthquake loads and the design of better controllers to prevent motion sickness.

5. Conclusion

The concept of jerk minimization was introduced in this paper with a detail of how this promising new concept can be applied to linear systems via quadratic performance index involving the cost due to the jerk. This was done through a special change of variable and using the jerk as a control variable. The values of the optimal control are obtained using the so called of Riccati equation. This result is a fruitful step toward designing efficient controllers for the minimization of vibration in structures.
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**ABSTRACT**

This paper discusses the implementation of a fuzzy logic system using an ASICs design approach. The approach is based upon combining the inherent advantages of symmetric triangular membership functions and fuzzy singleton sets to obtain a novel structure for fuzzy logic system application development. The resulting structure utilizes a fuzzy static RAM to store the rule-base and the end-points of the triangular membership functions. This provides advantages over other approaches in which all sampled values of membership functions for all universes must be stored. The fuzzy coprocessor structure implements the fuzzification and defuzzification processes through a two-stage parallel pipeline architecture which is capable of executing complex fuzzy computations in less than 0.55μs with an accuracy of more than 95%, thus making it suitable for a wide range of applications. Using the approach presented in this paper, a fuzzy logic rule-base can be directly downloaded via a host processor to an on-chip rule-base memory with a size of 64 words. The fuzzy coprocessor's design supports up to 49 rules for seven fuzzy membership functions associated with each of the chip's two input variables. This feature allows designers to create fuzzy logic systems without the need for additional on-board memory. Finally, the paper reports on simulation studies that were conducted for several adaptive filter applications using the least mean squared adaptive algorithm for adjusting the knowledge rule-base.

**I. Introduction**

Fuzzy logic systems (FLS) have been successfully applied to a wide variety of practical problems. Notable applications have centered on areas such as control, expert systems, digital signal and image processing, and robotics [1-3]. The desire to use fuzzy logic in real-time has led to the development of special-purpose fuzzy hardware systems [4]-[6]. Many of these systems require the use of high-cost VLSI fuzzy logic circuits and memory chips. Often the speed of these systems is slow due to the time it takes to retrieve and save truth values. Computational accuracy can be a drawback as well. It is established in [7] that the design of an FLS can be made easier by simplifying the internal parameters of the system. Despite these simplifications, the resulting design is still capable of supporting a wide class of applications.

The aim of this paper is to present the ASICs hardware development of a fuzzy coprocessor based upon the concept of the reduced symmetric fuzzy singleton set reference [8] which helps alleviate some of the drawbacks associated with many current fuzzy hardware systems. This fuzzy coprocessor has the following features:

1. two singleton inputs,
2. one crisp output,
3. seven symmetric triangular membership functions associated with each input,
4. fuzzy static RAM for rule-base storage, and
5. on-chip fuzzification and defuzzification processes.

The hardware implementation can be described using VHDL code where the schematic and the detailed characteristics of the circuit are generated using an optimization compiler by Mentor Graphics.

The fuzzy coprocessor's hardware implementation requires a 64-byte Static RAM, an 8-bit sign adder/subtracter, one 8-bit sign multiplier, and an 8-bit comparator as illustrated in Figures 3-4. The design, which contains approximately 10,000 gates, has been implemented using FPGAs Alters technology and runs at a 10 MHz clock speed. Simulation results indicate that the design can run at a 25 MHz clock speed using 1.2μ CMOSN technology. The paper also discusses the application of the proposed architecture to problems of interference noise cancellation.
II. FLS Coprocessor Design Procedures

A discussion of the operation of the FLS coprocessor was initially presented in [8]. In the present work, we will expand upon these discussions and present modifications which lead to a more cost-effective implementation. The FLS coprocessor chip provides two inputs \( x_1, x_2 \) and one output. We denote the maximum number of membership functions by the symbol \( K \) and for the present study, the maximum value for \( K \) is 7. The membership functions are constructed such that they are symmetric triangular to the center of the domain and the domain of themselves as shown in Figure 1. The end-point pair \( (a_{ij}^-, a_{ij}^+) \) completely specifies the \( j^{th} \) membership function associated with the input \( x_i \). Thus the set of all end-point pairs

\[
\{ (a_{ij}^-, a_{ij}^+), \quad i = 1, 2 \text{ and } j = 1, 2, \ldots K, \}
\]

completely describes the \( K \) membership functions associated with each of the 2 inputs. The structure of the membership functions restricts the absolute value of slope to be equal for all membership functions in the same universe of discourse, \( U_i \). Also, we note from the figure that each input will be matched to exactly two membership functions in \( U_i \). Restrictions that we place on our design enable us to store all end-points associated with our membership functions and up to 49 rules in our knowledge base in a 64-byte static RAM.

In our design, the implication and inference operations are evaluated by using product operators. This approach has been shown to yield very good results in a number of engineering applications [9]. A centroid defuzzification scheme is used to determine the output of the FLS coprocessor chip.

The design procedure for the FLS coprocessor is outlined through the following four steps:

1) We begin by defining \( K \) fuzzy sets associated with each universe of discourse, \( U_i (i=1,2) \) by specifying the end-point pairs \( [a_i, a^+_i] \) as described above. The corresponding rules of our knowledge rule-base are denoted as \( M_{L_i}^m \) \((L=1,2, \ldots , m=49)\). We use symmetric triangular membership functions of the form

\[
M_{L_i}^m(x_i) = \begin{cases} \frac{1}{C_i} \frac{|x_i - a_{ij}|}{C_{ij}} & \text{for } |x_i| \leq C_{ij} \\ 0 & \text{Otherwise} \end{cases} \quad \text{(1)}
\]

where \( C_{ij} \) is a normalizing constant to control the slope

\[
i = 1, 2 \\
j = 1, 2, \ldots, K=7 \\
L=1, 2, \ldots, m=49.
\]

2) Next, we construct a set of IF-THEN fuzzy rules in the following form:

\[
L_i = \text{IF } x_1 \text{ is } F_{ij}^1 \text{ and } x_2 \text{ is } F_{ij}^2; \text{ Then } m_i \text{ is } Q^i
\]

.......... (2)

\[
L_m = \text{IF } x_1 \text{ is } F_{ij}^m \text{ and } x_2 \text{ is } F_{ij}^m; \text{ Then } m_m \text{ is } Q^m
\]

where \( y_i \) is the consequent associated with rule \( L_i \). Reference [8] provides more detail for this step.

3) Construct the fiber \( F: U \rightarrow R \) based on the \( M \) rules of step 2 as follows:

\[
F(x) = \sum_{L=1}^{m} Q^L \prod_{j=1}^{k} \prod_{h=1}^{k} (M_{L_j}^h(x_1)M_{L_h}^h(x_2)) \quad \text{(3)}
\]

In this step, we form products for each of the pairs of strengths associated with each fuzzy set in each universe of discourse. We note that due to the structure imposed through our fuzzy membership functions, that the majority of these products will be zero and the denominator of products will be unity. Also, we note that the terms \( Q^L \) \((L=1,2, \ldots , 49)\) are free parameters and the filter is nonlinear.

4) At this step, we use the following LMS algorithm to update the filter parameters \( Q^L \) as specified in step 2. At each time points \( t=1,2, \ldots \) we perform the following adaptation:

\[
Q^L(t) = Q^L(t-1) + \alpha \{O_d(t) - F(x(t))\}(\prod_{j=1}^{k} \prod_{h=1}^{k} (M_{L_j}^h(x_1)M_{L_h}^h(x_2))) \quad \text{(4)}
\]
where \( \alpha \leq 1 \) is our learning factor and \( O_d(s) \) denotes the desired output. Minimization of the LMS cost function

\[
K = E \left( O_d(s) - F(x(s)))^2 \right)
\]

ensures that the input sequence \( x[s] \) optimally matches the desired output sequence \( O_d(s) \) at each time point \( s = 1, 2, \ldots \). Finally, a graphical representation shown by Fig. 1 summarizes all the previous steps.

Therefore, the filter \( F(x(s)) \) given in Eq. 3 can match any input-output pair \([x(s); O_d(s)]\) to arbitrary accuracy by properly choosing the parameters \( Q \). However, this is the only degree of freedom we have available during the adaptation procedure because the end-points of the symmetric triangular membership functions, \((a_{ij}, a_{ij}^+)\), are chosen according to a maximum input limit before the adaptation takes place.

### III. ASICs Design of the FLS Coprocessor

The FLS coprocessor layout given in Fig. 3 is based on the mathematical description presented in the previous section and the concepts of Fig. 1. We obtain 8-bit real-time operation by processing all computations in parallel with two levels of pipelines separated by a high-speed 8-bit storage buffer. The 8-bit high-speed signed parallel comparator, given in Fig. 4, compares the released input value with all the end-points of the symmetric triangular membership functions. There are seven of these end-points. The comparator releases the upper and lower addresses of the matched membership values as well as the end-point which is greater than or equal to the input value.

The addresses released from the comparator are stored in a 3-bit D-type flip-flop register, where they are concatenated via a 3-bit multiplexer to generate a 6-bit address bus. This maps to a designated rule-base location stored in the 64-byte static RAM. The matched membership function degree \( \alpha_i \) of the given input is calculated by subtracting the input from the release end-point and multiplying the result by the appropriate positive slope. Since we have two matched membership functions for any given input value and the membership functions are normalized to one, the other degree is simply evaluated by assessing the inverse of the first evaluated degree. Four 8-bit D-type flip-flops are used as a temporary storage during this computation.

The computation of the second stage of the pipe-line is achieved by cross multiplying the matched degree values from the given two inputs with the appropriately retrieved rule-base values. These results are then aggregated to produce the de-fuzzified crisp output according to Eq. 3. In order to speed up the computations during the two stages of the pipelines, the 8-bit signed adder/subtractor has been designed with two stages 4-bit carry look-ahead structure while the 8-bit signed integer multiplier is designed with Wallace trees structure, which are described in [10].

The components are designed using the VHDL language and optimized by Autologic 11 (Mentor Graphics EDA design tool). Table 1 illustrates the area and the delay of the coprocessor components optimized under smallest area for the Altera technology implementation and smallest area and fastest time for implementation using the 1.2\( \mu \)CMOSN technology. The 1.2\( \mu \) technology provides less delay in terms of its critical path analysis and thus allows the circuit to run at 25 MHz while still providing an output every 0.55 \( \mu \)s. Using the 1.2\( \mu \) CMOSN technology, we can fabricate the circuit on a single chip with a dimension of 3\( \times \)3 mm.

### IV. Application to Adaptive Noise Cancellation

Although the hardware of the FLS coprocessor chip design is simple, the structure itself can incorporate a wide class of applications based upon LMS adaptive filter approaches. We will describe how the structure can support applications related to interference canceling using the LMS approach.

As the name implies, adaptive noise cancellation is based upon subtracting noise from a received signal. Here the operation is controlled in an adaptive manner for the purpose of improving the signal-to-noise ratio. Fig. 2 shows the general model for an adaptive noise canceler which employs dual inputs and a closed loop adaptive feedback system. The two inputs to the system are derived from a pair of sensors: a primary sensor and a reference (auxiliary) sensor. The primary input supplies an information-bearing signal and a sinusoidal interference which are uncorrelated with one another. The reference input supplies
a correlated version of the sinusoidal interference. The input data is assumed to be real valued such that the primary input can be modeled as:

\[ B(n) = d(n) + A_o \cos(w_o n + \Phi_o) \]

where \( d(n) \) is an information-bearing signal which is characterized by an Autoregressive process \( d[n] = v(n) - 0.8458d[n-1] \) such that \( v(n) \) is a white-noise process with zero mean and variance \( \sigma^2 = 0 \). Here, \( A_o \) is the amplitude of the sinusoidal interference, \( w_o \) the normalized angular frequency, and \( \Phi_o \) is the phase. The reference input is given as \( U(n) = A \cos(w_o n + \Phi) \) where the amplitude \( A \) and the phase \( \Phi \) are different from those in the primary input but the angular frequency \( w_o \) is the same. Consequently, applying the adaptive process presented in Eq. 4 (section 2), the results are depicted in Graph 1 for different values for the learning factor.

V. Conclusions

By incorporating symmetric triangular membership functions, the coprocessor FLS chip offers a number of significant advantages. It does not require the use of division components. This is attributable to the symmetrical unity in the denominator of Eq. 3 (see [4] for proof). This in turn accelerates computations and minimizes the area needed to implement the chip. In addition, the symmetric triangular membership structure provides a simple and effective means of storing membership functions via their end-points. This enables us to compute strengths through trivial algebraic computations and allows for easy and fast memory access.

The coprocessor can store a knowledge rule-base of 49 rules and can produce a final output for the case of two input variables every 0.55 \( \mu \)s through two pipeline stages using a 20 MHz internal clock. All computations are performed through an 8-bit data bus segmented to a 4-bit fixed point arithmetic decimal point. Though the chip is limited to a single class of membership functions and performs implication, inference and defuzzification in only one manner, it is versatile enough to support a wide range of applications. Its knowledge rule-base can be adaptively altered to achieve optimized results by employing a learning algorithm.
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Table 1. Gate counts and maximum delay for fuzzy coorocessor in 1.2μ CMOSN and Altera technology

<table>
<thead>
<tr>
<th>Coprocessor Components</th>
<th>CMOS Transistor Counts</th>
<th>ALTERA Gate Counts</th>
<th>CMOS Maximum Delay (ns)</th>
<th>Altera Maximum Delay (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-bit Signed Adder/Subactor</td>
<td>310</td>
<td>45</td>
<td>15.433</td>
<td>28.9</td>
</tr>
<tr>
<td>8-bit Signed Special Comparator</td>
<td>2,104</td>
<td>269</td>
<td>19.998</td>
<td>40.9</td>
</tr>
<tr>
<td>8-bit Signed Multiplier</td>
<td>2,126</td>
<td>367</td>
<td>29.75</td>
<td>74.7</td>
</tr>
<tr>
<td>6X64-byte Signed RAM</td>
<td>28,230</td>
<td>3329</td>
<td>10.1</td>
<td>10.4</td>
</tr>
</tbody>
</table>
Fig. 3. Block diagram for a fuzzy coprocessor chip

Fig. 4. Block diagram for high speed 8-bit signed comparator
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1 Introduction

The primary mission of the Pan-American Center for Earth and Environmental Studies (PACES) is to advance the research areas that are relevant to NASA’s Mission to Planet Earth program [1]. One of the activities at PACES is the establishment of a repository for geographical, geological and environmental information that covers various regions of Mexico and the southwest region of the U.S. and that is acquired from NASA and other sources through remote sensing, ground studies or paper-based maps. The center will be providing access of this information to other government entities in the U.S. and Mexico, and research groups from universities, national laboratories and industry.

Geographical Information Systems (GIS) provide the means to manage, manipulate, analyze and display geographically referenced information that will be managed by PACES. Excellent off-the-shelf software exists for a complete GIS as well as software for storing and managing spatial databases, processing images, networking and viewing maps with layered information. This allows the user flexibility in combining systems to create a GIS or to mix these software packages with custom-built application programs. Software architectural languages provide the ability to specify the computational components and interactions among these components, an important topic in the domain of GIS because of the need to integrate numerous software packages.

This paper discusses the characteristics that architectural languages address with respect to the issues relating to the data that must be communicated between software systems and components when systems interact. The paper presents a background on GIS in section 2. Section 3 gives an overview of software architecture and architectural languages. Section 4 suggests issues that may be of concern when defining the software architecture of a GIS. The last section discusses the future research effort and finishes with a summary.

2 Background

A Geographical Information System (GIS) is a computer-based system capable of assembling, storing, manipulating and displaying geographically referenced information, i.e., data identified according to its location. GIS technology can be used for scientific investigations, resource management, and development planning all within the scope of PACES. The types of analysis that this system must provide are measurement, mapping, monitoring, and modeling usually called the four M’s of a GIS [7]. Measurement is concerned with storing data with various environmental parameters. A GIS must be able to retrieve old data and collect new data both efficiently and accurately.

The information may be combined with data from different sources to provide data about a region. A concern, then, is the ability to form comparisons on separate types of data. The feature of GIS that deals with integrating different types of data is referred to as mapping. For example, a system may allow one to relate information about the amount of rainfall to an aerial photograph of a region, providing information about which areas of the region tend to dry up at certain times of the year. Mapping data from numerous data sets permits more intense studies of regions to be conducted.

A GIS should also allow a user to monitor changes in data over periods of time. For example, if a GIS can store data measurements taken at different points in time, a researcher can monitor changes that may occur in these areas.
Modeling allows a user to create models based on relations. For example, given an aerial photograph of a region and elevation readings taken from remote sensing, a model of a region could be produced allowing a more detailed study of the landscape.

Systems that provide the features discussed here can be created using off-the-shelf software. Software packages such as ESRI's ArcInfo¹ exist that provide all of the features in one package. ArcInfo is a series of six integrated software modules that provides basic GIS tools and utilities for cartographic design, query data entry and editing, data translation, polygon overlay and buffering (image processing), network analysis, and modeling. A GIS can also be constructed by combining the different, software packages that provide features necessary in such a system. A database management system such as Oracle7 can be used to store, manage and query spatial or multidimensional data. Image processing software, such as PCI's ACE², provides a complete environment for producing digital maps, integrating both vector and raster information. In addition, it includes a complete cartographic editing environment. Networking software such as Novell could also be used to create a GIS. An issue that is addressed in a later section is the need to specify the interface of these packages in order to provide the necessary information for successfully integrating software in this environment.

3 Software Architecture

Software architecture, an area in software engineering that has emerged seriously in the last decade, deals with the ability to formally describe the behavior of software systems. The software architecture of a system is defined in terms of computational components and the interactions among those components. When constructing a system, software architecture defines the different functionalities of the components that make up the system. This can be used to analyze the system and to determine whether the system will function properly. When integrating software systems, the software architecture is imperative when determining if the system accomplishes what is intended.

The languages that are used to specify the architecture of software systems are called Architectural Description Languages or ADL's [4]. In order for an ADL to be effective, three common characteristics are traditionally addressed. The first of these is the components or modules of a system. These are the parts of a system that perform actions or functions. Components are such things as clients and servers, databases, filters, and layers in a hierarchical system [5]. The second characteristic is the connections or interactions between the specified components. Interactions among components at this level of design can be things such as procedure calls and shared variable access as well as any data that is passed between components of the system. The final characteristic that is addressed in an ADL are constraints. Constraints are usually expressed on the interface of a component and are used to define restrictions.

Experimental languages for defining architectures include Rapide, MetaH and LILLEANA [8]. One of the architectural specific languages that we are examining is Rapide. A component in Rapide is specified through its interface, behavior, and constraints [3]. The interface identifies the types of events that a component can receive and generate by declaring in actions and out actions. The behavior section contains type declarations, objects, and a set of transition rules that operate on those objects and types. Objects and types model the state of the component, and transition rules model how objects and types react to actions received or generated by the component. The constraint section of a component constrains behavior by defining patterns of execution.

Consider an alarm system, as shown in Figure 1. The components of the system consist of an Alarm Control component, two light components and a speaker component. The light components, marked as Ready Light and Armed Light, simply display light based on input signals. The two possible input signals to these components are off and on. The speaker component is similar in function to the light components. The only difference is that the speaker component sounds an alarm instead of displaying light. The Alarm Control component controls the entire alarm system. The Alarm Control provides two kinds of external input actions: readings taken in through a sensor and codes taken in through a key pad.

An example of the AlarmControl component defined in Rapide is given below:

```xml
< global types >
    type signal is int;

    on : signal := . . . . ;
</ global types >
```

¹ See http://www.innovsys.com/.
² See http://www.pci.on.ca/.
off : signal := . . .;
interface Alarm Control is
  in action Correct.Key_Code;
in action SensorSense;
out action Alarm (S:signal);
out action Armed(A:signal);
out action Ready(R:signal);
behavior
  type state_type is (armed, ready, activated)
  state: state_type := ready;
Correct.Key_Code where (state = ready) → state := armed;
  Armed(on)|| Ready (off));;
Correct.Key_Code where (state = armed) → state := ready;
  Armed(off)|| Ready (on));;
Correct-Key-Code where (state = activated) → state := ready;
  Alarm(off));;
SensorSense where (state = armed) → state := activated;
  Alarm(on));;
constraint
  |
  [ Correct-Key-Code where (state = ready) →
    { Armed(on)|| Ready(off)) ] <
  [ SensorSense where (state = armed) →
    { Alarm(on)) ]
end Alarm Control;
The Rapide Language describes a component in terms of its interface, behavior within the component, and constraints on transitions that occur based on actions. In the specification above, in actions are actions that can be received from outside of the AlarmControl component. These include CorrectKey_Code and SensorSense. Actions generated with data passed out, of a component are specified as out actions.

Within the behavior block, actions that are generated as well as state transitions based on actions are specified. For example, if a Correct-Key_Code action is received, and the state of the system is armed, the transition from armed to ready occurs. The out actions Armed and Ready pass parameters of type signal out of the component. The constraint imposes an order on the actions using the < sign. The constraint above is stating that the alarm must be armed before it, can be activated.

4 Issues

There are a number of issues that are of concern when addressing systems in the GIS domain. These issues involve storage of datasets, handling of multiple formats, precision issues, and the integrity of the data in a GIS. GIS systems typically handle large amounts of data that are stored in one or more databases. When discussing software architectures in this domain, specifying how data is stored, retrieved and analyzed are central issues.

A GIS typically handles many different types of file formats, such as raster, vector, and image data. This is also a characteristic that is not present in traditional systems. For example, if a developer wishes to use an existing off-the-shelf database to store much of the data, and an image processing software package that provides mapping features, in conjunction with a custom-built application, determining how the multiple packages store and operate on data must be communicated to the relevant stakeholders. Some of the questions that should be asked include the following [2]:

1. How are the numbers stored?
2. How is the data organized?
3. What is the dimensionality of tile data?
4. Is the data on a grid?
5. What is the best way to analyze the data?

It should be noted that numerous groups have been organized to address standards on data, for instance, compressing, holding and transmitting images. Example standards in this area include CompuServe Graphics Interchange Format (GIF) and Encapsulated PostScript Format (EPS). Standards also exist for spatial data exchange for transferring digital cartographic data anti vector/raster spatial data, e.g. the Spatial Data Transfer Specification (SDTS), US Digital Cartographic Data Standards Task Force (DCDSTTF). In addition, there are standards set for database management systems [7].

An issue in using off-the-shelf packages relates to the difficulty in determining behavior of the software due to the lack of documentation; manufacturers typically do not provide documents that describe the structure of their software. Information provided in user’s manuals do not address internal behavior of a system. How a package interfaces with other packages, however, can be determined through the documentation that is provided, as well as through analysis. Our focus is on defining the interfaces of packages used in GIS, and to determine if the available languages are effective architectural specification languages.

Another issue that must be considered in a GIS is the precision of data. Data used for geographical studies can vary greatly in precision. Because higher resolution of data requires considerably more storage and processing time, multiple data sets may be available for the same physical area with varying resolutions. A developer who plans to interface off-the-shelf software with a custom-built application must know how the data will vary in precision. For example, if a database package uses 32 bit numbers, and an image processing tool that will interface with the database uses 64 bit numbers, there may be a conflict which will cause loss of data when analysis occurs. Providing specifications of interfaces of the software packages that include this information would alert a developer to these types of changes.

The final issue deals with the support, of integrity checking. In a geographical information system, data integrity is critical as data is transferred from one software component to another. Invalid data input can significantly modify information used in a study. It is essential that architectures, and the languages used in the GIS arena address all these issues.
5 Future Work

The traditional view of software architectures and architectural description languages are designed to address general systems, in the domain of geographical information systems, issues exist which may or may not be addressed by the traditional view of architectures or existing architectural specification languages. The focus of the ongoing research is in further identifying design issues present in the GIS domain and determining what is necessary to describe a system architecturally. It also deals with being able to use a language to describe an off-the-shelf package in terms only of its interface.

It is not known whether this can be done effectively with existing languages. Part of the work involves examining the effectiveness of existing languages in specifying geographical information systems. Future interests include developing a survey instrument that can be distributed among software engineers and stakeholders in the GIS field. This instrument is needed to refine the issues explained above, as well as to identify additional issues that may need to be addressed in software architectures of geographical information systems.
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References

Page intentionally left blank
ABSTRACT
As the technological world strives for efficiency, the need for economical equipment that increases operator proficiency in minimal time is fundamental. This system links a CCD camera, a controller and a robotic arm to a computer vision system to provide an alternative method of image analysis. The machine vision system which was employed possesses software tools for acquiring and analyzing images which are received through a CCD camera. After feature extraction on the object in the image was performed, information about the object’s location, orientation and distance from the robotic gripper is sent to the robot controller so that the robot can manipulate the object.

INTRODUCTION
The animal kingdom’s vision and cognitive qualities has evolved to a point that sensing and reacting to stimuli in its environment are almost instantaneous [1]. As the environments of robotic systems become more complex and often dangerous, it is desired to create a system that can operate continuously in almost any environment. NASA’s future goals includes the development of a permanent manned space station and the technology to insure the availability of affordable and competent satellite communications [2]. This increases the need for low-cost, low-maintenance robot vision systems that are both more mobile and more versatile. Although the processors are becoming increasingly more powerful yet more minuscule, conventional image analysis utilizes equipment that is expensive and difficult to operate. The vision system needs to be simple enough to understand in both the programming and execution phases, with minimum time expended to learn and execute each phase. The system should be compact for portability, yet the reduction in physical size of the equipment should neither increase the cost, nor decrease the capabilities of the system. However, it also needs to be versatile enough that it can be used for a multitude of different environments with minimal human operation and minimal maintenance. As a vision system is typically equipped with a camera and a CPU complete with memory and a processor adequate to analyze the data, it should be possible to locate an object, identify it by feature extraction, move to the object and manipulate it.

PROJECT-ELEMENTS
The project entailed manipulation of a pipe in an semi-random position (pipes could not be viewed on their ends) by sending the information learned from the vision system which pertained to the location, size and orientation of the pipe in real-life coordinates to the controller. Although a current trend in robotic vision is to allow camera motion in a plane or in a 3 dimensional fashion [1,3], the employed system has more thorough integration of human and computer qualities, and reduces cost. The system that was employed in this research combines a computer vision system, a robot controller, and a single CCD camera mounted to a teleoperator manipulator robot [4]. Considering that there are a myriad of vision systems to choose from, finding a system that would perform sufficiently to complete the tasks was not especially difficult. The system that was chosen was the Checkpoint 400 system by Cognex. The Cognex Checkpoint system is used for fabricating and performing vision applications such as assembly-line part inspection. The software provides the user with tools for feature extraction of the object based on the object’s physical geometric properties, and its texture created from light reflection. In addition to calibration into real-world units, the software also provides operator-interface tools to facilitate the execution of the program in the workspace. Thus it was decided that although the system was not intended for precisely this type of research, it was relatively easy to program the system to performing as desired.
For the development of the programs, the system requirements include a PC with a monitor, and the CCD camera which are to be interconnected to the Checkpoint CPU Vision Processor and the Vision Processor Monitor. The PC allows the user to create and edit the text of the programs, and then debug and execute the program as necessary. After the program is completed the Checkpoint Vision Processor and the Monitor can be taken to the work-site as a stand-alone system.

There were several systems that were integrated with the Checkpoint system. Cimetrix offers an open architecture robot controller and software that allowed the application to be simulated before it was actually executed. The controller accepts inputs from the Checkpoint system in the form of data strings. Once the information from Checkpoint was sent to the controller, the Cimetrix software simulates the series of motions the robot will undergo and if the simulation proved that there were no errors, the actual robot was deployed.

Barrett Technology created a three fingered dexterous gripper. The design has one opposable finger that acts as a thumb and is unmovable. The other two fingers have a 180° range of motions. Each finger is rated for 19.62 Newtons of force that allows the Barrett Hand to grasp firmly. Its ability to grasp up to 647.46 N (especially near pivot axis of joints) decreases the possibility that there will be injury caused to the hand or other elements of the system by a large couple-moment. The robot that is used is a Puma 560 by Unimate, which has 6 degrees of freedom.

SYSTEMATIC APPROACH TO THE ALGORITHMS

The camera functions as the eye of the system which is ultimately controlled by the operator, and as the robot moves within a workspace, the camera sends live images of the area, in real-time, back to the Vision Processor Monitor. Once the operator designates an object of interest, a still image of the object is acquired through Checkpoint which appears on the Monitor screen. The operator at the Checkpoint system then begins the algorithm which graphically extracts features of the object. The operator adjusts the Checkpoint vision tools so they highlight the features of the object, and once this is inputted, the Checkpoint computer sends data strings to the robot controller, which deploys the robot to move to the object, grasp the object, and move the object to a new location.

The Cognex Checkpoint system performs visual inspections, usually of identical or similar objects, based upon the features extracted by graphical tools pre-programmed into the Checkpoint software. The following are the steps involved in creating a repetitive recognition program. The test for the system utilized PVC pipes (due to their low density) that were either black or white:

- Define an archetype in an initial program, based on the geometric features of the object. This entails positioning the object in the camera’s field of view, in-focus and unoccluded. The programmer accepts the acquired still-image of the object.
- The programmer decides what are the best tools to accurately and consistently locate the object and calculate the necessary information,
- With each test, edge tools, which identify edges based on light and dark pixels, located opposite edges of the pipe and two lines tools were placed down either profile of the pipe. In this application, the
angle between the lines was measured to determine the orientation of the pipe, and as the diameter of
the pipe was known, the diameter of the pipe on the screen would vary with distance and angle from the
camera.

- Code is added to calculate the location, orientation and position of the object from the robot.

Below are the steps used each time the program is executed:

- The robot is moved in order to allow the camera to scan the area for suitable objects as defined above.
- The executable program prompts the operator to designate an object.
- Checkpoint displays the tools that were used in the program on the Vision Processor Monitor.
- The operator moves only the edge tools defined in the initial program to accommodate the new position
  of the object.
- The program configures the remaining tools which are dependent on the edge tools and then displays
  all the chosen graphical tools that were used to extract the features of the prototype on the screen.
- The data from the vision tools are calculated, displayed on the screen, and sent in data strings to the
  robot controller.
- Cimetrix controller deploys robot to grasp and manipulate object.

CALIBRATION

Once the camera was secured to the robot, initial measurements of the camera were taken. Both the camera
and the Checkpoint system were tested to determine the amount of accuracy in the measurements. The camera
acquired several pictures of objects of known sizes, at predetermined distances. The lighting of the objects was kept
as controlled as possible, as shadows and specular reflections created invalid data. Next it was necessary to
determine the position of the center of the field-of-view of the camera so that the object could be placed as close to
the center of the field-of-view as possible to avoid spherical aberration.

Then an image of the pipe was acquired. In an ideal environment, the pipe will have no dimples or marks
on it that would prevent its profile from being rectangular. As the length of the pipe increases from the center of
vision, the profile of the pipe no longer seems parallel as the lines that define the pipe’s profile appear to converge.
The angle to which the lines converge depends on the distance that the pipe is from the camera vision sensor,
the diameter of the pipe, and the angle that the major axis of the pipe makes with the axis of the center of field-of-view.
The diameter of the pipe in the image was determined at two locations across the converging profile lines, the angle
of which was determined by utilizing two edge tools and the line tools in Checkpoint.

The relative position between the camera and the robot was determined by a 4 x 4 matrix and a calibration
square. The calibration square measured 10 x 10 cm and a picture of the square was analyzed in Checkpoint. Each
of the vertices of the calibration plate in terms of the camera were sent to the controller. The controller then moved
the robot to and contacted each of the vertices and the robot’s joint angles at each point was recorded. All
information was then entered into a 4x4 matrix and the relative position between the camera and the robot was thus
determined.

ISSUES AND RESOLUTIONS

Certain precautions had to be attended to initially. The camera had to be secured to the robot in a manner
so the camera would not be hit during in the extreme ranges-of-motion of the robot gripper. As pipes can vary in
length, diameter and density, the BarrettHand three-fingered gripper was chosen to be certain that the robot would
have a sufficient grasp on the pipes and not damage any of the equipment by manipulation. In addition, it was
necessary to ensure that the pipes were cylindrical tubes with a planar view of a rectangle and the opposite ends
circles. To avoid spherical aberration, it is necessary that the image of the calibration square is as close to the center
of the field-of-view as possible, without being so small as to cause errors in pixel overlapping.

The camera can be calibrated in real world coordinates utilizing the screen resolution (in pixels per inch) or
by using precisely machined calibration plates at known distances. All subsequent measurements (except angle
measurements) are given in units chosen by the operator. Angles are measured only in degrees (although
trigonometric functions use only radians).

Calibration in general is prone to errors both mechanical and human. One method of avoiding the probable
errors is by removing it completely as did Yoshimi and Allen [3]. However this there is still a calibration of the
camera to the robot by using the Jacobian. Lighting was an unavoidable and immense task. The information
calculated by the system can vary greatly with disturbances in lighting. Large quantities of concentrated light can create specular reflections on even optically flat surfaces. Excessively little light will produce no image.

CONCLUSIONS

The integration of the systems above have yielded a system that is extremely versatile. First, it decreases the time an operator would invest in learning and executing the programs. Second, it limits the chances for operator error by requiring only minimal inputs from the operator and all calculations are performed within the system. Third, the system is compact and relatively inexpensive. Fourth, the system can be configured for distance learning, for institutions that cannot afford the capital investment. Finally, sensory based robotic systems could be very valuable for space exploration. For example, a Mars rover must have local self-preservation skills or wait the 17-40 seconds for communication from earth.
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Abstract
At first glance, it may seem that reconstructing the past is, in general, easier than predicting the future, because the past has already occurred and it has already left its traces, while the future is still yet to come, and so no traces of the future are available.

However, in many real life situations, including problems from geophysics and celestial mechanics, reconstructing the past is much more computationally difficult than predicting the future.

In this paper, we give an explanation of this difficulty. This explanation is given both on a formal level (as a theorem) and on the informal level (as a more intuitive explanation).

1 A paradoxical fact: in some situations, it is easier to predict the future than to reconstruct the past

At first glance, the past must be easier to reconstruct than the future. At first glance, it seems like reconstructing the past must be computationally easier than predicting the future, because:

- the past is already there, with all its traces left for the researchers to pick, while
- the future is yet to come, and it has not left any traces left.

In reality, it is often easier to predict the future. However, in many situations, it is much computationally easier to predict the future than to reconstruct the past. For example:

- In geophysics, if we assume that we know the laws describing how the system changes in time, then:
  predicting the future is reasonably easy: it means that we apply these known laws to predict the values of all physical quantities in all consequent moments of time. So, if we have enough data, we can predict what will happen in thousands and millions of years.
However, if we want to use these same observations to reconstruct what happened in the past, the results of this reconstruction become much less certain and require much more computations.

- In celestial mechanics, if we know the current, positions, masses, and velocities of all celestial bodies, then:

  we can very accurately predict where they will be in the future; e.g., we can very accurately predict the future trajectory of the spaceship;

  however, it is much more difficult to reconstruct the past trajectory, e.g., to reconstruct where a given meteorite has come from; even when such a reconstruction is possible (as with meteorites traced to the Mars), the corresponding computations are much more complicated than the computations needed to predict the future.

How can we explain this “paradox”?

A side comment: from the common sense viewpoint, this “paradox” is not so paradoxical after all. Above, we gave “scientific” reasons why past should be easier to reconstruct. However, from the common sense viewpoint, predicting the past is difficult.

For example, the fact that the totalitarian regimes of Orwell’s “1984” anti-utopia [12] could relatively easily suppress the past by destroying a few documents is a good indication that in general, reconstructing the past is a very difficult task.

Uncertainties: an informal explanation of the paradox. If we knew the exact equations, then, in principle, predicting the future and reconstructing the past would not be that different in complexity.

For example, if the equations are differential equations, then, since physical equations are usually invariant with respect to the change in time orientation (i.e., transformation $t \rightarrow -t$), both predicting the future and reconstructing the past mean, in mathematical terms, that we integrate the same system of differential equations.

In the simplified situation, when the equations describing how the future state $f = (f_1, \ldots, f_n)$ of the system is related to its past state $p = (p_1, \ldots, p_n)$ are linear: $f = Ap$, or

$$f_i = \sum_{j=1}^{n} a_{ij} p_j, \quad (1)$$

predicting the future means actually computing $f_i$ from $p_j$, while reconstructing the past means solving the system of linear equations (1).

- For predicting the future, we need $n$ multiplications and $n$ additions to compute each of $n$ quantities $f_i$ that describe the future state. Totally, we need $O(n^2)$ computational steps.

- There exist algorithms that solve linear systems in $O(n^\alpha)$, where $\alpha < 2.5$, and it is conjectured that it may be possible to have $\alpha \approx 2$ (see, e.g., [5]). Thus, the computational complexity of reconstructing the past is almost the same as the computational complexity of predicting the future.

Since in case of exact knowledge, the tasks of predicting the future and reconstructing the past are of equal (or almost equal) computational complexity, the only reason why these tasks are in reality computationally different is because the actual knowledge is not precise, we have uncertainties.

What we are planning to do. In this paper, we will show that if we take uncertainties into consideration, then reconstructing the past is indeed much more complicated than predicting the future.

We will show it on the example of the simplest possible relationship between the past and the future: linear equation (1).

2 Motivations for the following definitions

How can we describe uncertainty in $p_j$ and $f_i$? Enter intervals. Measurements are never 100% precise. Thus, if as the result of measuring a certain quantity, we get a certain value $\tilde{x}$, it does not necessarily mean that the actual value $x$ of this quantity is exactly equal to $\tilde{x}$. If a car's speedometer shows 40 m.p.h., this does not mean that the speed is exactly 40,0000 m.p.h., it simply means that the speed is equal to 40 within the accuracy of this particular measuring instrument.
The manufacturer of the measuring instrument usually supplies it with the upper bound \( A \) for the measurement error \( \Delta x = \hat{x} - x \): in other words, the manufacturer guarantees that \( |\Delta x| \leq A \). (If no such estimate is given, then for any given measurement result, we can have arbitrary actual value of \( x \) and therefore, we can say nothing about the actual value. So, if we want to call something a measurement, some bound must be given.)

Sometimes, in addition to the upper bound for the error, we know the probabilities of different error values. However, in many real-life cases, we do not know these probabilities, and the upper bound \( A \) is the only information about the measurement error \( \Delta x \) that we have.

Since we are considering the simplest case (of a linear system) anyway, in the present paper, we will restrict ourselves to the simplest case when \( A \) is the only information.

In this case, if we have measured a quantity \( x \) and the measurement result, is \( \hat{x} \), then the only information that we have about the actual value is that this actual value cannot differ from \( \hat{x} \) by more than \( A \), i.e., that this actual value must be within the interval \([\hat{x} - A, \hat{x} + A]\).

Comment. Computations that take this interval uncertainty into consideration are called interval computations (see, e.g., [6]).

First step towards formalization. In the problem of predicting the future, we measure the past values \( p_j \) and we try to reconstruct the future values \( f_i \). Since the past values are obtained from measurements, we only know the intervals \( p_j = [p_j^-, p_j^+] \) of possible values of \( p_j \).

Since we do not know the exact values of \( p_j \), we cannot hope to predict the exact values of \( f_i \); at best, we can hope to get some intervals \( f_i \) of possible values of \( f_i \).

Similarly, when we reconstruct the past, we start with measuring the future values \( f_i \). Thus, we start with the intervals \( f_i \), and we are interested in finding the intervals \( p_j \) of possible values of \( p_j \).

We also need to describe uncertainties in \( a_{ij} \). If we knew the coefficients \( a_{ij} \) precisely, then we would be able to complete the formalization. However, in many real-life situations, these values \( a_{ij} \) must also be determined from measurement, and are, therefore, also uncertain.

How can we describe this uncertainty? A natural way to find the values of \( a_{ij} \) is as follows:

- We prepare, very carefully, a state with the known values of parameters \( p = (p_1, \ldots, p_n) \).
- Then, after a certain period of time, we measure the parameters \( f_1, \ldots, f_n \) of the resulting state.

The resulting measurements have uncertainty in them, so, as a result, we have the intervals \( f_i \) of possible values of \( f_i \). As a result, from the equation (1), we can only get interval estimates for the unknown values \( a_{ij} \).

Comment: this is where time symmetry is breaking. In the idealized case when measurements are absolutely precise, the problem is symmetric w.r.t. time reversal: from (1) we can go to a similar equation \( p = A^{-1} f \) for an inverse matrix \( A^{-1} \).

However, under a more realistic consideration, when we take uncertainty into consideration, the symmetry disappears. Indeed, we can carefully generate precise values in the present and trace how they evolve in the future, but the very fact that we are generating these values right now means that before the generation, these values did not exist, and therefore, their past "evolution" cannot be traced.

For example, we can very carefully place the spaceship at a given position, give it a prescribed velocity, and by measuring its trajectory, test where it goes, say, in one minute. However, it is impossible to make an experiment in which the initial position and velocity are fixed in such a way that the position in 1 minute is equal to the fixed point.

Now, we are ready for the formal definitions.

3 Definitions

Definition 1. Let By predicting the future, we mean the following problem:

GIVEN: \( n \) intervals \( p_i = [p_i^-, p_i^+] \), \( 1 \leq j \leq n \), and \( n \times n \) intervals \( a_{ij} = [\bar{a}_{ij}, \bar{a}_{ij}] \), \( 1 \leq i, j \leq n \).

FIND: The intervals \( f_i = [f_i^-, f_i^+] \), \( 1 \leq i \leq n \), of possible values off: \( = \sum a_{ij} p_j \) when \( a_{ij} \in a_{ij} \) and \( p_j \in p_j \).
Definition 2. Let by reconstructing the past, we mean the following problem:

**GIVEN**: n intervals \( f_i = [L_f, T_f] \), \( 1 < i < n \), and \( n \times n \) intervals \( a_{ij} = [L_{a_{ij}}, T_{a_{ij}}] \), \( 1 \leq i, j \leq n \).

**FIND**: The intervals \( p_j = [L_{p_j}, T_{p_j}] \), \( 1 \leq j \leq n \), of possible values of \( p_j \), where \( f_i = \sum a_{ij} p_j, a_{ij} \in a_{ij} \) and \( f_i \in f_i \).

### 4 Results

Known results of interval computations show that predicting the past is indeed much more difficult. It is known that:

- the problem described in Definition 1 requires \( O(n^2) \) computational steps, while
- the problem described in Definition 2 is, in general, computationally intractable (NP-hard) (see, e.g., \{13, 7,8, 9, 10\}).

These results clearly prove that reconstructing the past is indeed a much more difficult problem than predicting the future.

**Can we get an intuitive understanding of these results?** The proofs of the above results are reasonably formal and not very intuitive. Since our goal is to solve a physical problem, we would like to have some more intuitive explanations why reconstructing the past is so more difficult.

These explanations are provided in the papers \{11, 3, 2, 1, 4\} that describe the geometry of the set of possible values of \( p = (P_1, ..., P_n) \) in Definition 2. Namely, it turns out that:

- in the simplest case, this set is piece-wise linear \{11\};
- for symmetric matrices \( a_{ij} \), it is piece-wise quadratic \{3, 2, 1\}; and
- in the general case, it can be of arbitrary algebraic complexity \{4\}.

On the other hand, the equations that describe the set of possible values of \( f = (f_1, ..., f_n) \) is definition 1 is always quadratic.

This difference in algebraic complexity gives an intuitive explanation of why reconstructing past is a more difficult problem than predicting the future.
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PERFORMANCE OF LOGIC GATES UNDER RADIATION AND POST-RADIATION ENVIRONMENTS
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ABSTRACT

The effects of TID on the propagation delay of CMOS inverters, nand and nor gates were obtained using specially designed test chips. Radiation testing using Co\(^{60}\) indicates that the propagation delay of the logic gates increases with TID. Under post-radiation environment, there is a slight decrease in propagation delay for nor and nand gates.

1. INTRODUCTION

CMOS logic gates are the basic building blocks of space electronic systems, such as space vehicles and satellites. For low dose rates of 1 rad (Si)/s and 100 rad (Si)/s, Blaes and co-workers have reported that the propagation delay of inverters is altered by total ionizing dose radiation. Gibbons and co-workers obtained the propagation delay of inverters, two input NOR and NAND gates. It was shown that the propagation delay increases with total dose for devices with six to seven micron design rules. There are several attempts to design logic gates that are radiation tolerant [3, 4]. The objectives of this work is to obtain the effect of TID radiation on the basic CMOS logic gates with various PFET/NFET transconductance ratios. In addition, this work will explore the post-radiation effects on the logic gates.

2. TEST CHIPS FOR RADIATION TESTING

One of the performance indicators of logic gates is the propagation delay. The latter represents the logic gate speed, propagation delay is the arithmetic mean of the fall and rise times. It is the minimum time needed to guarantee the logic state at an output.

Ring oscillators have been used to measure propagation delay[5], to characterize semiconductor process technology [6], to extract semiconductor device parameters [7]. The propagation delay, \( t_{pp} \), of an N-stage ring oscillator is given as:

\[
    t_{pp} = \frac{nT}{2N}
\]

where:

- \( n \) is the number of harmonics;
- \( N \) is the number of stages and
- \( T \) is the period of the oscillator

In this work, ring oscillators were used to determine the propagation delay of the logic gates. The basic elements of the ring oscillators were inverters, NOR and NAND gates. The NOR and NAND gates had their inputs tied together, 101-stage ring oscillators were built. An odd number of gates ensures that the ring oscillator circuit does not settle in a stable. In addition, to alleviate leaving the ring oscillator in a peculiar state during power up, a two-input NAND gate was made as an integral part of the ring circuit. One input of the NAND gate was used for initialization. The initialization input is held high during power up to initialize the state of the ring oscillator. The output of the N-stage ring circuit was connected to one of the inputs of the 2-input NAND gate.

The transistors of the gates were designed to have the same length, but the width of the PMOS transistors \( W_p \) was made equal to a multiple number of the width of the NMOS transistor, \( W_n \). Specifically, for the two-micron CMOS technology used to fabricate the test chips, the NMOS devices have the length \( L_n = 2.0E-6 \) m and width \( W_n = 6.0E-6 \) m. The PMOS devices have length \( L_p = 2.0E-6 \) m and width \( W_p = k W_n \), where \( k = 1, 2, \) and 3.

The Magic CAD tool [8] was used to design the circuit. To prevent latchup of the CMOS circuits, guard rings were placed around the p-wells [9]. To check the integrity of the design, the layout was extracted and simulated using PSPICE. When it was ascertained through simulation that the circuits behave correctly, the design was sent to NSF.
MOSIS for fabrication. Three chips were fabricated using MOSIS two-micron scalable CMOS (p-well) technology.

3. TESTING METHODOLOGY

The IC chips were tested before and after total ionizing dose radiation. To check the integrity of the IC chips before TID testing, the input of 101 stage ring oscillator, was connected to a function generator and the input and output signals were observed on a scope. The output signal showed an inversion and a delay. In addition for each ring oscillator, the input was connected to an oscilloscope and a counter. The period of oscillation was observed. The propagation delay was calculated using equation (1).

The effect of TID radiation on IC chips was obtained by using Co$^{60}$. The Co$^{60}$ source provided dose rates of approximately 300 krad per hour. The MIL-STD-883 proposed method [10] was used as a guide in the radiation testing. The IC chips were irradiated for 20 minutes and the propagation delay was obtained. The radiation and the propagation delay measurements were continued until the TID radiation of 1 Mrad was obtained. After radiation exposure, the propagation delay of the devices were measured 24, 48, 72, %, and 120 hours after the radiation testing.

4. TEST RESULTS

Figure 1 shows the propagation delay versus total dose for inverter1, inverter2, and inverter3. Inverter1, inverter2, and inverter3 are inverters with PFET/NFET transconductance ratio of one, two, and three, respectively. It can be seen from figure 2, that the propagation delay of CMOS inverter1 (inverter with PFET/NFET transconductance ratio of one), and inverter2 (inverter with PFET/NFET transconductance ratio of two) are almost the same. Inverter3 (inverter with PFET/NFET transconductance ratio of three) has the highest propagation delay. Figure 2 shows the post-radiation response.

Figure 3 shows the propagation delay versus total dose for NAND21 (two-input NAND gate with unity respect ratio) and NAND22 (two-input NAND gate with PFET/NFET transconductance ratio of two). The propagation delay of NAND21 and NAND22 increases with TID radiation. In addition, the propagation delay of NAND22 is less than that of NAND21. Figure 4 shows the post-radiation response of the NAND gates.

The propagation delay versus TID radiation for three input NOR gates is shown in Figure 5. It should be noted that the propagation delay of three input NOR gate increases with TID radiation. In addition, it should be noted that the propagation delay of NOR31 (three input NOR gate with PFET/NFET transconductance ratio of one) and NOR32 (three input NOR gate with PFET/NFET transconductance ratio of two) have almost the same values. Figure 6 shows the post-radiation response of the NOR gates.

5. COMMENTS ON RESULTS

The results of the radiation testing indicates that propagation delay of logic gates increases with increases of TID radiation. The results of this work confirms the findings of previous investigators [2, 3, 4]. Logic gates with PFET/NFET transconductance ratio of one or two have very similar propagation delays. Furthermore, logic gates with PFET/NFET transconductance ratio of three have higher propagation delays that gates with PFET/NFET transconductance ratio of one or two. It is therefore advisable to design logic gates with PFET/NFET transconductance ratio of two, since they have lower propagation delay and would almost have symmetrical characteristics [9].

The post-radiation results are novel. In the case of the inverter, there was hardly any change in the propagation delay within 120 hours after irradiation. However, there was reduction in the propagation delay with time for the NAND and NOR gates. The decrease in the propagation delay did not reach pre-irradiation values.

It is well known that there is negative shift in threshold voltage with increase in total dose. In addition, there is degradation of mobility and an increase in leakage current with total dose [8]. The results of this work indicate that negative shift in threshold voltage and mobility degradation with TID leads to an increase in the propagation delay of logic gates.

5. CONCLUSIONS

The results of the work show that propagation delay of logic gates increases with increases of TID radiation. This is in line with the findings of previous investigators. Logic gates with PFET/NFET transconductance ratio of one or two have very similar propagation delays. Furthermore, logic gates with PFET/NFET transconductance ratio of one or...
two have similar propagation delays. The propagation delay during post-irradiation was almost constant for inverters and decreased for NAND and NOR gates.
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![Figure 1 Propagation Delay vs. Total Dose for CMOS Inverter](image-url)
Figure 2 Propagation Delay vs. Time (Post-Irradiation) for Inverters

Figure 3 Propagation Delay vs. Total Dose for CMOS 2-input NAND Gate
Figure 4 Propagation Delay vs. Time (Post-Irradiation) for 2-input NAND Gate

Figure 5 Propagation Delay vs. Total Dose for 3-input NOR Gate
Figure 6 Propagation Delay vs. Time (Post-Irradiation) for 3-input NOR Gate
INTRODUCTION

One presumption of scientific microgravity research is that while in space disturbances are minimized and experiments can be conducted in the absence of gravity. The problem with this assumption is that numerous disturbances actually occur in the space environment. Scientists must consider all disturbances when planning microgravity experiments. Although small disturbances, such as a human sneeze, do not cause most researchers on earth much concern, in space, these minuscule disturbances can be detrimental to the success or failure of an experiment. Therefore, a need exists to isolate experiments and provide a quiescent microgravity environment.

The objective of microgravity isolation is to quantify all possible disturbances or vibrations and then attenuate the transmission of the disturbance to the experiment. Some well-defined vibration sources are: experiment operations, pumps, fans, antenna movements, ventilation systems and robotic manipulators. In some cases, it is possible to isolate the source using simple vibration dampers, shock absorbers and other isolation devices. The problem with simple isolation systems is that not all vibration frequencies are attenuated, especially frequencies less than 0.1 Hz. Therefore, some disturbances are actually emitted into the environment. Sometimes vibration sources are not well defined, or cannot be controlled. These include thermal “creak,” random acoustic vibrations, aerodynamic drag, crew activities, and other similar disturbances. On some “microgravity missions,” such as the United States Microgravity Laboratory (USML) and the International Microgravity Laboratory (IML) missions, the goal was to create extended quiescent times and limit crew activity during these times. This might be possible for short periods, but for extended durations it is impossible due to the nature of the space environment. On the International Space Station (ISS), vehicle attitude readjustments are required to keep the vehicle in a minimum torque orientation and other experimental activities will occur continually, both inside and outside the station. Since all vibration sources cannot be controlled, the task of attenuating the disturbances is the only realistic alternative.

Several groups have independently developed technology to isolate payloads from the space environment. Since 1970, Honeywell’s Satellite Systems Division has designed several payload isolation systems and vibration attenuators. From 1987 to 1992, NASA’s Lewis Research Center (LeRC) performed research on isolation technology and developed a 6 degree-of-freedom (DOF) isolator and tested the system during 70 low gravity aircraft flight trajectories. Beginning in early 1995, NASA’s Marshall Space Flight Center (MSFC) and McDonnell Douglas Aerospace (MDA) jointly developed the STABLE (Suppression of Transient Accelerations By Levitation Evaluation) isolation system. This 5 month accelerated effort produced the first flight of an active microgravity vibration isolation system on STS-73/USML-02 in late October 1995. The Canadian Space Agency developed the Microgravity Vibration Isolation Mount (MIM) for isolating microgravity payloads and this system began operating on the Russian Mir Space Station in May 1996. The Boeing Defense & Space Group, Missiles & Space Division developed the Active Rack Isolation System (ARIS) for isolating payloads in a standard payload rack. ARIS was tested in September 1996 during the STS-79 mission to Mir.

Although these isolation systems differ in their technological approach, the objective is to isolate payloads from disturbances. The following sections describe the technologies behind these systems and the different types of hardware used to perform isolation. The purpose of these descriptions is not to detail the inner workings of the hardware but to give the reader an idea of the technology and uses of the hardware components. Also included in the component descriptions is a paragraph detailing some of the advances in isolation technology for that particular component. The final section presents some concluding thoughts and a summary of anticipated advances in research and development for isolating microgravity experiments.

STABLE SYSTEM DESCRIPTION

The STABLE system was an experiment with a two-fold purpose: provide an isolated platform for scientific payloads and demonstrate the technology to produce isolation in a microgravity environment. STABLE isolates only the vibration-sensitive portion of a scientific payload from external disturbances. For this flight, the isolated payload was a microgravity-sensitive fluid diffraction experiment named “CHUCK.” CHUCK used a combination of lasers, optics and two fluid cells, a control cell and a test cell, to produce a diffraction pattern that was recorded on video. The diffraction pattern changed when the fluid in the test cell was heated. This pattern was very sensitive to microgravity accelerations and required isolation. To isolate the experiment, several types of components are utilized: actuators, umbilicals, sensors, control system, electronics, command input devices and a data acquisition system. To develop a 6-DOF isolation system, the sensors and actuators need to be oriented in an appropriate configuration. Figure 1 represents the configuration of the STABLE system components.
The STABLE design utilized three MDA-patented dual-axis electro-magnetic actuators. As shown in Figure 2, the actuators resemble a horseshoe-shaped permanent magnet around a paddle-shaped armature. The magnets provide a constant field which reacts to the varying magnetic field from the armature windings. For simplicity, the permanent magnets were mounted on the floated platform and the armature was mounted to the rigid base. In this mounting configuration, the control currents are not transmitted through the umbilicals. Each actuator provides two axes of force over the fill range of free travel, ±1cm. This allows the platform to "sway" in the rattlespace to achieve its microgravity performance. The forces required by the actuators, as the platform moves in the rattlespace, are directly dependent upon the umbilical design.

Figure 1. -STABLE System Layout Top View

Figure 2. - MDA Dual-Axis Actuator
The STABLE umbilicals are extremely flexible cables which transmit power and signals between the base and the floated platform. Since the actuators do not rigidly connect to the platform, the only means by which the platform can be disturbed is through the umbilicals. For this reason, the umbilicals need to be as flexible as possible. Ideally, the umbilicals should have zero stiffness, but this situation is not realistic with payloads requiring significant power, data, coolant, inert gas or vacuum needs.

For measuring position and acceleration, STABLE incorporated the SC-50D position sensor, from UDT Sensors, and the Sunstrand QA-2000, which is considered the microgravity industry standard accelerometer. These sensors were chosen for several reasons: compact size, durability, performance and relatively low cost. Of the nine single-axis accelerometers used, six were collocated with the actuators for measuring inertial platform accelerations and three accelerometers were mounted to the base to measure the nominal vibration environment for evaluating isolation performance. Three pen lasers, located on the floated platform, produced the reference light spots for the corresponding dual-axis position sensors. This sensor configuration allowed STABLE to measure the relative position of the platform with respect to the base and maintain the platform in a centered position. Refer to Figure 1 for locations and orientations of the STABLE sensors.

The STABLE control system is a combination of a low frequency position controller with a high frequency analog acceleration controller with each axis having its own independent position and acceleration loops. This combination provides continuous high bandwidth, 35 Hz, acceleration control with a low bandwidth, 0.05 Hz, position control system, allowing the platform to drift relatively freely in its rattlespace. Collocating the platform accelerometers with the corresponding actuator's axis provides direct absolute feedback for the acceleration control loop. Since the position sensors are not aligned with the actuator axes, the position controller performed the appropriate transformations to determine the position errors at each actuator gap. Using this gap position information, the position controller gradually recentered the floating platform over a period of minutes while the analog control system operated continuously. The position control system normally operates in a low-gain mode. If the floated platform approached the boundaries of its sway space, the position controller would enter a high-gain mode by increasing the digital control system gains which decreases the effective acceleration control gain. This is necessary to prevent mechanical contact between the platform and base and thus maintain a quiescent microgravity environment for the sensitive payload. Figure 3 is a representation of the STABLE control system architecture.

The electronics that controlled the STABLE system was split into four cards: digital control, analog control, actuator driver and power supply. The core processor for the STABLE digital position controller was an INTEL 80C196KC16-bit microcontroller operating at 8MHz. The microcontroller’s analog-to-digital converter (ADC) was operated in the 10-bit mode. The inputs to the ADC were the position sensor outputs, current feedback signals, and the accelerometer temperature measurements. The outputs from the position controller were sent to 12-bit digital-to-analog converters (DAC) on the analog control card and summed with the accelerometer feedback. This signal was passed through a 12-bit multiplying DAC. The multiplying DAC allowed the position controller to take command of the overall system in high-gain mode and provided the flexibility to change the sign of the feedback signal. The combined signal was then sent to the analog control electronics which incorporated a low-pass filter stage with a nominal bandwidth of 50Hz. This results in an acceleration or current command signal. The actuator driver card amplified the current signals using a linear power op-amp stage which provided the actuator drive current.

A data acquisition system (DAS) recorded the STABLE system parameters generated by the control electronics and several temperatures from the CHUCK experiment. The CHUCK video signals were recorded on an 8mm camcorder external to the STABLE system. The parameters measured were: six platform accelerations, six base accelerations, six current commands, twelve position signals, four CHUCK experiment temperatures, and six mode bits. These parameters were recorded by two PC-cards inserted into a Payload General Support Computer (PGSC-486), which is a flight upgraded version of an IBM 750C Thinkpad computer. The PC-cards were 16 channel
ACTUATORS

While the STABLE system used wide gap MDA electro-magnetic actuators, other isolation systems use many different types of actuators, including mechanical, electro-magnetic, and electro-mechanical. The MIM and the LeRC systems use a Lorentz force electro-magnetic type actuator. In their actuators, the area of the magnet is large compared to the coil area, which is different from the MDA actuator, where the magnet area is small compared to the coil area. The ARIS system uses a small-angle motor which drives thin pushrods attached to isolated payload. In this configuration, the ARIS system has a direct mechanical linkage to the payload. Honeywell has used various types of actuators in their systems. Their FEAMIS system utilized electro-magnetic actuators in which an electro-magnet attracts a metallic plate. To isolate the Hubble Space Telescope Reaction Wheel Assemblies, Honeywell used a hydraulic isolator similar to a shock absorber. Some isolation systems, such as 6-DOF STEWART platforms, use traditional hydraulic actuators, linear motors or electric motors attached to screw type mechanisms.

Except for the wide gap, which is necessary to accommodate the required rattlespace, the design of an electro-magnetic actuator is similar to an electric motor, and it is theorized that electric motor technology could be adapted to microgravity actuator design. Exotic magnetic materials, such as samarium-cobalt and neodymium, could be used to develop stronger permanent magnetic fields. Advanced methods to contain the stray magnetic field can be implemented to develop more compact and powerful actuators. The goal in future actuator designs is to make the actuator size small, have minimal amount of rattlespace for the projected environment and utilize very little power to provide the required forces. An actuator design that meets these objectives requires a study of the following: magnetic materials and flux design, wire size, number of windings, coil orientation and collocation of sensors.
Isolation systems use many different types of sensors for determining the position of the floated platform with respect to the base. Some of sensor types used are: photovoltaic, photodiode, hall-effect, capacitive, linear transducers, optical encoders, resolvers and CCD cameras. Both the STABLE and MIM systems used the dual-axis photodetector and laser combination while the ARIS actuators have an internal single-axis optical position sensor with a light-emitting-diode (LED) for the source. The LeRC system used a permanent magnet with hall-effect sensor combination and the Honeywell FEAMIS system used a hall-effect sensor for controlling the actuator’s magnetic gap. STEWART platform motors and hydraulic actuators could utilize any conventional type of position sensing device, resolver, encoder, or other linear transducers.

Collocation of sensors and actuators is the current trend in the design of STABLE type isolation systems. The position sensors need to be non-contacting and be able to measure the full system rattlespace range. Also, the position sensors need to be insensitive to magnetic fields if located near an electro-magnetic actuator.

Unfortunately, photodectors are sensitive to magnetic fields and need to be magnetically shielded or located away from electro-magnetic actuators. A new position sensor concept in development is utilizing the inductance change of the actuator armature coil relative to the magnet position. This unique idea inherently collocates the actuator and position sensor and would not require many external electronic components.

Measuring accelerations in the micro-g range, \(1 \times 10^{-6} \text{g}\) or \(\mu\text{g}\), is not simple. The Sunstrand QA-2000 accelerometer was used by STABLE, LeRC, MIM and also by the Space Acceleration Measurement System (SAMS). The QA-2000 series uses an electro-magnetic coil for force rebalancing and outputs a current signal proportional to the measured acceleration. Unfortunately, some problems exist with this accelerometer: liftoff forces can change the bias, the coil is sensitive to magnetic fields, and the sensitivity to temperature changes is significant at low acceleration levels. Sunstrand has addressed the temperature sensitivity problems in their new QA-3000 series which was used by the ARIS system. Also, depending upon the expected microgravity environment, the sensor might have a dynamic range of 0.1 \(\mu\text{g}\) to 10,000 pg. This dynamic range is significant for the sensor, amplification stages, and control system. Finally, the noise floor of an acceleration measurement system must be considered. Accelerometer noise can be attributed to aliasing and quantization effects from digital sampling and the manufacturer’s accelerometer noise specifications.

Again, collocation of the accelerometer with the corresponding actuator’s axis is important. This reduces the effects of rotational accelerations from corrupting the actual acceleration measurement. Current developments in accelerometer technology include the use of micro-machining to develop sensors that can be placed on an integrated circuit along with the compensation electronics. This advancement will yield sensors that are lighter, more sensitive, and use less power than current technology. Several companies, Endevco, Clifton Precision and EG&G JIC Sensors, are working on these types of accelerometer designs for automobile airbags, and it is theorized that these sensors could accommodate microgravity acceleration ranges by changing the internal coefficients.

CONTROL ELECTRONICS

The control systems and electronics for isolating payloads are as varied as the scientific payloads themselves. STABLE is unique in that it utilizes a combination of both analog and digital control. The MIM and ARIS systems use only digital control for both the acceleration and position control laws and both use high performance digital signal processors (DSP’s) for performing the control law calculations. The ARIS system employed the 3-Dimensional Microgravity Accelerometer (3-DMA) system to perform overhead functions and communicated with 3-DMA using both RS232 and MIL-STD-1553B data links. The 3-DMA overhead functions are: recording acceleration measurements, interfacing to the PGSC-486, change control gains, reprogramming, postprocessing, command, control, and data uplink and downlink. To perform its overhead functions, the MIM system incorporated a 486 type single-board computer into its electronics package. These high performance processors, DSP’s and 486 computers, compute the control law equations, transformation matrices, sample sensors, and perform overhead functions at a very fast sampling rate, usually \(~1000\text{Hz}\). This fast sampling rate is necessary to achieve a reasonable control bandwidth of \(100\text{Hz}\). Unfortunately, these high performance processors are currently very susceptible to single-event upsets (SEU’s), which can cause systems to go to an unknown state. If the SEU’s are not accounted for by software or hardware means, they can cause an isolation system to “crash” into the containment bumpers, thus violating the isolation requirements. To overcome this problem, the ARIS and MIM systems have software and hardware watchdog timers that reset the system in case a SEU was detected.

One of the advances in digital control will actually come from the collocation of position sensors and actuators. Collocation will eliminate the need to transform the position information into actuator gap coordinates, allowing multiple 2-DOF systems to operate together to achieve isolation. Reducing the calculation time, by collocation, will not reduce the trend to use DSP’s and 32 or 64-bit processors. Since these high performance processors are designed for these applications, the research direction will be to find means to either shield or radiation-harden the
core processor from the space environment. Once these processors become space qualified, the use of both analog and digital control together will decrease. If the position control bandwidth in isolation systems continues to remain relatively low, \( \leq 1 \text{ Hz} \), the use of slower, more accurate, \( >16 \)-bit, ADCs will become prevalent, allowing precision positioning of the isolated payload. Another advance in data transmission for isolation systems will be the use of either infrared (IR), radio-frequency (RF) or optic fiber technologies. New advances in cellular phone technology and the new Infrared Data Association (IRDA) standard 1.1 will allow for transmission of data between the payload and base, at rates required for control of payload physical processes. The transmission interface will require a minimal set of overhead electronics, but this transmission method would reduce the number of umbilicals.

UMBILICALS

Flexible umbilicals are critical in the design of isolation systems. The stiffness of the umbilicals is the primary factor in determining the required actuator forces, the transmission of disturbances to the payload and the control system bandwidth. The umbilicals must also have the capacity to transfer resources to and from the payload. These resources can include any combination of: power, data, video, vacuum resource and exhaust, fire detection and maintenance, coolant supply and return and gaseous supply. The STABLE experiment used two flexible umbilicals, one for power and the other for data and video, while the MIM system provided only power and data services to the isolated experiment. The ARIS design included a full complement of umbilicals and was the first isolation system to integrate many different types of umbilicals and materials in the design process.

Recent advances in umbilical technology include: umbilical material studies, coiling, splints, and umbilical followers. A study of new materials and umbilical designs is being performed for the Space Station Furnace Facility project by the MSFC Propulsion Laboratory. A Dupont/Dow F200 barrier hose material is one of the materials being tested for vacuum, fluid and inert gas umbilicals. The materials and manufacturing processes for all flight umbilicals are defined by the Space Station Qualified (SSQ) specification. Even though these materials have a low stiffness property, it is also helpful to coil the umbilicals to further reduce the stiffness. Figure 4 shows a set of coiled umbilicals for the ARIS system. If two umbilicals touch, the disturbance transmission path is "shorted," which increases the effective stiffness. To prevent this from occurring, small splints can be inserted to keep adjacent coils from touching. The splints can be semi-flexible to help isolate adjacent umbilicals, but rigid enough to keep the coils at a predetermined distance. Although these methods reduce umbilical stiffness, large bias forces can develop from the movement of the isolated payload. To overcome this problem, an umbilical follower can be implemented to reduce these bias forces. An umbilical follower is a 3-DOF mechanism that moves the base of the umbilical set to minimize the average actuators' currents, which corresponds to the umbilical bias forces.

![Figure 4: ARIS System Umbilicals](image)
CONCLUSIONS AND FUTURE DIRECTIONS

The microgravity isolation field has a long history beginning in the early 1970's with the Honeywell corporation. Twenty-five years later, isolation technology has improved significantly and the need for microgravity isolation is now more important considering the many different types of disturbance sources, known and unknown, present on the ISS. The STABLE system was the first flight of an experiment to demonstrate microgravity isolation and was soon followed by the MIM and ARIS systems. Although MIM and ARIS have not disclosed their isolation performances, the STABLE system proved that experiments can be isolated from space environment disturbances, including crew activity, while using minimal resources. All the isolation systems mentioned have assisted in defining the core technology for microgravity isolators. The technological basics of implementing microgravity isolation are very straightforward, and anyone skilled in motion control technology can make significant contributions. Any contributions to the core technologies, actuators, sensors, umbilicals, control systems and electronics, may apply to many different industries with similar requirements. Some of these industries include motion control, robotics, vibration suppression, manufacturing and vehicle ride control. Core technological research, like MSFC's umbilical material and design study, is essential for developing the next generation of hardware components for microgravity isolators.

Current technology development and research are directed at every aspect of isolation systems. New types of actuators, sensors, umbilicals, control architectures and electronics are being developed as well as a new isolator design for ISS racks, experimental payloads and the ISS microgravity glovebox. Future actuator designs will be smaller with improved magnetic flux containment and have both position and accelerometer sensors collocated with the actuator. Micro-machined accelerometers specifically designed for microgravity applications will be necessary for smaller isolator designs. Novel position sensor techniques are being developed which integrate the actuator coils as a position sensor. New umbilical materials and umbilical followers are being designed to reduce bias forces. To control isolator systems, future designers will use space qualified microprocessors and DSP's and more accurate, ≥16-bit, ADC's and DAC's. Current control architectures use either digital or a combination of digital and analog control, but future isolators will include some type of adaptive control to account for different payload inertial properties. Finally, new isolator designs might use either IR, RF or even optical fibers for data transmission between the base and the isolated platform. In general, new and improved isolation systems need to be designed which have simple interfaces and use minimal overhead volume and power. In summary, these current areas of study and other technologies yet to be invented will advance isolation systems into the twenty-first century.
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Abstract

This paper presents the design and evaluation of an adaptive learning strategy for robotics systems capable of performing time-critical missions. The strategy is a combination of a case-based learning method and learning by instruction. The learning method was implemented in three phases: training, monitoring, and autonomy. In addition, a hard real-time scheduling scheme was provided to schedule critical and non-critical tasks. Measurements were obtained in terms of processing time, number of trained sequences, number of matched sequences, and the number of completed sequences with deadlines.

1. Introduction

The objective of machine-learning is to develop a machine capable of accepting a complex real-world problem and reaching a correct solution by executing the correct sequence of primitive tasks. Two challenging parts of developing a learning machine are the choice of a knowledge representation scheme and the transfer of logical functions to the machine. For the last two decades, researchers have developed a variety of learning strategies, including incremental learning [1], case-based and explanation-based learning [2], and learning by observing [3]. In some of these methods, a trainer provides the learner with basic information or feedback, while others depend upon the learner to seek or "self-organize" the information.

Learning by instruction that is used in programming manipulator sequences. In this method, the learner accepts general concepts or facts from a trainer and then repeatedly applies them to specific instances [4]. While this approach is easy to implement, it is inflexible and the correctness of the sequence relies solely on the instructor. Learning by example is another common method used for robotics systems [5]. The case-based learning is a special case of learning by example in which the nearest match between the current state and a stored state is used to generalize a plan and predict the possible results [6].

Neural networks offer a new approach to train a programmable system to perform selected tasks or solve complex problems. An intriguing feature of neural networks is their ability to continue to function even when some of its processing elements fail [7]. This characteristic makes the neural networks more suitable for critical missions and real-time control systems [8]. However, neural networks require more computation power than any other method. More recent learning methods are being developed based upon applications of Fuzzy logic [9, 10].

2. Learning Strategy

It has been shown that no single technique is adequate to build a complete learning system [2]. Consequently, attempts have been made to combine two or more different approaches. An example of a combinational strategy is the adaptation-based explanation, which brings together some of the better insights of both case-based and explanation-based learning methods.
The new learning strategy called *adaptive learning*, that is proposed and tested here, is a combination of learning by *instruction* and *case-based* learning methods. Learning by *instruction* is an excellent paradigm for setting up the initial knowledge, especially when the system is unable to handle an unpredictable situation. Then, when the robotics system is operating, there are a significant number of periodic tasks and it is highly probable that a new task will be similar to a past task, making the case-based method an efficient strategy. The combination of these two methods should meet most requirements for developing an adaptive learning strategy.

Within the adaptive learning strategy, a cycle of *training*, *monitoring*, and *autonomy* phases are defined. In the training phase, learning by *instruction* was applied to train and monitor the system to perform a set of primitive tasks, \( P_{Ti} \)'s. The system was then directed to perform an *ordered* sequence of primitive tasks, defined as a subtask, \( ST_j \). Once all the subtasks were completed, the trainer provided the robot with the logical functions associated with each \( P_{Ti} \). The robot stored the tasks, along with their associated functions and data. It was expected that, using this stored knowledge, the robot would be able to perform the same or a similar sequence of tasks independently.

The objective of the monitoring phase is to test and improve the efficiency of the robot's performance. During this phase, the trainer asks the robot to perform a previously defined task. Since each complete task consists of a sequence of ordered subtasks, the robot has to search through its memory to generate a global execution plan. If an exact match does not exist, then the robot has to make a decision based on similar past cases to develop an execution plan. Finally, if the robot is unable to find either an exact match or a similar case, it asks the trainer for a global execution plan. Thus, the ability of the robot to find a solution could be measured by the number of its requests to the trainer.

In the autonomy phase the robot is allowed to make decisions by searching past experiences and executing a global plan using the logical functions associated with each subtask. If the robot tries all the alternative sequences and it cannot find a task that exactly or partially matches the requested task, it will ask the trainer for a global execution plan. Thus, in this phase, only in an extreme case, in which the robot has absolutely no background on an assigned complete task, it will ask the trainer for the execution plan.

Real time training of the robot involves four basic steps; (1) the robot collects information on the operating environment; (2) the trainer develops an execution plan (by manipulating collected data and using logical functions) and sends the plan to the robot; (3) the robot executes the plan and sends the result back to trainer; and (4) after the trainer confirms the correctness of the execution, he sends the data and the logical function back to be stored in robot memory. After the robot learns about all the \( P_{Ti} \)'s, two or more \( P_{Ti} \)'s are grouped into a *unique ordered sequence* to establish a subtask, \( ST_j \). The same procedure is applied to group a sequence of \( ST_j \)'s into a complete task, \( CT_k \). Complete tasks are classified into two groups: *periodic* and *sporadic*. The periodic tasks are predictable, with a fixed ordered sequence of subtasks, while the sporadic tasks are unpredictable and the number of subtasks can be changed during execution. To handle the two different classes, allowances are made for both static and dynamic grouping in which the number of subtasks can either be fixed or varied.

In addition to the learning strategy, further enhancements are needed to manage the information and schedule activities. Our system is supported by a *memory manager* and a real-time *task scheduler*, as described in the following sections.

3. Memory Manager

The purpose of the memory manager is to organize classes of tasks (primitive, subtasks, and complete tasks), logical functions, and associated data so that the scheduler can readily access and
schedule tasks for execution. Initially, the robot starts with an empty memory. As the training procedure progresses, tasks, logical functions, and the required data are sent to the robot. Eventually, the robot will have the same logical memory structure as the control station (trainer). Figure 1 depicts the primitive task, subtask, and complete task lists as they are linked together in a hierarchical fashion.

Each \( \text{CT}_k \) is linked to a list of related \( \text{ST}_j \)'s, where each \( \text{ST}_j \) in turn links to a list of \( \text{PT}_i \)'s. Each primitive task is linked to a specific function and an associated data set. Further, the list of complete tasks is divided into two lists: periodic tasks, P.list, and sporadic tasks, S.list. To facilitate searching and manipulating procedures, the P.list is arranged using a Most Frequently Used (MFU) technique, while the S.list utilizes a Most Recently Used (MRU) mechanism.

4. Task Scheduler

A task scheduler is another essential element in a self-content system that operates in a real time environment. Generally, the tasks scheduler manages the resources and schedules critical and non-critical tasks according to their deadlines. In our case, as Figure 1 illustrates, both the robot and the control station are provided with a task scheduler. According y, the robot and the control station can manage their own resources and schedule their own activities. In conjunction with the memory manager, the tasks scheduler determines the correct sequences of \( \text{PT}_i \)'s, collects all the functions and the associated data, produces a sequence of \( \text{ST}_j \)'s or a \( \text{CT}_k \), and schedules them for execution.

In the last two decades, extensive research has been conducted in the areas of task scheduling [11, 12], response time [13] and resource management [14]. The task scheduler used in this paper is a three-phase task scheduler that was designed based on commitment and look-ahead strategies. A detailed description of these strategies and a performance evaluation of the task scheduler can be found in [11, 15].
5. Performance Evaluation

The following criteria comprise the guidelines for evaluating the model's performance:

- The number of trained sequences versus the number of requested sequences (randomly generated by the trainer and requested for execution),
- The number of trained sequences versus the processing time,
- The number of trained sequences versus the number of completed sequences with deadlines, and
- The processing time versus the depth limit and the threshold value.

Each category was tested when the robot was functioning in the monitoring and the autonomy phases. The processing time is defined as the time that a robot needs to match a similar past case with the requested task.

To determine the ability of the robot to match requested sequences, a series of experiments was conducted. In each experiment, a robot was trained for a sequence of well-defined tasks, then it was asked to match a sequence of randomly generated tasks and to develop execution plans. As Figure 2 indicates, the robot is capable of matching 87 percent of the requested sequences. Since the requested sequences are generated randomly, the order of tasks within some of the generated sequences are very likely to be different from those within any of the trained sequences, perhaps explaining the missing 13 percent. (There are also some unpredictable tasks which the robot has never trained for.) A final issue is the trade-off between processing time and the number of the matched sequences. These experiments provide insights into the selection of a feasible solution in which the robot can provide both the maximum matched sequences and also satisfy the time constraints.

![Figure 2: Trained Sequences vs. Matched Sequences and Processing Time](image)

Since the system is operating in a real-time environment, considerable time is needed to match sequences generate execution plans, and schedule the critical and non-critical tasks. Thus, it is essential to determine the cause of deadline failures, if any. A deadline failure may be caused by the inability of the robot to execute requested tasks, a deficiency in the memory manager or the scheduler, or a combination of factors. To determine the capability of the system in completing sequences and meeting their deadlines, another series of experiments was conducted. As Figure 3 indicates, up to 70 sequences, the system can meet 90 percent of the requested sequence deadlines. However, the
performance of the system degraded once the number of requested sequences approached 100, possibly due to excessive processing time.

![Graph showing Requested Sequences vs. Completed Sequences (meet their deadlines)](image)

Figure 3: Requested Sequences vs. Completed Sequences (meet their deadlines)

To investigate the effect of searching and execution times (processing time) on meeting the deadlines of requested sequences, depth limits and threshold values are defined. The depth limit determines how far the list of subtasks should be searched to find an exact match to a subtask. A threshold value is the percentage of subtasks within a complete task that should be matched to a similar past case. To satisfy a threshold value and a depth limit, the memory manager must search through its hierarchical memory structure (Figure 1) and select an ordered sequence of subtasks using the MFU or MRU schemes. The effect of these two factors on the processing time is shown in Figure 4. These experiments provide insights into both the selection of partial or exact matching of subtasks and meeting the deadlines of complete tasks.

![Graph showing Depth Limit and 'threshold Values vs. Processing Time](image)

Figure 4: Depth Limit and 'threshold Values vs. Processing Time
6. Conclusion

Learning by instruction and a case-based method were combined to define an adaptive learning strategy in which a robot was trained and monitored on a real-time basis. The system was supported by a hard real-time task scheduler and was evaluated in terms of processing time, the number of both trained and matched sequences, and the number of tasks that met their deadlines. This research contributes to the areas of real-time systems and autonomous machines. It provides insights to the design and evaluation of autonomous systems by utilizing a potentially powerful knowledge representation method, an adaptive learning strategy, and a red-time task scheduling scheme.
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Abstract

Current multirate control design methods do not provide the control system designer with the rationale to choose individual component sample rates; seemingly insignificant changes in those sample rates can, however, produce significant changes in system performance. This paper introduces the notion of effective latency -- the time it takes data to move from the sensor, through the A/D converter, compensator, and D/A converter, to the plant -- and shows that it is possible to use effective latency to predict the performance of a multirate system. The mean effective latency is shown to be a predictor of step response stability; jumps in mean effective latency can also be used to signal major changes in multirate system behavior.

Introduction

This paper describes preliminary results in the search for an algorithm to predict multirate control system performance as a function of individual component sample rates. The term multirate is used in a strict sense to represent a system where the individual sampled-data devices -- analog-to-digital (A/D) converter, compensator, and digital-to-analog (D/A) converter -- are run by independent processors operating at different, but constant, sample rates. The term synchronous is used to describe a subset of multirate systems where all sampled-data devices run simultaneously at equivalent sample rates. The block diagram representation of an example multirate control system is presented in Figure 1. The sampled-data devices in the example are shown in italicized font; though most multirate control design approaches constrain the individual sample rates to be integer multiples of each other [1], there is no such implicit requirement here.
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Figure 1. Multirate Control System Block Diagram

Current multirate control design methods do not provide the designer with the rationale to choose individual sample rates [2]. There are methods, based upon extended state transition matrices, to predict multirate system stability [3], but predicting multirate system performance metrics (such as rise time and mean-squared error) in light of changing individual component sample rates has proved very difficult [3]. Insignificant changes in individual component sample rates can, without warning, produce significant changes in system performance [4]. Figure 2 shows an example of the counterintuitive changes in plant output step response due to changes in D/A sample rate; as the D/A sample rate increases from 19.8 kHz to 28.3 kHz, the plant output step response peak magnitude increases from 1.5 units to 2.1 units, then decreases to 1.25 units, then increases again to 1.85 units. (The step responses were simulated using an event-based simulation which updates the system state after each sample time. System parameters used as the basis for the step responses are included to the right of the step response plots. For this example, the sampled-data devices are assumed to have no effect on the magnitude of the input signal, but are instead modeled simply as sample-and-hold elements.)

The objective of this paper is to show that, though the changes in system performance as a function of individual component sample rates may seem to be unpredictable, there are indeed clues which make this prediction possible. By introducing the notion of effective latency -- the time it takes data to move from the sensor, through the A/D converter, compensator, and D/A converter, to the plant -- it is actually possible to predict the performance of a multirate system based solely upon its individual component sample rates. This type of knowledge will allow the control system designer to “tune” the performance of a multirate control system by simply adjusting sampled-data device sample rates. The next sections of this paper will present an examination of the performance effects induced by such adjustments.
Sample Rate Changes in a Synchronous System

Since the multirate control system performance changes induced by changes in individual component sample rates are difficult to predict, it is best to first demonstrate the applicability of effective latency in the prediction of synchronous system performance. To create a synchronous system, it is assumed that the designer can simply rein in the faster sampled-data devices to force all components to begin new tasks at the same time.

![Multi-rate System Step Response](image)

Figure 2. Multirate System Step Responses and Parameters

The left side of Figure 3 shows a cartoon example of the timing between individual component events in a synchronous system; the times $t_{a1}$, $t_{c1}$, and $t_{d1}$ represent starting times for the A/D conversion, compensation calculation, and D/A application tasks. The bottom of the figure presents the effective latency: a single sensed error measurement enters the sampled data portion of the closed-loop system at $t_{a1}$; the digitized representation of that measurement is input to the compensator at $t_{c2}$; the compensated command is transferred to the D/A converter at $t_{d3}$; and, the analog equivalent to that command is applied to the plant upon completion of the D/A task. The effective latency of that initial sensed error measurement is the sum of all those times. This latency remains constant in a synchronous system.

![Synchronous System Event Timelines](image)

Figure 3. Synchronous System Event Timelines
The right side of Figure 3 shows that increasing the synchronous system sample rate will lower the effective latency. The effect of increasing that sample rate -- and decreasing the effective latency -- is summarized by example in Figure 4. The step response damping increases, the step response dominant resonant frequency increases, the frequency response gain (not shown) remains constant, and the frequency response phase at all frequencies increases; these effects can be summarized by stating that a linear decrease in the synchronous system effective latency results in a nearly linear increase in system phase margin. (These results are consistent with the well-documented discrete control system performance prediction algorithms.)

![Synchronous System Step Response](image1)

![Synchronous System Open Loop Frequency Response Phase](image2)

**Figure 4. Synchronous System Step Response and Frequency Response Phase Plots**

**Single Device Sample Rate Changes in a Multirate System**

Because the hardware and information update rate requirements for each of the individual components may vary, the control system designer may have the option to run each of those individual sampled-data devices at different rates [5]. By taking advantage of this option and releasing the individual sampled-data devices from their synchronous constraint, it is possible to greatly decrease the system effective latency. Unfortunately, this decrease comes with a penalty: the effective latency no longer remains constant from sample-to-sample. Figure 5 shows a cartoon example of the timing between individual component events in a multirate system; for simplicity, it is assumed from this point on that the time from initiation until completion of an individual event is negligible with respect to the sample time. The plot at the bottom of the figure demonstrates both the sample-to-sample variability and the overall periodicity [6] of the effective latency in an example multirate system.

If either the A/D or D/A sample rate inside a synchronous system is varied, the effective latency of the resultant multirate system also varies. Figure 6 presents the mean effective latency for two systems (one with the D/A and compensator sample rates set to 9 kHz, and the other with the D/A and compensator set to 11 kHz) versus a range of A/D sample rates. An interesting aspect of mean effective latency is its application as a simplistic measure of stability. Once the mean effective latency goes above a certain value (3.6045-4 seconds for the 9 kHz system, 3.7083-4 seconds for the 11 kHz system) the multirate system step response becomes unstable. If the individual component sample rates are adjusted to bring the mean effective latency below those values, the multirate system step response once again becomes stable.

The compensation/plant configuration, synchronous system performance metrics (phase margin, gain margin, and open-loop bandwidth), and individual component sample rates are all instrumental in calculating the maximum mean effective latency which will guarantee step response stability. To estimate that maximum mean latency for multirate systems configured as described in this paper, first predict the synchronous system phase margin.
Figure 5. Multirate System Event Timelines

Figure 6. Multirate System Effective Latency (as a Function of A/D Sample Rate)
(pm)_{synch} = (pm)_{continuous} - \left[ 1260^\circ (fo/f_s) \right]

where

\[ pm = \text{phase margin} \]
\[ f_s = \text{continuous open-loop bandwidth} \]
\[ f_s = \text{synchronous A/D, compensator, and D/A sample rates} \]

(Note: The continuous system metrics used in equation (1) are calculated using an open-loop system which contains only s-domain representations of the plant and compensator.) Second, calculate the synchronous system mean effective latency.

\[ \overline{c_{efflat}}_{synch} = \frac{3}{(f_s)} \]

where \( \overline{c_{efflat}} = \text{mean effective latency} \)

Finally, estimate the multirate system maximum mean effective latency.

\[ |(\overline{c_{efflat}})_{multirate}|_{\text{max}} = |(\overline{c_{efflat}})_{synch} + (pm)_{synch}/(360^\circ \times f_o)| \]

Multirate systems with mean effective latencies lower than the minimum calculated above will generally produce stable step responses. The implication of this algorithm is that it is possible for the control system designer to predict the step response stability of a multirate system (given the restriction that two of the three component sample rates are equal) using the continuous system performance metrics and the multirate system mean effective latency.

**Multiple Device Sample Rate Changes in a Multirate System**

Once all the individual components are released from their synchronous constraint, the mean effective latency can be used to signal changes in system performance. As an example, a multirate system using the plant and compensator configuration from Figure 2 was built up; the A/D sample rate was set at 9.5 kHz, and the compensator sample was set at 12 kHz. Figure 7 shows the mean effective latency of that system with D/A sample rates ranging from 13 to 23 kHz. (The D/A sample rates are "normalized" by subtracting the compensator sample rate and then dividing the difference by the compensator sample rate.) It is clear that the mean effective latency is not a linear function of individual component sample rates; the mean latency is, however, subjected to distinct jumps at the major (i.e., halves, thirds, quarters) normalized sample rate fractions. (Note: there are similar jumps at smaller fractions, but those jumps are small enough to be ignored.)

The distinct jumps shown in Figure 7 are also reflected in the system open-loop transfer function. As the normalized sample rate increases toward one-quarter, the frequency response only changes slightly; after it passes one-quarter, however, both the frequency response gain and phase change markedly to take on very different shapes. Continuing to increase the normalized sample rate does not markedly change the frequency response shape -- until the sample rate passes one-third. Figure 8 shows how the multirate system open-loop frequency response switches between two distinct curve shapes as the normalized D/A sample rate increases through major fractions. The plain and dashed lines in the figure are a result of normalized sample rates greater than 0.25, the lines with x's and o's have normalized sample rates greater than 0.33,
the line with +'s has a normalized rate greater than 0.5, and the line with *'s has a normalized rate greater than 0.67.

For multirate systems configured as described in this paper, the following always hold true: the frequency response markedly changes from its original frequency response (the one calculated when the normalized sample rate equals 0) to a perturbed shape once the normalized sample rate increases above 0.25, it returns to near the original response as the normalized sample rate increases above 0.33, it jumps back near the perturbed response as the rate increases above 0.5, it returns near the original response as the rate increases above 0.67, and moves back near the perturbed response above 0.75. The jumps in mean effective latency at major normalized sample rate ratios can, therefore, be used to signal the changes in multirate system behavior. The implication of these effective latency jumps is that it becomes simple for the control designer to tune the performance of a multirate system: if the current normalized sample rate results in unacceptable system performance, slightly modifying that rate to the other side of a major fraction may improve performance to acceptable levels.

![Figure 8. Multirate System Open-Loop Frequency Responses](image)

### Summary

The notion of effective latency -- the time it takes data to move from the sensor, through the A/D converter, compensator, and D/A converter, to the plant -- can be used to predict multirate system performance behavior. In multirate systems where only a single sampled-data device is run at a different sample rate than the other two devices, the system mean effective latency can be applied as a stability measure: if that mean latency rises above a certain value (dependent upon the plant, compensator, and individual component sample rates), the system step response will not be stable. In true multirate systems, where all sampled-data devices operate at different sample rates, the mean effective latency can be used to signal significant changes in multirate system performance behavior: as the normalized sample rate (D/A with respect to compensator) increases through major fractions (halves, thirds, quarters), the open-loop frequency response will actually switch between two distinct sets of gain and phase curves.
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Abstract

The low temperature operation of a 48 W, 50 kHz, 36/12 V pulse width modulated (PWM) buck de-de power converter designed with standard commercially available components and devices is reported. The efficiency of the converter increased from 85.6% at room temperature (300K) to 92.0% at liquid nitrogen temperature (77 K). The variation of power MOSFET, diode rectifier, and output filter inductor loss with temperature is discussed. Relevant current, voltage, and power waveforms are also included.

Introduction

With the recent development of high temperature superconducting materials with a critical temperature of approximately 125K, it is foreseeable that superconducting and low temperature electronics will find applications in future power transmission and motor-generator systems. Applications of low temperature electronics include cryogenic instrumentation, medical diagnostics, superconducting magnetic energy storage systems, and high speed computer, communication and electronic systems [1,2].

One particular application of interest to aerospace industries is in deep-space exploration programs. Typical passive spacecraft temperature varies from 448K in Mercury and gradually drops to 44K in Pluto. The current practice is to use radio-isotope thermoelectric generators (RTGs) and radio-isotope heating units (RHUs) to shield the electronic circuitry from low temperatures of deep space. In addition to the fact that RTGs and RHUs are expensive and environmentally unfriendly, RHUs are always on and therefore require additional heat rejection system when the space probe is near the earth orbit.

If electronic circuits can be designed to operate from room temperature down to a very low temperature (e.g., liquid nitrogen temperature of 771<), then the use of RTGs and RHUs will not be required. Additionally, launch weight and cost will be significantly reduced due to the absence of any heat rejection and thermal shielding systems for electronics.

The objective of this research was to investigate the possibility of designing and operating basic power processing electronics suitable for operation from 300< down to 77K using standard commercially available components. For this purpose, a 48 W, 36±6/12 V, 50 kHz pulse-width modulated (PWM) de-de power converter was designed and tested in the laboratory at 300< and 771<. Its efficiency increased from 85.6% at 300K to 92% at 77K. The converter performance, component loss, and relevant waveforms are discussed in the following sections.

PWM Buck converter

The 48 W, 36±6/12 V, 50 kHz PWM buck converter was designed for operation at 300K as well as at 77K. This type of power converter can potentially be used in small scientific/experimental spacecraft such as the proposed
CLIR (Combined Lander and Instrumented Rover). The basic converter circuit is shown in Fig. 1. It was designed for a minimum load current of 1 A for continuous conduction mode of operation and a maximum output voltage peak-to-peak ripple of 1%.

Based on the steady-state analysis for continuous conduction mode of operation of a PWM buck converter [3], the following design equations are used for the power circuit design:

\[
L_f \geq \frac{V_o (1 - D_{\text{min}})}{2 f_s I_{\text{out}, \text{min}}}
\]

(1)

\[
C_f \geq \frac{(1 - D_{\text{min}}) V_o}{8 L_f f_s^2 (\Delta V_o)}
\]

(2)

where, \( D_{\text{min}} \) = minimum duty ratio = \( V_{\text{in,max}} / I_{\text{out}, \text{min}} \), \( I_{\text{out}, \text{min}} \) = minimum output (load) current for continuous conduction mode of operation, \( f_s \) = switching frequency, and \( \Delta V_o \) = peak-to-peak output ripple voltage.

Based on equation (1), the required filter inductance is 85.7 \( \mu \)H and was designed using a distributed air gap ferrous alloy powder core from Magnetics (KoolMu 77934) with a relative permeability of 90. Standard magnet wire (\( 3 \times 20 \) AWG) was used for winding 27 turns on the core to obtain the desired filter inductance. Based on previously reported work with molypermalloy powder cores [4], it was expected that the designed inductor will work at low temperature even though its loss might increase a little [5,6].

The required filter capacitance was found to be 41.7 \( \mu \)F using equation (2). For the power converter an output filter capacitance of 50 \( \mu \)F was used. Standard metallized polypropylene film capacitors were used because of their superior low temperature characteristics [7].

**Power semiconductor selection:** For low temperatures, the primary semiconductor material is silicon, although gallium-arsenide also has considerable potential and the primary device is the field-effect transistor in various forms [1,2,8]. Reduced temperature operation offers improvements in performance through improvement of material-based properties such as electronic carrier mobility, thermal conductivity, and electrical conductivity. For this work, standard plastic packaged (TO-220) IRF-540 power MOSFET (28 A, 100 V, 85 m\( \Omega \), 560 pF device) was used as the controllable power switch and a MBR-20100CT (20 A, 100 V, \( V_i = 0.9 \) V) Schottky diode was used as the output rectifier.

**Experimental procedure and results:**

The complete power converter tested at room and liquid nitrogen temperature is shown in Fig. 2. The open-loop control circuit was designed around a biCMOS voltage-mode PWM IC (TC35C25CPE) and a CMOS driver IC (IR-2113). The programmed switching frequency was 50 kHz, and the duty ratio was controlled through the 20 k\( \Omega \) potentiometer kept at room temperature. The driver IC has independent high and low-side referenced output channels. The high-side floating channel was used to drive the power MOSFET without having to use an optocoupler or an isolation transformer. The resistors used in the control circuit were metal-film type and the capacitors were NPO ceramic type, both having fairly temperature independent characteristics [7].

The full-load data were recorded both at 300K and 77K. The control and power circuitry were placed inside a Dewar flask whereas the measuring and sensing instruments were at room temperature, resulting in a highly non-compact circuit layout. The power converter was capable of restarting at 77K. Recorded results and waveforms are discussed next.

The full-load efficiency of the converter increased from 85.6% at 300K to 92% at 77K, and the converter loss decreased from 6.9 W at 300K to 3.6 W at 77K. The switch loss was less than a watt at both temperatures. The filter inductor loss was about two watts and increased slightly at 77K compared to 300K, primarily due to increased
flux density and decreased core resistivity [5,6]. The rest of the loss was due to the output rectifier, output filter capacitor, and stray losses in long cables used for testing the circuit immersed in liquid nitrogen. The stray loss decreased significantly at 77K compared to 300K, primarily due to improved electrical conductivity of wires.

Figures 3, 4, and 5 show the voltage, current, and power waveforms of switch, diode, and inductor, respectively, for 77K and 300K operation. The voltage waveforms show a significant amount of high frequency ringing during the switch turn-on and turn-off instants. This is inherent in any hard-switched converter because instantaneous change in voltage and current is opposed by the switch capacitance and circuit layout inductance, respectively. The high frequency ringing is caused by resonance between the switch and Schottky rectifier capacitance and the circuit layout inductance [5]. The circuit layout inductance was significant due to the experimental setup where the converter circuit was immersed in a liquid nitrogen filled Dewar whereas all the measuring instruments were outside the Dewar. This is evident in Figs. 3 and 4, because the turn-off ringing is much more significant than the turn-on ringing. It can also be noticed that the waveforms at 77K and 300K look almost identical except for the fact that the switching noise is somewhat less at 77K.

Finally, the switching frequency of the converter changed from 51.3 kHz at 300K to 49.7 kHz at 77K, indicating an overall change of only 3%. This change is primarily contributed by the external timing resistor and capacitor used for programming the switching frequency of the PWM control IC. The monolithic resistors and capacitors internal to the PWMIC also play an important role. However, a minor variation in switching frequency will not be a problem for most switching power converters.

Conclusions

This work demonstrated the possibility of successfully operating a power electronic converter from room temperature down to the liquid nitrogen temperature, designed with standard commercially available components and devices. The efficiency of the converter increased from 86.6% at 300K to 92% at 77K. The switching frequency decreased by 3% at 77K respect to 300K operation. The semiconductor and passive component loss as a function of temperature must be looked at further details. The electronic packaging and related thermal mismatch issues must be investigated before any low temperature use of electronics is contemplated.
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Figure 1 PWM buck dc-dc converter.

Figure 2 Complete converter circuit tested at 300K and 77K.
(a) 77K operation

Fig. 3 Switch voltage, current, and power waveforms.

(b) 300K operation

(a) 77K operation

Fig. 4 Diode voltage, current, and power waveforms.

(b) 300K operation
(a) 77K operation

(b) 300K operation

Fig. 5 Inductor voltage, current, and power waveforms.
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Abstract
This paper discusses the result of our research on the use of Bayesian Belief Networks (BBN) for sensor Fault Detection and Accommodation (FDA). This research supports one of NASA's areas of concern and active research for autonomous spacecraft guidance and control. Sensor fault detection and accommodation aims at using hardware and/or analytical redundancies for detecting sensor failures and integrating available redundant information for improving the reliability of the data that goes to the input of automatic control or human operators. Bayesian Belief Networks are directed acyclic graphs with the dependencies and independencies among the variables imbedded within the network structure. They simulate the flow of human reasoning through propagation of evidence via sound probabilistic mathematics. Using BBNs, we have developed several FDA systems ranging from static, non-learning models of discrete variables to dynamic, learning models applicable to continuous variables. We present a review of literature of current research efforts in this area and discuss the results of our method.

Introduction
For space missions and the emergent space commercialization, NASA and the space industry need autonomous learning control systems that can optimize the performance of the spacecraft subject to the constraints of their missions, environmental conditions, and instrument input. To this end, we have launched a research project to develop fault detection and accommodation techniques using Bayesian Belief Networks. These FDA systems have evolved from static, non-learning models of discrete variables to dynamic, learning models applicable to continuous variables. These models can be used for autonomous control applications in areas such as safety-critical fault detection and isolation, signal validation advisor augmenting aircraft flight data recorder, or onboard engine status advisor.

Accurate information about the state of a system is important for optimum tracking or regulatory control of the system, as well as safety considerations. Sensor errors or failures can lead to wrong control actions, or may mask a process malfunction. A fault is defined as "a nonpermitted deviation of a characteristic property which lead to the inability to fulfill the intended purpose" [Isermann, 84]. Therefore, recognizing a fault and, consequently, reorganizing the system to mitigate the effects of the fault is the objective of Fault Detection and Accommodation. Even in absence of a fault, the data reconciliation module of FDA system can provide a closer estimate of the variable under consideration, thus leading to better control. This is important because of inherent error associated with the sensor output even during its normal operation.

The two approaches used for FDA are based on hardware and/or analytical redundancies. Hardware redundancy approach suggests the use of multiple sensors for the same function, and obtains an estimate by data-fusion of these sensor readings. The analytical or functional redundancy approach assumes or learns a functional relationship, i.e., a mathematical model for the system variables. A comparison between the actual sensor readings and model predictions leads to the basis for failure detection. In addition to traditional methods [Sturza, 90; Chin, 93; Anderson, 86; Milner, 86; Barker, 91; Litt, 94; Levesque, 93] and statistical data fusion techniques [Park, 93], the emerging paradigms of fault detection are AI-based. These can be roughly categorized as the following:

1. Knowledge Based Systems-These expert systems use symbolic reasoning to encode an expert's/operator's knowledge into rules, with certain uncertainty factors associated. They are specific to the
process at hand, and require extensive experience on the part of the operator [Watton, 94; Lee, 94; Russell, 89; Singer, 93; Quinn, 91; Hudlicka, 84; Allen, 90; JPL, 94; Collins, 90].

2. **Artificial Neural Networks**—ANNs have been proven to function as efficient classifiers, optimizers, and function approximators. Several learning algorithms and network structures have been proposed, and more are being worked on in the present time. Fault detection has been presented as a classification problem, a clustering problem, or a function approximation one, leading to different network architectures. [Bishop, 91; Mourot, 93; Chiang, 93; Chen, 94; Napolitano, 95; Hoskins, 91; Karjala, 94; Karjala, 92; Karjala, 96; Watanabe, 94; Abdel Mageed, 93; Bernier 94]

3. **Fuzzy Logic**—The speed and simplicity of approximate reasoning and calculation has been the basis of the fuzzy logic domain. Solutions to fault detection problem with this approach have been proposed as application of fuzzy rule bases on residual readings, or along with neural nets using the functional redundancy approach [Dexter, 93; Singer, 91; Mourot, 93; Goode, 93; Sauter, 94; Holbert, 95; Heger, 96]

4. **Bayesian Belief Networks**—This approach is relatively new. Its use in the past has been limited to discrete domain, where the network structure encodes the rules defining the system. These networks can also be dynamic, leading to on-line and localized learning [Deng, 93; Kirch, 94; Nicholson, 94; Nicholson, 96]

**Bayesian Belief Networks**

Bayesian Belief Networks (also known as Causal Networks and Probabilistic Networks) are acyclic directed graphs (DAG). Each node in the network represents a continuous or discrete propositional variable. The link between two nodes denotes a causal dependency of the child on the parent. The network functions through a causal reasoning by propagation of “diagnostic” or “causal” evidence from the variables with known values. Given the evidence, the belief in a variable taking its values is computed as a probability distribution.

We have chosen BBNs to model FDA systems for the following reasons:

1. The nodes in a causal network are “meaningful” as they represent actual events or processes. This is in contrast to the nodes in a neural network where they could have no physical meaning. The connections reflect the “cause-effect” relationships among the nodes, and the propagation of evidence through probabilities is similar to human flow of reasoning. In that respect, the function of causal networks is more explainable, understandable, and acceptable to a human operator.

2. Once the network is constructed, its operation is based upon sound theorems of probability. This eliminates the requirement of intuition and insight associated with quasi-probabilistic measures such as rule-weights or confidence factors, used in fuzzy or traditional expert systems.

3. The dependencies and independencies are implicit in the structure of the causal network. Addition or removal of an instrument can be taken care of by introduction and removal of a node, along with its conditional probability table. It does not affect the structure of the rest of the network, and does not require any changes in any other nodes, connections, or tables. On the contrary, upon introduction of a change, a neural network will have to be retrained, and a fuzzy or traditional rule base will have to eliminate or introduce the calculation of residuals for the sensor in question.

4. Time intervals between successive sensor measurements may be different for different sensors. Readings for not all the sensors may be available at any given instant. Causal networks implicitly allow for missing data, while such an incorporation has to be specifically introduced as rules in a rule-based system, and is very difficult for neural networks.

Despite its benefits, there are some limitations associated with the use of BBNs. For example:

1. All variables are assumed to be random, with precisely or imprecisely known distributions. Some of the variables may not be random, and may be varying as a deterministic function of time.

2. We assume the availability of an underlying model, mathematical or otherwise. This is in contrast to the approach of neural works where no model is assumed and is learned from data. Given the initial model, the BBN can improve it based on its experience.

3. The existing theory allows the use variables with continuous values subject to two restrictions: the probability distributions of these variables must be Gaussian, and the functional dependencies among the nodes must be linear. Thus, any non-linear relationship must be locally linearized.
4. No loops are allowed in the network, i.e., the graph must be a DAG.

**Example**

To illustrate the effectiveness and simplicity of BBNs in FDA, consider a simple system in which an electric heater is used for heating a fluid to a specified temperature, as shown in Figure 1. All variables except the mass flow rate of the inlet fluid and the current in the heating coil are assumed to be constant. Further, all time delays are neglected. We assume the electric current and coolant mass flow rate are measured by an ammeter (AM) and a calibrated rotameter (RT), respectively. Three sensors are used to measure the outlet temperature (THM1, THM2 and THM3). A uniform distribution for all a priori probabilities is assumed. The goal is the dynamic detection and accommodation of the failures of the four sensors, using the available data.

![Figure 1: A schematic diagram of the example heating system.](image)

The steady state equation characterizing the system is:

\[ T_{\text{out}} = T_m + \frac{i^2 R}{mC_p}. \]

Small perturbations in current and mass flow rate, around the steady state, yield a linearized expression for the resultant change in the outlet temperature. When dedimensionalized, it gives:

\[ \Theta = 2\eta - \mu, \]

where

\[ \Theta = \frac{T_{\text{out}} - \bar{T}_{\text{out}}}{T_{\text{out}} - T_m}, \eta = \frac{i - \bar{i}}{i}, \text{ and } \mu = \frac{\bar{m} - m}{\bar{m}}. \]

\( \bar{T}_{\text{out}}, \bar{i} \) and \( \bar{m} \) be the mean values of \( T_{\text{out}}, i, \) and \( m, \) respectively. In the simulations, measurement of each variable is subjected to normally-distributed small sensor noise. The sensors are made to fail with fixed probabilities of failure. Simultaneous failures are allowed to occur. The error of a failed sensor has a standard deviation equal to 3.16 times that of a sensor in its normal mode. Upon failure, a sensor remains in the failed mode until the failure is detected, and then returns to its normal mode. A failure detection alarm is raised when the belief about the sensor being in the failed state rises above a threshold of 0.9.

The BBN representation of this FDA problem is shown Figure 2. The partial result of the analysis is shown in Figure 3. For a 2000-step experiment, the five sensors experienced 214 failures which were detected by the FDA system. In addition, there were nine false alarms, i.e., the FDA system sounded the alarm when the particular sensor was actually in operating status.

**Current Results**

We have developed a dynamic, learning BBN method for both steady and unsteady state failure detection and accommodation. Hugin API [HUGIN, 95] has been used for this purpose for efficient compatibility between a C++ simulator and the network. The following variations of the system definition have been investigated:
Figure 2: BBN representation of the electrical heater system.

Figure 3: A comparison between the actual state of sensor TMH2 and the corresponding belief of the FDA system. As the sensor stays in the failed state, the belief of the system continues to grow until it reaches the threshold value when it sounds an alarm.

1. discrete-valued variables—single variable, single sensor problem; single variable, multiple sensors problem (hardware redundancy); multiple variables, one sensor per variable problem (functional redundancy); and multiple variables, multiple sensors problem (hardware and functional redundancy)

2. continuous-valued variables—multiple continuous variables with linear dependencies; and multiple continuous variables with nonlinear dependencies

3. learning and dynamic causal networks

4. causal fault detection simulations—steady state, three variables problem: the electric heater system; and dynamic simulation of the electric heater system fault detection

5. process control and causal Fault Detection and Accommodation-outlet temperature regulatory control for the electric heater system.

Our future plans call for testing our system using an appropriate NASA flight control problem. We believe that our results would be beneficial in many industrial applications, specifically those of NASA in its space missions. For space missions and the emergent space commercialization, NASA and the space industry needs autonomous learning control systems that can optimize the performance of the spacecraft subject to the constraints of their missions, environmental conditions, and instrument input. Our research can lead to the development of an in-flight
fault detection, stabilization, and reconfigurable control that will monitor safety-critical signals to support better diagnostics and pinpoint emerging problems to improve spacecraft performance for manned and unmanned missions. In addition to meeting the needs of NASA in this important area, the developed product will have commercial applications in aerospace, power generation, chemical and petrochemical processing, and automotive industries.
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Abstract

An algorithm to detect humans in a digital image as the Subject of Interest (SOI) is introduced. This algorithm is based on skin tone detection using fuzzy sets. Color and tint values of each pixel are extracted and used as input to the fuzzy rule base system. The output of the rule base is a skin tone mask that represents the location of SOI in the image. The above mentioned mask is applied to the original image to extract the human SOI.

1. Introduction

One of the most interesting topics in computer vision is image recognition. Several algorithms have been developed to recognize an image using edge detection [6,9], clustering [3,5,7], pattern classification [3], etc. The purpose of these algorithms is to enable a computer to understand its environment from visual information [10]. Among all possible applications of computer vision, the problem of detecting a human SOI is most interesting.

One possible application of human detection is to enhance the quality of printed color images which contain human subjects. Once the human subject of interest is detected, the printed image quality can be enhanced based on the characteristics of the color in human subjects [1].

In the following sections a brief review of color images and different image formats is presented. A definition for skin tone color is introduced. In the preceding sections a fuzzy decision system is used to compute the degree of skin tone content in each pixel. Finally a mask is generated based on these values using a threshold value and some experimental results are presented.

2. Color Image Formats

The use of color in image processing is motivated because of the human eyes' sensitivity to color. Color is a powerful descriptor that often simplifies object identification and extraction. In order to facilitate the specification of colors some standard color models are used. The most commonly used color model is RGB (red, green, blue). The RGB model is widely used for...
color monitors and a broad class of color video cameras. Other color models are CMY (cyan, magenta, yellow), YIQ (the standard for color TV broadcast), HSI (hue, saturation, intensity) and HSV (hue, saturation, value). The color model used in this algorithm is YIQ, since it separates the color information from intensity. The following section describes YIQ model in more detail.

2.1. YIQ Color Format

The YIQ model is used in commercial TV broadcasting [4,8]. In this model, Y corresponds to luminance, and I and Q are two chromatic components called inphase, and quadrature, respectively. The principle advantage of using the YIQ model in image processing is that the luminance (Y) and color information (I and Q) are decoupled.

An RGB image can be converted to a YIQ format using the conversion below:

\[
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} =
\begin{bmatrix}
0.299 & 0.587 & 0.114 \\
0.596 & -0.275 & -0.321 \\
0.212 & -0.523 & 0.311
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]

It is assumed that the images are in 24-bit color format and the standard size is 512x480 pixels. In other words, there are 256 (8-bit) distinct colors of red, green and blue associated with each pixel value. This corresponds to a color space of sixteen million colors. Based on this assumption the ranges of Y, I, and Q are shown below:

\[
0 \leq Y \leq 255 \\
-151.98 \leq I \leq 151.98 \\
-133.365 < Q < 133.365
\]

2.2. Skin tone definition

After converting the data to YIQ format, skin-tone pixels can be determined using the following definition:

**Definition[ 2]**: any pixel in the Q-I plane that falls within ±30 degrees of the I-axis and has a normalized magnitude between 25°/0 and 75°/0 is considered a skin tone pixel.

The above definition is equivalent to having a normalized color intensity value between 0.25 and 0.75 and a tint value between 60° and 120°, where color intensity and tint are defined using the following equations:

\[
\text{Intensity} = \sqrt{I^2 + Q^2} \\
\text{Tint} = \tan^{-1}\left(\frac{I}{Q}\right)
\]

The resulting skin tone region in the Q-I plane is depicted in Figure 1.
3. Skin Tone Detection Procedure

In the above definition the boundaries of the skin tone region are crisp. However, the change of color and tint values in a digital image are gradual. To avoid this inconsistency, color and tint values are fuzzified using the trapezoidal membership functions in figure 3. The fuzzified inputs are then applied to the following rule:

**IF** Color is Skin-Color and Tint is Skin-Tint **THEN** Pixel is SKIN_TONE

Note that the consequent of the rule is a singleton. Using the above inference, a value between 0 and 1 corresponding to the degree of skin tone content is obtained for each pixel. These values are then compared with a threshold (λ). Pixels with values greater than λ are assigned the value 1. The rest of the pixels are assigned the value 0. The resulting matrix is called a high resolution mask. Finally, the subject of interest is detected by multiplying the original image and the high resolution mask. A block diagram of the procedure is depicted in figure 2.
4. Experimental Results

The above procedure was applied to a set of digitized images. The results are depicted in figures 4(a-f). All the images are assumed to have a 512x480 resolution and each pixel has a 24-bit color value. The RGB values range between 0 and 255. Color images are published as gray scale images in this paper due to printing restrictions.

Figure 4(a) represents the original digital image. The result of crisp skin tone detection is depicted in figure 4(b). In this mask, the white pixels represent skin tone. There are a number of non skin tone pixels that are detected as skin tones. On the other hand, the fuzzy logic based mask in figure 4(f) is superior compared to the crisp algorithm. The main concentration of white pixels are now around the faces and the arms of the human subjects. It can be seen that the number of falsely detected skin tone pixels is much less in the fuzzy algorithm than the crisp one. The second test image is shown in figure 4(d). The crisp algorithm's result are shown in figure 4(e). It can be easily noticed that the fuzzy mask in figure 4(f) has less detection error than the crisp mask in Fig(4e).

5. Conclusion

A skin Tone detection algorithm was proposed using a fuzzy decision mechanism. The results were shown to be superior. Further research in this area can be performed to detect other subjects of interest using fuzzy color attributes.
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Figure 4: Skin tone detection Experiment
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Abstract

Object oriented design methods and C++ are becoming popular for software applications of all types. It seems that their popularity has taken longer to reach the realm of scientific and engineering applications. We are currently using these tools in the design and development of a Computational Mechanics Toolkit (CoMeT) to try to benefit from their claimed reduction in maintenance and increase in reusability and extensibility. We hope to achieve these benefits while producing an application that will fill the void between CAD and Analysis.

Benefiting from Object Oriented Design

in the past, most scientific and engineering software applications were designed using a procedural approach and implemented with a compiled programming language like FORTRAN or C. The design and coding for these projects were usually done by the engineers who had defined the problem specification. Unfortunately, these engineers rarely had any formal training in software design or programming standards, which led to code that was very costly to maintain and difficult to modify. This problem is significant because maintenance has been shown to be the largest cost during an application’s lifecycle (Johnson and Foote 1988).

Technical applications are beginning to be developed using object-oriented design and the C++ programming language for several reasons including the reduction of high maintenance costs. In an ideal development environment of this type, engineers and scientists from the appropriate field determine the specifications for the application, software engineers design the product, and programmers implement the design. When the ideal situation can’t be met, it is important that the developers, whatever their background, be trained in software design and use coding standards to achieve a product that will be maintainable.

The primary benefits of object-oriented design are claimed to be reusability, understandability and maintainability (Johnson and Foote 1988; Headington and Riley 1994; Somerville 1996). Better reuse is achieved through modularity, information hiding and inheritance. Well designed objects are more easily reused through increased modularity. Information hiding provides a barrier between an object’s interface and its implementation, giving improved maintainability; a change in an object’s implementation will not lead to changes in other classes because its interface can stay the same. Inheritance provides the ability of new objects to be extensions or slight modifications of existing ones. The developers gain a deeper understanding of the levels of abstraction in a design by focusing on
the design of the objects.

In practice it is difficult to achieve code that is easy to maintain even when using an object-oriented approach (Johnson and Foote 1988). Often people confuse the use of C++ and other tools as the answer to their maintenance problems. C++ is a programming language and does not produce object-oriented code on its own. Object-orientation is achieved by design. The key to better code is careful design. Only when good design is combined with a clearly defined development process and good coding standards can a software product fully benefit from the object-oriented approach.

Design and Description of CoMeT(Computational Mechanics Toolkit)

CoMeT is a software framework being designed using an object-oriented approach (Wirfs-Brock et al, 1990). It is intended to be used as a modeling and analysis environment for numerical simulation of multi-physics natural processes. It has a structure that allows the modeling and analysis of problems in which both the mathematical model and its numerical discretization can change during the analysis. Some general-purpose commercial finite element programs currently allow parametric descriptions of geometry but, to our knowledge, none allow significant modeling aspects, such as geometric topology or material model, to change as an analysis progresses. Unlike other finite element programs, which are designed to analyze only a pre-specified finite element mesh, CoMeT has a structure in which a model can change state in significant ways not previously allowed. For example, a discrete crack may develop and propagate automatically as an analysis proceeds, or the number of holes in a part may change during a design optimization.

CoMeT is designed with a virtual geometry interface (VGI) which can be adapted to various geometric modelers. Currently, the geometry is represented by the ACIS geometric modeling software package (Spatial Technology, Inc. 1996). Modeling and analysis performed by users are maintained as projects in a tree structure. This structure is designed as a composite of “stage” classes of various types for creating, editing and analyzing a “model” class, as shown in Figure 1. The project tree is viewable graphically to provide an interface for management of the project. The project tree provides the means to create and maintain variations of a model in different stages. The project tree structure allows parallel (by different
numerical analysis applications) or sequential analyses to be performed on a model. Parallel stages can be compared to each other in parametric studies, while sequential stages allow evolutionary analyses, such as crack propagation, to be conducted.

CoMeT will typically operate as follows. A project tree is initiated in which a mathematical model of the problem is created. Feature-based parametric geometry is generated for the model. The geometry can be imported from a CAD application or created using CoMeT. Problem boundary conditions are added to the model as required. A numerical model may then be automatically or semi-automatically created. The numerical model can then be routed to a numerical analysis application along with any required steering conditions. Any number of studies of the mathematical and numerical model may be performed. Results data returned from the numerical analyses are viewable graphically along with an updated (if necessary) mesh and geometry. The resulting feature-based parametric geometry can be exported to a CAD application (contingent upon a standard protocol for exchanging feature-based parametric geometry). Thus, it is hoped that the design-analysis loop will finally be closed as illustrated in Figure 2.

![Diagram of CoMeT's place in design and analysis](image-url)
Architecture of CoMeT

The atomic unit of the first level of abstraction in the architecture of CoMeT is what we call a Primary Component (PC). This is the highest level view of a complex system and provides ease of understanding as well as the first level of modularity. A PC also serves as the unit of distribution of tasks across a network of computers (e.g. in a UNIX environment the PCS of CoMeT could be separate processes). The PCs of CoMeT include Command Source, Session, Job and Database Server as shown in Figure 3. A connection between two PCs indicates that communication can occur between those PCs. Data redundancy is minimized across PCS by design. Each of the PCs are divided into subsystems. Within the subsystems are the classes that define CoMeT.

The Command Source PC generates commands either through the Graphical User Interface (GUI) or a script file. This allows execution of CoMeT to be controlled either interactively by user input through the GUI or in batch mode using a script file. Regardless of the source of a command, the Command Source routes it to the Session PC.

A session of CoMeT can consist of one or more user created Jobs running concurrently. At any given time there is only one current Job. Commands from the Command Source are routed by the Session PC to the current Job. Each command is executed by a Job. As each Job is a separate process, the existence of multiple Jobs in a session allows for the
parallel execution of multiple, sequential streams of commands (one per Job).

The Database Sewer PC provides access to and modification of model data. Multiple Jobs can access and/or modify this data simultaneously. The Database Server will provide the necessary transaction management to prevent conflicts and the corruption of data.

CoMeT Data Objects

Within the Job primary component are subsystems that contain the objects which are used to describe the model and analysis of a numerical simulation problem. These objects are called the CoMeT Data Objects (CDOs) because they maintain all the data required for a problem being modeled in CoMeT. Static relationships between CDO classes are maintained in an entity relationship class which is used to control how aggregate hierarchies are built. The run time relationships between instances of CDOs are maintained in a directed acyclic graph (DAG) which facilitates generalized queries for the current relationships any given CDO.

The CoMeT data objects are the focal point of the application and will maintain all the data that makes up the database for the application. In order to achieve the benefits of object oriented design, it is essential that the CoMeT data objects be designed correctly and provide the means to capture the details of all possible model requirements.

Example Problem

A better understanding of how CDOs relate to a computational mechanics problem can be obtained through an example. Consider the plate with a hole in the example problem shown in Figure 4. It has three prescribed conditions which are modeled by PrescribedCondition CDOs. Each of these is related to model geometry (vertices in this case) by PrescribedConditionMediator CDOs and a GeometricDomain CDO. The plate is modeled by an Assembly CDO consisting of one Part CDO.

---

Figure 4
Example Problem

Figure 5
Section
Similarly, the example problem must have RefGeometry, GeometryEntity, and Mesh CDOs to describe its physical shape and numerical model. It also has a Section CDO to model its cross section (made up of three different layers) as shown in Figure 5. MaterialProperty CDOs will be associated with the layers of the Section CDO either through a SectionGeometryMediator CDO with a MaterialSpecification CDO and a MaterialModel CDO, or through a PreIntegratedProperties CDO.

**Additional Features**

CoMeT provides additional features for the modeling and analysis of a problem. There will be data libraries which can be shared within and between project trees. A library contains objects that may be repeatedly used, such as geometry, boundary conditions, material specifications, analysis controls, etc. Any type of CoMeT data object (CDO) may be saved in a library. The ability to monitor and steer analyses in progress is another feature that is planned for CoMeT. This will allow a user to stop an analysis that has gone awry and restart (possibly at a previous stage) with an adjusted numerical model. There is also an abstract type of object that encapsulates all “quantities” that are used in the program. Through extension of this object we plan on having fuzzy numbers which will be the basis for the ability to perform fuzzy finite element analysis.

By combining the compiled language, C++, with the interpreted and extensible functional language, Scheme, we are developing a command language for computational mechanics which will be at the core of CoMeT. Low-level atomic Scheme commands are implemented in C++, while higher-level commands are implemented in a Scheme script and interpreted at run time. In this way, diverse computational mechanics software applications can be easily written in Scheme using a relatively small set of Scheme atomic commands which are implemented in C++. As new atomic commands are required, they can be implemented, as Scheme is an extensible language.

The environment in which CoMeT is currently being developed has been custom made by the designers of CoMeT. It provides the ability for multiple users to create, edit and test files in their own directory structure while maintaining a central repository of all the working revisions of completed code. The versioning is based on the Concurrent Versioning System software package (Free Software Foundation, Inc., 1996). Additionally, we have created a build system that is made up of script and executable files that are tailor made to the directory structure created for CoMeT.

**Conclusions**

Our development team is in an academic environment and consists primarily of civil engineering and computer science graduate students. We have been in the design process for the last two years with about six months of overlapping implementation time. We have found implementation in C++ to be a lengthy process (most likely due to the inexperience of our team in the implementation of large programs in C++) and expect our first prototype to be completed in the Spring of 1997. We will not be able to see how well the object oriented design of CoMeT achieves the benefits of reuse, extensibility, and maintainability until it is completed and starts being used. We have, however, already seen how using an object
oriented approach has lead to much greater thought about, and subsequent understanding of, the abstract ideas and theory required for finite element analysis than has been experienced by developers using procedural types of design.

We have seen success in our custom made development environment. It has proven itself by repeatedly meeting the required objectives. Over half a dozen developers have been using the environment with satisfactory performance for several months.
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The V language design is an experiment with a visual representation of dependencies between data and processes. Data-flow diagrams are most commonly used to represent those dependencies in visual programming languages, for instance, in LabVIEW [Baroth, Hartsough 95] and Prograph [Cox, Gilles, Pietrzykowski 95]. In this paper we consider such data structures as sequences (vectors), and 2-dimensional matrices. The aim of our work is to demonstrate how iterative control constructs typically used for sequence and matrix traversal could be visualized and adapted into data-flow paradigm. We expect that this language will be used as a rapid prototyping tool for experiments with algorithms. The following ideas have contributed to our design.

- The program is rendered as a two-dimensional data-flow diagram that visualizes the dependencies between data and processes. The diagram defines the order of function calls and the data dependencies between function calls.
- Data-flow diagram supports the possibility of parallel execution of threads within the diagram. This approach to Visual Programming Language design became quite common in recent years, see e.g. [Baroth, Hartsough 95], [Glaser, Smedley 95], [Kimura 95].
- The data-flow paradigm is closely related to the functional programming paradigm [Bird, Wadler, 88]. The main difference is that a diagram may have several output ports, while a function returns a single value.
- Diagrams maybe nested, and actually are similar to the notion of procedures in common programming languages. Diagrams calls maybe recursive.
- V introduces special loop constructs for sequences, matrices, and multisets. Here we've followed an approach suggested in the SequenceL language [Cooke 96].
- The use of a pattern mechanism for vectors and matrices eliminates the need for explicit index variables and makes the position of adjacent items within an aggregate visible and easy to understand. It is especially useful in the case of two-dimensional objects (matrices). Patterns also introduce temporary names for items.
- Pictograms and text can be combined together. Simple expressions could be better rendered as a plain text.
- In many cases an iterative algorithm description for vectors and matrices is preferable to recursive descriptions. The V language allows to benefit from combining iteration with recursion.
- Ellipses used in the iterative patterns make the iteration description more visible and comprehensive by providing the direction of iteration. The use of ellipses also solves the problem of nested iterations, e.g. within a matrix.
- Two-dimensional notation makes it possible to introduce such useful control structure as iteration synchronization. This provides an easy to understand way to describe operations that involve multiple vectors or matrices.
- The usage of two-dimensional pictograms reduces the number of lexical and syntactical elements needed to write the program. Good picture may be worth tens of lines of linear code.

**Data-Flow Diagram Notation**

Programs in V are rendered as data-flow diagrams that contain pictograms representing data and processes. The following pictograms have been used in the rest of this paper.

- **value box**, denotes a value
  - (scalar or aggregate)
- **operation box**

Semantics. An operation box has input and output ports to connect the operation with its input and output data. An operation box fires when and only when the following conditions are satisfied.

All input values are delivered to the corresponding input ports and all output values produced at the previous execution cycle are consumed by input ports of the connected nodes downstream. In the case of user-defined operations (diagrams) there are not more active nodes within the diagram (i.e. all previous computations are over). There never is more than one data item in the channel between the sender's output port and a receiver's input port. It is convenient to draw data flow in the diagram from left to right.

Here is an example of a diagram that adds two numbers:

```
  +
```

The previous example can be presented in the abbreviated form by providing names at the input ports.

```
  x:
  y:
```

Input values denoted by x and y are added using predefined operation `+`. Box expression represents the result of an expression evaluation. Names defined at the input ports are visible only in the immediately following boxes.

The **fork pictogram** receives a single value and passes several copies of this value downstream.

```
  x:
  x + 2
  x:
  x * 5
```

Semantics. The fork node fires when its input port receives a value and all output values from the previous cycle are consumed by input ports downstream.
The merge node fires when at least one input port receives a value and passes it to the output port.

Semantics. The fairness property guarantees that each input value will be processed.

In order to be able to draw diagrams with branches and loops we need a conditional flow switch. A conditional switch has several input ports (at the left side of the pictogram) and the same number of output ports (each of “True” and “False” sides. The Boolean Expression is evaluated and the flow of input values is switched to the corresponding side.

Example. This is the most common recursive version of the Factorial program.

Example. A diagram that computes a factorial with an attempt to parallelize some threads.

Regular Computations
The V language supports regular computations, such as applying operations +, *, MIN, MAX, && (Boolean AND), || (Boolean OR) to the whole vector or matrix, or along some dimension within a matrix.
Example. Yet another way to describe factorial function in our formalism is as follows:

\[
\text{Fact } \text{orial} \quad \text{N:} \quad 1..N
\]

The 1..N expression yields a sequence of integers from 1 to N.

**Iterative Patterns and Synchronization**

An iterative pattern provides temporary names for the values associated with the current item and the index value of the current item. The iterative pattern also defines the order of iteration performed on a vector or matrix.

A name followed by `:` and placed inside a pattern box denotes the value or the set of values within this box. The iterative pattern describes the direction of iteration.

This pattern defines an iteration over the vector from left to right (from the items with the smallest index values towards the largest index values). The current iterative item is given a temporary name \(x\), which is visible downstream of the diagram in operation and data nodes immediately connected to the pattern node.

It is possible to provide a temporary name not only for the iterative item value, but for its position (index value) as well. In the following example the index value of the current item can be referred to as I. The dotted line is used to indicate to what pattern element the index pattern is related.

The pattern may involve some adjacent elements of the current item, e.g.

Two data boxes containing iterative patterns and connected in the diagram are synchronized. This means that items in each of them are visited in the same order. As a rule the value of the second synchronized aggregate is constructed from the value of the first aggregate.
Example. To check whether a vector is sorted in ascending order.

Example. Select all odd numbers from a vector. This diagram is an analog of the list comprehension operator in functional languages such as Miranda [Bird, Wadler, 88].

Example. To reverse a vector.

Example. Diagram to calculate matrix determinant. This example follows an example in [Yeung 88].
The pattern may involve more than one aggregate in the diagram. In this case the iteration over multiple aggregates maybe synchronized. The dotted frame denotes the virtual group of objects which are synchronized during the iteration. The number of iterations is determined by the number of items in the shortest aggregate.

**Example.** Checking whether a vector is a palindrome.

**Prototype Implementation Effort**

The work on the V visual programming language has been supported during Summer 1996 by PACES (Pan American Center for Environmental Studies) and NASA. In particular, the visual programming interface has been designed for the SequenceL language [Cooke, 1996]. The prototype implementation of the V language is underway by Alfredo Delgado and Shridhar Bidigalu. The JAVA programming language is used to design a graphic editor and run-time environment for V. This will ensure portability of the V environment to UNIX, Windows, and MAC OS platforms.
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Abstract

Decision making is the core of any control system. The structure of traditional decision makers has been based on a knowledge-base composed of a set of IF-THEN rules, and a sensing mechanism. The driving metaphor for these types of decision makers is the existence of an explicit memory base and its ability to analyze and express by a set of mutually disjoint rules, any situation that the controlled plant experiences. Following the fact that certain situations in real-time do not lend themselves easily to this kind of partitioning, we are proposing a decision making unit which confronts the problems in their entirety, thus, functioning to a great extent like the human brain.

1. MOTIVATION

In the engineering world, when encountering a problem, we normally tend to try to partition the problem into smaller pieces, deal with individual pieces then put the whole thing back together. This strategy is referred to as the analytical method, however this not necessarily the best way of dealing with a problem. Not all the real life issues lend themselves easily to this type of segmentation, Often, in trying to divide a problem into pieces we forget the glue which holds these pieces together. Suppose we want to teach someone how to ride a bike. We can give the individual some insight about the pieces of a stationary bike such as the handle bar, pedals, braking mechanism, etc.. Of course chances of the individual becoming able to ride a bike are not very good. Obviously, unless there is motion the knowledge about the pieces of the bike are not going to be helpful in getting the individual to acquire the ability to ride a bike. On the other hand, if we give the potential bike rider a bike and have him/her just get on it and try to go forward by pedaling, chances of success will be considerably higher (Iran-Nejad et al., 1995). The first approach is the analytical method, the second is a whole theme approach. In whole theme approach we try to approach the problem as a single item as opposed to analytical method, where we try to divide the problem to pieces

2. OBJECTIVE

The objective is to come up with an improved decision making unit which is modeled after the functioning of the human brain and is applicable to real-time engineering problems. We will first survey the existing cognitive theories of knowledge, then put together our biofunctional model.

3. COGNITIVE THEORIES OF KNOWLEDGE:

For the real time decision maker we will be dealing with sensing, storing and retrieving of information. The equivalent terms for these activities in the field of psychology (cognitive theories of knowledge) are cognition, learning and remembering. Notice that the equivalency is approximate. For example, in the case of sensing versus cognition, cognition goes beyond simply sensing of the information. In fact, cognition is sensing, processing, and possibly coming to a conclusion. There are three major families of theories attempting to describe the functioning of the human brain. These are Associationist theories, Connectionist theories and the Biofunctional model. The first two rely on explicit memory as the knowledge base. Biofunctionality is a whole theme approach. We will
consider Information Processing Theory as an example of associationist theories, and Adaptive Resonance Theory along with neural Networks as examples of connectionist theories. Biofunctionality will be discussed in detail.

3.1. Information Processing Theory (IPT):

Information processing theory is historically the first major theory to attempt to model the functioning of the human brain and the learning processes. It is based on computer metaphor. IPT considers the human brain a storage/retrieval structure. The backbone of the system is three separate types of memory: sensory register (SR), short term memory (STM), and long term memory (LTM). The set-up of the system is very similar to a microprocessor hardware line-up (with registers, RAM and ROM), The capacity limitation associated with explicit memory, suggests that the learning should take place sequentially (Iran-Nejad et al., 1995). Prerequisite parts of knowledge have to be internalized first, before they can be combined to construct more complex knowledge.

Learning Mechanism: Learning takes place in three hierarchical phases: cognitive phase, associative phase and autonomous phase. During cognitive phase, the learner mindfully gathers isolated pieces of information. A declarative storehouse of concepts, facts, and principles is built. During the associative phase, connections between the stored pieces of information are made and strengthened, The declarative representation gradually changes to procedural representation. Finally, in the autonomous phase, procedural skills become fully automatic and acquire the ability to self-trigger. In other words, during this phase, no executive control or mindful allocation of attentional resources are required.

Limitations of IPT: The backbone of IPT model is a system of explicit memory structures (SR, STM, LTM), which implies capacity limitations. Capacity limitations in turn, imply that the learning process is sequential. Real learning is both sequential and parallel. In fact one major advantage of the human brain over man-made brain-like systems, is its ability to deal with simultaneous incoming of enormous amount of inter-related data. Furthermore, the IPT model, casts the brain as a predominantly passive memory structure, run by a mindful active control. Obviously, the human brain packs much more capability than a static storehouse. Finally, the IPT suggests that learning is intentional. The real learning is of course both intentional and incidental.

3.2. Adaptive Resonance Theory (ART):

The human brain receives and processes information both serially and in parallel. Consider a picture of someone who you know. If the picture is shown to you, you would not have much of a problem realizing whose picture it is. On the other hand, if the same picture is presented piece by piece, one piece at a time, one would have an awful hard time recognizing the fellow in the picture. This demonstrates the fact that certain categories of knowledge are best perceived through parallel processing. Learning is based on perception matching; “Our perception is often matched against our expectations” (Grossberg, 1995). Expectations lead to focus of attention to data worthy of learning. The need for parallel processing capability and context dependency of learning, as well as the brain’s capability to work backward in time (hence the idea of resonance), calls for a more flexible learning model. One such model is Stephen Grossberg’s (Grossberg, 1995) adaptive resonance theory.

ART model set-up and learning mechanism: ART model structure is based on two memory elements and an inhibition mechanism. The two memory units are long term (LTM) and short term (STM) memories. Short term memory has two components: feature STM and category STM. Learning is based on perception matching. The input, or the detected feature is housed in the feature STM. LTM dispatches a match for the sensed feature and directs it to be placed in the category STM. This match, is the recognition category or learned expectation. Next, the sensed feature and the learned expectation (match, or recognition category) are compared. If the match is reasonably close, a conclusion is made. If there is a mismatch, the cycle is repeated. Inhibition is used for selective amplification and suppression. If a sensed pattern closely resembles an expectation, the inhibiting systems are turned on (focusing attention). If there is a mismatch the inhibiting mechanisms will be weakened or turned off, thus, allowing further search (Grossberg et al., 1994). “Whether or not resonance develops, depends on the level of mismatch, or novelty, that the system tolerates.”

Limitations of ART: From practical point of view, ART is preferable to IPT in the sense that it compensates for some of the shortcomings of IPT. The idea of inhibition however, is a weak point for ART learning model. Inhibition as explained in (Grossberg, 1995), is triggered when the system realizes that its previously initiated perception matching is leading to a mismatch. This is analogous to accelerating a vehicle from a constant speed,
3.3. Neural Networks:

The neural networks are modeled after the human neural system. The basic elements of the model are neurons and nerves. Nerves provide the connections between the central control and the organs. There are two neural subspaces filled with neurons. One subspace presents the input or sensing environment. Input pattern(s) is (are) received via these neurons. Output appears on the output subspace. Neurons of the input subspace are connected to neurons of the output subspace via nerves (connections). Knowledge (rules) is housed in the weighted connections between input and output neurons.

Learning Mechanism: As mentioned above, the knowledge of a neural network is stored in the network of its connections. "Learning" amounts to assigning of weights to these connections. Initially an arbitrary (random) set of weights are assigned to the network. Then, through trial and error the weight assignment is refined. The connection weight set which maps the input (such as an object to be recognized) as closely to the ideal output (an expected image) as possible, is the final form of the knowledge retained.

Limitations of Neural Networks: Just like the associative theories discussed in the previous sections, the neural networks are susceptible to the capacity limitations of explicit memory structures. Also, the success of the system in a cognitive mission depends on the design (mindful monitoring of the initially stored data). The neural networks are capable of one feature detection at a time.

3.3. Biofunctional Model:

Before we explore the biofunctional model, let's consider a couple of biological examples. Assume you wish to pick up an object using your hands. If you are right handed, like I am, your right arm will move towards the object in an attempt to pick it up. The neural network model suggests that there is a nerve connection between the brain (or spine) and your right hand. The command to pick up the object travels through this nerve from brain to the right hand.

Biological experiments however, reveal that the response of a certain organ to a command does not depend on the existence of a physical connection between the organ and the command issuing center (brain or spine). The experiment with the trained salamander clarifies the point. In this experiment, a salamander was trained to push a little door to let loose its food. The salamander normally used his right front leg (hand) to push the door open. When the trainer tied salamander's right front leg to his body, he used the left hand to push the door open (Homaifar et al., 1995). When both front legs were tied, the salamander resorted to using his head in an attempt to push the door open. Had the animal's reaction to command been dependent on the existence of a physical connection from brain to his right hand, he would not have attempted to execute the routine using alternative organs.

Another biological example to the same effect as the point made above, is the blood circulation system. Blood carries different types of particles, hormones, and cells throughout the circulation system. Every organ absorbs the material relevant to itself and lets everything else flow by. Somehow the organs have the distinguishing capability to target and absorb their relevant material only.

The two examples above suggest that the commands, news and information travel throughout the system and that biological activities (such as a certain organ performing a task) do not need a physical connection to/from the brain in order to receive the command. In other words, the awareness is universal. Once an event takes place, the news is available throughout the system. A learning model accommodating this important feature of biological entities is closer to real life and suits our purpose better.

Biofunctional Model: The core of the biofunctional model is the existence of two types of brain activities. Learning is achieved as a result of the interaction between these two activities. The two activities are on-going-brain-activity (OBA), and momentary constellation firing (MCF). OBA is an unbounded, ever present, ever evolving and ever rearranging contiguous body of knowledge. MCFs are short lasting appearance (detection of or
A learning system includes sources of control, functionally autonomous subsystems (organs), on-going-brain-activity (OBA), and the capability of generating MCFs. The subsystems can be thought of as bodily organs. OBA is the main (and only) body of knowledge. Note that OBA is not static. MCFs on the other hand, are momentary phenomena. At any given instant of time the system may or may not experience the appearance of any MCFs. We will further elaborate on OBA and MCFs through the following analogy: Consider a highway traffic arrow (of the kind which are usually used while construction goes on). The arrow is composed of many light bulbs. If all the light bulbs are on or off, we will see the shape of an arrow. If light bulbs go on and off with a certain pattern, we will experience the illusion that the arrow is pointing to a certain direction. The original arrangements of the light bulbs (independent of their on/off status) is analogous to OBA. The turning on and off of each individual light bulb, can be thought of as MCFs. The combination of the background provided by light bulbs, and their going on and off result in the learning experience (the arrow pointing to a direction).

OBA and MCF in action: Two examples: Consider yourself as the learner and someone who you know and regularly interact with as the subject to learn about. Let’s define the summary of all your information about this individual, that is your opinion, as the OBA. Two months from now you may have a different opinion about the individual. The change in the previous opinion will then be caused by the new experiences and interactions that you have had with the individual. These experiences are the MCFs. The relevant experiences (MCFs) will change the composure of the previous OBA (rearrange it).

Again consider yourself as the learner. Suppose you are watching a mystery movie on TV. Your OBA at any given time, is what you have gathered from the story up to that point in time. As you are watching, many scenes are presented to you; these are the MCFs. These scenes have different levels of importance and apparent relevance to the main theme of story. Some of these scenes are judged important and leave a sharply outstanding trace on your OBA. The trace left by others may not be as vivid. As you continue to watch, your understanding of the story gets updated. The updated OBA is the result of interaction between OBA and MCFs.

Notice that OBA remains contiguous at all times. The relevant MCFs get integrated into the OBA. Integration of MCFs into OBA account for the “ever changing, ever evolving, ever rearranging...” characteristic of the OBA. Also, the model has the capability to go back in time (dig into past experiences). Consider the case of watching mystery on TV. Often, as the story unfolds and the mystery is about to be solved, suddenly one or some of the past scenes (MCFs) which were not treated as important, get revived and play a significant role in the making of the conclusion and formation of the final experience. Thus, the OBA is seen to have the capability to mold old and new knowledge and come up with a more accurate account of the events.

Learning: Learning is defined as any change to OBA. Types of activities that the learning system (human brain) engages in from the time of first attention until the time of final conclusion in a learning episode are: attention, inquiry, closure, combination and knowledge creation. The learner pays attention to a certain process when, due to either internal activation or external excitation the system desires to learn about the process. Attention leads to inquiry; The system either mindfully or subconsciously becomes inquisitive about the process in question. Inquisitiveness leads to new data becoming available to the system (closure). This can be the result of externally triggered MCFs as well as OBA trying to revive the past knowledge. Once all types of data (OBA digging into the past, externally triggered MCFs, etc.) from different sources (different subsystems) about a certain event are available to the learner, the learner tries to make sense of all data (combination). If the process leads to or includes an experience worthy of remembering, it gets integrated into the OBA (knowledge creation).

4. Comparison

The comparison of some of the features of the theories that we reviewed is shown in the table below. Comparison of the theories that we discussed, reveals that biofunctionality fits best our originally intended learning model.
Biofunctional Associative and Connectionist Paradigm whole theme piecemeal
learning Mechanism double activity hypothesis (OBA and MCFs) assembly line approach (three sequential phases) for IPT, single pattern processing for neural networks
Processing Capacity the capacity of human brain subject to limitations of explicit memory
Information Routing information is available throughout the system dependent on the existence of physical connection between brain and the organ
Types of Learning allowing both intentional and incidental learning intentional learning only (IPT)

5. Biofunctionality in Detail:

Biofunctionality and Remembering: The following analogy and examples demonstrate that the biofunctional model describes the human experience of remembering very closely.

Rubber Sheet Analogy: Recall OBA; "... an unbounded, ever present, ... contiguous body of knowledge". This, can be thought of as a rough surface with bumps, peaks and valleys, just like one of those computer generated terrain maps. Every feature (bump, peak or valley) of this surface corresponds to a certain experience (knowledge), of a network of interrelated (not entirely separable) experiences. Suppose this surface is made of rubber sheet. Now, consider this rough surfaced rubber sheet in a three dimensional Cartesian space. The vertical axis signifies the vividness of the memory. At the bottom of valleys, the awareness about a certain experience is almost non-existent (oblivion region). On top of the high peaks, the experience is vividly present in the memory (full-awareness region). Thus, remembering a certain event will be like pulling a valley or a low peak from oblivion or low awareness up to the full-awareness region, the higher the point comes up, more vividly it is remembered.

Remembering is not exact: Often, when trying to remember an old tune (a piece of music that you used to listen to some years ago), in addition to the main subject of recall (the piece of music), other memories of those days will come to life. You will probably remember the setup of your living quarters, taste of foods that you used to eat and other details. The surrounding items and details may not be recalled as vividly, nevertheless, most likely more memories will be revived than you originally intended to recall. This phenomenon can be explained by the rubber sheet remembering analogy. When you target a point on the sheet and pull it up, a cone like segment of the sheet will come up with it. The apex (main focus of attention) attains the highest degree of vividness. The surrounding material will become livelier than before but not as vivid as the main item to be remembered.

Repeated Remembering: When you try to remember an event which took place a couple of years ago that you have not thought of ever since, you might have to make some effort to remember it. However, if you make a second attempt a few days after the first, the second time around the recalling process will require much less effort. This can be explained by the rubber sheet remembering analogy. Forgetting an experience is equivalent to sinking down of its representative feature (peak, bump, ...) to the oblivion region. This is like resetting of a mechanical system, which is usually a function of time. Rubber sheet too, can be considered to be slow in returning to its position before being disturbed. At the time of the second attempt, the newly risen peak has not totally retreated to its pre-remembering position. The longer the time lapse between the two remembering instances, the greater the effort for second remembering. This is of course in contrast with the explicit memory models. If you pick a book which has been sitting in a library shelf for the past few years, put it back and pick it up again the next day, the effort needed to withdraw the book, will be same in both cases.

Sources of Regulation: Learning and remembering in the biofunctional model are regulated by internal and external sources of control. The biofunctional model accommodates both intentional and incidental learning. To account for these two types of learning we define two internal sources of regulation; active and dynamic. The active (executive) type of control, regulates the intentional learning, while the dynamic (non-executive) control regulates the unintentional activities. An example of active control is the case when we deliberately initiate an action. A wide range of biological functions, such as heart beat, on the other hand are dynamically regulated.
A Human Experience Example: Let us review the first example of section 3.3. Consider yourself as the learner and your impressions of someone who you regularly interact with as the OBA. Any time that you notice the individual in question, or come in contact with him, your attention gets activated. If the individual utters some words towards you, naturally you will notice and make an attempt to hear him out. This accounts for the inquiry sub-function. The receiving of the message is the closure. Through the message the individual may alter your impression of him, remind you of a promise (cause you to remember and compare), or give you some information. These activities will all take place at the combination stage. If a conclusion is drawn or a piece of information worthy of future remembering is received, it will be integrated into knowledge base during the knowledge creation.

A More Technical Set Up: Consider a distributed system set-up composed of a robot (the host of learning), a number of users and resources and an information network. The robot’s job is to fetch the resources requested by the users. Jobs have different priorities. Any time that a user desires a resource, it announces the request in the information network. Similarly, the resources will announce their being or not being available. All the announcements are atomic (they either reach all the players or are not received by anyone). The robot has some initial familiarity (OBA) with the set up of the environment in which it is operating. The attention sub-function is always on the look out for new announcements on the information network. When a user requests a service, the attention sub-function and subsequently the inquiry are activated. During closure the message is received by the robot and is interpreted. The robot inquires about the availability of requested resource and the priority status of the job. It may use auxiliary functions such as path finder or priority scheduling to construct the response (combination). After some operation time the robot may pick up certain patterns of job referrals (habits) which may help it schedule the jobs more efficiently or develop some navigational (obstacle avoidance) rules. The robot should also make note of permanent unavailability of a resource (the resource being used up). The knowledge creation sub-function will integrate such data (with long term usage potential) into the OBA.

6. Conclusions

The comparison between the reviewed theories and biofunctionality reveals that the biofunctional model accommodates the characteristics and requirements of our originally intended learning model. These requirements were: contiguous body of knowledge, universal information exchange and connection-independent execution environment. The model is particularly suitable to dealing with complicated situations with inter-dependent players, where the traditional single thread analysis may not yield the best result. We believe that the biofunctional model can successfully and accurately model the decision making aspects of a multi variable operational environment. We intend to employ the refined biofunctional learning and remembering model to a multi robot task scheduling and task performing scheme similar to the scenario discussed above.
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REGIONAL GEOLOGIC MAPPING OF MESOZOIC REDBED SEQUENCES IN NORTHERN MEXICO UTILIZING LANDSAT THEMATIC IMAGES.
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STUDY AREA

The area of study for this investigation is comprised of two parts: a) the study area and the b) map area (Figure 1). The area of study is the area in northern and central Mexico where stratigraphic sections of the Nazas Formation and the Huizachal Group were measured. The study area comprises the states of Coahuila, Durango, San Luis Potosi, Zacatecas, Nuevo Leon, and Tamaulipas.

The map area refers to the Caopas-Apizolaya Quadrangle in northern Zacatecas where approximately 3,000 km² were mapped utilizing Landsat thematic images. In addition, detailed stratigraphic studies, geochemistry, and geochronology of the Caopas, Rodeo, and Nazas Formation were also performed.

OBJECTIVES AND SIGNIFICANCE OF STUDY

Studies of Mesozoic redbed successions in north and central Mexico are very scarce, and confined primarily to the LaBoca and La Joya Formations outcrops in the area of Ciudad Victoria in the state of Tamaulipas. Geologic mapping of red beds is sparse and mainly focused on the redbed outcrops of Tamaulipas. Studies of the redbed successions in the State of Nuevo Leon are also very limited.

The first objective of this investigation is to prepare geologic maps and structural sections of Triassic-Jurassic Nazas outcrops in the San Julian Anticlinorium, Zacatecas, using a Landsat imagery cover more than 3,000 square kilometers. This area is particularly critical because it encompasses the largest outcrops of the Mesozoic Nazas Formation in northern and central Mexico. Regional structural analysis, in particular, will document the structural and tectonic evolution of this region, which will be integrated to a more tectonic regional analysis. The new data will yield insights into the possible controls of basement tectonics on the development and configuration of the Jurassic-Cretaceous marine platform, and its subsequent evolution into the fold and thrust belt that now constitutes the Sierra Madre Oriental in northern and eastern Mexico.

The second goal of this study is to integrate the stratigraphy, depositional facies, paleocurrent data, and paleontology of the Triassic-Jurassic sequences to provide a regional paleogeographic overview. The history of the Mesozoic continental basins,
their original geometry and configuration in northern Mexico will be approached by integrating the stratigraphic, sedimentological, structural, geochemical, and isotopic data. The analysis will be complemented by the geochemical and isotopic data obtained from the volcanic rocks associated with the sedimentary sequences. This objective will be achieved through detailed description and measurement of the volcanic-sedimentary sections of the Nazas Formation in several basins located in the states of Durango, Coahuila, Zacatecas, San Luis Potosi, Nuevo Leon, and Chihuahua. Primary sedimentary structures and sedimentological characteristics will also be studied to interpret the regional depositional framework. Sandstone and volcanic samples collected from the measured sections will be prepared for petrographic study. Sandstone detrital modes will yield information about regional and temporal changes in sandstone provenance, possible sediment sources, volcaniclastic input, and interpretation of tectonic setting.

The third goal of this study is to constrain the age and affinity of volcanic rocks within the Nazas Formation. Isotopic ages (Ar-Ar and K-Ar) will be essential not only to correlate the stratigraphic sections, but also to constrain the timing of volcanic events during basin evolution. Selected volcanic samples also will be analyzed for their major and trace elements. These analyses will determine the volcanic lithologies present, and their tectonic affinity (i.e., whether the volcanic rocks are related to extension-related volcanism, or subduction-related volcanism). For example, the most distinctive chemical features of continental-margin volcanic suites are higher concentrations of K, Sr, Rb, Ba, Zr, Th and U, K/Rb, and Fe/Mg ratios, whereas the chemical composition of erupted magmas in continental rift zones is more complex, but generally contents higher concentrations of Mg, Al, Cr, Ni, Co, Nd, and Pb, and constant Nb/Zr and Hf/La ratios (Wilson, 1993).

The magmatic history and tectonic framework of the Nazas Formation will be important contributions to the geology of Mexico, especially if they are supported by geochronologic and geochemical data.

**METHODOLOGY**

**Mapping.**
Regional geologic maps of Mesozoic regions were produced from Sierra de San Julian, Sierra de Teyra, and Sierra de Candelaria, Zacatecas were produced at 1: 50,000 scale. This area in northern Zacatecas is here considered the key map area for this investigation and was mapped in detail with the aid of Landsat imagery. The Landsat thematic mapper (TM) scene also covers a critical areas in northern and central Mexico, where the most extensive and best exposed outcrops of Mesozoic Nazas occur underneath the fold and thrust belt. The scenes were processed at the Jet Propulsion Laboratory in Pasadena, California. This digital data processing consists of creating false color composite images using TM bands 4 (Reflected near IR), 3 (visible red), and 7 (Reflected short wavelength H?). This multispectral combination yields the best enhancement of geologic features, based on preliminary image processing results that have already been completed. Subsequently, the TM data were superimposed on digital elevation models to obtain perspective views of selected areas within the San
Julian Anticlinorium in northern Zacatecas. The combined analysis of multispectral and
topographic data provides a powerful tool for acquisition of stratigraphic structural
information.

For the purpose of mapping, the TM image of northern Zacatecas was divided
into subimages covering the areas of interest. Geological mapping was essentially
done at a scale of 1:50,000, which is the same scale as Mexican topographic maps,
whereas a regional structural interpretation of the map area along with a significant
portion of the fold belt was done at a 1:250,000 scale. The 1:50,000 scale images
are also appropriate for the geologic detail needed, and the nature of the outcrops. In
addition, other subimages were printed at 1:100,000 scale to interpret large-scale
structures which are only partially seen on the 1:50,000 scale ones.

Stratigraphic Work.

The localities where known major redbed outcrops occur are shown in Figure 1. Measurement of stratigraphic sections with tape and Brunton was done in those
localities where the deformation is not very complex. However, other sections were
measured in intensely metamorphosed areas. Some large areas required of the
measurement of two or more sections due to lateral stratigraphic variations within the
area. Field methods included the construction and measurement of stratigraphic
columns, identification and description of hand sample rock specimens, and the
collection of sedimentary and volcanic samples for further study. Contacts within the
redbed units, and also between older and younger formations were also described to
understand the chronology of geologic events. Other data such as bedding
characteristics, grain size, primary sedimentary structures, and paleocurrent
measurements were also collected. Structural features such as folds, fault types,
metamorphic fabrics and fractures were identified, described, measured, and mapped
in the field. Simplified geologic maps of Mesozoic localities in other states where
sections were measured were constructed from previous published data.

Laboratory work.

Thin sections of igneous and sedimentary samples collected from the measured
sections were prepared, stained for feldspar recognition, and petrographically
described. A total of 240 thin sections were studied under the microscope. A total of fifty
one selected volcanic rocks (approximately 100 gr.) were pulverized at the crushing
room in the UTEP Department of Geological Sciences. The samples were sent to
XRAL laboratories in Ontario, Canada sent for standard major (SiO₂, TiO₂, Al₂O₃,
Fe₂O₃, FeO, MnO, MgO, CaO, Na₂O, K₂O, P₂O₅) and trace element (Rb, Sr, Ba, Zr,
La, Ce, etc.) with 20 ppm detection limits.

Geochronology

The isotopic analysis (Ar-Ar) of 15 volcanic rock samples of the Nazas from the states
of Durango, Zacatecas and San Luis Potosí were performed at the Laboratory of
geochronology in the University of Houston. A total of four samples were dated using
the K-Ar whole-rock method at the Geochron Laboratory. One sample was collected at
the Caballeros Canyon, Tamaulipas, another at the San Marcos area, Nuevo Leon,
another one at Miquihuana, Tamaulipas, and the fourth one at the Cerro La Cruz (Aramberri), Nuevo Leon.

**Geochemistry.**
A total of 45 samples of volcanic rocks were collected from the Nazas Formation in the states of Durango, Coahuila, Zacatecas, and San Luis Potosi. Four more samples were collected in the Ciudad Victoria Canyons, Tamaulipas, and one in the San Marcos area, Nuevo Leon. The volcanic rocks selected for geochemical analyses are considered "relatively fresh" and non-foliated. Considering the Mesozoic magmatic history of Mexico, completely fresh rocks do not exist. Geochemical analyses were performed at XRAL Laboratory in Canada. Major element geochemistry is reported as SiO₂, Al₂O₃, CaO, MgO, Na₂O, K₂O, Fe₂O₃, MnO, TiO₂, P₂O₅, Cr₂O₃, and LOI, and trace element geochemistry is reported on Rb, Sr, Y, Zr, Nb, Ba. Geochemical analyses were done using the X-ray fluorescence method.

**CONCLUSIONS**

1) Late Triassic to Middle Jurassic volcanic-sedimentary sequences of the Nazas Formation were formed within a continental margin volcanic arc that extended northwest, across Mexico. This volcanic arc is the southern continuation of the magmatic arc of western North America.
2) Triassic to Jurassic redbed strata of the Huizachal Group accumulated in rift basins which are related to the rifting and opening of the Gulf of Mexico basin.
3) Geologic mapping with Landsat images allowed the recognition of outcrops of the Nazas Formation within the cores of breached anticlines along the Mexican fold belt. Further detailed mapping of these rocks defined a more precise lithologic division of this formation.
4) The characterization of structural styles developed by the lower Mesozoic continental strata and the overlying carbonate platform was only possible with the construction of multiple perspective views.
EXPLANATION
1. Chihuahua
2. Coahuila
3. Nuevo Leon
4. Durango
5. Zacatecas
6. San Luis Potosi

Figure 1. Approximate location of study and map areas in northern and central Mexico.
San Julian Anticlinorium

Thematic Mapper band 5

This image is the fifth channel of the Thematic Mapper scanner mounted on the Landsat 4 and 5 satellite. Its wavelength is in the reflected infrared band of the electromagnetic spectrum and is outside the range of human vision. Its specific wavelength is 1.55\(\mu\) to 1.75\(\mu\). This spectral range is useful for determining moisture content of soil and vegetation. This band penetrates thin clouds and provides good contrast between vegetation types. This image has been contrast enhanced using a gaussian stretch with a sigma value of 2.5 and a light high pass filter applied to bring out detail. The raw un-enhanced version of this file is available.
ULTRASOUND ALGORITHM DERIVATION FOR SOIL MOISTURE CONTENT ESTIMATION

Belisle, W. R., R. Metzl, J. Choi, M. D. Aggarwal, and T. Coleman
Center for Hydrology, Soil Climatology, and Remote Sensing
Alabama A&M University, Normal, Alabama 35762

ABSTRACT

Soil moisture content can be estimated by evaluating the velocity at which sound waves travel through a known volume of solid material. This research involved the development of three soil algorithms relating the moisture content to the velocity at which sound waves moved through dry and moist media. Pressure and shear wave propagation equations were used in conjunction with soil property descriptions to derive algorithms appropriate for describing the effects of moisture content variation on the velocity of sound waves in soils with and without complete soil pore water volumes. An elementary algorithm was used to estimate soil moisture contents ranging from 0.08 g/g to 0.5 g/g from sound wave velocities ranging from 526 m/s to 664 m/s. Secondary algorithms were also used to estimate soil moisture content from sound wave velocities through soils with pores that were filled predominantly with air or water.

INTRODUCTION

Ultrasound methods involve the mechanical vibration and propagation of waves above about 20,000 cycles/s through various materials (Dull et al., 1964). The velocity of these propagating waves is affected by the nature of the material through which it is passing. Curtis (1982), Szilard (1982), and Kinsler et al. (1982) describe several equations and input parameters used in estimating the velocity of sound waves traveling through different media. Sound waves travel through air and water at velocities of approximately 330 m/s and 1660 m/s, respectively. These waves travel through solid materials such as aluminum and steel at velocities of 6,300 m/s and 6,100 m/s, respectively. They also travel through porous materials such as concrete, ice, and cork at velocities of 3,100 m/s, 3,200 m/s, and 500 m/s, respectively (Kinsler et al., 1982). Kinsler et al. (1982) also reported a number of other solid material properties associated with sound wave velocities including density (kg/m³), Young’s Modulus (Pa), Shear Modulus (Pa), Adiabatic Bulk Modulus (Pa), Poisson’s Ratio, and Characteristic Impedance (Pa*s/m).

In-situ soils have some properties that are similar and different than those of many materials classically evaluated using ultrasonic sound wave velocity measurements. Soils are quite heterogeneous and the classically evaluated solid materials are homogeneous (Brady, 1990; Szilard, 1982). Soils can be compacted to a greater degree than materials such as steel and iron and have porosities around the range of materials such as cork and oak wood. Moisture content variation in soils occurs differently than in solid materials such as steel and iron, or glass and quartz. Texture, organic matter content, bulk density and porosity are major contributors to the soil water holding capacity (Brady, 1990). Additional contributions may be made by the presence of soil microbes, rocks, and other chemical and physical parameters. The purpose of this study is to perform initial investigations of the derivation of elementary and secondary ultrasound algorithms useful in evaluating soil moisture content variation. The study will attempt to incorporate soil moisture content, porosity, organic matter content, bulk density, and texture into existing equations that are used to estimate the velocity at which ultrasonic waves propagate through soils with pores that are filled predominantly with air or water.

ALGORITHMS

Sound waves moving through media with no boundary effects can be described by the sound velocity, c, which can be described by shear and pressure waves (Szilard, 1982).

\[
C_{\text{shear}} = \sqrt{\frac{E}{\rho \left(1 + \sigma\right)}} = \sqrt{\frac{G}{\rho}} \tag{1}
\]
and

$$C_{\text{pressure}} = \sqrt{\frac{E}{\rho (1+\sigma)(1-2\sigma)}}$$  \hspace{1cm} (2)$$

where velocity is determined by the density, \( \rho \), the modulus or elasticity, \( E \), and Poisson's ratio, \( \sigma \), and \( G \) is the modulus of rigidity (also called the shear modulus or torsional modulus). The density of a given volume of solid material is described similarly to the density of a given volume of soil, \( \rho_b \); density of soils is equal to the mass of the dry soil, \( M_s \), divided by the entire or bulk volume occupied by the material as shown in Equation (3)

$$\rho_b = \frac{M_s}{V_{\text{TOTAL}}}$$  \hspace{1cm} (3)$$

where \( M_s \) is the soil mass and \( V_{\text{TOTAL}} \) is the total volume of a given soil sample. The total velocity, \( C_{\text{TOTAL}} \), of sound waves through a medium may be described as

$$C_{\text{TOTAL}} = C_{\text{press}} + C_{\text{shear}}$$  \hspace{1cm} (4)$$

Therefore,

$$C_{\text{TOTAL}} = \sqrt{\frac{E}{\rho (1+\sigma)(1-2\sigma)}} + \sqrt{\frac{G}{\rho}}$$  \hspace{1cm} (5)$$

Equation (5) suggests that the velocity of sound waves moving through solid media decreases with positive increases in \( \rho \).

Soil moisture content, \( \theta \), is defined as

$$\theta = \frac{M_w}{M_s} \hspace{1cm} \text{and} \hspace{1cm} M_s = \frac{M_w}{\theta}$$  \hspace{1cm} (6)$$

Substituting Equation (6) into Equation (3) results in

$$\rho_b = \frac{M_w}{\theta_m V_{\text{TOTAL}}}$$  \hspace{1cm} (7)$$

Substituting Equation (7) into Equation (5) results in

$$C_{\text{TOTAL}} = \sqrt{\frac{E\theta_m V_{\text{TOTAL}}}{M_w (1+\sigma)(1-2\sigma)}} + \sqrt{\frac{G\theta_m V_{\text{TOTAL}}}{M_w}}$$  \hspace{1cm} (8)$$

\( C_{\text{TOTAL}} \) can be further defined as

$$C_T = \sqrt{\frac{E\theta_m}{M_w}} \alpha + \sqrt{\theta_m \beta}$$  \hspace{1cm} (8a)$$

where

$$\alpha = \frac{1-\sigma}{(1-\sigma)(1-2\sigma)}$$  \hspace{1cm} (8b)$$
and

$$\beta = \frac{6 V_{TOTAL}}{M_w}$$

(SC)

Since

$$\theta_v = \rho B \theta_m$$

(9)

Equation (9) can be substituted into Equation (8) and results in

$$C_{TOTAL} = \sqrt{\frac{E \theta_v V_{TOTAL}}{\rho B M_w (1 + \sigma)(1 - 2\sigma)}} + \sqrt{\frac{G \theta_v V_{TOTAL}}{\rho B M_w}}$$

(10)

Equations (8) and (10) are the elementary algorithms (EI and EII) used for estimating mass and volumetric soil moisture content, respectively, from sound wave velocity through soils. The effects of porosity on $C_{TOTAL}$ can be described using a modification of either of the elementary algorithms as shown in Equation (11) and (12).

$$C_{TOTAL} = \sqrt{\frac{E \theta_m V_{SOLID}}{\rho B M_w (1 + \sigma)(1 - 2\sigma)}} + \sqrt{\frac{G \theta_m V_{SOLID}}{T - \phi M_w}}$$

(11)

$$C_{TOTAL} = \sqrt{\frac{E \theta_v V_{SOLID}}{\rho B (1 - \phi)(1 - \sigma)}} + \sqrt{\frac{G \theta_v V_{SOLID}}{\rho B (1 - \phi)}}$$

(12)

where $V_{SOLID}$ is the volume of solid portion of the soil system. Organic matter and texture effects can also be evaluated through the measurement and evaluation of the volume of soil organic and mineral fractions within $V_{SOLID}$.

Szilard (1982) further describes the velocity of ultrasound waves through air and water as

$$C_{AIR} = \sqrt{\frac{\gamma P_0}{\rho_o}}$$

(13)

and

$$C_{FLUID} = \sqrt{\frac{k}{\rho}}$$

(14)

where $C_{FLUID}$ is the speed of sound waves through air, $\gamma$ is the specific heat ratio, $P_o$ is the static pressure, $\rho_o$ is the static density, $C_{FLUID}$ is the speed of sound waves through water, $k$ is the bulk stiffness modulus, and $\rho$ is the density. Soil particles are considered to be in air until the water in the pore space flows or has similar properties as a complete pore volume of water. Equation (7) can therefore be substituted into Equations (13) and (14) to result in

$$C_{AIR} = \sqrt{\frac{\gamma P_o \theta_m V_{TOTAL}}{M_w}}$$

(15)

and
Equations (15) and (16) are the secondary algorithms (SI and SII) used for evaluating $c$ through porous media in air and water, respectively. $C_{\text{AIR}}$ and $C_{\text{FLUID}}$ can be further defined as

$$C_{\text{AIR}} = \sqrt{\theta_m A}$$  \hspace{1cm} (15a)$$

and

$$C_{\text{FLUID}} = \sqrt{\theta_m B}$$  \hspace{1cm} (16a)$$

where

$$A = \frac{\gamma \rho_0 V_{\text{TOTAL}}}{M_w}$$  \hspace{1cm} (15b)$$

and

$$B = \frac{k V_{\text{TOTAL}}}{M_w}$$  \hspace{1cm} (16b)$$

RESULTS AND DISCUSSION

The EI elementary algorithm (Equations 8a, b, and c) for estimating sound wave velocity from mass soil moisture content was used for the algorithm simulation. 100 gm of a well granulated soil and the preliminary data from Choi et al. (1996) were used as input data. The value of $a$ was assigned a value of 0.3 and the shear propagation through the media was assumed to be negligible. The mass moisture content for the simulation ranged from 0.08 (wilting point) to 0.5 (saturation) and the numerical value for the modulus of elasticity, $E$, ranged from $9.25E5$ (moist) to $1.47E6$ (dry). Figure 1 shows the results of plotting $\theta_m$ versus $C_{\text{TOTAL}}$ for the algorithm simulation. The velocity of the sound waves decreased from 664 m/s to 527 m/s with a slope of -312 as the soil moisture content increased from 0.08 g/g to 0.5 g/g.

Soil moisture contents ranging from 0.08 g/g (wilting point) to 0.5 g/g (saturation) were estimated from the velocity of sound waves moving through the soil media using the secondary algorithms SI and SII (Equations 15a and b and 16a and b). The results of plotting mass moisture content, $\theta_m$, versus sound wave velocity in soils with little water in the soil pores, $C_{\text{AIR}}$, and in soils with predominantly water-filled pores, $C_{\text{FLUID}}$, are shown in Figure 2. The SI algorithm estimates soil moisture content ranging approximately zero to 0.3 g/g and the SII algorithm estimates soil moisture content ranging from approximate y 0.3 to that of saturation.

CONCLUSION

The ultrasound algorithms developed for estimating soil moisture content from sound wave velocities are viable tools which can be used in this regard. The EI and EIi elementary algorithms are capable of estimating soil mass and volumetric moisture contents as well as other soil properties such as porosity, organic matter, and texture. The SI and SII secondary algorithms facilitate the estimation of soil moisture content from sound wave velocities at moisture contents ranging from approximate y zero to that of saturation. The major considerations and limitations associated with the algorithms include the fact that the equations described by Szilard were developed for solid, homogeneous materials as opposed to soils which are porous, heterogeneous materials. Material lattice description and consistency and the modulus of elasticity are parameter considerations that vary greatly from one material to the next. The described algorithms suggest a decrease in the porous material elasticity with increased moisture content.
Figure 1. Mass moisture content versus soundwave velocity using the elementary algorithm, El.

Figure 2. Soundwave velocity through soils containing predominantly air and water using the secondary algorithms, Si and SII.
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Abstract

In this paper, we show how methods developed for solving a theoretical computer problem of graph isomorphism are used in structural chemistry. We also discuss potential applications of these methods to exobiology: the search for life outside Earth.

1 Identification of chemical substances: why we need it, why it is difficult, and what we are going to do about it

Identification of chemical substances can be reduced to a graph isomorphism problem (well known in theoretical computer science). One of the main problems of chemistry is identification of chemical substances.

In non-organic and organic chemistry, there exist experimental techniques that enable us to describe a graph structure of the unknown substance, i.e., to describe which atoms it consists of, and which of these atoms are connected by chemical bounds. In order to identify this substance, we must compare it with graphs that describe known substances.

In mathematical terms, we need to check whether an (experimentally obtained) graph is isomorphic to one of the graphs that describe known substances.

Graph isomorphism problem is known to be hard. Unfortunately, the general graph isomorphism problem is known to be hard to solve.

For some substances, different nodes correspond to different types of atoms; in this case, it is relatively easy to check whether a given molecule coincides with this substance, because we can simply identify each atom with a similar atom in the standard substance and then check whether all connections are as in the standard model.

For many other substances, however, atoms of the same type occur in different places of the structure in different roles; examples of such substances are organic substances and fullerenes. For these substances, we have to actually solve the difficult graph isomorphism problem.

How to solve this difficult problem: the main idea. One way of solving this problem is based on the following idea:

- It is known that to every graph, we can assign a polynomial or several polynomials that uniquely determine this graph (i.e., the two tuples of polynomials coincide if the graphs are isomorphic).

- Thus, to check whether the two graphs are isomorphic, we can compare the coefficients of the corresponding polynomials.
These methods are widely used in structural chemistry; see, e.g., [8, 1, 7, 9, 10, 2, 3].

We can further compress these polynomials into numbers (called indices) that also give complete information about the graph [11], and compare only these numbers.

A word of warning: index methods are only heuristic. The resulting methods are, of course, only heuristic method, because sometimes, due to computer inaccuracy, non-isomorphic substances get erroneously identified.

How frequent are the errors? Since the index methods are purely heuristic, it is important to check how frequently the methods err.

Our numerical experiments show that these errors are extremely rare (and that, therefore, this method works really well) [4]: among all the generated graphs, only 10^-5 of them got mis-identified.

2 Some technical details

The index that we use in this work, we use an index called Ulam index because it originated with the ideas presented by S. Ulam in [12].

The Ulam Index is defined (and calculated) as the result of substituting the properly coded structural information of Ulam Subgraphs (defined in [12]) into the matching polynomial of a graph (for a definition of a matching polynomial, see, e.g., [7]; the matching polynomial is a unique and invariant representation of a graph).

We want to substitute some values into the matching polynomial and get an index. To prevent two graphs from having the same index, we differentiate between the variables that correspond to different vertices by counting the number of times that each variable representing a vertex appears in the matching polynomial. This idea is similar to the one used in the definition of the Hosoya's Z index of the graph with that vertex deleted [9].

So, the first natural idea is to use these numbers of times as values of the variables that are substituted into the matching polynomial. This first idea leads to a good index, but, unfortunately, the resulting numbers are too large and cannot be easily represented in the computer.

In order to avoid this problem, before we substitute the weights, we normalize them by dividing each weight by the Hosoya's Z Index of the whole graph (i.e., by the total number of terms in the matching polynomial). The result of substituting these normalized weights is what we call an Ulam index.

We have a program that computes the Ulam index. We have developed a computer program named GRADE (Graph Recognition Algorithm Developed for Education) that computes the Ulam index. This program is used, in particular, to tutor and test students in chemical nomenclature.

Ulam index is highly discriminating. The Ulam Index is a number that uniquely represents a planar graph. This index is highly discriminating in the sense that usually, non-isomorphic graphs have drastically different values of the Ulam index and therefore, even if we perform computations on real-life computers with computational inaccuracies, the resulting indices typically remain different.

In particular, as our computer experiments show, the Ulam Index differentiates all trees up to 20 vertices (there are 1,346,024 of them) and all graphs up to nine vertices (there are 274,668 of them).

3 Possible applications to space exploration

One of the major tasks for the past and future space missions to planets and other celestial bodies (such as comets and asteroids) has been to look for life or at least for traces of the former life (see, e.g., [5, 6]). This is especially important now, when traces of life has been found in meteorites coming from Mars.

Automatic robotic missions must be able to analyze the substances that they find on the other planets and identify them.

For this identification, graph isomorphisms algorithms can be of great help.
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1 Introduction
A Geographic Information System (GIS) is a computer-based system that enables capture, modeling, manipulation, retrieval, analysis and presentation of geographically referenced data. A GIS operates in a dynamic environment of spatial and temporal information. This information is held in a database like any other information system, but performance is more of an issue for a geographic database than a traditional database due to the nature of the data.

What distinguishes a GIS from other information systems is the spatial and temporal dimensions of the data [5] and the volume of data (several gigabytes). Most traditional information systems are usually based around tables and textual reports, whereas GIS requires the use of cartographic forms and other visualization techniques. Much of the data can be represented using computer graphics, but a GIS is not a graphics database. A graphical system is concerned with the manipulation and presentation of graphical objects whereas a GIS handles geographic objects that have not only spatial dimensions but non-visual, i.e., attribute and components. Furthermore, the nature of the data on which a GIS operates makes the traditional relational database approach inadequate for retrieving data and answering queries that reference spatial data [5].

The purpose of this paper is to describe the efficiency issues behind storage and retrieval of data within a GIS database. Section 2 gives a general background on GIS, and describes the issues involved in custom vs. commercial and hybrid vs. integrated geographic information systems. Section 3 describes the efficiency issues concerning the management of data within a GIS environment. The paper ends with a summary of the main concerns of this paper.

2 Geographic Information Systems (GIS)

2.1 Data
GIS data is handled in a single database or a collection of databases [4]. Like any other database, it must be secure, reliable, and consistent. Some special characteristics of GIS databases include:

- Spatial Data. Spatial Data is traditionally divided into two classes, raster and vector [1]. Raster data is structured as a two-dimensional array of cells or pixels. Each cell in a raster is addressed by its position in the array. A point may be represented by a single cell, and a connected area by a collection of contiguous cells. When a raster is stored with no compression, it can be extremely inefficient in terms of storage. The other type of data is vector data. A vector is a finite straight line segment defined by its end-points, and the locations of the end-points are given with respect to some coordinates of the plane.

- Data capture. Data capture involves two requirements. The first requirement is to provide the physical devices for capturing data external to the system and inputting it to the database. The second is to provide software for converting data to structures that are compatible with the data model of the database and checking for integrity of data before entry into the system. Geographic databases have a wider variety of sources and types of data than traditional databases. The main problem here is to get the data into a format that is acceptable by a particular GIS. Primary input devices used by GIS in addition to keyboard and voice recognition systems are as follows:
Remote sensing captures data by means of sensors on a satellite that provide measurements of reflectance or images of portions of the earth. The data is usually raster in structure.

- Global Positioning Systems (GPS) allow the capture of terrestrial position and vehicle tracking, using a network of navigation satellites. Data is captured as a set of point position readings and are in vector format.

Secondary data capture usually is from paper-based maps. The following devices are used:

- Scanners convert an analog data source (e.g., a map) into a digital dataset in raster format.
- Digitizers convert an analog data source into a digital dataset in vector format.

Currently, there is interest in new methods for raster-to-vector and vector-to-raster conversion.

- Data retrieval. Most interactions with a database are attempts to retrieve data [5], [4], [3]. A GIS allows real spatial processing to take place. Examples of spatial queries are:

  - What is at a particular location? This may be done by clicking the mouse at a particular location on the screen or by giving coordinates.
  - What locations satisfy these requirements? For example, find the names of all land areas that satisfy the following requirements: 1) less than average price for land, and 2) within 15 minutes drive of 110.

Performance is a bigger problem for a geographic database than a general-purpose database because of the volume of data. Also, the nature of the data is often hierarchical (e.g., a point is a part of an arc and an arc is a part of a polygon) and this creates difficulties for traditional database approaches. Special storage structures and access methods are required.

- Data presentation. Traditionally, databases provide output in the form of text usually in tabular form. They also may generate reports with charts and other graphical displays. A GIS requires a more sophisticated presentation of results, which might be multidimensional [5],[2]. Output might be in the form of maps and other sophisticated forms. Graphics and visualization tools are an integral component of a GIS and include tools for the creation, storage, and manipulation of models and images of objects. Graphic images are essential to a GIS, but these images also need a huge amount of space for storage. Multimedia computing presents new opportunities for GIS, but also creates new problems because of space issues. Storage and compression of such data is a major research area [5].

- Data distribution. The trend in recent technology is to move from centralization towards a distributed computer system [3] in which machines communicate through a network. As a consequence, data and database management systems (DBMS) are distributed through the network. In this way, the reliability of the system is achieved because failure at one site will not mean failure for the whole system. Furthermore, distributed data may be natural and appropriate for a GIS because particular data may be associated with a particular site, e.g., details of local weather conditions may be better held at a local site where local control and integrity checks [3] may be maintained.

2.2 Analytical processing

Analytical processing is one of the major requirements for GIS[5],[6]. Some of the requirements include the following:

- Geometric/topological analysis: Most geographically-referenced objects have geometric or topological properties. Topological operations include adjacency and connectivity relationships. Geometric analysis would involve locating a spot in a region considering the distance from a place of reference to the spot.

- Terrain and field analysis: Terrain analysis is usually based upon datasets giving topographical elevations of point locations, i.e., degree and direction of slope. This would include analyzing the visibility between locations. Spatial fields are variations of attributes over a region, or the topographical elevation over an area. Fields may be scalar (variations of a scalar quantity represented as a surface) or vector (variations of a vector quantity like wind-velocity). Field operations include slope analysis, view-shed analysis and path finding.
**Network analysis**: A network is a configuration of connections between nodes. Application of network analysis in GIS may be found in many areas from transportation networks to utilities. Network operations include connectivity analysis, path finding and flow analysis. An example would be to provide a route in order to visit all attractions of a tourist region minimizing the time.

### 2.3 Custom vs. Commercial GIS

Many commercial GIS packages exist today. Some of the commercial packages, such as ARC/INFO, provide a programming language and interfaces that allow the user, for instance, to access an external relational database package giving the user some flexibility in organizing the system. An organization may decide to develop and program a GIS from scratch to meet a special need (called a custom GIS in this paper) or to create application programs that interact with commercial packages.

Due to the large amount of data, and to the nature of spatial data, a custom GIS sometimes is preferred when fast access of data is required. The data in such cases is stored in an application-dependent way to provide this capability. The disadvantage in this approach is that it has only limited query capabilities because there is no connection with an external relational database package. Also, most of the query operations are hard-coded, sacrificing generality and flexibility for better query performance.

### 2.4 Hybrid vs. Integrated GIS

GIS can be categorized into two groups according to their general architecture: hybrid and integrated [5],[2]. Suppose that we want to keep spatial and non-spatial data about a particular piece of land. Usually spatial data describes location in two or more dimensions. For example, the geometry of the land with topological relationships might be kept in a map. The name, address, and owner information constitute the non-spatial data. These non-spatial data might be kept in a relational database. On the other hand, the spatially referenced data are not immediately compatible with a relational database and must be stored in a proprietary database. This is because in order to store spatial data in a relational database, each dimension must occupy a separate column, making spatial queries very time consuming.

The primary reason for having a hybrid architecture is the distinction between spatial and non-spatial data. Usually in hybrid systems (e.g. ARC/INFO) spatial data is stored in a set of system files, and non-spatial (attribute) data is stored in a relational database. In such systems, one part forms the graphics and spatial data engine, and the other part, handles the non-spatial data in a tile database. The advantage of this approach is that the search performance problem is minimized, but of course with the loss of generality. This approach has the disadvantage that, the spatial data are handled outside the database and cannot take advantage of the capabilities of relational database technology such as integrity, security and reliability. Furthermore, due to the proprietary database in this approach, the exchange of data between different databases is complicated, if not impossible.

The idea behind an integrated architecture is to manage the data in a single database. The spatial data is handled in the same way as non-spatial. The problem with such a solution is that performance on retrieval of spatial data is poor due to the large number of relational operations that are required to reconstruct the spatial objects. Keeping everything in a traditional relational database solves some problems but creates others. This might explain why most GIS systems are based on the hybrid architecture.

### 3 Data Management in GIS

The large volume of GIS data makes the traditional relational database approach inadequate for retrieving and managing data. Spatial and temporal data with possibly two or more dimensions must also be referenced making data management more complicated than a traditional information system.

#### 3.1 Data Retrieval and Storage

Data retrieval and storage within the traditional relational model is based on indexing, but the following subsection shows through an example why it is not appropriate for spatial data. Another structure, called a quadtree, is introduced as a solution to this problem. An example is given using Oracle7 with the spatial option. See [4] for a complete reference on relational databases.
3.1.1 Indexing in Traditional Relational Databases

Traditional relational database approaches are inefficient for retrieving spatial data and answering queries that include spatial conditions because they do not take advantage of the ordering of data in two or more dimensions [5],[2]. For example, consider a segment of a database that contains information about various places of interest in a particular city. A segment, of the table might look as follows:

<table>
<thead>
<tr>
<th>Id</th>
<th>Site</th>
<th>East</th>
<th>North</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>City Museum</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>Special Events</td>
<td>30</td>
<td>67</td>
</tr>
<tr>
<td>3</td>
<td>Sun Bowl Stadium</td>
<td>45</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>Civic Center</td>
<td>34</td>
<td>20</td>
</tr>
</tbody>
</table>

Now, consider the following point (example 1) and range (example 2) queries:

1. Retrieve any site at location (30,67).
2. Retrieve any site in the rectangular area defined by (10,10) and (35,70)

Using the traditional approach, it is reasonable to have two indices for the two spatial coordinate fields of our table. The indices would look as follows:

<table>
<thead>
<tr>
<th>East</th>
<th>Site</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>City Museum</td>
</tr>
<tr>
<td>30</td>
<td>Special Events</td>
</tr>
<tr>
<td>34</td>
<td>Civic Center</td>
</tr>
<tr>
<td>45</td>
<td>Sun Bowl Stadium</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>North</th>
<th>Site</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Civic Center</td>
</tr>
<tr>
<td>20</td>
<td>Sun Bowl Stadium</td>
</tr>
<tr>
<td>60</td>
<td>City Museum</td>
</tr>
<tr>
<td>67</td>
<td>Special Events</td>
</tr>
</tbody>
</table>

To answer the first query, we would probably do a binary search of the East index to locate records whose first coordinates have value 30. We then must, go to the original table to check if the second coordinates have value 67 and retrieve the records for which we have a match. For the second query, we would have to do a range search on [10,3.5] on the East index, where 10 refers to lower bound of the East index and 35 refers to the upper bound of the East index, giving us a list of pointers to the original table. For each pointer in the list, the specific record must be accessed and the North value checked in order to see if it falls in the range [10,70] for the North index. If it falls in that range, we retrieve the record.

The problem with this approach is that only one of the indices is used in these retrievals. This kind of indexing would be very inefficient for a large database consisting of several gigabytes of data, which is usually the case for a GIS. An indexing scheme is needed that takes advantage of the ordering in two or more dimensions.

3.1.2 Quadtrees in Spatial Databases

A structure that can be employed to overcome the problems of indexing multidimensional data is the quadtree [5],[2]. This structure is a leveled tree where all non-leaf nodes have exactly four descendants. For example, a two-dimensional region is decomposed by recursively subdividing its regions into four equal-sized quadrants. The decomposition is applied to each quadrant until the desired degree of resolution is achieved. Quadtrees are stored in a leveled-tree data structure with the root at the top level. For each non-leaf node, its four constituent quadrants are represented by its four descendant nodes. A quadrant where no further subdivisions is required is stored as a leaf node.

Oracle7 with the spatial option uses the idea of quadtrees to handle multidimensional data within the relational data model taking advantage of the customary relational query capabilities without using the traditional relational DBMS indices. To do that, Oracle7 uses an encoding technique that maintains the
dimensional organization of data. Records that reference information that are geographically near to each other are logically stored near each other. This encoding technique makes use of a new data type called the Helical Hyperspatial Code (HHCODE) [2] that allows the encoding of multiple dimensions into a unique value that is stored in a single column of a table.

The figure below shows a two-dimensional decomposition of North America. The map is divided into four equal-sized quadrants, and then each one is divided recursively into four according to what precision we want for a specific location. If a greater level of resolution is needed, the quadrants will keep subdividing. Only those quadrants in which needed data exists will keep subdividing. The four quadrants at each subdivision are given one value from 0 to 3.

The HHCODE contains a string of values from 0 to 3 describing the specific object that is represented according to its position and level. By level we mean the degree of decomposition, i.e., level 0 is the whole non-decomposed region, level 1 is the first level of decomposition, and so on. When a subdivision occurs, the number of the top-level quadrant is appended to the number of the new quadrants created by the subdivision.

Figure 1: A decomposition of a map.

In the above figure, the data would be encoded as follows:

```
0 1 2 3
00 01 02 113
03 01 13 03 03 3
03 00 03 01 03 02 03 03
```

Figure 2: The quadtree representation of the decomposed map.

Note from the generated HHCODE in the example that the records containing data that are near each other geographically have common substrings. As we described in the previous section, traditional relational databases with indices on spatial data do not maintain the dimensional organization of the data. This problem is overcome by using the HHCODE, and fast retrieval of records for spatial queries is achieved.
3.2 Security

Security [5]. [4]. [3] is a primary concern for any database. Unauthorized access to the data should be prevented and different levels of authorized access should be allowed. For a GIS specifically, our concerns may be increased because many GIS due to their nature have distributed databases. Unauthorized access from the Internet should be prevented.

3.3 Integrity

The integrity [5]. [4]. [3] of data must be enforced. Data in the system should be correct and consistent with each other, e.g., data in one tile referencing an object, and data in another file referencing the same object must be consistent. Integrity over distributed data in different locations is more difficult to be enforced. Also this is true for a hybrid GIS, where data is not kept in a single database, but spatial and non-spatial data are handled separately. Precautions must be taken by the designers of the system so the integrity of the system in any case is preserved.

3.4 Data Formats

A GIS database, as we explained in section 2, must handle a wide variety of sources and types of data. The main problem here is to get the data into a format [1]. [5] that is recognizable by a particular GIS. GIS designers should be aware of the source that is used for capturing the data in order to avoid incompatibilities with particular data formats. Because graphic data is used extensively in a GIS, an important issue here is the space needed to store this information. Usually data in raster format occupies more space than data in vector format. Various compression techniques exist and can be employed to reduce the space required for storage of some data formats. For more on this, a good reference is [1].

4 Summary

In this paper, we gave a general background on geographical information systems and the principles on which they are based. We looked into the issues relating to the managing of data within a GIS environment, and we explained the problems with the traditional relational database approach using indexing on spatial multidimensional data. Using an example, we explained why performance with this approach is poor. We also described how this problem can be solved using a different structure, the quadtree. An example on how this can be used was given using the Oracle7ILLICODE data structure. Also, the general principles of data security, integrity, and the handling of data formats were discussed.

Acknowledgments. This work was supported by NASA under contract NCCW-0089.
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Abstract
Bridge faults, especially in CMOS circuits, have unique characteristics which make them difficult to detect during testing. This paper presents a technique for detecting bridge faults which have an effect on the output of CMOS Domino logic circuits. The faults are modeled at the transistor level and this technique is based on analyzing the off-set of the function during off-line testing.

1. Introduction
Bridge faults are created during the design layout or manufacturing process of an integrated circuit (IC). It can result from two or more conducting paths placed too close together, the addition of extra conducting material, or insufficient insulating material. In order to minimize the number of bridge faults present in the IC, testing methods must be able to accurately detect the faults which have an effect on the normal operation of the circuit. Previous work in the area of bridge fault detection focused on static CMOS circuits.

Chess and Larrabee [1] have presented a method for generating test patterns for gate level bridge faults in static CMOS ICs. It focuses on the connection of two gate outputs which is modeled using a Fault Block and Primitive Bridge Function (PBF). The PBF represents the logic function or the behavior of the bridged components and is generated by determining whether the stimulation of the bridge fault occurs from the wire closest to the inputs of the bridged path or closest to the output.

Di and Jess [2] have presented a technique for modeling transistor level bridge faults in static CMOS circuits by evaluating the electrical behavior of the circuit and converting this behavior into logic boolean expressions called Faulty Boolean Expressions (FBE). This allows for the use of existing techniques for logic problems to determine test patterns. Gate-to-Drain type bridges are not able to be modeled.

Ferguson [3] discusses approaches for designing the physical layout of the static CMOS circuit in such a way to improve its testability of bridge faults. The three approaches are to design the circuit which reduces the number of faults, make the difficult-to-detect faults easier to detect by adding control and observation points, and make the difficult-to-detect faults unlikely to occur by considering the gate placement, circuit routing, and logic selection.

Chess, Roth, and Larrabee [4] have evaluated and compared various models used to represent bridge faults existing only between gate inputs and outputs. The different models assume that either the bridges cause wired “AND” or “OR’ behavior, that the circuit value at the fault node is

1 Currently at Motorola SPS Division -911 Battle Bend Blvd, Austin Texas
represented by a boolean function, that the analog behavior created by the fault extends beyond the fault node, or that full analog simulation is performed.

In this paper, we propose a method for detecting transistor level bridge faults in CMOS Domino Logic circuits. Only the bridge faults which are realistic at the layout level are considered. Domino logic is a type of Dynamic logic in which the on-set is used in realizing the n-logic block. Figure 1 shows a general diagram of a domino logic circuit. An inverter is connected at the output to make it low during the precharge phase. The output node \( f \) is precharged to "O" when the clock is low. During the evaluation phase, i.e., when clock is high, if the input pattern closes the path between ground and output node \( f \), the output is pulled to "1" otherwise it remains at "O".

**Figure 1. Domino logic circuit**

Figure 2 shows a cascaded Domino logic circuit in which the output of one stage feeds the n-logic network of a subsequent stage. Only one clock is necessary for the precharge and the evaluation phase. The number of stages in the cascade depends on whether the sequence can evaluate within the evaluation cycle.
The majority of the bridge faults in domino CMOS circuits occurs between the Drain/Source of one transistor and the Drain/Source of another transistor, the Drain/Source of one transistor and the Output of the circuit, and the Drain of one transistor and Ground.

We do not consider the bridging between the Gate and Drain of the same transistor and between the gates of two parallel transistors.

2. Test Pattern Generation

As mentioned previously, we consider only bridge faults which are realistic at the layout level. The detection of these faults is based on the following lemmas.

**Lemma 1:**
The output of a circuit containing bridge faults will generate more "1's" than the fault-free circuit.

**Lemma 2:**
The bridge faults in a circuit can be detected by applying only the original off-set of the circuit.

To illustrate the validity of the above lemmas, we consider two examples. Example 1 considers a single stage/single output domino logic circuit. Example 2 considers a cascaded domino logic circuit.

**Example 1:** Figure 3 shows the implementation of the function \( f = (B + \overline{A})C + AB \). The dashed lines indicate bridge faults obtained by connecting the signal lines with metal.
Table 1 shows the truth table of the fault-free and faulty functions. "A", "3", and "C" are the input variables and "f" represents the fault-free output. The outputs "f1", "f2", and "f3" represent the outputs corresponding to bridge faults #1, #2, and #3 respectively.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>f</th>
<th>f1</th>
<th>f2</th>
<th>f3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1

As indicated by Lemma 1, the input combinations for the faulty circuits produce more "1s" than the fault-free circuit. In order to detect a bridge fault, only the input combinations which produce a "0" for the fault-free circuit need to be applied as test patterns as discussed in Lemma 2.

Table 2 shows the input combinations that detect each bridge fault.

<table>
<thead>
<tr>
<th>Bridge Fault Number</th>
<th>Input Combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>A=0 B=0 C=0</td>
</tr>
<tr>
<td></td>
<td>A=0 B=1 C=0</td>
</tr>
<tr>
<td></td>
<td>A=1 B=1 C=0</td>
</tr>
<tr>
<td>#2</td>
<td>A=1 B=1 C=0</td>
</tr>
</tbody>
</table>

Table 2

Example 2: Figure 4 shows the implementation of the function $f = (A+ \overline{BC})D$ using cascaded domino logic. A bridge fault in each stage of a cascaded circuit must be tested separately. In order
to propagate the effect of the bridge fault to the final output, the inputs of the subsequent \( n \)-logic networks are set such that a “0” is produced at the outputs only if the output from the previous stage is a “0”, otherwise the output is a “1”. Hence, if the output of the stage under test produces a “1”, this value will be propagated through the subsequent stages to the final output.

Figure 4. Cascaded domino circuit

In this example, we chose to test the first stage for the presence of a bridge fault. The value of “1” is assigned to the input variable “D” in order to allow for the propagation of the effects produced by bridge faults #1 and #2. Since the first stage is being tested, only its function expression needs to be evaluated (\( f = A + BC \)). Table 3 shows the input combinations that detect each bridge fault in the first stage.

<table>
<thead>
<tr>
<th>Bridge Fault Number</th>
<th>Input Combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>( A=0 \quad B=1 \quad C=1 )</td>
</tr>
<tr>
<td>#2</td>
<td>( A=0 \quad B=0 \quad C=0 )</td>
</tr>
</tbody>
</table>

Table 3

In order to determine the test patterns for the overall circuit, input variable “D” must be added to the input combinations shown in Table 8. Hence, the input combinations which detect bridge faults #1 and #2 are:

\[
A=0 \quad B=1 \quad C=1 \quad D=1 \quad \text{and} \quad A=0 \quad B=0 \quad C=0 \quad D=1
\]

respectively.

5. **Conclusion**

We have presented a method for detecting bridge faults in CMOS Domino logic circuits. This method is based on two lemmas discussed in section 3. This method is efficient in detecting all bridge faults except Gate-to-Drain and parallel Polysilicon bridge faults.

This technique also applies to each stage of a cascaded circuit. The number of test patterns will be reduced corresponding to the reduction in the number of input variables used to
represent the function of each stage. In Example 3, the number of test patterns was reduced from 11 to 3 because the overall function was separated into two stages. The function expression of the stage under test consisted of only 3 input variables instead of 4.
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Abstract

Three students from the University of Texas at El Paso participated in the Minority University Systems Engineering (MUSE) project which was sponsored by Jet Propulsion Laboratories (JPL). The objective of the project was to introduce the concepts of systems engineering to the students by having them design the communication system for the low-orbit Satellite Urania.

1. Introduction

Systems engineering encompasses a wide range of interdisciplinary skills and an overall knowledge of system development and design in order to orchestrate the merging of all integral subdivisions of an entire project. The purpose of this endeavor was to introduce the authors of this paper to a systems engineering environment by having them design the communication system of a low-orbit satellite. This paper discusses the developmental process by analyzing the parameters which influenced the design and by formulating a composite sketch which illustrates the functions of the final design.

The spacecraft system designers designated three communication subsystems which include: a transmitter to downlink scientific instrument data, a receiver to accept command and control from the ground station, and a beacon to indicate to the ground station when the satellite is visible. Several parameters influencing the design include: the design requirements, shown on Table 1 below, which were based on the specific features of the satellite, the bandwidth of the beacon, which is calculated using the Doppler shift, and the link budget analysis, which establishes the potential system performance. The primary design of this paper focused on the transmitter and beacon subsystems.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>input Power</th>
<th>Frequency</th>
<th>Data Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter</td>
<td>1 watt</td>
<td>2.25 GHz</td>
<td>400 kbps</td>
</tr>
<tr>
<td>Receiver</td>
<td>1 watt</td>
<td>2.1 GHz</td>
<td>2 kbps</td>
</tr>
<tr>
<td>Beacon</td>
<td>1 watt</td>
<td>2.2 GHz</td>
<td>N/A</td>
</tr>
</tbody>
</table>
The basic design of the communication system is illustrated in the overall block diagram shown in Figure 1, and was initially proposed to meet the specific satellite requirements and design specifications. The diagram is comprised of a transmitter, a receiver and a beacon. The transmitter basically consists of a modulator, an RF amplifier, a bandpass filter and a patch antenna. The receiver includes a demodulator, an RF amplifier, a bandpass filter which is coupled to a four-monopole antenna. The beacon, which is connected to the four-monopole antenna is comprised of an oscillator and a bandpass filter.

In order to properly design the subsystems, several factors need to be taken into consideration before any designing begins. The Doppler shift must be calculated to determine the bandwidth of the beacon signal. In addition, a link budget analysis must be established to calculate the power at various points of the design which is crucial in evaluating the performance of the entire communications system.

2. Doppler Effect

The Doppler effect is a phenomenon exhibited by all types of wave motion in which the apparent change in frequency is relative to the motion of the source and the observer. Since the satellite orbit was predetermined to be circular, calculations to determine the Doppler shift were straightforward using analytic geometry. Satellite parameters were needed in order to draw up a basic analysis of the geometry involving the earth and the satellite.

Ten degrees above the horizon was chosen as the angle at which the satellite first becomes visible to the ground station. Calculations for Doppler shift were made at this point since this is where Doppler shift is maximum. All calculations were done using the
Law of Sines to include distances and angles required for the Doppler Shift and Bandwidth as the satellite orbits the Earth.

The altitude of the satellite (1100 km) and the horizontal distance from the center of the earth at 38° latitude (5026 km) were critical in determining the velocity of the satellite and the earth, respectively. The angle at which the satellite transmits from its orbit above the horizon was calculated as being approximately 32.87°. Having observed these results from the analysis in the geometry, it was determined that since the velocity of the earth at that latitude was negligible compared with the velocity of the satellite, the Doppler Shift was calculated to be +42.15 kHz. The total Bandwidth for the Beacon, which includes margin for oscillator stability and drift, was assumed to be 92.2 kHz.

3. Link Budget Analysis

The satellite communication subsystem must allow us to transmit commands from the earth station and to download information from the satellite. In order to accomplish this, we need to have fidelity in the transmitted signals, and since fidelity highly depends on the signal power, we need to calculate the power at various points in the transmission and establish what is called a link power budget.

A link budget is necessary before the designer can start proposing components of the receiver and the transmitter. Without having a link budget, the designer would go blindly as far as how much power needs to be transmitted from the satellite, what the size of the receive antenna should be, and other important parameters of the design. This is why a poor link budget results in poor system performance or in an expensive system.

The parameters of a link budget include the satellite orbit, radio frequencies, antennas, power amplifiers, transmission losses, noise temperature, and signal quality. For our design, the satellite is in a low circular orbit, the frequency is in the S-band, and the noise temperature is mainly caused by the Earth's temperature and galactic noise. Signal quality is achieved by having the proper signal-to-noise ratio at the receiver for demodulation and decoding of the transmitted signal.

The link budget for the communication subsystem was designed using Excel. The spreadsheet was designed to calculate the required transmitted power given the signal-to-noise ratio at the receiver, the phase-lock loop bandwidth, the system noise temperature, the Doppler shift, the oscillator stability bandwidth, the frequency of transmission, the losses, and the carrier margin. At the end, it was found that 9.47 dBm (8.84 mW) of transmitted power was required (see Figure 2).
Once the Doppler shift has been calculated and the link budget analysis has been established, the final design can be determined by modifying the original block diagram to meet the design requirements. The final design shown below (Figure 3) uses the same 2.2 GHz high frequency sinewave oscillator for both the transmitter and beacon by incorporating a power splitter. The transmitter uses an additional oscillator at 50 MHz to bring the frequency of the 2.2 GHz oscillator to 2.25 GHz. The transmitter also consists of an I&Q modulator, two bandpass filters at both ends of an RF amplifier and a patch antenna. The beacon uses a 2.2 GHz sinewave oscillator a bandpass filter and is coupled to a 4-monopole antennas with the receiver. The receiver is comprised of a demodulator, an RF amplifier and a bandpass filter.

Figure 2. Beacon subsystem spreadsheet

4. Design Results
Communication System

Transmitter

14 dBm
18.2 dB

Input power = 8.3 W at 20% eff.

Total transmission power = 9.26 W during operation

4-Monopole Antennas
loss = 2.3 dB (accounted for in S/C losses)

Figure 3. Final Design.
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Abstract

This paper demonstrates the feasibility of a low-cost approach of remotely controlling equipment. Our demonstration system consists of a PC, the PUMA 560 robot with Barrett hand, and commercially available controller and teleconferencing software. The system provides a graphical user interface which allows a user to program equipment tasks and preview motions i.e., simulate the results. Once satisfied that the actions are both safe and accomplish the task, the remote user sends the data over the Internet to the local site for execution on the real equipment. A video link provides visual feedback to the remote sight. This technology lends itself readily to NASA’s upcoming Mars expeditions by providing remote simulation and control of equipment.

Keywords: virtual collaborative environment, control, robotics, remote access, distance learning, NASA Mars expedition.

Introduction & Project Overview

The aim of this project is to develop and demonstrate the applicability of remotely controlling equipment in a cost effective manner. A remote user can program and simulate the actions the equipment is to perform. When satisfied with their program the data are sent to the local sight for actual execution. Teleconferencing software and a camera at the local sight provide real-time viewing of the workspace to the remote user. This is demonstrated through the use of the PC, the PUMA 560 robot[1] with Barrett hand, and commercially available controller[2] and teleconferencing[3] software.

For our application we have remotely programmed the PUMA 560 with Barrett hand to go to an object, pick the object up and move it. In this paper we will discuss the components of the low-cost VCE system, use of the system, and some applications.

Components of the Low-Cost VCE

The design of the low-cost VCE uses a PC platform. The software is broken into two components: the equipment controller software and the real-time viewing (teleconferencing) software. The equipment being controlled is the PUMA 560 robot with Barrett hand.

In this project we use the Cimetrix Open Architecture Controller. This consists of an amplifier/control module and Cimetrix controller software. The software is broken into three different components, one for program development, one for simulation and one for execution.

There were several elements to consider in determining what the data transmission and communication scheme would be. We want to provide access to University labs (the "local" site) and their equipment (robots), through an interactive environment controlled by LAN/WAN accessible computers, from a remote site computer. The local site must receive file transfers and transmit live video data. The remote site must transmit files and receive live video. A previous phase of this project[4] successfully used a remote site composed of a terminal with direct WAN access to the local site for the file transfers, and a stand alone PC with a direct phone link.
(POTS) to another stand alone PC at the local site to provide a channel for video. The current phase has some unique requirements creating the need for a new solution. The first constraint is that the remote platform is a laptop running Windows NT 3.51 (necessitated by the latest Cimetrix software). Although there are several video conferencing systems available, it was difficult to find hardware and software that could run on Windows NT. Next, the only available communication channel is POTS, New Mexico does not have Integrated Services Digital Network (ISDN) capabilities. Lastly, the local LAN we are accessing does not have dial-up access.

This combination of constraints on the remote and local systems proved to be a major obstacle to finding an off-the-shelf solution. A more universal solution consists of some type of WWW accessible web site, linked to the local site, through which a remote site running a web browser would access the video feed. Due to the complex, custom programming inherent in such a configuration, we opted for a more task specific solution described below.

The teleconferencing software chosen, Enhanced CU-SeeMe, is made by White Pine. This software provides person to person, group conferencing, and large audience broadcasting with video, audio, chat window and white board communications over the Internet or any TCP/IP network. The camera used is called a Connectix QuickCam, which transmits video in black and white. This particular hardware was chosen because it can run on Windows NT and is compatible with Enhanced CU-SeeMe. The teleconferencing software and the Connectix QuickCam were relatively low in price and met the needs of the VCE system.

The resultant configuration required the addition of a LAN linked PC to the local site. The local PC, running Windows NT 3.51, is equipped with a modem (for dial in access), and a gray scale camera (QuickCam), by Connectix for the video feed. The remote site would dial into the PC, then launch a viewer application (provided by Connectix) to begin seeing the live video.

One concern is secure and safe transport of data. VCE would incorporate the use of a firewall, which requires a password and separate program for admittance. The program and password would then be electronically mailed to the remote user. Any other party trying to interrupt the transport of data will require these components. Use of VCE also requires the remote user to log into the local users system and transfer data. Another way of accomplishing this is to mail the program electronically, so that the interchanging of passwords does not occur. It must be understood by both remote and local user that robotic simulations are written in Cumulation. The Enhanced CU-SeeMe also incorporates security into the software, such as password usage, caller identification, and other conference and inbound call security.

The equipment being controlled is the PUMA 560 robot. This is a robotic arm containing six degrees of freedom, "Each link of the robotic arm is connected to another link at a joint, and through each joint passes one or more axes around which the links of the arm rotate. At the end of the arm is a Barrett hand used for gripping objects. The links are driven by a permanent magnet DC servomotors driving through its associated gear train. The position and velocity of each joint are needed to control the PUMA 560, and are programmed using CIMBuilder. The CIMControl software is used for real-time control of the PUMA 560. CIMControl outputs control signals to a servo board, which connects various power amplifiers to control robot motion.

Task Development

Task development is implemented via the Cimetrix Open Architecture Controller using CIMBuilder. The application is then run in Cumulation, a graphic simulation package, to preview the application. Once everything is operating correctly CIMControl is used to control the actual mechanism. Our task development goal was to use the system to remotely program the
PUMA 560 robot to pickup an object and move it following the sequence of programming, simulation, and finally execution. This proceeded as follows:

1) Build a model of the robot and the work cell

The first step in programming equipment is to make a model of the equipment and the work space in which it will operate. This is accomplished by setting nodes, geometric dimensions, and degrees of motion. The PUMA 560 contains 6 degrees of freedom and is fitted with a Barrett hand for gripping. A custom work cell that includes a tool table and a peg was built with CIMBuilder for use with Cumulation.

2) Program the robot

With the work cell and equipment defined the user programs the equipment to do a desired set of tasks within the work cell. This maybe accomplished in a variety of ways. One way is using CIMBuilder, a general purpose application development tool consisting of a Graphical User Interface (GUI) builder and a program builder allowing the user to attach a GUI to the program. Another way is to write a C program using the applications interface (API) functions from the Cimetrix Open Development Environment (CODE) Library. Here again the user programs the equipment to do a desired set of tasks. In both cases the program is built using CODE API libraries. For example to cause the robot to move to a peg, pick it up, put it down and return to its original position the user would go through a sequence similar to this:

- **MoveNearNode** - user specifies target, tool, and distance
- **MoveToNode** - user specifies which node or object
- **MoveSingleAxis** - close the gripper on the peg, specify axis and value
- **AttachNode** - attach peg to the robot gripper
- **MoveNearNode** - move back to starting position
- **MoveToNode** - put the peg somewhere else
- **MoveSingleAxis** - open the gripper
- **AttachNode** - put the peg down
- **MoveNearNode** - return the robot to some known position

Each of these functions is defined in the CODE API libraries. All these functions may be combined into a procedure if desired. This procedure can then be run as a stand alone program. This procedure performs is a basic pick and place operation.

3) Simulate the program

Once either of the two programming approaches from step 2) has been done, the movement is simulated using Cumulation. This gives a simulation of the equipment’s movement in the work space, allowing the user to test the program without turning on the robot. This type of simulation is quick and safe for the user. Cimetrix displays a window with a complete 3D-model of the robot and work cell. The motion and picture on the screen simulate the real robot. After the simulation is done, the user will decide on modifications or improvements if required. If no modifications are required the complete program is ready to be sent to the local site for test on the real robot.

4) Execute the program
When satisfied with the program and the results, CIMControl is used to move the actual equipment. Figures 1 and 2 show the task development cycle. The same program can be run with a completely different robot so long as the new robot can reach the designated object, i.e. the Peg. The simulation and control programs, Cumulation and CIMControl, are interchangeable. The application can not determine whether it is connected to the simulation or the real time robot controller.

![Figure 1. Using CIMBuilder to develop an application](image1)

![Figure 2. Real-time control of the robot](image2)

**System Integration**

Figure 3 shows how the pieces of the system work together. The remote site, typically using an inexpensive PC as its platform contains Cimetrix Open Architecture Controller software and White Pine teleconferencing software. The task is developed at the remote site and then sent to the local site for preview and execution. The local site contains the equipment (i.e., robot), Cimetrix Open Architecture Controller software running on any platform, and the White
Pine teleconferencing software. A camera views the work cell, sending the video to the remote site.

Any Platform:

![Diagram of the system](image)

Using the System

Once a work cell and equipment model have been developed using CIMBuilder, the actions are simulated, programmed and run. The data are then sent to the local site for program preview and final testing. When the local site is satisfied with the simulation the program is run. A video link provides feedback to the remote site.

Applications

Remote control of equipment has many applications. Such as:

- remote handling of contaminated waste.
- teaching factory workers how to use new equipment and simulate assembly plant actions.
- remote learning and use of equipment by rural communities, universities and public schools.
- remote control of equipment in harsh environments, e.g., space.

A space application of particular importance is the NASA Mars surveyor program.
NASA plans to send a series of spacecraft to Mars approximately every twenty-six months through the year 2005, beginning with the initial launch of two robotic explorers in November 1996. These robotic explorers are designed to study the composition of Mars, and to search for possible evidence of water. In future years, NASA envisions networks of more than a dozen of these explorers spread out over the entire planet. The Mars Surveyor Program will provide information NASA needs for the possibility of human flights to Mars, as well as create a blueprint for other planetary explorations. This program is expected to evolve as new technologies, like VCE, emerge and participate in these initiatives. VCE may be accessed to test and preview motions of these robotic explorers to help assure capability prior to launch.

Suppose NASA scientists have received photographs of Mars, and would like to deploy a robotic explorer to search for carbonates, evaporates, or other minerals formed in the presence of water. By using CIMBuilder, the robot's task can be easily and rapidly developed using CODE. CIMBuilder is able to model the environment and terrain provided by the photographs, as well as the robots interaction with the environment, such as taking mineral samples or drilling into polar ice caps on Mars. This application would then be run in Cumulation, to graphically preview the motions of the robot. Meanwhile, NASA or a subcontractor could create a physical model of the environment. Once the remote and local users are satisfied with the simulation, the Cumulation program can be replaced with a real time control system, CIMControl, to control the actual mechanism. The video conferencing provides feedback to the remote user. Using VCE, other companies and universities collaborating in the Mars Surveyor Program may test their mechanisms, which NASA can incorporate into its mission.

The preliminary testing and motion monitoring may also optimize robot design. For instance, suppose that a design for a robot is not yet complete, or designers are not sure what the best design is for the robot task(s). VCE can test various virtual robots in different virtual scenarios, (or the same robot in different scenarios), allowing one to choose the best mechanism for its application. It can also help determine which robots currently in use would be best suited for certain applications, saving time and money.

'Future

From this base we are able to modify and add features. This includes the use of sensors, e.g., vision as part of the robot control system, an enhancement which is currently under development. This also includes the development of new scenarios and programs for possible use in the Mars Surveyor program and the development of new low level control algorithms, for example, a fuzzy logic based controller.

Conclusions

In this paper we described the feasibility of a low-cost VCE system. This was accomplished through the use of Cimetrix' integrated environment which allows a user to build a virtual environment and equipment, simulate the use of the equipment in the environment, and run the actual equipment. Cost goals were achieved by using a PC platform and inexpensive commercially available teleconferencing software.
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ABSTRACT
Vegetation and Atmospheric Indices are mathematical combinations of remote sensing bands which are useful in distinguishing the various values of the spectral reflectance. In this paper, we study how the applications of various atmospherically corrected indices and vegetation indices can aid in retrieving the amount of surface reflectance from a remotely sensed image. Specifically, this paper studies and compares three vegetation indices and one atmospherically resistant index. These indices include the Normalized Difference Vegetation Index (NDVI), the Soil Adjusted Vegetation Index (SAVI), the Green Vegetation Index (GVI), and the Atmospherically Resistant Vegetation Index (ARVI), respectively. The algorithms attempt to estimate the optical characteristics of Thematic Mapper (TM) imagery. It will be shown that the NDVI algorithm followed by the ARVI correcting algorithm provided significant improvements in the tonal qualities of the retrieved images. The results are presented on 1987 TM images over the Kennedy Space Center (KSC) and are compared with a set of United States Geological Survey (U. S. G. S.) maps.

INTRODUCTION
The calculation of vegetation densities from remotely sensed imagery has been used for developing and validating various studies regarding land cover dynamics such as global carbon modeling, biogeochemical cycling, hydrological modeling, and classification response modeling [1]. However, the remote imagery collected by satellites are often contaminated by the effects of absorption and scattering of radiation from the earth’s surface by surrounding atmospheric particles. This scattering effectively reduces the amount of radiation in a given scene, and therefore reduces the amount of surface reflectance from the scene. For any given material, the amount of radiation that is reflected from a substance will vary with wavelength [6]. This important property of matter allows for the possibility that different substances or classes can be identified and separated by their spectral signatures. Therefore, at certain wavelengths, green vegetation may reflect more light than water or sands, however, at another wavelength it absorbs more light and therefore has a reduced reflection. One method that is useful in differentiating the various values of spectral reflectance in a remote image is the application of vegetation and atmospherically resistant indices [5].

The purpose of this paper is to investigate the usefulness of three basic vegetation indices for KSC images and one atmospherically resistant index: the Normalized Vegetation Index (NDVI), the Soil Adjusted Vegetation Index (SAVI), the Green Vegetation Index (GVI), and the Atmospherically Resistant Vegetation Index (ARVI) in the mapping of various vegetation around the Kennedy Space Center. The images are of dimensions of 512 rows by 512 columns.

The resulting vegetation maps were compared with a set of United States Geological Survey (U. S. G. S.) maps, in order to determine how effective each algorithm proved in determining the amount of vegetation that actually resided in the geographic structures.
U.S.G.S. map serves as the ground truth and displays the regions of vegetation and other landcover materials.

The Normalized Difference Vegetation Index (NDVI) was found using the following equation [4]:

\[ \text{NDVI} = \frac{\text{TM4} - \text{TM3}}{\text{TM4} + \text{TM3}}, \]

where TM3 and TM4 represent the reflectance values of a pixel in the TM band 3 and the TM band 4 images, respectively. In the image bands, the numerical pixel value (0 to 255) was taken to be the corresponding reflectance value. The NDVI algorithm was applied on a pixel by pixel basis to the TM bands in order to obtain the resulting set of TM data. When evaluating the NDVI results, a large reflectance value is represented by a high concentration of vegetation in the corresponding geographic area. Therefore, the higher the pixel intensity value, the more vegetation coverage was found to exist within that individual pixel.

The Soil Adjusted Vegetation Index (SAVI) was applied to the TM bands in a similar fashion. The SAVI images were based on the following equation [1]-[2]:

\[ \text{SAVI} = \frac{(\text{TM4} - \text{TM3})(1 + L)}{\text{TM4} + \text{TM3} + L}, \]

where L is a correction factor which ranges from 0 for very high vegetation coverage to 1 for very low vegetation coverage [1]. The \((1 + L)\) multiplicative term is used in order for the range of the vegetation index to be from 1 to -1. This is done so that SAVI reduces to NDVI when the adjustment factor goes to zero. A value of 0.5 was used for this research since it was considered typical for intermediate vegetation coverage.

The Green Vegetation Index (GVI) was also applied to the various TM 1, TM2, TM3, TM4, TM5, and TM7 bands. The Green Vegetation Index is an algebraic function combining the previously listed TM bands. The equation for evaluating the resulting GVI data set is given by [1]:

\[ \text{GVI} = (-0.2848\*TM1) - (0.2435\*TM2) - (0.5436\*TM3) + (0.7243\*TM4) + (0.0840\*TM5) - (0.180\*TM7). \]

The Atmospherically Resistant Vegetation Index (ARVI) is one of a family of built-in atmospheric correcting indices. The form of the equation for ARVI is similar to that of NDVI with the exception that the TM band 3, the red reflectance band, in NDVI is replaced with a term combining TM 1, TM3, and γ. The ARVI images were found in a corresponding fashion based on the following equation [4]:

\[ \text{ARVI} = \frac{\text{TM4} - \text{rb}}{\text{TM4} + \text{rb}}, \]

with \(\text{rb}\) defined as:

\[ \text{rb} = \text{TM3} - \gamma(\text{TM3} - \text{TM1}). \]

The value of \(\gamma\) was varied between 0.5 and 1.0. However, only the results using \(\gamma=1.0\) are presented here.

II. NDVI RESULTS

The water covered areas of the NDVI image were generally represented by low reflectance values, near black in color. The NDVI image revealed that some parts of the water contained some amount of vegetation within the pixels. Possible reasons for the lighter areas are due to shallow waters consisting of underwater vegetation or floating vegetation. Also, some of areas mapped as water by the U.S.G.S. were only inundated part of the year. The vegetated areas of the NDVI image are represented by the medium gray levels. The areas of high vegetation on the NDVI image did correspond well to the mapped vegetation of the U.S.G.S. map. The highest
intensity of pixels, near white in color, represent areas of scarce or zero vegetation. These areas of zero vegetation include sands, highways, and buildings, see Figure 1.

The SAVI image contained similar comparisons to that of the NDVI image. The SAVI corrected image again represents water coverage with low intensity pixels (near black). In some of the water areas, the SAVI image was not able to discern the neighboring land pixel intensities. However, unlike the NDVI image, the vegetated areas of the SAVI image indicated intensity levels where less vegetation occurred. These intensity levels of the SAVI image could be closely matched to that of the U.S.G.S. maps which indicate that these areas contain more soil and are less vegetated, see Figure 2.

The GVI image resulted in pixel intensity values in which some of the areas of water could not be discerned with that of neighboring land pixels. The GVI image was not useful in determining the highly vegetated areas from areas which contained medium vegetation coverage, see Figure 3.

The ARVI results with a gamma (γ) representation of 1.0 showed vegetation and water coverage areas similar to that of the NDVI image. The areas of zero vegetation exhibits higher pixel values similar to NDVI. However, errors did occur in the water areas. The water areas of the ARVI image tend to have higher intensity levels than that of the NDVI image, see Figure 4.

**VI. CONCLUSIONS**

In general, this project accomplished its goal of using vegetation and atmospherically resistant indices as a unit of measure for recovering and examining the reflectance values of vegetation in the geographic region of interest. NDVI appeared to distinguish vegetation, sands, and water areas fairly well. This study also determined that ARVI also proved well in determining vegetated and water areas. SAVI was useful in determining the less vegetated lands, however, some of the water areas and the neighboring land areas had similar pixel intensities and were difficult to discern between the two. The GVI image appeared not to be useful for this geographical area under study.

**ACKNOWLEDGMENTS**

This project was partially funded by a grant from NASA, Project #NAG10-0 155.

**REFERENCES**


A Simplified Plasma Model for Reactor Design

Applications

Chantay Canty, Sy-Chyi Lin and Jorge Gabitto

Chemical Engineering Department
Prairie View A&M University

ABSTRACT

Due to the increasing use in the microelectronics industry of plasma processes simpler methods to design and operate plasma etching and plasma deposition reactors are needed. Traditional plasma models require use of high performance computers to predict the influence of operating variables on plasma properties. In order to obtain a simpler design of plasma reactors a simplified model is presented. The model is based on standard literature assumptions and experimental information for dilute plasmas. The main plasma properties, mean electron density, mean electron temperature and rate of plasma reactions are calculated from reactor geometry and operating variables. Good agreement was observed by comparison between calculated results and experimental data.

INTRODUCTION

Plasma-assisted etching and deposition of thin films using reactive glow discharges is currently used widely in the microelectronics industry [1]. Several models to compute plasma properties has been published in literature ([2] to [5]). Most of them compute electron temperature and density as function of geometry and operating variables by solving Boltzmann equations for the different charge species.

Rogoff et al. [3] presented a model that describes the electrical characteristics of the bulk plasma region in a 13.56 -MHz parallel plate discharge in low pressure chlorine gas. They modeled the plasma as a volume-controlled region with the electron balance dominated by the single step electron impact ionization and attachment and with the electron energy distribution function in equilibrium with the local instantaneous electric field. Solutions of the Boltzmann equations for mixtures of Cl₂ and Cl which result from Cl₂ dissociation were reported. Kushner [4] studied the discharge kinetics and plasma chemistry during plasma deposition of amorphous silicon. He used a plasma model based whose electron impact rate constants were obtained from a Monte Carlo simulation for the electron distribution function in parallel plate rf discharges.

Park and Economu [5] presented a model of a chlorine discharge based on solutions of the charge species balance assuming several collision processes in the gas phase. Economu et al. [6] determined the main plasma properties using a stochastic method to simulate the different elastic, inelastic and excitation processes in a plasma. This research involved massive use of computer power. Most of the aforementioned research relies heavily on extensive use of high performance computers. These methods, while justified from the academic point of view, are not normally use in industry. Industrial practitioners design plasma reactors mostly using experimental information ([7], [8]). Therefore, simpler methods to calculate the main plasma properties, mean electron temperature and density and rate of plasma reactions, are needed.

The goal of this research is to derive a set of formulas that will allow us to calculate, within engineering precision, the properties of the discharge plasma from the system design and the operating parameters.

THEORETICAL MODEL

A plasma is a partially ionized gas. It consists of ion, radicals, electrons and neutral molecular species. A plasma of the type of interest to us here is usually created at low pressure, typically 0.001 to 1 torr, and consists primarily of neutral molecules. The presence of a small fraction of high energy electrons produces collisions with neutral molecular species that can dissociate into radicals. These reactive radicals can participate in rapid chemical reactions at low
temperatures. When the reactive species in the plasma, primarily the neutral radicals, combine with
the atoms of a solid surface film, volatile products can be formed leading to etching. Deposition
fragments can be also formed leading to deposition.

The electron distribution, the electron temperature and the specific rate of plasma reactions
as a function of reactor geometry and operating variables are needed for successful reactor design.

We start by considering a plasma confined within a cylindrical reactor (see Figure 1). Under this assumption the electron diffusivity, \( D_e \), is given by,

\[
D_e = \frac{v_i \Lambda^2}{\Lambda^2 - \frac{2.405}{R^2} + \frac{\pi}{H}}
\]

where \( v_i \) is the inelastic collision frequency and \( \Lambda \) is the electron diffusion length given by
(Park and Economou [5]),

\[
\frac{1}{\Lambda^2} = \frac{2.405}{R^2} + \frac{\pi}{H}
\]

here \( R \) and \( H \) are the reactor radius and the electrode separation, respectively.

The inelastic collision frequency can be calculated using (Barrington [9]),

\[
v_i = N v_d \sigma_i
\]

where \( N \) is the chemical species concentration in the gas phase, \( v_d \) is the drift velocity and \( \sigma_i \) is the
process collision frequency.

We assume that the process collision frequencies, \( v_i \) and \( v_m \), the momentum collision frequency
are constant independents of the drift velocity. This is a crude approximation, but it will allow us a
considerable simplification in our derivation.

We are going to use the following equation valid for gases formed by simple molecules such as,
helium and hydrogen (Barrington [9]),

\[
v_d = C_1 E_{eff} \frac{p}{\rho}
\]

where \( C_1 \) is a constant, \( E_{eff} \) is the effective electric field and \( \rho \) is the gas pressure.

We are going to assume that the electron in the gas phase can be represented by a Margenau
distribution (Hollahan and Bell [10]). This assumption considers all the electrons to be at the same
temperature, but unlike the Boltzmann distribution the electron temperature \( T_e \) is different from
the gas phase (T). For a Margenau distribution the electron temperature can be calculated from,

\[
k T_e = \frac{e^2 E_{eff}^2 M}{6 m^3 v_m^3}
\]

where \( k \) is the Boltzmann constant, \( e \) is the electron charge, \( m \) the electron mass and, \( M \) is the mass
of the gas main chemical species. We use the fact that the electron diffusivity and the electron
temperature are related by (Hollahan and Bell [10]),

\[
D_e = \frac{k T_e}{m v_m}
\]

in order to combine equations (5) and (6),

\[
D_e = \frac{e^2 E_{eff}^2 M}{6 m^3 v_m^3}
\]

from equation (1),

\[
v_i = \frac{D}{\Lambda^2} - \frac{e^2 E_{eff}^2 M}{6 \Lambda^2 m^3 v_m^3}
\]

or by using equation (3),

\[
v_i = \frac{e^2 E_{eff}^2 M}{6 \Lambda^2 m^3 v_d^3 N^3 \sigma_m} = N v_d \sigma_i
\]

or combining (9) and (4),

\[
\frac{e^2 E_{eff}^2 M}{6 \Lambda^2 m^3 v_m^3} = N^4 v_d^4 \sigma_i = \left( N C_1 \frac{E_{eff}}{p} \right)^4 \sigma_i
\]

using the ideal gas approximation,
we can rearranged equation (10) as,

\[
N = \frac{p}{k \cdot \frac{T}{T}}
\]

equation (11),

or,

\[
\frac{E_{\text{eff}}}{P} = \left( \frac{e^2 M}{6 \cdot \Lambda^2 m^3 v_m^3 C_1^4 \sigma_i} \right) \left( \frac{k^4 T^4}{p^2} \right)^{(1/2)} \cdot \frac{1}{p \Lambda}
\]

Equation (13) allows us to calculate the effective electric field per unit pressure as a function of electron constants, gas phase temperature and mass and constants (\(\sigma_m, \sigma_i, C_1\)). 

The power dissipated by unit plasma volume is given by (Hollahan and Bell [10]),

\[
P = \frac{n_{\text{eav}} e E_{\text{eff}}^2}{m v_m}
\]

where \(n_{\text{eav}}\) is the average electron density, \(P\) is the power and \(V_r\) the reactor volume is given by,

\[
V_r = \pi^2 e^2 H
\]

combining equations (3), (4) and (14) we get,

\[
n_{\text{eav}} = \frac{P \cdot m \cdot C_1 \cdot v_m}{e^2 E_{\text{eff}}}
\]

the following relations for a cylindrical reactor reported by Hollahan and Bell [10] lead to,

\[
n_{\text{eo}} = 3.64 n_{\text{eav}}
\]

and

\[
n_e = n_{\text{eo}} J_0 (\Lambda r/R) \cos(B z/H)
\]

here \(n_{\text{eo}}\) is the electron density on the reactor axis, \(J_0\) is the Bessel function of order \(O\) and \(r\) and \(z\) are the radial and axial coordinates, respectively.

The reaction coefficients for plasma reactions \((k_p)\) can be calculated using the following equation reported by Bell [10],

\[
k_p = \sqrt{\frac{8}{\pi m} (k T_e)^{-3/2} \int_{0}^{\infty} \varepsilon \sigma_i(\varepsilon) \exp(-\frac{\varepsilon}{k T_e}) d\varepsilon}
\]

Equation (20) can be integrated with the additional assumption that \(\sigma_i(\varepsilon)\) is not a function of \(\varepsilon\). Under this circumstances the following equation is derived,

\[
k_p = \sqrt{\frac{8}{\pi m} (k T_e)^{1/2} \sigma_i}
\]

Equations (13), (16) and (20) allow us to calculate the main plasma properties, \(E_{\text{eff}}/P\), electron density distribution and the reaction coefficients for plasma reactions.

RESULTS AND DISCUSSION

In order to implement the model described above the following procedure is recommended. First, calculate \(A\) from equation (2), then from \(p, A\) and data values calculate \(E_{\text{eff}}/P\) from equation (13). Equation (16) is used to calculate \(n_{\text{eav}}\). From equations (17) and (18) the electron density distribution is computed in a reactor shown in Figure 1. The electron temperature \((T_e)\) is calculated using equation (5). This temperature is used in equation (20) to calculate the specific reaction rate constants.

Figure 2 shows the calculated values of \(E_{\text{eff}}/P\) at different value of \(pA\) for the breakdown of silane between two parallel electrodes. The calculated results are close to those reported by Bell.
At low values of $p\Lambda$, $E_{\text{eff}}/p$ is quite large due to the rapid loss of electrons under these conditions. As $p\Lambda$ increases, $E_{\text{eff}}/p$ decreases and tends to level out. These characteristics are due to the reduced loss of electrons by diffusion.

The average electron densities at different $p\Lambda$ are shown in Figure 3. This figure illustrates the behavior of $n_e/\langle p\rangle \Lambda$ vs. $p\Lambda$. Variation in the pressure, for a constant value of $E_{\text{eff}}/p$, will affect only the values of $p\Lambda$. When the gas pressure $p$ increases, it causes a decrease in the electron density $n_e$ needed to maintain a fixed value of $\langle p\rangle$. The result is very close to Bell's result [10]. The maximum error is less than 50%.

The electron density distribution at different radial position is shown in Figure 4. The electron density is seen to decrease when either $r^*$ or $z^*$ is increased. This means that the electron density value at the mid-plane of the discharge is higher than the values at the other positions. We can also see that the electron density decreases slowly along the radial direction. This fact allows us to consider a one-dimensional plasma model for describing the case of a reactor with flow.

Figure 5 shows a plot of $T_e$ (eV) as a function of $E_{\text{eff}}/p$. The electron temperature is known to be dependent upon the electric field strength $E_{\text{eff}}$ and the gas pressure $p$. The electron temperature is related to the mean electron energy ($\langle e \rangle$). This means that increasing the electric field strength $E_{\text{eff}}$ or decreasing the gas pressure $p$, will increase electron’s energy (or high temperature). Neutral molecules are easily excited when the electron temperature is high. In Figure 5, We also compare the calculated results with the literature ones [10]. It is found that the two set of data at low values of $E_{\text{eff}}/p$ are very similar, the literature data become flat when the values of $E_{\text{eff}}/p$ increase, but the value of the calculated data still increases.

Values of dissociation rate constant $k_p$ computed from Eq.(19) are shown in Figure 6 as a function of $E_{\text{eff}}/p$. Increasing $E_{\text{eff}}/p$ means that the electron energy is increased. The possibility of dissociation reaction between electrons and neutral molecules is increasing. Therefore, the dissociation rate constant $k_p$ increases with a increase of $E_{\text{eff}}/p$. The calculated results are very similar to the literature reported results [10].

CONCLUSIONS

A simplified model to calculate plasma properties from reactor geometry and operating variables has been proposed. Dilute plasma, linear dependence of drift velocity on $E_{\text{eff}}/p$, $v_m$ independent of electron velocity and the electron density function following a Margenau distribution are the main assumptions. These assumptions lead to a set of formulas that can be used to determine $E_{\text{eff}}/p$, $T_e$ and the plasma reaction specific coefficients ($k_p$) from the geometry of the reactor and operating variables. The calculated values were satisfactorily compare to experimental results.
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Figures

Figure 1. A sketch of the reactor of the plasma-enhanced chemical vapor deposition process.

Figure 2. The value of $Ee/p$ at different value of $pA$. 
Figure 3. The average electron density calculated at different pA value.
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Figure 4. The distribution of electron density at different radial position.
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Figure 5. The electron kinetic energy at different value of Ee/p.
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Figure 6. The dissociation rate constant of silane at different value of Ee/p.
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Introduction

The Space Station Furnace Facility (SSFF) is a facility located in the International Space Station United States Laboratory (ISS US Lab) for materials research in the microgravity environment. The SSFF will accommodate basic research, commercial applications, and studies of phenomena of metals and alloys, electronic and photonic materials, and glasses and ceramics. To support this broad base of research requirements, the SSFF will operate, regulate, and support a variety of Experiment Modules (EMs). To meet station requirements concerning the microgravity level needed for experiments, station is providing an active vibration isolation system, and SSFF provides the interface.

SSFF physically consists of a Core Rack and two instrument racks (IRs) that occupy three adjacent ISS US Lab rack locations within the International Space Station (ISS). This generic SSFF configuration is shown in Figure L. All SSFF racks are modified International Standard Payload Racks (ISPR). SSFF racks will have a 50% larger pass through area on the lower sides than ISPRs to accommodate the many rack to rack interconnections. The Instrument Racks are further modified with lowered floors and an additional removable panel (15" x 22") on top of the rack for access if needed. The Core Rack shall contain all centralized Core subsystems and ISS subsystem equipment. The two Instrument Racks shall contain the distributed Core subsystem equipment, ISS subsystem equipment, and the EMs. The Core System, which includes the Core Rack, the IR structures, and subsystem components located in the IRs serves as the central control and management for the IRs and the EMs. The Core System receives the resources provided by the International Space Station (ISS) and modifies, allocates, and distributes these resources to meet the operational requirements of the furnaces. The Core System is able to support a total of four EMs and can control, support, and activate/deactivate the operations of two EMs simultaneously. The IRs can be configured to house two small EMs or one tall vertical EM, and serve as the interface between the Core and the respective EM.

The Core Rack and an adjacent Instrument Rack (containing one or more furnaces) will be delivered to the ISS in one launch. This is Integrated Configuration One (IC1). The Core Rack and IR1 will be passive during transport in the Mini Pressurized Logistics Module (MPLM). Any subsequent EMs to operate within IR1 are installed on-orbit. The second IR (containing one or more furnaces) is delivered to ISS on a subsequent launch which will establish Integrated Configuration Two (IC2). Additional integrated configurations will be established with the replacement of EMs or Instrument Racks.

Figure 1. SSFF Generic Configuration
SSFF/Crew Interface

Initially, the physical layout, launch configuration, and basic functions of SSFF must be understood in order to identify crew interfaces necessary for operation. Crew time available is baselined at 90 crew hours per week for all payloads. Assuming that the Lab has 12 ISPRs, 6 ISPRs in the Attached Pressurized module, and 12 ISPRs in the Japanese Experiment Module, the result is about three crew hours per week per rack on average. This is a small number which must include installation, maintenance, and routine sample exchange. Therefore, SSFF has chosen a high degree of automation for most of its functions and considered the following critical crew interfaces in order for the facility to make efficient use of crew time Visual and reach envelopes, Operating forces, Crew and loose equipment restraints, Data displays and controls, Microgravity and the resulting Neutral Body Posture, General and task lighting, Tools, Fasteners, Connectors, Crew Safety, Workstations, Serviceability, and Labeling.

A brief description of some SSFF (based upon current configuration) related tasks which depend upon crew members are as follows: The Core Rack will be launched with all its components in place and six additional flight boxes intended for on orbit installation into the instrument racks. The Core Rack will be moved by the crew from the Logistics Module to its permanent operating location inside the Lab. After installing the Core Rack into position, the crew returns to the Logistics Module and transports Instrument Rack 1 (IR1) into the Lab and into position on the left hand side of the Core Rack. IR1 is launched with one Experiment Module (EM) already installed but requires the on orbit installation of four flight boxes. These must be removed from their bolted down launch position inside the Core Rack and placed in operational location in IR1; securing the fasteners and connectors of each &vice. The other two devices remain stowed in the Core Rack until the arrival of IR2, at which time the two remaining boxes will be installed in their operational position. The unattached harness cables must be restrained and all exposed connectors must be protected with covers, or attached to ‘dummy’ connectors. Volume constraint made restrained cables with covered connectors the selected option. Therefore, connector covers would have to be removed and stowed and the cable untethered prior to making any connection. ISS resource connections to the Core Rack and IRs must be performed by the crew. In order for the Core Rack to control EM(s) inside the IRs; all power, data, and gas connections from rack to rack must be done by the crew on orbit. Any configuration of an active rack isolation system demands that the IRs cannot remain attached to their pivots during operation, but instead must be attached to actuator shafts; which must be installed by the crew. Maintenance operations which require rotation of any one rack demands that either all rack to rack connections be dismantled or that all three racks are rotated out as one unit. A rotation of all three racks as one unit in O g is believed to be the easier of the two options. The racks must be latched together at the top and the IRs removed from actuator shafts and reinstalled upon their pivots as a minimum. Sample insertion and exchange in furnaces demand crew interface with SSFF faceplates, EMs (and associated connectors, tools, hoses, cables), and gloveboxes. Maintenance or upgrade activity depend upon the crew to complete. Some EMs may require command inputs from the crew via the Portable Computer System (PCS).

Approach

A high level task analysis titled SSFF-HETAG-01, “Space Station Furnace Facility Task Analysis-Gross”, is provided to systematically identify and characterize major human interface issues and serve as a data source for SSFF-HER-01, “Human Engineering Requirements”, test plans and procedures, and SSFF-HECTA-01, “Human Engineering Critical Task Analysis” The Gross Task Analysis gives a beginning point for decision making concerning mock up builds for human subject testing by examining the following subtasks: Lab site checkout, Logistics site checkout, Core and Instrument Rack installation, Core System activation, Nominal EM operations, Facility nominal shutdown, and Maintenance/Upgrade.

Crew interface requirements for SSFF were initially developed in the following manner: NASA-STD-3000, “Man-Systems Integration Standards” is the original human factors requirements document which covers all aspects of crew-flight concerns; much information that does not apply to a furnace facility. A designer, whether for facility, experiment module, or orbital replaceable unit (ORU) would have to search through extraneous information and attempt to extract that which applied to their particular task. SSP-50005, “ISSA Flight Crew Integration Standards” is derived from NASA-STD-3000 and contains only requirements that pertain to Space Station. This is still not specific enough to help a designer of a furnace facility, an experiment module, or an ORU identify applicable requirements rapidly. Therefore, SSFF-HER-01, “Space Station Furnace Facility Human Engineering Requirements” is derived from the above two parent requirements documents and is also influenced by design, specific intent, and the Station Interface Control Document (ICD). SSFF-HER-01 is divided into three sections: Facility, Experiment Module, and ORU sections. A verification matrix is included with each section. This is to simplify the designer’s task; i.e., a furnace designer would use the Experiment Module Section of SSFF-HER-01 for human factors requirements applicable to experiment modules.

SSFF-HECTA-01, “Space Station Furnace Facility Critical Task Analysis” (CTA) is an extension and elaboration of the “Gross Task Analysis” (GTA) in matrix format: step by step task description accompanied by applicable SSFF-HER-01 paragraph numbers, crew posture necessary, and notes (tools or not). The Critical Task Analysis can be used as an input to the Crew Procedures development process by systematically examining flight crew tasks.
which are critical to mission success. The task analysis begins with the Core Rack and the Instrument Rack installed in the Lab but not connected, proceed through interconnection of racks and ISS, sample loading and unloading, ORU changeout, and Rack rotation. The analysis ends with sample removal after the first increment of operation. This document is continuously updated with the cycle of design change and crew interface tests.

"Space Station Furnace Facility Human Engineering Development Test Plan", SSFF-HEDTP-01, presents tests to be performed with human subjects, program objectives, anticipated results, facility and hardware requirements, reference to CTA sections, lead time required, test dates, and required report dates. The following tests are documented for Phase I: Rack Face Plate Configurations, Avionics Air Coupling, Utility Interface Concepts, ISPR Lowered Floor, Electrical Connector Selection, Single Vs. Multiple Rack Rotation, ORU Changeout, Crew Interface Port Placement and Utilization, Glovebox Installation and Operation with Rack Rotation, Sample Port Location and size. For Phase II design: the following tests are documented: Active Rack Isolation System (ARIS), ORU Changeout. For Phase III design- Alternative ORU placement; ORU Changeouts are repeated, and EM/Glovebox protrusions.

**Mock ups**

A lot of effort was concentrated on building a mockup of ISS Lab envelope containing SSFF. A rigid material (4 x 8 foot sheets of 3/8 inch thick Styrofoam covered with paper), called *Fome Core*™ covers the wood frames forming the ceiling and opposite wall of SSFF envelope. A raised plywood floor represents racks that will be in that plane and the station stand off, with ‘Z’ plates (connects resources from station to racks) made of *Fome Core*. Three racks (not ISPR quality) are used to represent the Core Rack, IR1 and IR2. The cold plates, flight boxes, and EMs are constructed of *Fome Core* and installed inside the racks. Most of the cold plates and Gas Distribution System (GDS) mock ups can slide out of the Core Rack along with their contents. Initially, many devices were only *Fome Core* volumes until more could be learned about the device’s exact dimensions. Real connectors, fasteners, and cables are mounted on devices that either have to be installed on orbit, or their failure rate suggests that maintenance operations will be necessary. Cables and hoses are represented by various sized *tygon* tubing. The degree of fidelity is greater in areas where there is known crew interface.

Many components of SSFF mock up changed during project development. For example, IR1 has contained a *Fome Core* mock up of a cylindrical furnace with the sample port in the front, a movable carousel, and wooden mock ups of the sample cartridges installed. Beside it was a larger cylindrical furnace with an excess port in the top, and attached side hinges which allowed it to be pulled straight out of the IR1 front and rotated to rest in a vertical position in front of the Core rack. These were replaced later with two rectangular vertical furnace mock ups with both sample ports in the front. IR2 contains two horizontal cradle-mounted furnaces, which are envelope representations only. All the avionics boxes in IR2 are mounted on slides which can be pulled out into the aisle. Two types of *gloveboxes* were constructed; flexible and rigid. The flexible version was constructed of canvass and Plexiglas. The rigid model was made of *Fome Core* and Plexiglas.

A mockup of the PCS with a “D” type connector to interface with the crew interface port (CIP) is provided. Velcro is placed on the instrument rack face plates for placement of the lap-top computer with the top of the monitor approximately four and one-half feet from the floor.

The three racks may be fixed together on orbit so that they rotate as one assembly, to avoid disconnections between the Core and the instrument racks. Some critical devices must be located in the back of the racks; either behind furnaces or other equipment. This may make rack rotation necessary several times during the removal/installation of these devices. In order to study this task, each rack is individually counterbalanced with a configuration of pulleys and weights, therefore, all three racks may be locked together at the top and rotated out as one unit, i.e., the whole unit is counterbalanced and will remain in whatever position is needed without any further restraints or attention. Additions or changes inside any rack alters the weight of the rack; counterbalancing is then dealt with by changing the weights in the pulley-weight configuration for that specific rack.

After the initial build, unexpected questions or configurations can be quickly investigated with this mockup which includes surrounding ISS envelope, boxes, lowered floor, shutoff valves, maintenance kill switch, crew interface port, connectors, racks, passthroughs and accesses, pull-out shelves, face plates, some cables and hoses, EMs, Gas Distribution Systems, station ‘Z’ plate plus prototype connectors, and rotating (individual or ganged) counterbalanced racks.

Some crew interface issues had to be addressed before the comprehensive mockup described above was complete. Other tasks examined required the crew to be ‘upside down’ relative to the local vertical. In these tests, the racks were positioned horizontally with face plates up. Rack to rack interconnections could then be studied with subjects lying on top the rack plates with their heads at the bottom of the racks. This was the crew position most likely to be used for feeding cables through the rack side access panels for rack to rack connections. Mockup hardware was
limited to the area of concern: i.e., the lowered floor, connectors, quick disconnects, tethered cables, labels, and a station 'Z' plate prototype for connecting rack to station resources. In another example, an Avionics Air issue concerning a flex hose connection within the one half inch clearance between the Core Rack and IR1&2 was mocked up with two racks, PVC pipe, flex hose, and a clamp. The two racks were positioned one-half inch apart, side-by-side, and face down in the floor. The rack-to-rack coupling was to be done through the access in the top of the instrument rack and through the side access cut-outs in both the instrument and Core racks. The whole SSFF envelope, detailed components in all three racks, etc. was not necessary to determine that the more space allowed between the solid portion of the air duct and the side access inside IR1, the easier the task of attaching the flex hose between the Core Rack and IR1 duct. Concerns about a box's connectors interfering with tool-hand clearances while securing its flange fasteners was answered with the Fome Core mockup of the box itself complete with real (not flight) connectors, fasteners, and actually using an allen wrench to release a fastener. Understanding the relationship of portions of SSFF configuration was greatly instrumental in building the comprehensive mock up.

Testing with Subjects

Anthropodemetrie measuring of many subjects was done prior to testing in an effort to employ the abilities and limitations of the ISS physical dimensions range of 5th percentile (40 year old Japanese female) to 95th percentile (40 year old American male). Seven was the average number of subjects participating per test and most were working on the SSFF project in various disciplines. Whether individual or group tests, the subjects were briefed as to the hardware description, order of expected tasks, and test objective. The reminder that these tasks must be performed in O g was enforced as much as possible. Where applicable, an 'ergo-chair' was used, which held a person as close as possible to the neutral body position experienced in O g. The test conductor followed a step-by-step checklist of each specific task, which was part of the written test procedure. Comments and suggestions made by the subjects during testing was recorded by the test conductor. Subjects usually completed a questionnaire at the end of a test session. A group test was held for Phase III design - Alternative ORU placement only. For this test, a group of four subjects were allowed to discuss the problem among themselves and physically move shelves and boxes within the racks until they were all satisfied. The physical configuration agreed upon by the group was then recorded. With a mock up in place and an understanding of the required crew task involving the hardware; specific test plans and test procedures for each area investigated were developed.

Evaluation

Methodologies range from pure observation, analysis, questionnaires, to ranking, or some combination of these methods. For example, SSFF is required to maintain the rack face plates in place during operation in order to contain CO2 for fire suppression. The face plates must also meet the launch load requirements and provide noise attenuation. These requirements complicate crew tasks such as maintenance and servicing by limiting SSFF adjacent rack access, handrail interference, visual, and reach envelopes because the face plates must be opened or removed to perform the tasks mentioned. Although frequent need for the crew to access SSFF racks is not expected, known tasks such as gas bottle change-out prompted the investigation of different face plate configurations through a mock up and test subjects to attempt to arrive at the most 'user-friendly' solution that still allows the face plates to meet more critical requirements. Prior to the mock up demonstration, a preliminary matrix was built with other disciplines participating, listing the requirements of the rack face plates. Goals were associated with each requirement. Symbols indicated each requirement and its intended goal as well as overlapping of unrelated requirements through their goals. Numbers replaced the symbols associated with each requirement based upon a scale of 5 being very important and 1 being hardly important. All values assigned to each requirement were added and then normalized to give every requirement a weight. Four face plate designs were evaluated using the computed weights for the agreed upon requirements. In addition to this described preliminary analysis, seven subjects participated using a test procedure of step-by-step motions outlined for each design configuration. Motion was constrained by the use of an 'ergo chair' to mimic the neutral body posture characteristic of O g. Individuals were timed with a stop watch for the time difference required between the designs as they performed the tasks. The time required to perform the tasks was averaged for each faceplate design. Subjects were asked to complete a questionnaire ranking each design according to effort associated with selected crew interface requirements. Also, their comments were noted on their procedure sheet by the test conductor. The subjects picked the same configuration as the preliminary analysis had indicated to be the 'best design', with the ranking of the other designs varying.

In other instances, the whole range of subject sizes, i.e., 5th percentile (smallest) to 95th percentile (largest); would express the same opinion. This was true with the on-orbit installation testing. IR1 was rotated into the aisle at about the 80’ position with its back panel removed. The four flight boxes launched bolted inside the Core Rack were removed and installed into IR1 from the back of the rotated rack. The flange fasteners on the Peltier Pulser and the FSCU (Furnace Signal Conditioning Unit) opposite the operator's position could not be seen or reached. The problem existed for the entire body size range of subjects. Immediate comments such as “I can not see the fasteners,” or “I can not reach behind the box.” were made. In other instances, no problems were detected, and favorable comments would be common. This was true with the slide out shelves on which the stowed for launch devices were mounted as well as for the Gas Distribution System (GDS) configuration. The quick disconnects used
for the GDS integration testing received no comment because the subjects were able to make the connection. User comments are the best source of ideas since they may reveal why particular errors are occurring. Comments are collected while the user is working, since impressions given after a task is complete are often sketchy. The group testing relied upon their internal discussion and agreement upon device placement. The test reports, which include the evaluations, must be distributed to the designers as shown in Figure 2.

**Results**

The crew interface organization and flow of work for SSFF is best described in Figure 2. Notable outcomes from this iterative cycle include, but are not limited to:

The fidelity of SSFF hardware features pertinent to the SSFF trainer were identified through the use of the crew interface mock up and testing. More information is available concerning task sequence, completion times, and rack positions (rotated or not). This all feeds directly into crew procedures which will be developed much later in the project. Details such as clearance problems, special tools or modifications concerning ISS provided tools become known. Verification and clarification of many human factors requirements were accomplished as well as configuration feasibility of selected features SSFF which involve human interface. Launch configuration modifications were suggested as a result of problems encountered during on-orbit installation procedures. Misconceptions among various disciplines concerning the physical layout are quickly brought out in tests.

**Conclusion**

Incorporating crew interface issues early into a design demands an iterative process of design, evaluation, and test with the test results feeding back into design. This can be conceived as slowing down the design process or levying extraneous requirements onto the design. However, building simulated or informal prototypes actually gives a project something tangible for others to see, and stimulates thought and progress. A detailed understanding of the design and the necessary crew tasks has enhanced matching the intent of crew interface requirements with the design. Once a comprehensive mockup of SSFF was in place, unexpected questions, design changes, and 'what if' scenarios could be tested and produce results quickly. This effort should greatly reduce or negate user related design changes late in the process. Crew time must be used as effectively as possible since it is limited and expensive. Early interest in SSFF design and crew interface issues help identify hardware fidelity and items that will be crucial in the crew trainer. It is the goal of this crew interface endeavor to focus SSFF on the materials research, not 'down time' involving lengthy and difficult crew activities. Figure 2 is a flow chart of the relationship between crew interface requirements, designers, human factors task analysis and development test plan, human factors mockup of SSFF, specific test plans and procedures, test reports, and the feedback into design.
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Abstract

In a unique partnership between three minority-serving institutions and NASA's Jet Propulsion Laboratory, a new course sequence, including a multidisciplinary capstone design experience, is to be developed and implemented at each of the schools with the ambitious goal of designing, constructing and launching a low-orbit Earth-resources satellite. The three universities involved are North Carolina A&T State University (NCA&T), University of Texas, El Paso (UTEP), and California State University, Los Angeles (CSULA). The schools form a consortium collectively known as MUSES — Minority Universities System Engineering and Satellite. Four aspects of this project make it unique: (1) Including all engineering disciplines in the capstone design course, (2) designing, building and launching an Earth-resources satellite, (3) sustaining the partnership between the three schools to achieve this goal, and (4) implementing systems engineering pedagogy at each of the three schools. This paper will describe the partnership and its goals, the first design of the satellite, the courses developed at NCA&T, and the implementation plan for the course sequence.

Introduction

In efforts to encourage the inclusion of courses which focus on systems engineering as part of the curriculum, and also to increase the number of minority engineers graduating with skills in the design and engineering of complex systems in a team environment, the Jet Propulsion Laboratory (JPL) took the initiative to form a consortium composed of three minority-serving institutions: North Carolina A&T State University, University of Texas, El Paso, and California State University, Los Angeles. The consortium is collectively known as MUSES — Minority Universities System Engineering and Satellite. MUSES has a two-fold mission: (1) the development and implementation of systems engineering courses to teach the fundamentals of the design of large, complex systems, such as a satellite, and (2) the design and construction of a small satellite to be launched into low Earth orbit in approximately three years in order to collect data on planet Earth, which will be analyzed by the Consortium.

In the increasingly competitive world today, government and industry have realized the importance of cohesive, multidisciplinary engineering teams for product design and realization, and problem solving. Yet in our universities, there is currently a dearth of courses and activities which call on students from various engineering disciplines to collaborate in achieving a common design goal. Experience with MUSES shows that a diverse groups of individuals motivated to explore new frontiers can self-organize as a team to complete complex engineering project.
Through the efforts of the MUSES team, minority-serving universities are poised to
enrich the pool of future systems engineers produced in the United States. Although MUSES
created an exciting design experience for the students, the program’s intent was to support the
universities’ goals related to reinventing the teaching of design engineering. In this regard, the
summer workshop featured a self-organized product implementation team strongly coupled to a
curriculum development process. The MUSES team sowed the seeds for defining how
engineering will be taught and practiced.

Project History

The project began in the Summer of 1995, when faculty representatives from the three
universities participated in the Summer Design Institute held July 24 to August 4 at JPL. This
extended visit provided opportunities for the faculty to: (1) work with JPL personnel to learn
methods of concurrent engineering and project management, (2) observe typical JPL design
teams working in JPL’s Project Design Center, (3) gain familiarization with system design tools
developed at the Project Design Center, (4) discuss systems engineering course elements and
implementation, and (5) visit with a faculty member and a student at California Institute of
Technology to discuss the satellite design course at their school. The objectives for the summer
were to gain familiarity with JPL’s Project Design Center, both its architecture and philosophy,
and to develop plans for activities in the next academic year (August to May, 1995) and the
following summer.

‘During the following academic year, plans were made to begin the first Summer Satellite
Design Workshop held for ten weeks during Summer 1996 at JPL. Participants in the workshop
included faculty members and four students from each of the three schools, and a large
contingent of JPL personnel who acted as mentor System Engineers or as mentors on satellite
subsystem design. The roles of the students were to act as lead engineers on at least one satellite
subsystem each, while contributing as engineering team members on several other subsystems.
The faculty members were not involved directly in subsystem design, but were present to mentor
the students as needed to solve analytical or other technical problems. A second role the faculty
members played was in developing Systems Engineering courses to be implemented back on
their respective campuses. The following describes the two activities resulting from the 1996
Summer Satellite Design Workshop: (1) the design of the satellite — called Urania, and (2) the
development of the Systems Engineering Curriculum at NCAT.

The MUSES Satellite Team

The students’ goal for the 1996 Summer Workshop involved the initial design of a small,
low Earth-orbit satellite with a mission to study planet Earth. Realistic constraints on size, power
consumption, mass, and cost were specified for the MUSES team. These constraints were
stipulated by the requirements that the satellite:

1. be launched as a secondary payload on a Delta II rocket to reduce cost, which essentially
   limits the dimensions to approximately 30 x 40 x 40 cm;

2. weighs a maximum of 30 kg, again constrained by the secondary payload option;

3. uses flight-tested, off-the-shelf technology to decrease risk, design time, and cost;
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4. consume no more power than it can collect using the solar panels to be mounted on its surfaces; and

5. cost no more than $5 million, including all hardware, software and labor, but excluding the launch cost, which was assumed to be donated by external sponsors.

Other aspects of the Summer Workshop included regular meetings with technical personnel from JPL to resolve technical issues and to ascertain progress, and with Human Resources personnel for team building and learning conflict resolution. At the end of the Workshop a formal presentation was made by the team to a panel of technical experts from JPL, and a completed technical proposal was reviewed. The satellite will now be described.

Fig. 1: The 1996 MUSES students, posing with a full-scale mock-up of the Urania satellite.

The initial satellite was designed within the constraints described above. The MUSES team named the satellite Urania, which is one of nine muses of Greek mythology. Urania's overall dimensions are 30 x 40 x 40 cm and it weighs just over 28 kg. Its shape is that of a six-sided cylinder covered on five of the six sides and the top with solar cells. The remaining side is always pointed away from the sun in order to provide a low-temperature surface on which to mount heat radiators for the electronics and instruments. The bottom surface is mounted with the two imaging instruments — one imaging in the near- to mid-infrared for cloud imaging, and one imaging in the visible spectrum for earth resources studies — and thus will always be directed toward earth. The satellite will be stabilized with a 4-m long, gravity-gradient boom which will be deployed after the satellite is released from the launch vehicle into its orbit. The power consumption of the satellite is limited to 17 W maximum, which will require all subsystems, including the instruments, to share this power, and to be placed into "sleep" modes until it is needed. The on-board computer for command and data handling is an A80 186 processor with
600 Mbit DRAM memory for data storage. The satellite has a minimum design life of one year, with a goal of three years.

The mission designed for Urania, as mentioned earlier, is to study planet Earth, and as such its launch is planned to be at an inclination of 42 degrees and at an altitude of 1100 km; this results in a single orbit of 112 min. Three science instruments will be carried as payload: (1) an infrared cloud imager for ocean color mapping and measurements of distributions of water vapor or ice on Earth’s surface; (2') a visible-spectrum camera for measuring mineral matter distributions, population densities, and vegetation variations; and (3) a global positioning system (GPS) receiver for the satellite’s navigation purposes, and to perform scientific measurements in conjunction with other GPS receivers of other satellites. Science information gained from the satellite provides insight into the geological and environmental phenomena affecting our planet.

The engineering subsystems of the satellite include:
1. Structure/packaging;
2. Mechanisms;
3. Power;
4. Thermal control;
5. Command and data handling-software and hardware;
6. Telecommunications; and
7. Attitude control.

Each of theses subsystems, along with their integration into the satellite, is described in detail elsewhere [1, 2].

Fig. 2: Logo of the MUSES team, showing the Muse, Urania, holding the Earth as the satellite Urania orbits above.

Multidisciplinary Systems Engineering at NCAT

Due to the fact that the System Engineering curriculum developed is different for each school because of programmatic and administrative constraints, the following is a description of the curriculum to be implemented at NCAT only.
A two-course sequence will be offered in consecutive Fall and Spring semesters of each year. The courses will be open to seniors and graduate students of any engineering major, since the emphasis is on multidisciplinary system design. The first course can be taken as a Technical Elective, while the second will substitute for the Capstone Design course, which is a graduation requirement for the undergraduate curriculum of all engineering majors at NCAT.

Contents of the first course will consist of topics necessary for Systems Design and Engineering but will not be specific to any one system, while the second course will be purely the technical design of a system. The purpose of this is so that the course sequence maybe used to teach the design and engineering of any system, which will most likely change from year to year. Topics of the first course will include team building, technical communications, creative problem solving in multidisciplinary teams, selected issues from total quality management (TQM), and engineering design tools (e.g. software tools). Substantial time will also be devoted to the definition of systems, and analysis of common engineering systems.

The second course in the sequence will focus solely on the design of a single system. In addition to satellite design, other topics may include a solar boat design for a competition sponsored by the American Society of Mechanical Engineers, or the design of experiment modules to be launched with sounding rockets for scientific purposes. The current plan is to implement the courses under the General Engineering division, so that students of any major, in the College of Engineering may take these courses for credit, and to highlight their multidisciplinary nature.

Future Plans

The 1996 Summer Workshop culminated in September with the MUSES team traveling to the Small Satellite Conference sponsored by Utah State University in Logan, Utah. A poster presentation of Urania was made by the team, and favorable comments were received from the attendants.

The immediate plans of the MUSES team is to forge ahead with planned curricular activities for the coming academic year, and to plan for a follow-on Summer Workshop for 1997. It is hoped that several members of the original team will return to refine the initial satellite design. Most importantly, the MUSES team, along with JPL mentors, is seeking to promote the team’s activities to private industry and government in hopes of obtaining funding to actually construct the final satellite designed, and to realize its launch, perhaps by 1999. The team’s best hope is to compete and win against other universities in future NASA-sponsored satellite design and construction opportunities.
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Abstract

Developments in bulk crystal growth research for electro-optical devices in the Center for Photonic Materials and Devices since its establishment have been reviewed. Purification processes and single crystal growth systems employing physical vapor transport and Bridgman methods were assembled and used to produce high purity and superior quality wide bandgap materials such as heavy metal halides and II-VI compound semiconductors. Comprehensive material characterization techniques have been employed to reveal the optical, electrical and thermodynamic properties of crystals, and the results were used to establish improved material processing procedures. Post-growth treatments such as passivation, oxidation, chemical etching and metal contacting during the X-ray and gamma-ray device fabrication process have also been investigated and low noise threshold with improved energy resolution has been achieved.

I. Introduction

Over the last decades semiconducting compound materials have been recognized and developed for various electro-optical devices applications. Among them, wide bandgap II-VI compound semiconductors have attracted extensive interest and research efforts due to their potential uses as room temperature X-ray and gamma ray detectors, IR detectors, light-emitting devices (LED) in the visible range, tunable solid state laser, optical limiting and optical communication devices, etc. One of the most essential steps in the development of a device is the crystal growth process itself. The ability to produce structurally and chemically pure crystals plays a vital role in the development of the practical device, and currently is also an important subject of NASA microgravity materials research program. The growth of single crystals and materials processing under micro gravity environment can prevent gravitational-induced effects, and produce more homogeneous composition and stress-free materials. Materials characterization techniques are also important in providing basic electrical and defect information, and they can be correlated to the starting material and initial crystal growth process in order to optimize the purification and growth conditions. The actual device can then be fabricated and tested to evaluate its performance and potential for practical applications. The Materials Science and Application Group (MSAG) in the Fisk University Center for Photonic Materials and Devices (CPMD) has investigated the fabrication and evaluation of radiation detectors based on wide bandgap II-VI compound semiconductors and heavy metal halides. These materials not only have great potential in medical, industrial and environmental applications, but also in space exploration, as X-ray and gamma ray spectrometers and imaging arrays. In this paper we report recent developments in materials processing and characterization and device fabrication.

II. Material Purification and Crystal Growth

Typically, starting materials which may purchased from commercial vendors with nominal purity of 99.9999% or synthesized from pure elements by stoichiometric weight, need to be further purified and/or adjusted to stoichiometric composition before crystal growth and device fabrication. In our laboratory, zone-refining and vacuum sublimation are two standard processes to achieve this goal. Zone-refining was first introduced in 1952, and has been successfully implemented by us to purify elements, such as Se and Te, and heavy metal halides, such as Hgl₂, Pbl₂ and Bil₁. The characteristic effect of zone-refining is to accumulate impurities at the ends of an ingot, thus leaving pure material in the central section. Figure 1 shows the distribution of impurity concentrations of Mg, Ag, Cu and Cr along a zone-refined ingot of Hgl₂.
In this particular case it is clear that most impurities accumulated at one end (1-4) leaving the other section to be the purest part of the ingot. A similar purification effect has been observed for PbI$_2$. Vacuum sublimation is a routine method used in our laboratory to purify starting materials from impurities having higher (under dynamic vacuum) or lower (closed tube) vapor pressures. Especially, baking the starting material under a dynamic pumping before sealing off the crystal growth ampoule plays an important role in correcting the deviation from stoichiometry of the material.

Two crystal growth methods frequently used in our laboratory are Physical Vapor Transport (PVT) and Bridgman methods. PVT method is the crystal growth under vapor - solid equilibrium conditions. The temperature of the starting material (powder form) is higher than the nucleation/crystal growth region. This imposed temperature gradient leads to a diffusive-convective flow resulting in a net mass transport of vapor species towards the crystal growth site. The vapor species may consist of molecules of the material itself, such as PbI$_2$(solid) → PbI$_2$(vapor), or dissociated into its separate constituents, such as CdTe (solid) → Cd(vapor) + $\frac{1}{2}$ Te$_2$(vapor), and residual gases. The reverse process occurs when vapor species nucleate and then continue to condense on the crystal growth interface at a rate of 3-5 mm/day. A typical PVT grown vanadium doped CdS$_2$Se single crystal is shown in Figure 2A, currently being investigated for its photorefractive effect and optical limiting properties. Other semiconductor systems, such as HgI$_2$, H-VI binary and ternary sulfides, selenides and tellurides were also successfully grown from PVT frequently in our laboratory.

Figure 1. Impurity concentration distribution along zone-refined HgI$_2$.

Figure 2. As-grown single crystals in their growth ampoule.
The Bridgman growth method is basically a controlled freezing process taking place under liquid - solid equilibrium conditions. The growth also takes place under a temperature gradient, and the mechanism is to produce a single nucleus from which a single crystal will propagate and grow. This is achieved by allowing the solid - liquid interface to move slowly (5-50 mm/day) until the whole molten charge is solidified. A PbI$_2$ single crystal is shown in Figure 2B. Compared to other growth methods, Bridgman method is considered to be a rather simple crystal growth method, but several limitations still exist. The Bridgman method cannot be applied to a material system which decomposes before it melts, systems having components with high vapor pressure, and materials exhibiting destructive solid - solid phase transformations which will compromise the crystalline quality on cooling the crystal at the end of the growth run. HgI$_2$ is a typical material which is not suitable for Bridgman growth. It has high vapor pressure and undergoes a solid - solid phase transition from α - β at 130 °C before its melting temperature at 258 °C. Therefore HgI$_2$ can only be grown only by PVT, while PbI$_2$ lacking such a phase transition can also be grown by Bridgman method.

III. Materials Characterization

Several characterization methods based on spectroscopes, microcopies and thermal analysis techniques have also been employed to investigate and reveal the optical, electrical, structural and thermodynamic properties of the grown crystals.

A. Spectroscopic Characterization - Low temperature (11 K) photoluminescence, x-ray photoelectron spectroscopy (XPS), UV-Vis, infrared spectroscopy (IR) are frequently used, helpful techniques which reveal information of both bulk and surface electronic and optical properties of material. Figure 3 shows a low temperature (11 K) photoluminescence spectrum of C$_{d_{0.9}}$Zn$_{0.1}$Te etched by 5% bromine in methanol and 2% bromine-20% lactic acid in ethylene glycol. The spectrum reveals that the etched surface has a stoichiometric composition and superior structure as evidenced by the appearance of a free exciton in the ground state, $(X)_n$, and the large $I(D^o, X)/I_{defect}$ (I$_{defect}$ is the broad peak center around 1.5 eV) ratio. Such information is important in understanding surface modifications of a material, and directly relates to the device performance. XPS is a chemical analysis technique which can revealed the composition and chemical species on the surface of materials. Figure 4 shows the XPS spectra of Te 3d peaks of C$_{d_{0.9}}$Zn$_{0.1}$Te etched by H$_2$O$_2$. The spectra revealed that H$_2$O$_2$ did form an oxide layer on the crystal surface consisting of TeO$_2$, the oxidation increasing with H$_2$O$_2$ etching time. After a 15 min treatment, the oxide layer thickness could be estimated to be 20-30 Å, based on the relative intensity of Te and TeO$_2$ peaks. This information is particularly important in the device fabrication since it was found by us to lower the electronic noise of radiation detectors.

B. Microscopic Characterization - Surface morphology can be revealed directly from optical microscopy and high resolution atomic force microscopy (AFM). The morphology of as-grown and etched C$_{d_{0.9}}$Zn$_{0.1}$Te.
cleaved crystal surfaces can give important information related to the initial purification process and crystal growth conditions. Figure 5 shows an AFM image of a cleaved ZnSe crystal. This image revealed that second phase precipitation has occurred and that the concentration of precipitates is higher along low angle (approx. 0.1° tilt) grain boundaries. The density of precipitates is calculated to be about 10^13 m^-2 with 20 nm as an upper limit of the size of precipitate. Using existing phase diagrams, these precipitates have been identified by differential scanning calorimetry (DSC) as a Se-rich second phase existing in ZnSe solid solution. This result was correlated to the initial purification process and crystal growth conditions, and used to improve the growth process of ZnSe crystals with near-stoichiometric composition.

C. Thermal Analysis - Differential scanning calorimetry (DSC), thermomechanical analysis (TMA) and thermogravimetric analysis (TGA) have been employed for characterization of mechanical and thermodynamic properties such as phase transitions and melting temperatures, heat of fusion and impurity analysis of materials. Figure 6 shows the DSC thermograms of a Bridgman grown BiI_3 crystal. While the melting temperature for stoichiometric BiI_3 is 408 °C, the Bridgman grown crystals show a depression of melting temperature and some second phases toward low temperature during the first heating run. These second phases were more developed during the second, third and fourth heating cycles, and at the same time the melting temperature has been depressed even more. These second phases were identified from temperature-composition phase diagrams as Bi-rich phases coexisting in a BiI_3 solid solution. PVT grown BiI_3 was also investigated by DSC, not shown here, and the thermograms showed no second phase with a melting temperature near 408 °C. These DSC results clearly show that PVT is the most suitable method for crystal growth of BiI_3 and the melting process produced Bi-rich second phases.

IV. Device Fabrication and Evaluation

Room temperature radiation detectors have been fabricated and tested in terms of resistivity and photoresponse. A typical wafer size for radiation detector is about 10×10×2 mm. After wafers are cut from the as-grown crystal, they are mechanically polished, chemically etching to remove surface damage layers and metal electric contacts are applied. Additional surface treatments such as passivation and oxidation are also employed. Each fabrication step may affect the detector performance and therefore unwanted surface effects, such as deviation from stoichiometry, microscopic damage and creation of charge carrier traps, are of great concern. Figure 7 shows the results from current -voltage measurements on the same Cd_{0.9}Zn_{0.1}Te wafer, etched by various etchants. The triangle curve which shows data for the same treatment as in Figure 3, illustrated the most linear ohmicity and the lowest surface leakage current, 5 times lower than other etchants (diamonds: 5% bromine in methanol; circles: 2%/0 bromine plus 20% lactic acid in ethylene glycol.)
Figure 7. Comparison of I-V curves of Cd$_{0.9}$Zn$_{0.1}$Te detector treated by different etchants.

The good surface quality revealed by the PL spectrum correlates directly to the I-V results in Figure 7. The improvement in the surface leakage current leads to a reduction of the noise threshold allowing for a better low energy x- and gamma-ray spectral response. Figure 8 shows the radiation spectrum obtained from the same sample as in Figures 3 and 7. The noise threshold is the lowest compared to spectra from samples treated with the other two etchants, allowing a good energy resolution of 12% of Full-Width-at-Half-Maximum (FWHM) for the 32 keV energy line.

V. Summary

Wide bandgap semiconductor single crystals, such as heavy metal halides and II-W compounds, have been grown by physical vapor transport and Bridgman methods. Zone-refining and vacuum sublimation techniques were used to purify and adjust the stoichiometric composition of the starting material, and were proven to be effective. Several spectroscopic, microscopic and thermodynamic analytical techniques were employed to investigate the optical, electrical and structural properties of crystals. These results revealed information regarding micro- and macroscopic defects, impurities and modifications resulting from source material, growth process, post-growth treatment and device fabrication. Crystal growth and processing conditions have been correlated with this information and were optimized to achieve the purest and highest quality materials for practical device applications. Room temperature x- and gamma-ray detector have been developed and their performance in terms of surface leakage current evaluated and improved. Surface passivation, chemical etching and metal contacting are currently under investigation to further improve device performance. Future works will involve optimization of material purification and crystal growth processes to produce high purity and low defect crystals, development of sensitive material characterization tools allowing a better understanding of defects formation and their correlation with processing conditions.
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1. Introduction

Fuzzy control has been proven to be a useful approach to emulating the human operator with the expertise to control a plant instinctively without reference to established control theory. The human expert describes his control actions by linguistic rules which can be implemented mathematically by use of fuzzy logic. Unfortunately, the mapping of these rules into set theory is not formalised and arbitrary choices for the membership functions have to be made. Hence, the automatic acquisition of rules is an important objective worthy of serious consideration.

This paper investigates the use of genetic algorithm in the design and implementation of fuzzy logic controllers. Previously, generation of membership functions had been a task mainly done either iteratively, by trial-and-error, or by human experts[1]. A task such as this is an autonomous candidate for a GA since GA’s attempt to create membership functions that will cause the FLC to perform optimally. Previous work using GA has focused on the development of rule sets or high performance membership functions; however, the membership functions and rule sets are interdependence, using a hand-designed rule set with a GA designed membership functions or hand-designed membership functions with a GA designed rule set does not use the GA to its full advantage[2,3]. Thus, the use of GA’s to determine both membership functions and rule sets simultaneously for a near-optimal controller would be a more appropriate methodology.

In this paper, a GA has been use to find both membership functions as well as rule sets. A brief review of the GA is first presented. To show the versatility of the methodology, the simulation result show that the FLC for the cart pole problem can achieve a good performance.

2. A review of a genetic algorithm based fuzzy logic controller

2.1 The genetic algorithm paradigm

At first a standard form of the genetic algorithm[4] is summarized, which is a general-purpose stochastic optimization method for search problems. The parameters values processed by the algorithm are a set (population) of strings which represent multiple points in a search space. The string is a binary figure with a finite length where each bit is called an allele and is decoded by a designer to obtain the objective function value of an individual point in a search space. This function value, which should be maximized by this algorithm, is then converted to a fitness value, which determines the probability of the individual undergoing transitional operators.

The transitional operators change the population of the strings to that of offspring: a next generation. The total number of strings included in a population is kept unchanged through generations. The operators are analogous to the biological terms of crossover and mutation. Before applying these operators, a pair of strings is selected among the population with probabilities proportional to their fitness values (must be nonnegative). The selection process, an analogy of natural selection, is conducted by spinning a simulated roulette wheel whose slots have different sizes.
proportional to the fitness values of the individuals.

Crossover happens for the selected pair with a crossover probability $P_c$. At first, a crossover site (abit position) is randomly selected, and the strings are crossed and separated at the site. This process makes two new strings, each of which takes after both parents. Finally, mutation happens on these two strings with a probability $P_m$, which inverts a randomly chosen bit on a string. This selection and operation are repeated until the offspring take over the entire population. The next generation is thus made of offspring of three types: mutated after crossover, crossed over but not mutated, and neither crossed over nor mutated, but just selected.

2.2 The GA as used to evolve FLC structure

The basic idea of FLC centers around the labeling process, in which the reading of a sensor is translated into a label as done by human expert controllers. With experts supplied membership functions for labels, sensor readings can be fuzzified and through fuzzy logic eventually defuzzified to generate analog control commands. In our application, we employ a Gaussian distribution function concerned as a kind of membership function with the input $x$ is expressed by,

$$\mu_{\text{gai}}(x) = \exp[-\frac{1}{2} \left(\frac{x - c_i}{a_i}\right)^2]$$

where $c_i$ is the central position, and $a_i$ is the width (standard deviation). The two parameters are encoded into the gene. In the cart problem, the state of the problem is described by the two error variables $e_o$ and $@$, the angle and the angular velocity of the pole respectively, measured from the vertical. In this simulation, the five fuzzy sets employed are NM(negative medium), NS(negative small), ZR(zero), PS(positive small), PM(positive medium). The rule set, then, contains twenty-five ($5 \times 5$) rules to account for every possible combination of input fuzzy sets. The rules are of the form, \textit{IF} ($e_o$ is [NM, NS, ZR, PS or PM] and $@$ is [NM, NS, ZR, PS or PM]) \textit{THEN} ([output]), where output is one of the fuzzy sets used to partition the output space. The two input spaces use a total of ten Gaussian distribution, so the string to represent a given rule set and membership function combination would have forty-five alleles ($25 + 20$). We will consider a control rule table as a genotype with alleles that are fuzzy set indicators over the output domain. The front section of genotype is formed from the control rule table by going rowwise and producing a string of numbers from the code set. In the latter section for addressing both position and width of membership functions. Again, a concatenated, mapped, unsigned binary coding is appropriate for representing the membership functions as bit strings.

3. Simulation results

In this experiment, GA finds the membership functions as well as fuzzy rules for control of the inverted pendulum. The structure of the inverted pendulum system is composed of a rigid pole and a cart onto which the pole is hinged. The cart moves either right or left, depending on the force exerted on the cart. The control goal is to balance the pole starting from non-zero conditions by supplying the appropriate forces to the cart.
If we let $x_1(t) = \dot{\theta}(t)$ and $x_2(t) = \ddot{\theta}(t)$, then this system can be defined by the following differential equations:

$$
\dot{x}_1 = x_2
$$

$$
\dot{x}_2 = g \sin(x_1) + \cos(x_1) \left[ \frac{-F - mlx_1^2 \sin(x_1)}{m_c + m} \right]
\frac{\frac{4}{3} - \frac{m \cos^2(x_1)}{m_c + m}}{m_c + m}
$$

(2)

where $g$ is 9.8 m/s², mass of cart $m_c$ is 1.0 kg, mass of pole $m$ is 0.1 kg, half length of pole $l$ is 0.5 m, and force $F$ is the applied force in newtons. The objective of the GA in this experiment is to find the optimal set of membership functions and fuzzy rules for a FLC. We carry out experiments with the following parameters:

1. Population size: 150,
2. Generation size: 600,
3. Probability of crossover: $P_c = 0.7$,
4. Probability of mutation: $P_m = 0.006$,
5. Selection procedure: stochastic universal sampling,
6. Input signals of FLC: two error variables, $e_\theta$ and $e_\dot{\theta}$, angle of pole (degrees), angular velocity of pole (degrees/see),
7. Output control signal of FLC: force (Newtons),
8. Type of membership function: Gaussian distribution shaped (requires parameters $a_i$ and $c_i$),
9. Fuzzy partitions: NM, NS, ZR, PS and PM,
10. Number of fuzzy rules: 25,
11. Sampling rate: 0.02 sec/sample,
12. The constraints on the dynamic system variables: $\pm 10$N for $F$, $\pm 20$ deg for $e_\theta$, and $\pm 50$ deg/sec for $\dot{e}_\theta$.

For the design problem, we want to minimize the total amount of error, $E = \kappa_1 \cdot e_\theta + \kappa_2 \cdot \dot{e}_\theta$, where parameters $\kappa_1$ and $\kappa_2$ are the weighting constants. Therefore, a smaller $E$ represents a higher fitness (GA maximizes performance). Taking the merit of the genetic algorithm, we define the fitness function by

$$
Fitness = 1/E
$$

(3)

This fitness function offers a means for evaluating the performance of the inverted pendulum. For a given set of membership functions, three different sets of initial conditions were considered in the evaluation of each string. The GA begins by randomly generating a population of 360 strings. After 500 generations of evolution by using $\kappa_1 \cdot \kappa_2 = 0.5$, some of simulation results are illustrated in Fig. 12. The three sets of initial conditions were chosen to ensure that the FLC could possess a good spectrum of system states. This is a testimony to robustness of the technique because a GA has improved the performance of the controller for a situation about which it had no prior information.
Fig. 1 System responses with differential initial conditions:
(position, velocity): 1: (10,0); 2: (0,20); 3: (10,20)

Fig. 2 Optimized fuzzy membership functions process
Simulation results also shown in Fig. 2 indicated that the use of GA. Fig 2(b) illustrated the FLC's frizzy sets taken 500 generations in searching the optimal solution. The proposed method show its power in the adaptation process

4. Conclusion

This paper has shown that the potential for using genetic algorithm to develop an optimal fuzzy logic controller. The simulation results show that the proposed method is effective and efficient. This technique can save time when compared to conventional trial-and-error design procedure. The methodology allows the complete design of both major components of FLC, the rule sets and membership functions, leading to high performance controller which based on the direction of the proposed fitness function.
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Abstract
This paper proposes an approach to implement optimal control laws of nonlinear systems in real time. Our methodology does not require solving two-point boundary value problems online and may not require it off-line either. The optimal control law is learned using the original Sugeno controller (OSC) from a family of optimal trajectories. We compare the trajectories generated by the OSC and the trajectories yielded by the optimal feedback control law when applied to Zermelo's ship steering problem.

1. Introduction
Optimal control [Bryson, 1996; Kirk, 1970] is one of oldest approaches to control engineering. It has many advantages: (1) State and control constraints can be include explicitly. (2) The cost function to be minimized can be often given a simple intuitively appealing interpretation. (3) Optimal control is a very general methodology applicable to multi-input-multi-output, nonlinear, stochastic, or infinite-dimensional systems. Hence, optimal control theory provides a unified approach to stating and solving very general control problems that are at the same time physically intuitive. Unfortunately, optimal control theory suffers from a major disadvantage; namely, solving optimal control problems is in general computationally difficult except in very special cases where a closed-form expression of the control law can be obtained. These cases include many nonlinear second-order systems and the celebrated linear quadratic regulator. In general however the necessary conditions have no closed-form solution and are at least as difficult to obtain as to solve a nonlinear two-instant boundary value problem (for the control of a system described by deterministic nonlinear ordinary differential equations. When the plant is stochastic or infinite-dimensional, the numerical difficulties are compounded.)

The absence of simple closed-form solutions and online numerical solutions of the general open-loop control problem means that there is no general feedback implementation (except in the neighborhood of an optimal reference trajectory using the well-known neighboring optimal control [Bryson and Ho; 1975].) The lack of feedback implementation is in our opinion the main reason why interest and research conducted in optimal control has greatly diminished.

On the other hand, fuzzy-logic controllers (FLCs) are essentially feedback control laws. While these controllers can be easily made to incorporate the heuristic knowledge of the control engineer, and this can be an advantage in cases where this is about the only knowledge available, designing a FLC using detailed, mathematical, and exact descriptions of the plant is not very well-understood or practiced.

Clearly, using all available knowledge about the system should in principle yield control laws with superior performance. Hence, we investigate in this paper the possibility of designing fuzzy logic controllers that approximate optimal control laws; from another point of view, we investigate feedback implementation of optimal control laws using fuzzy-logic controlled.

To illustrate this approach, we consider the Zermelo's problem; that is, the problem of docking a ship going at constant water speed in minimum time in a region of strong water currents using the heading angle as the control input. We obtain a family of open-loop solutions of this problem and use it to train the OSC. The resulting trained engine will then be a feedback implementation of (a least-squares approximation of) Zermelo's optimal control. The Sugeno controllers [Buckley, 1993] are capable of approximating any continuous map within an arbitrary accuracy.

This paper is organized as follows. Section 2 provides the necessary background information on the optimal control of the ship steering problem. Section 3 discusses the training procedure used in designing the Sugeno-type controller from the data obtained from the optimal trajectories. Section 4 discusses the generation of training data and the elimination of angle discontinuity. Finally, section 5 summarizes the used procedure and shows simulation results.

2. Zermelo's Optimal Control Problem
The objective of Zermelo's problem is to find a minimum-time path through a region of position-dependent vector
velocity [Bryson and Ho, 1975]. In this problem, a ship must travel in minimum time through a region of strong currents denoted by the two component vector \( \mathbf{v}(x) \)

\[
\begin{align*}
v_1 &= v_1(x_1, x_2) \quad \text{and} \quad v_2 = v_2(x_1, x_2)
\end{align*}
\]

where \((x_1, x_2)\) represent the position of the ship in rectangular coordinates and \((v_1, v_2)\) are the velocity components in the same coordinate system, and the control \( u \) is the steering angle \( \theta \), or \( u = \theta \). The magnitude of the ship's velocity relative to the water, \( V \), is a constant. The problem is to steer the ship in such a way as to minimize the time necessary to go from an arbitrary position \( x_0 \) to a specified docking position \( x_f \).

The purpose of the generalized Sugeno controller is to approximate the steering angles needed to generate these minimum time paths as a function of \( x \).

The equations of motion are as follows:

\[
\dot{x} = \begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
v_1 + V \cos \theta \\
v_2 + V \sin \theta
\end{bmatrix} = v(x) + V \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}
\]

where \( u = \theta \) is the heading angle of the ship's axis relative to the coordinate axes and is the control signal. The Hamiltonian of the system is:

\[
H = \lambda_1 (V \cos \theta + v_1) + \lambda_2 (V \sin \theta + v_2) + 1
\]

and the Euler-Lagrange equations are \( \dot{\lambda}_1 = -\frac{\partial H}{\partial x_1}, \dot{\lambda}_2 = -\frac{\partial H}{\partial x_2}, \) and \( \dot{\theta} = \frac{\partial H}{\partial \theta} \) whose solution is \( \tan \theta = \frac{\lambda_2}{\lambda_1} \). The optimal trajectories satisfy the boundary conditions \( x(t_0) \) and \( x(t_f) \) specified. Since the Hamiltonian is not an explicit function of time, \( H = \text{constant} \) is an integral of the system. Furthermore, since the objective is to minimize time, this constant is \( 0 \).

Following [Bryson and Ho, 1975], we can simplify the two-point boundary problem by solving for \( \theta \) to obtain

\[
\dot{\theta} = \sin^2 \theta \frac{\partial v_2}{\partial x_1} + \sin \theta \cos \theta \left( \frac{\partial v_1}{\partial x_1} - \frac{\partial v_2}{\partial x_2} \right) - \cos^2 \theta \frac{\partial v_1}{\partial x_2}
\]

Equations (4) and (2) are the necessary conditions satisfied by this new and reduced-order two-point boundary value problem. The four boundary conditions are: \( x(t_0) \) and \( x(t_f) \) are specified. They are used to solve for \( \{x(t), \theta(t)\} \) from \( t_0 \) to \( t_f \) and for \( t_f \) itself. Note that if \( v(x) \) were constant, then \( \theta \) would be a constant. In other words, the minimum time paths are straight lines. If \( v(x) \) varies, it is possible for some of the optimal trajectories to intersect at conjugate points \( x_0 \). For these trajectories to be considered optimal solutions, the control, \( u^*(t) = \theta^*(t) \), must satisfy the following sufficient conditions

\[
\frac{\partial^2 H}{\partial \theta^2} (\theta^*(t), \dot{\theta}^*(t), \lambda^*(t), t) = \frac{v}{v_1 \cos \theta + v_2 \sin \theta}
\]

which is clearly is positive definite if

\[
V > v_1 \cos \theta + v_2 \sin \theta \quad \text{or if} \quad V > \|v\| = \sqrt{v_1^2 + v_2^2}
\]

For further discussion of Zermelo's problem, see [Bryson and Ho, 1975].

3. Approximation using the Sugeno Controller

A generalized Sugeno-type controller [Buckley, 1993] is a fuzzy engine mapping a vector \( x = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^n \) into \( u \in \mathbb{R} \) where \( x \) is interpreted as being a state vector or a measurement and \( u \) as a control action. The inference is of the form:

\[
R_k: \text{IF } x_1 \text{ is } A^k_1 \text{ and } x_2 \text{ is } A^k_2 \text{ and...and } x_n \text{ is } A^k_n \text{ THEN } u = y^k = P_k(x)
\]

where \( x_i \) is the \( i^{th} \) component of the input vector \( x \) and is a crisp value, \( A^k_i \) specifies which among the fuzzy attributes of \( x_i \) is tested by rule \( k \), and \( P_k \) is a polynomial in \( x_1, x_2, \ldots, x_n \) assigned to \( u \) by the \( k^{th} \) rule. The rules of the original Sugeno controller (OSC) have the following form

\[
R_k: \text{IF } x_1 \text{ is } A^k_1 \text{ and } x_2 \text{ is } A^k_2 \text{ and...and } x_n \text{ is } A^k_n \text{ THEN } u = y^k = c_k + c_1^k x_1 + \ldots + c_n^k x_n
\]

where \( c_0^k, c_1^k, \ldots, c_n^k \) are the consequence coefficients of the \( k^{th} \) fuzzy rule. For further discussion of Sugeno-type
controlled see [Buckley, 1993]. Buckley proved that a Sugeno-type controller can approximate any continuous real-valued function in the output space to any degree of accuracy if: (a) the input fuzzy sets have continuous membership functions and (b) a continuous T-norm is being used in the rule evaluation process. This is the universal approximating property of the Sugeno-type controller.

Next, we consider approximating the trajectories of the optimal feedback control law by the original Sugeno controller. To do so, we need to determine the coefficients $c_0, c_1, \ldots, c_K$, etc. In this paper, we use subscripts to index vectors and superscripts to identify components within a vector. In general, the output $\hat{u}$ for the inputs $x_1, \ldots, x_n$ is obtained by the centroid method of defuzzification.

Let $(x^j, u^j)$ be the $j$th training input/output pair out of a total of $J$ pairs. In this paper, these training data are obtained from the generated optimal trajectories. Then the consequence parameters can be obtained by solving a recursive least squares parameter identification problem [Takagi and Sugeno, 1985] where we determine the unknown coefficients by minimizing the error index

$$\min_{c^1, c^2, \ldots} J = \sum_{j=1}^{J} (u^j - \hat{u}^j)^2$$

where $u^j$ is the output of the optimal feedback control law and $\hat{u}^j$ is the output of the Sugeno controller. The necessary conditions satisfied by the solution is $ZC = U$ where

$$C = \left[ \begin{array}{c} c' \\ c'^K \end{array} \right], \quad c' = \left[ \begin{array}{c} c_0' \\ \vdots \\ c_K' \end{array} \right], \quad U = \left[ \begin{array}{c} u' \\ u'^K \end{array} \right], \quad Z = \left[ \begin{array}{c} \beta_1 \otimes X^1 \\ \beta_2 \otimes X^2 \\ \vdots \\ \beta_K \otimes X^K \end{array} \right]$$

where $Z$ is a $J \times K(n+1)$ matrix, where $X^j = [1, x_1^j, \ldots, x_n^j]$ and

$$\beta_k' = \beta_k(x^j), \quad \text{and} \quad \beta_j = \beta(x^j)$$

represent the truth values of the rules evaluated at the vector $x^j$. The least squares solution for $C$ can be calculated recursively by using the following procedure [Takagi and Sugeno, 1985 and Ljung and Soderstrom, 1986]. Denote the $j$th row vector of matrix $Z$ defined in (9) by $z_j$ and the $j$th row of $U$ by $u^j$. Then, $C$ can be then computed using the iteration.

$$C^{(j+1)} = C^{(j)} + S^{(j+1)} \cdot z_{j+1}^T \cdot \left( u^j - z_{j+1} \cdot C^{(j)} \right)$$

$$S^{(j+1)} = S^{(j)} - \frac{S^{(j)} \cdot z_{j+1}^T \cdot z_{j+1} \cdot S^{(j)}}{1 + z_{j+1} \cdot S^{(j)} \cdot z_{j+1}}$$

where $S^{(j)}$ is a square $(n(k+1) \times n(k+1))$ covariance matrix at the $j$th iteration (i.e., after the $j$th training pair has been acquired and used), and $C^{(j)}$ the corresponding coefficient vector. Then $C^{(j)}$ at the final iteration is the least squares solution. The initial estimates, $C^{(0)}$ and $S^{(0)}$, are chosen as $C^{(0)} = 0$ and $S^{(0)} = \alpha I$ where $\alpha$ is a large number and $I$ is the identity matrix.

Note that if rule 1 never fires (i.e., $\beta_1' = 0$ for all $j$), Then $Z$ is not full rank and $ZC = U$ has no unique least-squares solution. Hence, if a rule never fires for the training data given, this rule should be eliminated to make the solution of the least squares problem unique. Also, this rule will not be applicable or relevant in all trajectories similar to the training data.

When the generalized Sugeno controller is used, the above procedure remains largely unchanged except that $X$ now becomes for the case of $n = 2$

$$X = [1, x_1, x_2, x_1^2, x_1 x_2, x_2^2, x_1 x_2^2, x_2 x_1^2, x_2^3, x_1 x_2^3, \ldots]$$

and the definition of $c^k$ is to updated accordingly so that $y^k$ defined in Eq. (7) can be expressed in the form $y^k = Xc^k$.

4. Methodology and Procedure

This section proposes a technique to approximate a feedback implementation of optimal controls. It uses the data generated from the optimal control law to identify the coefficients of the generalized Sugeno controller. Here, we do not need to solve the two-point boundary-value problem for a arbitrary but given $z_0$; we only need to generate a family of optimal solutions of $z(t)$ in which an optimal trajectory reaches the final docking position $x_f$ at some final steering.
angle Of. To generate one such trajectory, we use integrate Equations (4) and (2) backwards in time from \( x(t_f) = x_f \) (the docking position) and \( \theta(t_f) = \theta_f \) for any desired \( t_f \) until \( t = 0 \). Optimal solutions are generated for two cases of \( v_1(x) \) and \( v_2(x) \).

We consider the simple case where the current velocity varies linearly. The objective is to find the minimum-time path from a certain point \( x_0 \) to a docking position at the origin. The velocity components of the currents are the following:

\[
v_1(x) = -\frac{V}{h} x_2, \quad v_2(x) = 0
\]  

We generated 18 trajectories for \( t_f = 0.6 \) seconds. The trajectories along with their time and \( O \) contours are shown in Figures 1-2. The magnitude of the ship's velocity relative to water, \( V \), is chosen to be 10 and \( h \), a constant parameter, is chosen to equal 2. The optimal solutions for this case can be obtained in closed-form [Bryson and Ho, 1975], but our figures are generated by backward integration.

The map \( \theta = \theta(x) \) modulo \( 2\pi \) has a discontinuity due to the modulo operation. For example, a training trajectory can start with an initial heading angle of 330°, and the angle increases gradually until it reaches 360° (at which \( \theta \) becomes O°) and end at the final heading angle of 10°. The discontinuity occurs at the transition point of 360°/0°. Sugeno Engines encounter difficulties in approximating discontinuous maps.

To eliminate this problem, we use two Sugeno engines to approximate the sine and cosine of the heading angle as a function of the state and then to combine them after the approximation. Hence, we approximate \( u_1(x) = \cos \theta \) and \( u_2(x) = \sin \theta \) using two Sugeno engines and then we combine the two approximates using the formula \( \theta = \arctan \frac{u_2}{u_1} \) for use in Eq. (2).

5. Simulation and Results

Now we summarize the procedure followed in this paper and show and discuss the results.

1. Generate the training data
   - Starting from the docking position \( x_f \) and a large \( t_f \), integrate Eqs. (2) and (4) backwards in time from final conditions \( x(t_f) = x_f \) and \( \theta(t_f) = \theta_f \) till \( t = 0 \). This will generate one extremum (actually optimum) trajectory for every choice of \( \theta_f \).
   - During an integration record the state \( x(t) \) and the control \( \theta(t) \) as the input and the output training data. The optimal time-to-go for that state is \( t_f - t \).
   - Generate a set of trajectories by choosing a set of final values \( \theta_f \) that is fine enough as to cover the regions of interest in the state space with enough optimum trajectories. Figures 1 and 2 show the generated optimum trajectories for Case 1 along with the associated time and control contours.
2. Perform the least-squares recursion to obtain the consequence coefficients \( C \). There are two sets of coefficients, one for the sine, one for the cosine.
3. Generate the testing data set. This is achieved by choosing a set of initial conditions \( z(t) \). We considered two testing sets:
   - One set was generated by taking the values of the state at the end of the backward integration conducted in step 1 above. We refer to this as Testing Set 1. If the approximation was perfect, the feedback control law will regenerate the optimum trajectories of step 1.
   - Another set was generated more or less randomly near the edge of the region of interest.
4. Simulate the feedback-controlled ship motion.
5. Consider the two performance measures:
   - (a) The approximation error index \( J \) defined in Eq. (9).
   - (b) How close the trajectories of the feedback-controlled ship matched the trajectories of the optimally-controlled ship.

We used five attributes for each input variable. Therefore, there are 25 possible rides, but six of these rides could be eliminated. The original Sugeno Controller yielded a very good approximation. The optimum trajectories and those generated from the approximate feedback law (using Testing Set 1) are shown in Figure 3. The average error index for the OSC is 7.2901.
6. Conclusions

Sugeno approximation and learning-from-example were shown to yield a powerful and easy-to-use method to implement optimal control in feedback. Since the lack of readily-available feedback implementation is a major limitation of optimal control, this new method is promising and encouraging.

In our approach, optimal control theory is used to generate a set of optimal state and control trajectories usually by backward integration, thus alleviating if not eliminating the need to solve two-point boundary value problems. Next, Sugeno Fuzzy Engines are taught to abstract and approximate the state-to-control mapping from these example trajectories. The original Sugeno engine was used to implement in feedback Zermelo’s optimal control.
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Figure 2: Optimal trajectories with equal-angle contours.

Figure 3: Trajectories generated by the optimal and approximate control laws.
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Abstract
This paper considers the trajectory tracking problem for uncertain rigid-link, flexible-joint manipulators, and presents a new intelligent controller as a solution to this problem. The proposed control strategy is simple and computationally efficient, requires little information concerning either the manipulator or actuator/transmission models, and ensures uniform boundedness of all signals and arbitrarily accurate task-space trajectory tracking.

1. Introduction
The problem of controlling the motion of robotic manipulators in the presence of incomplete information concerning the system model has received considerable attention during the past decade, and much progress has been made in this area. However, most of the controllers proposed as solutions to this problem have been designed by neglecting any flexibility associated with the actuator/transmission system and assuming that the actuators are rigidly connected to the manipulator links. As demonstrated in [e.g., 1], joint flexibilities constitute an important component of the complete manipulator dynamic model and thus should be addressed in the controller development process. Recognizing the potential difficulties associated with ignoring the effects of joint flexibility, several researchers have recently considered the problem of controlling rigid-link, flexible-joint (RLFJ) manipulators [e.g., 2-11]. In much of this work, the controller development requires full knowledge of the complex dynamic models for the manipulator and actuator systems [e.g., 2-5]. Research in which controllers are designed with the capability to compensate for uncertainty in the manipulator/actuator system includes adaptive schemes developed using a singular perturbation approach [6,7], which can be used if the joints are sufficiently stiff, and more recent work on robust control strategies and adaptive schemes [8-11] which is valid for arbitrary joint stiffnesses. It is noted that implementation of most of these robust and adaptive controllers requires the calculation of very complex, manipulator-specific quantities, which limits the generality and applicability of these strategies.

This paper introduces a new trajectory tracking controller for uncertain RLFJ manipulators. In contrast with existing schemes, the present strategy is developed using an intelligent control approach which combines ideas from robust control and the recently developed performance-based adaptive control methodology [12,13]. This approach effectively exploits the underlying mechanical system structure of the manipulator dynamic model to permit reliance on information regarding this model to be eliminated, and as a consequence overcomes the difficulties associated with previous control methods. Thus the proposed tracking controller possesses a simple and modular structure, is easy to implement, and requires virtually no information regarding either the mechanical or actuator models. It is shown that the controller ensures uniform boundedness of all signals and provides arbitrarily accurate tracking control.

2. Preliminaries
Let \( p \in \mathbb{R}^n \) define the position and orientation of the robot end-effector relative to a fixed user-defined reference frame and \( \theta \in \mathbb{R}^n \) denote the vector of robot link coordinates. Then the forward kinematic and differential kinematic maps between the robot link
coordinates $\theta$ and the end-effector coordinates $p$ can be written as

$$p = h(\theta), \quad \dot{p} = J(\theta)\dot{\theta}$$

(1)

where $h : \mathbb{R}^n \to \mathbb{R}^m$ is smooth and $J \in \mathbb{R}^{m \times n}$ is the end-effector Jacobian matrix.

Observe that there are numerous advantages to formulating the manipulator control problem directly in terms of the end-effector coordinates $p$. For example, these coordinates are typically more task-relevant than the link coordinates $\theta$, so that developing the controller in terms of $p$ can lead to improved performance, efficiency, and implementability. If the manipulator is nonredundant (so that $m = n$) and is in a region of the workspace where $J$ has full rank, then $p$ and $\dot{p}$ are diffeomorphic and this formulation presents no difficulties. A task-space formulation can also be realized if the manipulator is kinematically redundant (so that $m < n$) by utilizing, for example, the configuration control approach [e.g., 14, 15]. In what follows, we shall consider nonredundant and redundant robots together and introduce a set of n task-space coordinates $x$ obtained by augmenting $p$ with $n - m$ kinematic functions that define some auxiliary task to be performed by the manipulator [14,15]. To retain generality, we shall require only that the kinematic relationship between $\theta$ and $x$ is known and smooth and can be written in a form analogous to (1):

$$x = h_a(\theta), \quad \dot{x} = J_a(\theta)\dot{\theta}$$

(2)

where $h_a : \mathbb{R}^n \to \mathbb{R}^n$ and $J_a : \mathbb{R}^{n \times n}$ . Observe that for $x$ to be a valid task-space coordinate vector the elements of $x$ must be independent in the region of interest: thus it will be assumed in our development that $J_a$ is of full rank.

Consider an $n$ link RLFJ manipulator with actuator coordinates $\phi \in \mathbb{R}^n$ and actuator torques $u \in \mathbb{W}$. The task-space dynamic model for this manipulator system is a 4th order differential equation relating the end-effector coordinates $x$ and the system control input $u$:

$$\mathbf{F} = H\ddot{x} + V_{cc}\dot{x} + G, \quad \mathbf{T} = J_a^T\mathbf{F}$$

$$\mathbf{u} = J_m\dot{\phi} + K_m\mathbf{T}$$

(3a)

(3b)

where $\mathbf{F} \in \mathbb{R}^n$ is the generalized force associated with $x$, $H(x) \in \mathbb{R}^{m\times n}$ is the manipulator inertia matrix, $V(\mathbf{x}, \dot{\mathbf{x}}) \in \mathbb{R}^{n \times m}$ quantifies Coriolis and centripetal acceleration effects, $G(x) \in \mathbb{R}^n$ is the vector of gravity forces, $\mathbf{P} \in \mathbb{R}^n$ is the vector of forces and moments exerted by the end-effector on the environment, and $J_m, K_m \in \mathbb{R}^{m \times n}$ are positive, constant, diagonal matrices which characterize the actuator dynamics. Note that in obtaining the RLFJ manipulator model (3) we have scaled $H, V_{cc}$, and $G$ by the joint stiffness, introduced the definition $T = \phi - \dot{\theta}$, and assumed that actuator rotor motion is a pure rotation relative to an inertial frame. It is well known that the rigid-link manipulator dynamics (3a) possesses considerable structure. For example, for any set of generalized coordinates $x$, the dynamic model terms $H, G$ are bounded functions of $x$ whose time derivatives $\dot{H}, \dot{G}$ are also bounded in $x$ and depend linearly on $\dot{x}$, the matrix $H$ is symmetric and positive-definite, the matrix $V_{cc}$ is bounded in $x$ and depends linearly on $x$, and the matrices $H$ and $V_{cc}$ are related according to $H = V_{cc} + V_{cc}^T$. Additionally, $V(\mathbf{x}; \dot{x}) y = V(\mathbf{x}; \dot{\mathbf{x}} y) \dot{x} \forall y$, and if $y$ and $\dot{y}$ are bounded then $V(\mathbf{x}; \dot{y}) \dot{y}$ is bounded and $V_{cc}(x, y)$ grows linearly with $x$.

In this paper we shall address the trajectory tracking problem. The control objective for tracking is to ensure that the manipulator/actuator system (3) evolves from its initial state to the desired final state along some specified task-space trajectory $x_d(t) \in \mathbb{R}^n$ (where $x_d$ is bounded with bounded derivatives). In what follows, it is assumed that the manipulator/actuator system state $\theta, \dot{\theta}, \phi, \dot{\phi}$ is measurable. Observe that the dynamic
model (3) consists of two cascaded dynamical systems. One consequence of this structure is that the rig-id-link manipulator input $T$ cannot be commanded directly, as is assumed in the design of controllers at the link torque input level, and instead must be realized as the output of the actuator dynamics (3b) through proper specification of the actuator control input $u$. The structure of the RLFJ manipulator dynamics (3) suggests partitioning the control system design problem into two subproblems: regard $T$ as the control input for the subsystem (3a) and specify the desired evolution of this variable $T_d(t)$ in such a way that if $T = T_d$ then accurate tracking would be achieved, and then specify the actual control input $u$ so that $T$ closely tracks $T_d$. This approach to controller design is adopted in this paper, so that the proposed control system consists of two subsystems: an adaptive strategy that provides the (fictitious) control input $T_d$ required to ensure that the system (3a) pm-forms as desired, and a robust control scheme that determines the (actual) control input $u$ which guarantees that the system (3b) evolves with $T$ closely tracking $T_d$.

3. Tracking Control Scheme

Let $e = x_d - x$ denote the task-space trajectory tracking error and $E = T_d - T$ represent the link torque tracking error. Consider the following tracking controller for RLFJ manipulators:

\[
F_d = A(t)\dot{x}_d + B(t)\dot{x}_d + f(t) + k_1\gamma^2w + k_2\gamma^2e
\]

\[
w = -2\gamma w + \gamma^2\dot{e}
\]

\[
T_d = J^T_a F_d
\]

\[
u = f_0(t) + [b(t)\text{sat}(\frac{S}{e})] + k_n s
\]

where the notation $[gh] = [g_1h_1, g_2h_2, \ldots, g_nh_n] \in \mathbb{R}^n$ (for any two n-vectors $g$, $h$) and $\text{sat}(g) = [\text{sat}(g_1), \text{sat}(g_2), \ldots, \text{sat}(g_n)]^T \in \mathbb{R}^n$ (with $\text{sat}(\cdot)$ the standard saturation function) is introduced, $s = \dot{E} + \lambda E$ is the weighted torque-torque rate tracking error, $f_0(t), b(t) \in \mathbb{R}^n$ are robust control terms, $f(t), b(t) \in \mathbb{R}^n$ and $A(t), B(t) \in \mathbb{R}^{n \times n}$ are adaptive gains! and $k_1, k_2, \gamma, k_n, c, \lambda$ are positive scalar constants. The robust control terms $f, b$ are smooth vector functions which are defined in the proof of the Theorem below, and the adaptive gains $f, A, B$ are adjusted according to the following simple update laws:

\[
\dot{f} = -\sigma_1 f + \beta_1 q
\]

\[
\dot{A} = -\sigma_2 A + \beta_2 q x_d^T
\]

\[
\dot{B} = -\sigma_3 B + \beta_3 q x_d^T
\]

where $q = e + k_2 e/k_1 \gamma - w/\gamma$ is the weighted and filtered position-velocity tracking error and the $\sigma_i$ and $\beta_i$ are positive scalar adaptation gains.

The stability properties of the proposed tracking strategy (4),(5) are summarized in the following theorem.

**Theorem:** The control scheme (4),(5) ensures that (3) evolves with all signals (semiglobally) uniformly bounded provided $\gamma$ is chosen sufficiently large and $b$ is properly defined. Moreover, the trajectory tracking error $e, \&$ is guaranteed to converge exponentially to a compact set which can be made arbitrarily small.

**Proof:** Observe first that the actuator dynamics (3b) can be written

\[
J_m \ddot{s} = f_m(\theta, \dot{\theta}, \phi, \dot{\phi}) - u
\]
where \( f_m(\theta, \dot{\theta}, \phi, \dot{\phi}) \) is a smooth function obtained through routine manipulation. Applying the control law (4) to the manipulator dynamics (3) yields the closed-loop error dynamics

\[
\begin{align*}
H\dot{e} + V_c e &+ k_1 \gamma^2 w + k_2 \gamma^2 e + \Phi_f + \Phi_A \dot{x}_d + \Phi_B \ddot{x}_d + V_{cd} \dot{e} - J_o^{-T} E = 0 \\
J_m \dot{s} + k_a s + [b \text{sat}(\frac{s}{\epsilon})] + f_0 - f_m &= 0
\end{align*}
\]

where \( \Phi_f = f - G, \Phi_A = A - H, \Phi_B = B - V_{cd} \), and the notation \( V_{cd} = V_c(x, \dot{x}_d) \) is introduced.

Consider the Lyapunov function candidate

\[
V = \frac{1}{2} \dot{e}^T H \dot{e} - \frac{1}{2} k_2 \gamma^2 e^T e + k_1 \gamma w^T w + \frac{k_2}{k_1 \gamma} e^T H \dot{e} - \frac{1}{\gamma} w^T H \dot{e}
\]

\[
+ \frac{1}{2} s^T J_m s + k_a \lambda E^T E + \frac{1}{2 \beta_1} \dot{e}^T \Phi_f \Phi_f + \frac{1}{2 \beta_2} \dot{e}^T \Phi_A \Phi_A + \frac{1}{\beta_3} \Phi_B \Phi_B^T
\]

and note that \( V \) is a positive-definite proper function of the closed-loop system state if \( \gamma \) is chosen sufficiently large. Computing the derivative of (8) along (7) and simplifying permits the following upper bound on \( \dot{V} \) to be established:

\[
\dot{V} \leq -\lambda_m(Q^*) \| z_1 \|^2 - k_o \| E \|^2 - k_a \lambda^2 \| E \|^2 + \frac{3}{\sigma_{\text{min}}} \| z_1 \| \| E \| - \frac{\eta_1}{\beta_{\text{min}}} \| \Phi \|^2
\]

\[
+ \frac{k_2 k_{cc}}{k_1 \gamma} \| e \| \| \dot{e} \|^2 + \frac{k_{cc}}{\gamma} \| w \| \| \dot{e} \|^2 + \eta_2 \epsilon + \frac{\eta_3}{\beta_{\text{min}}}
\]

where \( \lambda_m(\cdot), \lambda_M(\cdot) \) denote the minimum and maximum eigenvalue of the matrix argument, respectively, \( k_{cc} \) satisfies \( \| V_{cc} \| F \leq k_{cc} \| x \| \forall x \), \( k_{cd} \) is an upper bound on \( \| \dot{x}_d \| \), the \( \eta_i \) are positive scalar constants which do not increase as \( \epsilon \) is decreased and the \( \beta_i \) are increased, \( f_0 \) is any (nominal) estimate for \( f_m \) (for example, \( f_0 = 0 \) can be used), \( b \) is chosen so that \( b_i \geq \max[1, (f_{m_i} - f_{0i})^2] \) for \( i = 1, 2, \ldots, n \), \( \gamma \) is chosen so that \( \gamma \geq \max[1, k_2/k_1] \), \( z_1 = [\| e \| \| \dot{e} \| \| w \| \| \dot{e} \|^T, \Phi = [\| \Phi_f \| \| \Phi_A \| \| \Phi_B \| F]^T \), \( \beta_{\text{min}} = \min(\beta_i) \), \( \beta_{\text{max}} = \max(\beta_i) \), \( \sigma_{\text{min}} \) is the minimum singular value of the matrix \( J_o \) (recall that \( J_o \) is assumed to be nonsingular in the region of interest, so that \( \sigma_{\text{min}} \) is nonzero), and

\[
Q^* = \begin{bmatrix}
\frac{k_2 \gamma}{k_1} & -\frac{k_2}{k_1 \gamma} (k_{cc} u_M + k_{cd}) & 0 \\
-\frac{k_2}{k_1 \gamma} (k_{cc} u_M + k_{cd}) & (\frac{\gamma}{k_2} - \frac{k_2}{k_1 \gamma}) \lambda_M(H) - k_{cd} - \lambda_M(H) - \frac{k_{cd}}{2 \gamma} & k_{cd} \frac{k_{cc} \gamma}{2 \gamma} \\
0 & -\lambda_M(H) - \frac{k_{cd}}{2 \gamma} & k_1 \gamma
\end{bmatrix}
\]

(note that \( Q^* \) is positive-definite if \( \gamma \) is chosen large enough). Next let \( 2_\epsilon = [\| \zeta_1 \| \| E \| \| \dot{E} \| F]^T \) and

\[
Q = \begin{bmatrix}
\lambda_m(Q^*) & -3/(2 \sigma_{\text{min}} j) & \frac{(2 \sigma_{\text{min}} j)^2}{k_1} \\
-3/(2 \sigma_{\text{min}} j) & \frac{(2 \sigma_{\text{min}} j)^2}{k_1} & \frac{(2 \sigma_{\text{min}} j)^2}{k_1}
\end{bmatrix}
\]

and notice that \( Q \) is positive-definite if \( k_a \) is chosen large enough. If \( \epsilon \) is chosen to be inversely proportional to \( \beta_{\text{min}} \) and \( \beta_{\text{max}}/\beta_{\text{min}} \) is fixed, then there exist positive scalar...
constants $\eta_4, \eta_5$ that does not increase as $\gamma$ and $\beta_{min}$ increase, and positive scalar constants $\lambda_1$ independent of $\gamma$ and $\beta_{min}$, such that $V$ and $V$ in (8) and (9) can be bounded as

$$\lambda_1 \| z \|^2 + \frac{\lambda_2}{\beta_{min}} \| \psi \|^2 \leq V \leq \lambda_3 \| z \|^2 + \frac{\lambda_4}{\beta_{min}} \| \psi \|^2$$

$\cdot \leq -{(\lambda_m(Q) \cdot \frac{\eta_4 V^{1/2}}{\gamma})} \| z \|^2 - \frac{\lambda_5}{\beta_{min}} \| \psi \| \|

Now choose two scalar constants $V_M, V_m$ so that $V_M > V_m \geq V(0)$, and define $c_M = \lambda_m(Q) \cdot \frac{\eta_4 V^{1/2}}{\gamma}$; then choose $\gamma$ large enough so that $c_M > 0$ (this is always possible). Let $\delta = \max(\lambda_3/c_M, \lambda_4/\lambda_5)$ and choose $\beta_0$ so that $\eta_5 \delta/\beta_0 < V_m$ (this is always possible). Then selecting $\beta_{min} \geq \beta_0$ ensures that if $V_m \leq V < V_M$ then $V < 0$. This condition together with $V_M > V_m \geq V(0)$ implies that $V(t) \leq V_M \forall t$, so that $c(t) = \lambda_m(Q) - \frac{\eta_4 V^{1/2}(t)}{\gamma} > c_M > 0 \forall t$ and

$$\dot{V} \leq -c_M \| z \|^2 - \frac{\lambda_5}{(\beta_0 + \Delta \beta)} \| \psi \|^2 + \frac{\eta_5}{(\beta_0 + \Delta \beta)}$$

where $\Delta \beta = \beta_{min} - \beta_0$ and it is assumed that $\beta_{min}$ is chosen so that $\Delta \beta > 0$. The ultimate boundedness results developed in [13,14] are now directly applicable and permit the conclusion that $\| z_2 \|, \| \psi \|$ are uniformly bounded and that $\| z_2 \|, \| \psi \|$ converge exponentially to the" closed balls $B_r_1, B_r_2$, respectively" y, where $\tau$

$$r_1 = \left( \frac{\delta \eta_1}{\lambda_1 (\beta_0 + \Delta \beta)} \right)^{1/2}$$

$$r_2 = \left( \frac{\delta \eta_1}{\lambda_2} \right)^{1/2}$$

Observe that the radius of the ball to which $\| z_2 \|^2$ is guaranteed to converge can be decreased as desired simply by increasing $\Delta \beta$.

4. Conclusions

This paper presents a new solution to the motion control problem for uncertain RLFJ manipulators. The proposed control strategy is simple and computationally efficient, requires little information concerning either the manipulator or actuator/transmission models, and ensures uniform boundedness of all signals and arbitrarily accurate task-space trajectory tracking. Future research will involve the implementation of the controllers for robotic applications in hazardous and unstructured environments.
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ABSTRACT

A series of numerical experiments using a two-level atmospheric general circulation model (AGCM) were performed for the purpose of investigating the coupling between sea surface temperature (SST) profile and the onset of the Madden-Julian Oscillation (MJO). The AGCM was modified to run as an aquaplane with all seasonal forcing removed (Hayashi and Sumi, 1986). SST distributions based on the New Global Sea-Ice and Sea Surface Temperature (GISST) Data Set for 1903-1994 (Rayner et al., 1995) were generated then modified to vary the north-south gradient and tropical temperatures. It was found that the MJO signal did not depend on the SST temperature gradients but rather on the absolute temperature of the equatorial region. EOF analysis revealed that the SST distribution which generated the strongest MJO signal produced a periodic fluctuation in velocity potential at the 250 millibar level with a phase speed of 15 m/s and a periodicity of 30 days which falls within the shortest limit of observed oscillations. This distribution also possessed the coolest equatorial SSTs which suggests that increased stability in the atmosphere favors the occurrence of organized MJO propagation.

1. Introduction

Large scale circulation and convection features in the tropical atmosphere have been observed to fluctuate with a certain characteristic time scales and spatial patterns. Two such global scale phenomena are the El Niño/ Southern Oscillation, which has a time scale of roughly 2 to 6 years, and the Madden-Julian Oscillation (MJO) of a corresponding oscillatory period of 30 to 60 days. The latter phenomenon was first detected by Madden and Julian (1971, 1972) using spectral analysis of daily rawinsonde data for Canton Island in the central tropical Pacific. Their observations yielded a vertically coherent tropospheric oscillation in zonal wind, pressure and temperature fields with a period of 41 to 53 days. Although they do not offer an explanation for its existence, they do observe that the oscillation is coherent through all levels of the troposphere and that it possesses characteristics of a circulation cell, which suggests that deep convection is an important driving mechanism. Over the next few years, several researchers reported the existence of a quasi-40 day cloudiness oscillations over the summer monsoon region of East Asia and India and suggested that they may be related to those found by Madden and Julian. Satellite observations of 30- to 60-day fluctuations in tropical cloudiness that tended to propagate eastward into the central Pacific also seemed to be tied to the phenomenon (Weickmann, 1983 and Weickmann et al., 1985).

A substantial body of research since then has clarified many of the fundamental characteristics associated with this oscillation. The most notable properties of are summarized as follows:

• The oscillation is characterized by global-scale tropical wind and convection anomalies, including a modulation of the Northern Hemisphere and Southern Hemisphere summer monsoon activity (Krishnamurti and Subrahmanyam, 1982)
• The oscillation is not strictly periodic, but has a preferred time scale of about 30 to 60 days.
• Convection and circulation anomalies associated with the oscillation tend to propagate eastward with time with a speed of 10-15 m/s, which is much slower than the phase speed of the equatorial Kelvin waves with the same vertical wavelength (Madden and Julian, 1972).
• In the tropics, 30-60 day zonal wind anomalies in the lower troposphere are out of phase with those in the upper troposphere and can be defined as possessing baroclinic structure (Murakami and Nakazawa, 1985).
• Coherent fluctuations between extratropical circulation anomalies and the tropical 30-60 day oscillations may exist, indicating possible tropical midlatitude interactions in the above time scale (Weickmann et al., 1985).
The origin of the MJO has remained a enigma since its initial detection. In this study we will look at three explanations: wave-CISK mechanism (Lau and Peng, 1987; Hendon, 1988), evaporation-wind feedback (Emmanuel, 1987; Neelin, Held and Cook, 1987) and the super cloud cluster forcing mechanism (Chao and Lin, 1993; Chao, 1995).

2. Theory

Much of tropical meteorology involves the collective interaction of large-scale circulation dynamics and cumulus convection. The candidate most likely responsible for this interaction is conditional instability of the second kind (CISK) (Charney and Eliassen, 1964). This mechanism is characterized by a low-level convergence field associated with a large-scale meteorological system that lifts surface air to a given height where cumulonimbus convection occurs. The latent heat released by this convection forces a large-scale motion whose low-level convergence in turn helps maintain the convection. Underlying all CISK models is the assumption that deep cumulus convection will not, by itself, maintain the low level convergence necessary for the maintenance of clouds. Consequently, some large-scale, low-level convergence is necessary. Preliminary studies of CISK generating mechanisms pointed to the possibility of Ekman pumping as providing the necessary convergence (Charney and Eliassen, 1964). However, near the equator the term associated with momentum flux divergence vanishes, making Ekman pumping an unlikely candidate for providing the necessary forcing. It is now generally accepted that equatorially trapped internal waves (gravity, Kelvin, mixed gravity-Rossby, and Rossby), which are highly convergent, can produce CISK without the need of Ekman pumping (Lindzen, 1974).

Hendon (1988), used a two level model and a CISK-type cumulus heating scheme to obtain a reasonable simulation of the MJO and identified its structure as that of a nonlinearly coupled Rossby-Kelvin mode. It was found that an eastward propagating CISK mode, consisting of a Rossby wave component to the west and a Kelvin wave component to the east, is in agreement with observations. The Rossby component is continuously generated as the disturbance moves eastward. Consequently, we should be able to observe a meridional wind perturbation accompanying the eastward moving oscillation; this fact, has been observed (Madden, 1986) and modelled (Hayashi and Sumi, 1986). This CISK mode is similar in structure to the quasi-steady response (Gill, 1980) to slow eastward moving diabatic forcing. There is an pronounced east-west asymmetry in the equatorial region. Kelvin waves carry the information rapidly eastward, thereby creating easterly low-level winds in that region. These winds provide inflow to the region of heating and subsequently initiate a Walker-type circulation with rising over the source region and sinking to the east. Additionally, heating would generate Rossby waves which would carry information westward.

We can gain a better understanding of the coupled Rossby-Kelvin mode by examining the equatorially trapped free oscillations using the beta-plane approximation (Hendon, 1988) from which the following arguments have been derived. Assuming that there is no initial meridional forcing in the tropics, we can express the horizontal momentum equations as

\[ \frac{\partial u}{\partial t} - \beta y \nu = \frac{\partial \Phi}{\partial x}, \]  
(1)

\[ \beta y u = -\frac{\partial \Phi}{\partial y}, \]  
(2)

\[ \frac{\partial \Phi}{\partial t} + \beta (\nabla \cdot U) = K^2 (\nabla \cdot U) \]  
(3)

where \( \beta = 2Q/R, u \) is the perturbation zonal wind, \( \nu \) is the perturbation meridional wind, \( \Phi \) is the geopotential, \( c \) is the velocity of propagation, \( U \) is the sum over perturbations in zonal and meridional wind, and \( K \) is cumulus heating factor. For this particular model \( c^2 = (\nabla H) = (p/p_0)^{2\gamma} C_p \theta \) and \( K = (p/p_0)^{\gamma} C_p \theta Q' \) where \( \theta \) is the potential temperature and \( Q' \) is the ratio of combined steady diabatic heating and cumulus heating to \( \nabla \cdot U \). The equatorially trapped wave solutions (Holton, 1992) can be derived from Eqs. (1), (2), and (3) so that
and the dispersion relation is given by
\[ \omega = -\frac{kC}{2n + 1} \left[ 1 - (K/c)^2 \right]^{1/2}, \]

where \( n \) is the meridional mode number, \( H_n(y) \) represents the Hermite polynomial of degree \( n \), and \( k \) is the zonal wavenumber. The Kelvin wave dispersion is obtained for \( n = -1 \) and \( n = 1 \) yields the most prominent Rossby wave. For \( K^2 = 0 \) (no cumulus heating) the solutions yield a dry Kelvin wave which propagates eastward at \( c = \left( \frac{p}{p_c} \right) \left( \frac{C_p}{\theta} \right)^{1/2} = 60 \text{ m/s} \) which is roughly three times faster than the induced \( n = 1 \) Rossby wave. For \( O \leq K < c \) (stable cumulus heating), moisture modified waves are slowed by a factor of
\[ \left[ 1 - \left( \frac{K/c^2}{} \right) \right]^{1/2} = \left[ 1 - \left( \frac{Q'}{\theta} \right) \right]^{1/2}. \]

It is obvious that eastward propagating Kelvin waves can be reduced to any phase speed with the appropriate choice of \( Q' \). For \( K^2 > c^2 \) (unstable condition), the dispersion relation takes the form \( i\omega \) where \( \omega \) is defined by Eq (5). In this case, all waves are stationary and increasing in amplitude due to the fact that they possess imaginary phase speeds. It is possible that a propagating coupled mode may exist in the linear model when \( \theta < Q' \) which implies that the individual Rossby and Kelvin modes will have imaginary phase speed. However, a horizontally coupled propagating mode could exist in the presence of positive cumulus heating.

An alternative mechanism for MJO generation has been proposed by Emmanuel (1987), and Neelin, Held, and Cook (1987) that acts through a feedback between evaporation and surface winds. The major limitation of evaporation-wind (E-W) feedback as a modulating mechanism for Kelvin wave propagation is that it assumes that lower tropospheric easterly equatorial flow is a mandatory basic state when in fact observations have clearly revealed westerlies in the Indian Ocean (Wang, 1988). Additionally, Chao (1994, 1995) has linked the development of the MJO to the cloud cluster teleinduction mechanism. Satellite observations have shown that convective regions associated with this oscillation consist of one or more super cloud clusters and within each of them individual cloud clusters arise, move westward, and then decay within 2 to 3 days. New cloud clusters appear to the east of the existing cloud clusters. The reason that the eastern side of an existing cloud cluster is more favorable than the western side for the new cloud cluster formation has to do with basic flow in the boundary layer being easterly which is also strengthened by the circulation induced by the existing cloud cluster. In other words, the east side provides the primary moisture supply. Once the new cloud cluster emerges, it competes for moisture supply with the existing cloud cluster. The existing cloud cluster weakens as it propagates westward into the area of depleted moisture which is consumed by the newly developed cloud cluster. Successive generation of new cloud clusters in the east and the subsequent decay of existing ones give rise to an eastward moving envelope, which is the super cloud cluster associated with the MJO.

3. Model

A two-level general circulation model (Zephyr) based on an older primitive equations model developed by Held and Suarez (1978) is employed to examine MJO development and propagation. It utilizes DYCORE, the standard C-grid \( \left( 4^\circ, 50\right) \), dynamical core used by NASA/Goddard GCMs. Zephyr is characterized by simple cumulus parameterization, and full a hydrologic cycle. In a manner similar to Hayashi and Sumi (1986), Zephyr is modified to run as an aquaplanet in which earth’s surface is covered by a uniform global ocean. This change can be made since the oscillation is primarily dependent on the moisture content of the tropical region and the oscillatory structure of the phenomenon is more readily observable without the effects of intervening land-masses. Zephyr is an atmosphere-only model (AGCM) so that a fixed zonally symmetric sea surface temperature (SST) distribution is employed. The temperature profile is based on the New Global Sea-Ice and Sea Surface Temperature (GISST) Data Set for 1903-1994 (Rayner et al., 1995). GISST is composed of monthly averaged SSTs which have been resolved using eigenvector (EOF) reconstruction methods. Data resolution is \( 1^\circ \times 10 \) for absolute SST readings back to 1982, and \( 0.20 \) for anomalous SSTs taken back to 1949. Prior to 1949
anomalous SSTs have a resolution of 5' x 5". The advent of remote sensing and systematic data collection has allowed for better grid resolution since 1982.

A 4° x 50 zonal average was taken for GISST data set so that it could be utilized by Zephyr. A slightly asymmetric SST profile resulted between the northern and southern hemispheres. Since we wanted to achieve a fairly realistic aquaplanet profile, it was decided to "flip" the southern hemisphere SST readings into the northern hemisphere deleting any anomalous effects due to land-masses and thus providing a truly zonally symmetric SST profile with a maximum temperature of 28.6°C at the equator and a minimum of -2°C at the poles. Since Zephyr was originally intended to examine interannual phenomena dependent on seasonal fluctuations, we had to modify several subroutines in order to observe daily perturbations with the seasonal variability essentially "turned off". Additionally, Topography was flattened in order to remove any orographic forcings and albedo was set at 0.07 which corresponds to that of ocean water. Horizontal diffusion is handled by means of an eighth order Shapiro filter used to curtail nonlinear computational instability initiated by the cascade of variance to short horizontal scales.

4. Preliminary Results

An initial experiment was conducted with the goal of obtaining a realistic simulation of MJO-like propagations within the equatorial region of the model. In order to investigate the connection between SST profiles and the MJO, five different distribution with incrementally decreasing pole to equator temperatures were tested. The first run was performed using the original GISST profile. Once the model climatology was deemed acceptable, analysis was made of the 250- and 750-millibar level zonal wind (u), precipitation (p), latent heat flux (FL), velocity potential (v) and divergence of wind velocity (Vw) at 750 mb. Hovmöller diagrams of u, v, and x revealed little in terms of a stable eastward propagating oscillatory signal with the characteristic 30-60 day period. However, a weakly defined easterly flow was observed at the equator of order 10 m s⁻¹.

The initial GISST profile was modified so that the SSTs were linearly decremented in the tropics yet held constant at the poles. All other parameterizations were held constant and each model was run for 365 days plus an additional 100 days spin up time. Five meridional temperature profiles were examined starting with the initial pole to equator distribution ranging from -2°C to 28.6°C, and ending with a distribution that ranged from -2°C to 23.6°C. Of the five distributions, the -2°C to 23.6°C profile yielded the strongest MJO signal. The following Hovmöller diagrams and figures are for this case. Figures 1 and 2 reveal the periodic structure of the MJO phenomenon.

![Figure 1: Hovmöller diagram of zonal wind at 750 mb (0-5 m s⁻¹ contour)](image)

![Figure 2: Hovmöller diagram of velocity potential at 250 mb)](image)

Based on the relatively systematic time evolution of the 30-60 day X₃₀ anomalies, we elected to use an empirical orthogonal function (EOF) analysis of this data to determine the time variation and phase of the oscillation. Figure 3 below depicts the first two eigenvectors (spatial patterns), while figure 4 illustrates the principal component (time series). It is interesting to note that first two principal components describe 40% and 38% of the X₃₀ 30-60 day variance...
respectively. Additionally, there is a 900 phase shift between the first and second eigenvalues and principal components. A period of roughly 30 days is observed in the time series which entails a MJO propagation velocity of 15 m S⁻¹.

Figure 3. First and second eigenvectors of $X_{250}$. Solid line designates positive EOFs, dashed lines designates negative EOFs. Contour internal is set at 0.2.

Figure 4. First (hollow circle) and second (solid circle) principal components of the MJO derived from $X_{250}$. 
4. Conclusion

The fact that the case that yielded the strongest MJO signal possessed the smallest temperature gradient between the pole and equator as well as the lowest equatorial temperatures raised the question as to which of these effects were responsible for the enhanced oscillation. A final experiment was performed in which the weakest gradient profile was shifted upward until temperatures at the equator corresponded to those of the original GISST distribution. It was found that the simulated fields matched those produced by the original GISST SSTs pointing to the possibility that for stable conditions, only damped moist Kelvin waves are generated. These waves are quickly dissipated for lack of a driving mechanism. Because the diabatic heating effectively reduces the static stability, and hence the rate of temperature change associated with vertical motions, moist Kelvin waves propagate at a reduced phase speed compared to dry waves—the stronger the heating, the slower the propagation (Bladé and Hartmann, 1993). This scenario would explain the weakened signal and slower phase speeds attained by SST profiles possessing warmer equatorial temperatures. Future research will examine transitional profiles for which dry Kelvin waves will be generated as well as looking exclusively at meridional wind velocity in order to gain a better understanding of the Rossby wave component associated with the oscillation. Additionally, longer three year runs will be performed in order to compile a larger statistical sampling of the MJO generated signals.
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The use of a chlorophyll meter (SPAD-502) for field determinations of red mangrove 
(Rhizophora mangle L.) leaf chlorophyll amount.

Xana M. Connelly
Department of Marine Sciences University of Puerto Rico

The red mangrove Rhizophora mangle L., is a halophytic woody spermatophyte common 
to the land-sea interface of tropical and subtropical intertidal zones. It has been reported that 60 
to 75% of the coastline of the earth’s tropical regions are lined with mangroves (Walsh (1974) in 
Nybakken “1988). Mangroves help prevent shoreline erosion, provide breeding, nesting and 
feeding areas for many marine animals and birds. Mangroves are important contributors of 
primary production in the coastal environment, and this is largely proportional to the standing 
crop of leaf chlorophylls (Oswin and Kathiresan, 1994). Higher intensities of ultraviolet radiation, 
resulting from stratospheric ozone depletion, can lead to a reduction of chlorophyll in terrestrial 
plants (Tevini et al., 1980). Since the most common method for determining chlorophyll 
concentration is by extraction and this is labor intensive and time consuming, few studies on 
photosynthetic pigments of mangroves have been reported.

Chlorophyll meter readings have been related to leaf chlorophyll content in apples 
(Campbell et al., 1990) and maples (Sibley et al., 1996). It has also been correlated to nitrogen 
status in corn (Wood et al., 1992a) and cotton (Wood et al., 1992b). Peterson et al., (1993) used 
a chlorophyll meter to detect nitrogen deficiency in crops and in determining the need for 
additional nitrogen fertilizer. Efforts to correlate chlorophyll meter measurements to chlorophyll 
content of mangroves have not been reported. This paper describes the use of a hand-held 
chlorophyll meter (Minolta SPAD-502) to determine the amount of red mangrove foliar 
chlorophyll present in the field.

The chlorophyll absorption curve has peaks in the red (600-700 nm) and blue (400-500 
mm) regions of the spectrum with little absorbance in the near-infrared region. The SPAD-502 
measures transmittances in the red (650nm) where absorbance is high and unaffected by carotene 
and in the infrared (940 nm) region where absorbance by pigments is very low. Two light 
emitting diodes (LED’s) (a red LED and an infrared LED) are built into the measuring head and 
emit light in sequence when the measuring head is closed. Light from these LED’s goes through 
the emitting window, passes through the sample leaf in the measuring head, and enters the 
receiving window where it is converted into analog electrical signals. Then the ratio of the 
intensities of the transmitted light is calculated into a numerical SPAD value that is proportional 
to the amount of chlorophyll present in the leaf (Minolta Chlorophyll meter SPAD-502 Instruction 
Manual).

Healthy and mature leaves were obtained from mangroves growing at various localities 
along the southwest coast of Puerto Rico. SPAD measurements were taken by simply inserting a 
leaf and closing the measuring head. Six SPAD measurements were taken for each leaf and the 
average was calculated. Fresh leaf material was sampled using a cork borer (5mm diameter) and 
extracted immediately in pure acetone using an all-glass hand tissue grinder, following the 
procedure detailed by Corredor et al., (1995). Extracts were cleared by filtration (Gelman PTFE 
ACRODISC CR 0.2µm) and stored at -5°C until analysis. Absorbance of acetone extracts were 
measured at 644 and 662nm in a Hewlett-Packard 8452 spectrophotometer. The amount of 
chlorophyll was determined using the equations described by Lichtenthaler and Wellburn (1983). 
Regression analysis was used to assess the relationship between extracted and predicted 
chlorophyll values.

An absorption spectrum for R. mangle pigments extracted in pure acetone is shown in 
Figure 1. The maximum peaks characteristic of chlorophyll were observed at 430 and 662 nm.
The chlorophyll meter, however, measures in vivo chlorophyll absorption which occurs at a slightly lower wavelength (650 nm) than in vitro extractions. The measured chlorophyll concentrations varied from 23.85 μg/cm² to 72.09 μg/cm², with an average of 43.74 μg/cm². The SPAD values ranged from 32.4 to 68.8. There is a high relationship between chlorophyll meter readings and total chlorophyll \( (r^2 = 0.68) \) (Figure 2). The equation used to predict chlorophyll concentration from SPAD-502 readings is:

\[
\text{Chlorophyll in } \mu \text{g/cm}^2 = \frac{(\text{SPAD} - 22.70)}{0.57}
\]

To validate the regression curve 14 samples were selected at random from the total of 52 samples. The relationship between the chlorophyll values obtained by extraction in pure acetone and the values predicted from SPAD-502 measurements is presented in Figure 3. Chlorophyll meter readings had a higher correlation with chlorophyll a \( (r^* = 0.77) \) than chlorophyll b \( (r^2 = 0.56) \).

Red mangrove leaves were collected from four stations in southwestern Puerto Rico in order to provide a wide range of chlorophyll values for the calibration. There were statistically significant differences between stations \( (p<0.001) \). These differences can be related to variations in the nutrient input received at each station. Means were significantly higher for the Sewage Treatment Plant (STP) station, with a mean chlorophyll value of 55.07 μg/cm². Intermediate values were found in Bird Island (42.39 μg/cm²) and Caballo Blanco (39.77 μg/cm²). Cayo Enrique had the lowest values with a mean of 37.34 μg/cm². Anthropogenic effects are responsible for the higher nutrient levels at the STP station, Bird Island has a large population of
birds which contribute high level of nutrients while Caballo Blanco and Cayo Enrique receive the least amount of exogenous nutrient inputs.

Another source of variation in the measured leaf chlorophyll values had to do with their exposure to solar radiation. Although the chlorophyll amount is expected to be reduced in sun leaves due to increased UV-B exposure (Tevini et al., 1981), there was no statistically significant differences (p=0.05) between the chlorophyll content of shaded leaves and sun exposed leaves, except for Caballo Blanco station. At this station, the chlorophyll content for sun exposed leaves had a significantly higher mean (44.57 µg/cm²) than the chlorophyll content for shaded leaves (mean of 34.29 µg/cm²). At the other stations sun leaf chlorophyll values ranged from 26.47 µg/cm² to 72.09 µg/cm² while shade leaf values ranged from 23.85 µg/cm² to 62.04 µg/cm².

The chlorophyll a to b ratio varied between 3.19 in shaded leaves to 5.62 in sun exposed leaves, which agrees with Tevini et al., (1981) who reported that the proportion of chlorophyll a to chlorophyll b rises in UV-irradiated higher plants. However Kathiresan and Moorthy (1993) found that the chlorophyll a to b ratio was higher in shaded leaves of *R. mucronata* in which they report a chlorophyll a to b ratio of 1.3 for sun exposed leaves and 1.80 for shaded leaves.

In summary, the Minolta SPAD-502 Chlorophyll Meter was useful in providing a large number of leaf chlorophyll measurements in the field. In red mangroves, chlorophyll meter readings compared favorably to extracted values in pure acetone. In remote areas where traditional chlorophyll extraction procedures are impractical and samples can degrade before they can reach laboratory facilities, this portable meter can provide reliable measurements of the chlorophyll status of mangrove forests.
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GROWTH, SPECTROSCOPY AND PHOTOREFRACTIVE INVESTIGATION OF VANADIUM DOPED CdSSe

Michelle Davis, Zhengda Pan, Kuo-Tong Chen, Henry Chen, Swanson L. Davis, Arnold Burger, and Steven H. Morgan,

Center for Photonic Materials and Devices, Physics Department, Fisk University, Nashville, TN 37208

We present two-wave mixing results obtained with a CdS_{0.8}Se_{0.2}:V crystal. The CdS_{0.8}Se_{0.2}:V crystal was grown by physical vapor transport (PVT) along with a concentration of 150 ppm (nominal) vanadium for creating trap centers. The as-grown crystal has a large crystal size, good optical quality, and a medium resistivity of $10^{-10}$ $\Omega$-$\text{cm}$. A large photorefractive gain coefficient of 0.24 cm$^{-1}$ was observed at 633 nm with an optical intensity of 60 mW/cm$^2$ and a grating period of 1.6 $\mu$m. To our knowledge, this is the first observation of the photorefractive effect in a vanadium doped CdSSe crystal. Room temperature absorption and low temperature photoluminescence spectroscopy measurements are also discussed. With a significant photorefractive effect, the CdSSe:V crystals are promising for device applications based on photorefractive effect, in the wavelength range of 600-700 nm.

Introduction

Photorefractive materials are nonlinear optical materials which experience a significant change in the refractive index when exposed to inhomogeneous illumination. These materials have potential device applications in optical signal processing and related areas, including reversible holographic storage, tracking filters, optical interconnects, etc. Photorefractive crystals are being used to record the holographic interconnections between the neurons in optical neural networks. The optical implementation of artificial neural networks are useful in solving problems such as pattern recognition and robotics. Semiconductor crystals such as CdTe:V, GaAs, InP:Fe were reported as having fast response times at low incident intensities of few tens of mW/cm$^2$. The reported value of the electro-optic coefficient of CdTe:V is three times larger than that of GaAs and InP. However, the above materials can not be used in the wavelength range of 600 to 700 nm. [1-3]

The as-grown CdS_{0.8}Se_{0.2} crystal has a large crystal size, good optical quality, medium to high resistivity, and a good transparency for wavelengths longer than 600 nm. The ternary system offers the capability that its band-gap can be tailored by adjusting the alloy composition, thus the crystals may be optimized for use at desired wavelengths.

It has been reported that the vanadium dopant is responsible for the high photorefractive gain observed in CdTe:V. Vanadium dopant in CdTe compensates for a high resistivity, and provides additional deep levels. [1] We assume that vanadium dopant in CdSSe would have behave similarly to the vanadium dopant in CdTe.
We present here the first results of photorefractive two-beam coupling measurements on a CdSe; Se; single crystal doped with vanadium. The measurements were performed at 633 nm using a 5 mW cw He-Ne laser. We also present the photoluminescence and absorption spectra. These results are discussed and compared to that of vanadium-doped CdTe crystals and a pure CdS crystal reported previously [1-4].

Theory

In a photorefractive two-beam coupling experiment (Fig. 1), two beams of unequal intensity intersect inside the semi-insulating sample to form a spatially sinusoidal interference pattern. In the region of constructive interference the charge carriers are excited to the band states, undergo diffusion, drift, and are recaptured by traps. These effects result in charge redistribution and give rise to the space-charge field. This field, acting through the linear electro-optic effect, modulates the refractive index of the material. If the grating is displaced with respect to the incident optical interference pattern the beam coupling gives rise to energy transfer from one beam to the other. The grating wave-vector depends on the wave-vectors of the incident beams and the angle between the two crossed beams. The value of grating wave-vector is given by

\[ k_g = 2k\sin\theta \]  

where \( \theta \) is the angle between the two crossed beams.

![Figure 1: Experimental setup for photorefractive two-beam coupling.](image)

By chopping the pump beam and monitoring the signal beam, the photorefractive gain can be measured. The ratio of the modulation of the signal-beam \( \Delta I \), to the signal beam \( I \), without pump beam is related to the photorefractive gain \( \Gamma \). The relation is given by [4]
where \( L \) is the overlap length between two beams and \( \beta \) is the intensity ratio of the signal beam to pump beam.

According to a simplified model given by Kukhtarev and others, the photorefractive gain \( \Gamma \) can be predicted by the formula \([1]\)

\[
\Gamma = \frac{2\pi (n_0^3 \gamma_{\text{eff}})}{\lambda \cos \theta} \left( \frac{KT}{\varepsilon} \right) \frac{k_g}{1 + (k_g^2/k_D^2)} \xi
\]

(3)

where \( \xi \) is the electron-hole competition factor, \( k_D \) is the inverse of the Debye screening length, and \( \gamma_{\text{eff}} \) the effective electro-optic coefficient. For an one level model, \( k_D^2 = (e^2/\varepsilon KT) N_{\text{eff}} \) where \( N_{\text{eff}} \) is the effective trap density and \( \varepsilon \) is the dielectric constant. The \( \gamma_{\text{eff}} \) depends not only on electro-optic properties of the crystal, but also on the sample orientation and beam polarizations, this relation is

\[
\gamma_{\text{eff}} = \hat{e}_1^* \left( R k_g \right) \hat{e}_2
\]

(4)

where \( R \) is the linear electro-optic tensor, \( k_g (3 \times 1) \) is the unit grating wave-vector, \( \hat{e}_1 \) (1 \( \times 3 \)) and \( \hat{e}_2 (3 \times 1) \) are the unit polarization vectors of signal and pump beams, respectively. CdSSe belongs to the hexagonal 6 \( \overline{mm} \) symmetry group with nonzero electro-optic coefficients, \( \gamma_{13} = \gamma_{23} \).

Results and Discussion

A single crystal of CdS\(_{0.8}\)Se\(_{0.2}\):V was grown by horizontal physical vapor transport (PVT) method along with a concentration of 150 ppm (nominal) vanadium for creating trap center. The starting materials were supplied by Cleveland Crystals, Inc., with a labeled purity of 99.995\% by weight. The as-grown crystal had a diameter of 12 mm and a length of 6 cm. A sample from this crystal was cut and polished to a 8\( \times 5 \times 4 \) mm\(^3\) rectangular parallelepiped with the orientation shown in Fig. 1. The resistivity was measured by applying silver-paint contacts on the 3 \( \times 3 \) mm\(^2\) area and measuring the \( I - V \) curve. The resistivity is in excess of 10\(^7\) $\Omega \cdot $cm at voltages up to 100 V.

The absorption spectra measured at room temperature is shown in Fig. 2. The spectrum shows a absorption edge at 585 nm and a long tail. The absorption edge corresponds to the bandgap of the semiconductor crystal and the absorption tail is assumed to be from the vanadium dopant. An absorption coefficient of 2.3 cm\(^{-1}\) was obtained at 633 nm. This value is comparable to that of a CdTe:V sample with vanadium concentration 5 \( \times 10^{15} \) /cm\(^3\)\([3]\).
Photoluminescence (PL) measurements were performed at 5.8 K. Fig. 3 shows the PL spectrum of a CdS$_{0.8}$Se$_{0.2}$:V crystal. A strong bound exciton peak is located at 2.313 eV with two phonon replicas at 2.279 and 2.244 eV. The spacing of the phonon replicas is about 35 meV, which is between the longitudinal (LO) phonon of 38 meV in CdS and the LO phonon of 24 meV in CdSe [6]. The broad band from 1.7 to 2.1 eV (centered at 1.925 eV) is attributed to a defect center. Similar emission band was observed in a vanadium-doped CdTe, but the exact nature of the centers

Figure 2: Room temperature absorption spectrum of CdS$_{0.8}$Se$_{0.2}$:V.

Figure 3: Photoluminescence spectrum at T = 5.8K.
responsible for these emissions is still unknown or is a matter of speculation [5]. It should be noticed
that the wavelength of 633 nm (1.959 eV) from the He-Ne laser matches well with this impurity band
observed in PL spectrum.

The photorefractive properties were studied by two-beam coupling at 633 nm using a 5 mW
cw He-Ne laser. Two s-polarized Gaussian beams (beam size is about 1.2 mm in diameter) with a
beam intensity ratio of \( \beta = I_1(z=0)/I_2(z=0) = 0.41 \) interfered inside the crystal. The grating wave
vector was oriented along the c-axis of the crystal. The pump beam was modulated at 84 Hz by a
chopper. The beam-coupling gain \( \Gamma \) reached a value of about 0.24 cm\(^{-1}\) at a maximum intensity of
60 mW/cm\(^2\) \( (I_p) \) and a grating spacing around 1.6 pm. This gain coefficient is similar to the value
reported for a CdTe:V sample at 1.32 \( \mu \)m with an intensity of 10 mW/cm\(^2\) [3] and for a pure CdS
crystal at 633 nm with an intensity of 80 mW/cm\(^2\) [4]. The value of photorefractive gain decreases
significantly with decreasing laser intensity. The \( \Gamma \) value decreased to one fourth for an incident
intensity of 30 mW/cm\(^2\). Our CdS\(_{0.8}\)Se\(_{0.2}\):V sample has a relatively lower resistivity \( (1 \times 10^5 \Omega \cdot \text{cm}) \) than
that of a pure CdS crystal \( (10^6 \Omega \cdot \text{cm}) \), a higher photorefractive gain therefore could be expected at
a higher laser intensity when the photo excited carrier concentration exceeds the thermally excited
carrier concentration. The gain coefficient exhibits a large fluctuation at different points on the
sample. This implies some degree of inhomogeneity in our sample. We also performed the two-beam
coupling experiment at 800 nm by using a cw Ti:sapphire laser, but no gain signal beyond noise can
be obtained. The results we observed are therefore attributed to the resonant enhancement of the
photorefractive response due to photo-excitation near the band edge of the crystal.

Conclusion

We have reported the first observation of the photorefractive effect in a CdS\(_{0.8}\)Se\(_{0.2}\):V crystal
at wavelength 633 nm using a cw He-Ne laser. The observed photorefractive gain is comparable to
that of the best photorefractive semiconductors. The CdS\(_x\)Se\(_{1-x}\):V crystals maybe fabricated with
a large size, a high resistivity, and controllable defect densities. This material therefore has potential
as a fast and sensitive photorefractive material in the wavelength range of 600 to 700 nm.
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1 Introduction

It is difficult in a large, complex computer program to ensure that it meets the specified requirements. As the program evolves over time, all program constraints originally elicited during the requirements phase must be maintained. In addition, during the life cycle of the program, requirements typically change and the program must consistently reflect those changes. Imagine the following scenario. Company X wants to develop a system to automate its assembly line. With such a large system, there are many different stakeholders, e.g., managers, experts such as industrial and mechanical engineers, and end-users. Requirements would be elicited from all of the stakeholders involved in the system with each stakeholder contributing their point of view to the requirements. For example, some of the requirements provided by an industrial engineer may concern the movement of parts through the assembly line. A point of view provided by the electrical engineer may be reflected in constraints concerning maximum power usage. End-users may be concerned with comfort and safety issues, whereas managers are concerned with the efficiency of the operation. With so many points of view affecting the requirements, it is difficult to manage them, communicate information to relevant stakeholders, and it is likely that conflicts in the requirements will arise. In the coding process, the implementors will make additional assumptions and interpretations on the design and the requirements of the system. During any stage of development, stakeholders may request that a requirement be added or changed. In such a dynamic environment, it is difficult to guarantee that the system will preserve the current set of requirements.

Tracing, the mapping between objects in the artifacts of the system being developed, addresses this issue. Artifacts encompass documents such as the system definition, interview transcripts, memoranda, the software requirements specification, user’s manuals, the functional specifications, design reports, and system code. Tracing helps 1) validate system features against the requirement specification, 2) identify error sources and, most importantly, 3) manage change [4]. With so many people involved in the development of the system, it becomes necessary to identify the reasons behind the design requirements or the implementation decisions.

This paper is concerned with an approach that maps documents to constraints that capture properties of and relationships between the objects being modeled by the program. Section 2 provides the reader with a background on traceability tools. Section 3 gives a brief description of the context monitoring system on which the approach suggested in this paper is based. Section 4 presents an overview of our approach to providing traceability. The last section presents our future direction of research.

2 Background

The typical approach to maintaining traceability, especially for complex systems, requires that all system artifacts created at various stages of the development process be linked to the requirements [5]. In such an approach, there must be hyperlinks (physical links) between all artifacts and requirements. These links should provide bidirectional, vertical and horizontal traceability. Bidirectional traceability refers to the ability to trace both backward and forward. Vertical traceability allows the user to trace between documents developed from different life cycles, whereas, horizontal traceability refers to the links between related objects created in the same life cycle [5]. Each document must have a logical structure so that the tracing tools will understand the interrelationships between different software documents and have the ability to update the links as the...
system evolves [6]. With a large volume of documents, however, it is difficult to maintain and update the links between the artifacts.

Through the links, tracing can also provide information concerning accountability for requirements, design, and implementation decisions. The ability to track projects and manage design rationale are other uses for traceability. The rest of this section deals with the traditional approach to tracing, i.e., tracking the requirements to the implementation.

Some approaches to building a traceability tool include: an object-oriented approach, a graph-based approach, and an approach that involves the management through a project database. In the object-oriented approach, users define the classes of artifacts and the relationships between them. The classes of artifacts provide the logical structure necessary for the documents to be traced. The relationship classes provide the structure for defining links and their relations. The use of relations instead of simple links lets developers distinguish among different links between the same objects. Also, by using properties of relations, this approach can relate objects that are not directly linked [4].

The graph-based approach takes both the coarse-grain level and the fine-grain level of the system into account. On the coarse-grain level, links represent dependencies between whole documents. On the fine-grain level, the structure of the documents are taken into account. Both levels are necessary to provide for adequate traceability. The collection of documents is represented by the use of hierarchical graphs. Operations on the graphs are defined by means of a formal language based on a graph rewriting system [6]. On the coarse-grain level, all project documents and the relations between the documents are represented in the graph. On the fine-grain level, links represent the relation between individual objects in documents. These objects may be contained in the same document or in separate documents.

The project database model involves a database management system and an object-based model of software life cycles. All of the documents created during the development of the system are stored in a project database [3]. Similar to previous approaches, this approach requires that documents and relations are highly structured. Using a predefined document structure and a set of document relationships, documents are developed to allow the management of links. Through the use of a database, stored documents can be written in either natural or formal languages. Key words and key elements need to be identified as the user creates the documents to provide points for tracing across documents [3].

These approaches to developing traceability tools all have one thing in common—they link all artifacts to requirements. The advantage of having direct links between all artifacts is that one can trace the system and ensure that the system requirements have been met, thus providing more complete coverage of the system. In a system with thousands of interrelated objects, however, getting all of the information available may not be useful. Too much information could provide the user with an over abundance of irrelevant data [4].

### 3 An Overview of the Context Monitoring System

Context monitoring is an approach for managing properties and relationships on data of a program. Context monitoring consists of the following:

- the specification of integrity constraints on data or objects being modeled by a software system, and
- a constraint satisfiability mechanism that verifies their enforcement during the program's execution.

Integrity constraints are the conditions that data maintained in a knowledge base must satisfy as it evolves. Specified in a typed first-order logic language [2], they formalize properties about data objects and the program.

Fig. 1 provides an overview of the context, monitoring system. The constraints capture properties, relationships, restrictions and limitations on data or objects of the program and may be used to reflect the interpretations and assumptions that are made about the objects during development. The constraints are elicited from numerous sources, denoted by $S_i$ in the figure, that includes the customer, domain experts, analysts, and members of the design, implementation and maintenance team.

The constraints reside in a repository with links to the documentation. This may be in the form of a data dictionary, requirements definition, software requirements specification, design document, user's manual, program documentation, memoranda, interview transcripts, or videotape transcripts. The documents may reside in a project database or maintained as separate text files. If a document is not kept on-line, then the linked file would contain merely the location of the document and the location of the constraint in that document.
The constraint satisfiability mechanism provides dynamic verification that the actual behavior of the program corresponds to the intended behavior of the program. When a constraint violation occurs, the monitoring mechanism captures the state of the machine, both prior to the violation and at the time of the violation. A violation may be an indication of one of the following:

- The program does not maintain the constraint.
- The input data does not meet specified properties.
- Conflicting constraints exist, which cause at least one of the constraints to be violated.
- A change to the program has violated an existing constraint.
- The environmental context in which the program is running has changed, invalidating the assumption made while designing and coding the program.

The user is supplied with information concerning the violation through the elaboration mechanism. Because the documents are linked to the constraints, the user has access to the source(s) of the constraint, justifications, and other information that may be contained in the documentation. The reasoning mechanism is a tool that groups related constraints for analysis and determines potential inconsistencies between constraints apart from the program itself. This permits static analysis of the knowledge collected from multiple sources before too much time has been invested in the design and/or implementation.

It is important to note that with this approach, the constraints are not embedded in the program, but are maintained independent of the program. Separating the integrity constraints ensures that changes in the code do not inadvertently change a constraint and, through constraint satisfiability, that added or changed code does not violate existing constraints.

### 4 Traceability Using Context Monitoring

The approach suggested here provides a way for linking between requirements, constraints, and parts of the program that manipulate constrained variables. A distinguishing characteristic is that the developer does not have to create physical links between requirements and the implementation. This simplifies tracing because constraints are not embedded in the program and, as a result, the user does not have to worry about changes in the code that may alter links. Tracing in the context monitoring system only involves physics!
links between the constraints stored in the repository and the documents as shown in Fig. 2. Although this approach does not provide links between all requirements and program segments, it does provide a way to link a significant subset of the requirements.

Another characteristic of this traceability approach addresses fluctuating and conflicting requirements, a major issue in software development [1]. Consider a case where conflicting constraints are specified on a requirement. In such a case, the satisfiability mechanism will detect a violation if it is impossible for the program to satisfy both requirements. Through traceability, the user will have access to the sources of the constraint providing a basis for resolving the conflict. In addition, the traceability tool is not preoccupied with managing constraints. Because the constraints are not embedded in the program, even if implementation completely changes, the links between constraints and the documents remain the same unless the constraints are deleted.

The approach presented in this paper provides the means to physically link the constraints to the various requirement documents through bidirectional hyperlinks. Because only those parts of the requirements and documents that specify a constraint are linked to the corresponding formal constraint and links are not maintained in the code, the number of links to be managed is reduced. In other words, constraints should always be tied directly to a document.

Figure 2: Tracing in the context monitoring environment.

The context monitoring system provides for bidirectional, vertical and horizontal traceability, and also allows the user to check for accountability, design rationale and dependencies. Project tracking, however, cannot be done with this approach. Two situations may occur. One is that a violation occurs during program execution and the user wants to determine the source of the constraint. Through the elaboration mechanism, it is possible to return to the repository based on the constraint, violated; therefore, the user can link back to the document. A second situation is when the user requests information concerning the impact of a requirement, or a constraint on a program. In this case, the satisfiability mechanism gives information on the code that is affected by this constraint, providing a virtual link between the constraint and the code. Similarly, this procedure can be followed to go from the code to the constraint repository. Clearly, the links

Figure 2: Tracing in the context monitoring environment.
between the constraints and the documents are fine-grain and the virtual links between the constraints and the program code are coarse-grain, (making the links between the code and any documents coarse-grain as well). As a result, any queries on the coarse-grain links will lead the user to candidate areas of interest in either the code or the documents. Recall that the relationship between these documents is based on the constrained variables.

Related constraints from different documents are linked together providing both horizontal and vertical traceability. This allows the user to determine if a constraint is supported by more than one document or decision. These links may be contained in the same document or across multiple documents providing horizontal traceability with a fine-grain level.

Because all constraints in the system can be linked back to a decision in the documentation through vertical links, design rationale can be easily traced. Provided that the documents contain the information on whom originally specified the requirement, the resulting constraint can be linked to this requirement, providing accountability to the decision makers.

5 Summary

The traceability tool in the context monitoring system allows virtual links from the code to the constraints providing tracing between requirements that specify relationships between properties of objects on the system. The advantage to this approach is that the system does not have to provide hard links directly to the code; therefore, when modifications are made in the code, links are not inadvertently affected. Additionally, this allows the user to trace only the relevant information corresponding to a constraint. One disadvantage to this approach is that it is not possible to ensure that all system requirements are met because the constraints capture only those parts of the requirements that specify properties and relationships between objects.

Future research in the area of traceability tools in context monitoring includes many different goals. First, we must determine the best method for storing the documents of the system. As shown in the discussion of traceability tools in section 2, this must be a highly structured approach to allow the system to process the document links. Some possible approaches to providing this structure include the object-oriented, the graph-based, and the project database management approach.

The next objective is to develop a prototype to model the proposed traceability tool. This prototype will provide the tracing technique to the context monitoring system. The elaboration mechanism, constraint repository and documents will be included in the implementation of this prototype.
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ABSTRACT
The difficulty of accomplishing work in extravehicular activity (EVA) is well documented. It arises as a result of motion constraints imposed by a pressurized spacesuit in a near-vacuum and of the frictionless environment induced in microgravity. The appropriate placement of foot restraints is crucial to ensuring that astronauts can remove and drive bolts, mate and demate connectors, and actuate levers. The location on structural members of the foot restraint sockets, to which the portable foot restraint is attached, must provide for an orientation of the restraint that affords the astronaut adequate visual and reach envelopes. Previously, the initial location of these sockets was dependent upon the experienced designer's ability to estimate placement. The design was tested in a simulated zero-gravity environment, spacesuited astronauts performed the tasks with mockups while submerged in water. Crew evaluation of the tasks based on these designs often indicated the bolt or other structure to which force needed to be applied was not within an acceptable work envelope, resulting in redesign. The development of improved methods for location of crew aids prior to testing would result in savings to the design effort for EVA hardware. Such an effort to streamline EVA design is especially relevant to International Space Station construction and maintenance. Assembly operations alone are expected to require in excess of four hundred hours of EVA. Thus, techniques which conserve design resources for assembly missions can have significant impact. We describe an effort to implement a human modelling application in the design effort for an International Space Station Assembly Mission. On Assembly Flight 6A, the Canadian-built Space Station Remote Manipulator System will be delivered to the United States Laboratory. It will be released from its launch restraints by astronauts in EVA. The design of the placement of foot restraint sockets was carried out using the human model Jack, and the modelling results were compared with actual underwater test results. The predicted locations of the sockets was found to be acceptable for 94% of the tasks attempted by the astronauts. This effort provides confidence in the capabilities of this package to accurately model tasks. It therefore increases assurance that the tool may be used early in the design process.

INTRODUCTION
The National Aeronautics and Space Administration has a long history of application of rigorous methodology to systems engineering. The approach extends back to the very beginning of the von Braun era and thus predates the wide adoption of design principles that have since been applied, for example, computer systems (cf. Gould and Lewis, 1985). The principles can be summarized as: a) an early focus on the requirements of the system, b) testing to ensure the system meets the requirements, and c) iterative design. In the case of human-occupied and operated space hardware, the requirements include a focus on the needs of the user. The system must support or be operable by the astronaut. Otherwise, the other system components will be of little value, however well designed. One of von Braun's contributions to the empirical phase of design of human space systems is the introduction of underwater testing to NASA at the Marshall Space Flight Center. This test facility, known as the Neutral Buoyancy Simulator, and others like it are used to provide a frictionless environment in which engineers and astronauts can assess design effectiveness. Mockups of the hardware are submerged and outfitted with flotation to make them neutrally buoyant; i.e., they neither sink nor float, but tend to retain their position, as an object would in space. The test subject, likewise deprived of friction, is able to evaluate whether useful work (e.g., bolt drive, connector mate and demate, and lever actuation) can be accomplished with the system. This type of testing is especially useful for ExtraVehicular Activity (EVA) hardware. The motion constraints imposed by a pressurized spacesuit in a near-vacuum are difficult to simulate outside of the underwater environment, due to the weight of the suit. These constraints, along with the effects of suit bulk, must be incorporated in the testing to ensure the design compensates for them.

Construction of the International Space Station is expected to require in excess of four hundred hours of EVA. Neutral buoyancy testing, while effective when properly integrated with the other design principles, is expensive. The cost of testing all of the designs which must support this EVA is a significant part of the design budget. Methods which allow the proper implementation of system design principles while reducing this cost would be of considerable value. In the last ten years, there has been a near-complete transition in the engineering design environment from two-dimensional drawings to three-dimensional Computer-Aided Design (CAD). The human factors personnel responsible for ensuring EVA designs are workable are thus afforded
new opportunities to examine the human/machine interfaces through computer simulation. Computer models allow more thorough insight into these interfaces than was previously possible with drawings. Several human modelling packages have been developed which allow simulation of the work tasks as they would be performed in space, the human figure is placed into position to interact with the CAD models of the hardware. However, validation of these modelling systems must be accomplished before their results can be accepted by designers. Only a few efforts have been made to compare the computer simulation results with real-life human/machine interaction. Since the simulation mimics the test, as well as the space environment, neutral buoyancy testing provides the opportunity to examine the results of computer modelling. This paper will examine the utility of a human modelling software application in the examination of tasks associated with an International Space Station EVA design. The work has two components: a modelling effort and a comparison between the predictions from modelling and the results of neutral buoyancy evaluation of the tasks.

The design effort for which the human factors engineer is primarily responsible in EVA-operated hardware is the reduction of the effects of microgravity. Useful work is essentially impossible for a free-floating astronaut. One solution to this problem developed by NASA is to secure the astronaut on a platform called a foot restraint. The astronaut slides his or her boots into loops on a foot restraint (see Figure 1), securing them to the plate of the restraint. A foot restraint thus provides anchorage against which to react the forces required to release or tighten bolts and perform other tasks. The appropriate placement of foot restraints is critical to accomplishment of EVA work tasks, and it is this placement which comprises a significant portion of the human factors engineer's contribution to the design. This placement of the restraints is also a useful metric for the validation of the human modelling packages. The bulk of the modelling effort in this first attempt to assess the efficacy of the software consisted of positioning the restraints on the hardware. The foot restraint positions thus predicted were tested in the Neutral Buoyancy Simulator by astronauts and engineers who determined whether the work they were required to perform was is feasible. These evaluations provided the data for determining the effectiveness of the modelling.

Figure 1. International Space Station type foot restraint. The astronaut places boot toes into the straps on the platform and hooks heels under the ledges on the left side of the drawing (the back of the platform). The joints in the support structure allow many different configurations.

The International Space Station Assembly sequence consists of a series of more than forty hardware launches on Russian and American vehicles, the latter being the U.S. National Space Transportation System, or Space Shuttle. Assembly from components will be achieved through a combination of robotic manipulation and EVA. Robotics will be conducted initially by the Shuttle's robotic arm, the Remote Manipulator System. After the Station becomes habitable, another Canadian-built arm, the Space Station Remote Manipulator System (SSRMS), will be delivered and will take over most Station robotic operations. Assembly Flight 6A, the sixth American launch, will carry the SSRMS and other cargo to the U.S. Laboratory module in January, 1998. The cargo will be attached to a U-shaped pallet which fits in the Shuttle Payload Bay. Marshall Space Flight Center is responsible for packaging the cargo in the pallet, and the design must allow the removal of the hardware by EVA. The astronauts will remove bolts, attach cable connectors, and operate mechanisms in the course of removing the cargo and deploying it to the Station. The majority of these tasks will require the use of appropriately located foot restraints.
METHODS

The human modelling package, Jack, was developed by the University of Pennsylvania as an anthropometric human factors tool. The human model, also referred to as Jack, can be scaled to the standard anthropometric dimensions, allowing the user to develop models that simulate a wide variety of body forms. For these simulations, models for 5\(^\text{th}\), 50\(^\text{th}\), and 95\(^\text{th}\) percentile humans, by stature, were used, in accordance with NASA standards documentation (NASA, 1995) and published suit data (Pantermuehl, 1995). Jack attaches kinematics features to any articulated figure. **Realistic joint motion limitations were imposed on the models of the spacesuit, the foot restraint, and the robot.**

CAD models of the cargo were obtained from the designers: the Canadian Space Agency provided a model of the arm, models of additional pallet cargo came from McDonnell Douglas Aerospace and The Boeing Company, the spacesuit and foot restraint were from Johnson Space Center, and Marshall Space Flight Center supplied models of the pallet and the bracketry used to attach the cargo to it. Versions 5.8 and 5.9 of Jack were used in the simulations.

The spacesuited human figure was placed in the appropriate location with respect to the hardware to simulate the task. Reach and visual envelopes were examined, and measurements were taken where appropriate. Once task feasibility was ascertained, the foot restraint was attached to the model’s feet and attach points on the pallet were determined. Further data were collected on the foot restraint joint angles, which were read from the software (Dischinger et al., 1996).

After foot restraint attach points were determined, modelling simulations were conducted to attempt to accurately depict body positioning and reach that a spacesuited subject would assume in order to accomplish the tasks required for hardware removal.

An underwater evaluation was performed on mockups built to the design used and generated in the simulations. This test series was conducted at the Neutral Buoyancy Simulator. It consisted of evaluations of the design by eight engineers and astronauts, working in pairs. The subjects attempted the tasks working from foot restraints placed where the modelling simulations predicted they should be and using the joint configurations predicted by the simulations.

The tasks were rated according to difficulty. The rating scale indicated whether the design was acceptable (the task could be done by a trained astronaut) or unacceptable, with **varying implications of the latter** (minor modification through complete redesign required). Still photographs were used for comparison with the results of the simulations for correspondence of outcome.

RESULTS

The neutral buoyancy simulations indicated 96% of the tasks should be feasible for trained astronauts of the full range of anthropometric sizes; 94% of the foot restraint locations were rated as acceptable. The percentages of predicted foot restraint joint settings which were given acceptable ratings are shown in Table 1.

<table>
<thead>
<tr>
<th>Configuration variable</th>
<th>Percent acceptable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation at attach point</td>
<td>79</td>
</tr>
<tr>
<td>Pitch</td>
<td>59</td>
</tr>
<tr>
<td>Roll</td>
<td>78</td>
</tr>
<tr>
<td>Yaw</td>
<td>78</td>
</tr>
</tbody>
</table>

*Table 1. Percentage of foot restraint configuration settings predicted by modelling that were found to be acceptable in test.*

Body position models, when compared to photographs of astronauts performing the tasks, were found to be faithful to the real task execution. An example comparison is given in figure 2. In the model and in the actual photograph from the neutral buoyancy simulation, the two astronauts are depicted removing one of the pieces of hardware to be installed on the Station called the Laboratory Cradle Assembly (this structure has a grasping latch and will be used for temporary attachment of other hardware to the Station). A model of a fifth percentile woman was generated and used as the figure on the left in 2a. The actual astronaut who performed this task nearly fit this stature category, and the photograph (2b) indicates the modelling closely simulated her reach capabilities.

In one case, the attempt to place a foot restraint was unsuccessful; there was no available structure to which it could be secured. The task simulation suggested an operational solution to the problem. The task requires that one astronaut pass a long bolt which has been removed from the SSRMS to the other astronaut, who would stow it in a safe place. The only available structure to which the foot
restraint for the second astronaut might be attached put even the largest astronaut out of reach of the hand-off. Based on the modeling results, it was recommended that the recipient be in free float; i.e., tethered to prevent separation from the Station, but not attached to a restraint. When the task was attempted this way in the Neutral Buoyancy Simulator, free-float was found to be an appropriate solution.

Figure 2a. Simulation of evaluation of reach envelopes required to release cargo from the pallet. The spacesuited model on the left is in a foot restraint attached to the upper left portion of the pallet; she is shown reaching hardware interfaces from this attach point.

Figure 2b. Performance of the task simulated in 2a in the Neutral Buoyancy Simulator; the task was rated acceptable by astronaut and engineer evaluators. The foot restraint was properly placed, and the body envelopes of the spacesuited figure were appropriate.

DISCUSSION
Jack was found to accurately predict task feasibility for 94 percent of the tasks. It must be noted that this reliability occurred despite considerably lower accuracy in predicting the foot restraint joint settings. These were found (Table 1) to be as low as 59 percent reliable. That is, the suited subjects in the Neutral Buoyancy Simulator found that tasks could be accomplished from the foot restraint placement that had been predicted, but they preferred different orientations. This conflicts slightly with the modelling exercise depicted in Figure 2, which shows concordance...
between human figure models and their real test subject counterparts. This demonstrates a limitation of the modelling system, but it is not yet understood which limitations are inherent to Jack and which result from constraints derived from standards documentation. It is clear that at this point, Jack (like other known human models) is incapable of simulating many fine motor tasks. For example, the connectors used in EVA mating of power and data lines are cylinders with bales (levers which engage the two connectors to be joined, pulling them together) on the sides. The EVA astronaut grasps the cylinder along its length and actuates the bale with the thumb, the way one would turn on or off a flashlight. While Jack has grasping capabilities, it cannot yet actuate the bale. Bale actuation is vital to cable connection, and it is thus insufficient to determine that the design provides access to connectors. This is because there are some positions at which one might be able to reach a connector but be unable to slide the bale due to strength or motion limitations. In addition, Jack does not “know” which body positions are comfortable for astronauts, and therefore no such information is available from the modelling. Astronauts, on the other hand, will reposition the foot restraints to compensate for motion limitations not part of the model or for comfort. For the current exercise, these limits on the model capability appear to matter little. Eventually, however, they will likely be accounted for. We are currently planning a neutral buoyancy test which we hope will give us some information about how important information about fine motor constraints is to modelling.

Jack was developed for applications at the earth’s surface. Microgravity effects we have included so far are crude. Improvements we plan to attempt include a more realistic neutral body posture and suit-driven motion constraints. The neutral body posture is the somewhat crouched, “arms floating” posture assumed by people in space. The current motion constraints are derived from two- and three-dimensional records of motion studies of suited subjects. That is, they amount to pictures of what subjects are capable of in a suit. A more useful approach is to impose limitations on the suit that are derived from design and pressurization and then to allow the human figure inhabiting it to be so constrained. Heretofore, computational power has limited this capability. The time when this is feasible using workstations is foreseeable.

It should be noted this work does not “validate” Jack as an EVA modelling tool. There are not enough data to conduct statistical analyses on or to draw generalizations from. However, it should give some confidence that this software and other packages like it are of value in understanding gross EVA task design. More to the point, the replacement of neutral buoyancy testing of designs by modelling is not predicted in the near future. While incorporation of fine motor skill constraints is given as a goal, its realization is likely to be in the fairly distant future. A cursory examination of the many fine-tolerance tasks performed on a Hubble Space Telescope upgrade would give even the most enthusiastic modelling supporter pause. This is likewise true of many of the tasks required for Station assembly.
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Introduction

The University of Texas at El Paso (UTEP) is involved in several initiatives to improve science education within the El Paso area public schools. These include outreach efforts into the K-12 classrooms; training programs for in-service teachers; and the introduction of a strong science core curricula within the College of Education. The Pan American Center for Earth and Environmental Studies (PACES), a NASA-funded University Research Center, will leverage off the goals of these existing initiatives to provide curriculum support materials at all levels. We will use currently available Mission to Planet Earth (MTPE) materials as well as new materials developed specifically for this region, in an effort to introduce the Earth System Science perspective into these programs. In addition, we are developing curriculum support materials and classes within the Geology and Computer Departments, to provide education in the area of remote sensing and GIS applications at the undergraduate and graduate levels.

Outreach into the Pre-service and In-service Teacher Community

One of our main education goals for 1997 is the development of a multi-year series of workshops for pre-service and in-service teachers in the El Paso area. Public school enrollment in El Paso area schools ranges from 40% to 100% Hispanic. This historically underserved population provides 85% of the students enrolled in the College of Education at UTEP. Of those students enrolled in the College of Education, 85% of the graduates return to area schools to teach. This provides an opportunity for a broad impact by programs introduced to pre-service Education majors at the university, and to ensure the introduction of the MTPE materials into the local public school curricula. It will also generate a population of future education majors familiar with the earth system science perspective. The impact of the continuation of the workshops beyond one year will be multiplied in this region because the students will be exposed to MTPE materials in K-12 and in their education programs at UTEP. In-service teacher participation in these workshops will be limited to no more than 25%, but we expect this participation to add an applied perspective to the workshops because the in-service participants will be carefully recruited from among the top science educators in the El Paso area public school systems.

The El Paso area comprises 12 independent school districts in which technology is an active agent for curricular reform. Technology is being introduced at every grade level, in a variety of applications. The El Paso ISD, one of the city’s largest (85 schools), integrates technology in the early years by using computer-based programs to enhance reading/writing skills. Laserdisc technology is evident in every class in the elementary programs. We propose to expand on laserdisc technology use and enhance science curriculum in the classrooms through the introduction of the concepts of earth system science, by using both MTPE materials and materials developed specifically for this region through PACES. Our workshops will focus on providing pre-service teachers with the knowledge of how to incorporate earth system science into their science curricula, and practice in using existing technology, such as laserdiscs, software, and the Internet. In-service participants not only will gain insight into the incorporation of earth system science into their science curricula, but also will mentor the pre-service teachers in cooperative learning groups.
The objectives of these workshops include:

* Integrate the earth system science perspective and the use of technology into current College of Education science core curricula subjects through the use of MTPE materials.

* Make the whole concept of earth system science relevant by incorporating regional images, both ground and satellite, into the workshops, cooperating with the local NASA University Research Center (PACES) to select and process the satellite images.

* Familiarize workshop participants with available MTPE materials in a hands-on environment.

* Work in cooperative learning groups to develop lesson plans to accompany the MTPE laserdisc and regionally relevant images.

* Put pre-service teachers in contact with designated mentor in-service teachers to use for future referral.

Workshop design:

The Partnership for Teaching Excellence (PETE), is a cooperative project among the Science, Math, and Education departments at UTEP that has fostered a continuity between the science core curricula classes and the teaching methods classes required of BIS (Bachelor of Independent Studies) students. This continuity is created by requiring students to apply the concepts learned in their science/math courses within their educational courses via the teaching methods classes. Our workshops will continue this process by becoming an extension of the teaching methods class, where the students enrolled in the class will be required to attend the workshop as part of their course requirements. The in-service teachers will be chosen from the teacher mentors who are already participating with UTEP in the Urban Systemic Initiative, (USI) which identifies exemplary in-service educators and offers enrichment programs and training. The workshop participants will be placed into several groups, each containing both pre-service teachers and one in-service teacher who will act as a mentor.

Faculty and staff from PACES and the UTEP departments of geology, math, physics, and biology will participate in presentation of materials in their fields, and will serve as resource people for both the BIS students and in-service teachers involved in the workshops. Most of these faculty members are already involved in the PETE program at UTEP and have worked on the development of the core curricula to integrate education methods classes with science and math classes. The main focus of five of the workshops will be to expose teachers to the concepts and principles of earth system science, utilizing NASA MTPE materials and PACES-developed images. This will include the use of laserdiscs, videos, software, and the Internet. Since laserdisc players are readily available at schools and the laserdisc is a tool that most teachers are familiar with, each of the workshops will include the use of the NASA/CORE Earth Observation laserdisc. To tie in the concepts of earth system science and make those concepts relevant to this area, regional satellite and ground images will also be provided. The format of these workshops will include:

* Introduction to the workshop topic. Introductory material will consist of general information related to the topic and specific information relevant to the local El Paso region. A specially-developed teacher’s guide that will contain the introductory material and a listing of MTPE resources will accompany each workshop.

* Hands-on activities within cooperative groups will be used as reinforcement of concepts introduced. These activities will include writing assignments in the form of lesson plans, the use of computers for software demonstration, and using the Internet to obtain updated materials.
* Presentation of NASA materials pertinent to the workshop topic to be used as an introduction, as a reference source for images, and as a demonstration of the use of technology in the classroom. The participants will evaluate MTPE materials available for classroom use at the NASA Regional Teacher Resource Center.

* Presentation, discussion, and evaluation of lesson plans developed by each group during the workshop. During each workshop the participants will employ concepts presented to develop lesson plans related to the NASA and regional materials provided by the workshop conveners. Each group will develop a lesson plan based on one type of technology (i.e., laserdisc, software, video, or Internet) available each workshop and will use a different technology at every workshop to gain experience in all types of technology.

* Preparation of a weekly e-mail journal by all participants that will be reviewed by the co-investigators to evaluate the progress of the workshops and to answer participants’ questions. Participants will also keep an electronic portfolio with a compilation of their work. These portfolios will also be used by workshop conveners as an evaluation tool.

**Workshop Topics: Earth System Science**

Five workshops will present the earth system science perspective using MTPE and UTEP materials. Each workshop will focus on one aspect of earth system science: an introductory workshop, the lithosphere, the biosphere, the atmosphere and hydrosphere, and astronomy. A sixth, and final, workshop will consist of a field trip to the NASA Regional Teacher Resource Center maintained by the New Mexico Space Grant Consortium located at New Mexico State University in Las Cruces, New Mexico. The El Paso area satellite images processed by PACES and the lesson plans developed by the workshop participants will be available via the PACES web site.

**College-level Education**

During 1997 PACES will offer an upper-level undergraduate class in Remote Sensing Applications within the Geology Department. This is designed to be primarily a hands-on laboratory-type class, using the existing hardware, software, and imagery resources of PACES and the Geology Department, to teach students about the practical image processing, image interpretation, and mapping/GIS applications that will enable them to use satellite imagery in their future graduate work and on the job. We will rely heavily on imagery from within the PACES area of geographic interest, so that field-checking will be an important aspect of the class. The course outline for this class has been condensed into a workshop for this conference. A graduate-level class in image processing and GIS is in the planning stages.

PACES personnel are working closely with professors from the Geology and Computer Departments to identify imagery and applications that can be used within existing classes. For example, PACES will be processing imagery that can be used to demonstrate basic principles in both Physical and Historical Geology classes. We are also working with professors to develop image-based exercises for Structural Geology, Geomorphology, Sedimentology, and Field Camp classes.

PACES personnel are also actively working with professors in several on-campus departments, to identify the appropriate imagery and technology that can be used to introduce MTPE materials within disciplines outside of the Geology and the Computer Departments. For example, PACES is processing a set of “change-detection” imagery of the El Paso area, spanning almost 20 years, which can be used for a variety of applications. We are coordinating these activities with the
Center for Environmental Resource Management (CERM) here at UTEP, in order to reach the broadest audience within the University.
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Current Methods of Uncertainty Analysis in Human Health Risk Assessment
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Abstract
This paper discusses the methods currently used for uncertainty analysis in human health risk assessment. In a broader sense this uncertainty analysis can be understood in the context of any general engineering system. Since uncertainty arises because of the lack of exact knowledge about truth, it pervades our understanding of all systems, and has been the cause of a number of unexpected outcomes when making predictions about such systems. In the field of artificial intelligence, uncertainty is segmented into three dimensions: 1) uncertainty due to randomness; 2) uncertainty due to vagueness; and 3) uncertainty due to ambiguity. The three powerful methods of probability theory, evidence theory and fuzzy set theory are used in the discussion of this important issue.

1. Introduction
Risk assessment, a process which enables one to organize and systematically analyze diverse scientific information in a single framework, has gained much popularity in the recent years. Since the passage of the Clean Air Act in 1970, the number of environmental regulations has increased tremendously. The economic burden of the increasing number of regulations has prompted federal agencies to weigh the costs of regulations against benefits realized from them. As an important tool in determining the benefits part of the cost-benefit equation risk assessment is being scrutinized closely for its validity and effectiveness. In a recent directive, Congress charged NRC to evaluate the risk assessment methods used by the EPA to set the standards for 189 air pollutants. Amongst the issues identified by NRC as requiring revisions, the EPA was asked to lay more importance on the uncertainty and variability issues. The document questions the EPA claim that quantitative uncertainty assessment is usually not practical or necessary for site risk assessments. The committee discourages the use of single point estimates, and strongly recommends that the agency use representations which are apt to include all the sources of error and also encourages that, "to the greatest extent feasible, EPA should present quantitative as opposed to a qualitative representations of uncertainty" [NRC, 1994]. Due to limitations on financial, technological and temporal resources, the need to consider all the relevant information and therefore conduct a formal uncertainty analysis has become very crucial. This has inspired a significant growth in the research on uncertainty analysis. In attempts to reduce uncertainty, the context of models used in risk assessment is shifting from simplistic statistical models yielding point estimates to more comprehensive distributional models. Currently most of the uncertainty models being developed are based on probability theory. Though belief and plausibility measures, possibility measures and fuzzy set theory have made significant contributions in the artificial intelligence (AI) community, they have had restricted or no exposure to the risk assessment community. With the acknowledgment that expert judgments play an important role in risk assessment, techniques used mainly in AI are trickling into risk
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assessments. This paper attempts to reflect upon the methods currently used for uncertainty analysis in human health risk assessment.

2. Definition of Uncertainty

Uncertainty, the result of the lack of exact knowledge about the truth, pervades all analysis and systems, and has been the cause of a number of unexpected outcomes. The definition of uncertainty and its roots has been construed by many authors in various ways. In the field of artificial intelligence, uncertainty is segmented into three dimensions: 1) uncertainty due to randomness; 2) uncertainty due to vagueness; and 3) uncertainty due to ambiguity. Randomness exists when evidence points to the occurrence of conflicting events, that is any of the events can occur with a given probability. On the other hand, ambiguity arises due to the indecision in assignment of an element to a given set and vagueness is due to the non-distinct boundaries of the set. Uncertainty only due to vagueness is usually best modeled by fuzzy set theory, while evidence theory and possibility theory can be used to represent random, ambiguous and vague uncertainty. It is broadly accepted in the risk assessment community that, on the basic level, uncertainty can be classified into three main groups: 1) randomness; 2) bias; and 3) variability. In a few papers uncertainty has been specifically distinguished from variability in that, uncertainty is identified as arising from the imperfection in knowledge about the true value, while variability is the real variation among individuals [Hattis and Burmaster, 1994]. Thus uncertainty can be reduced by the collection of more data, while real variability will remain constant, although it may be more accurately known with the acquisition of more data.

Bias, which is a result of the systematic errors in measurements, occurs more in subjective judgments due to the reliance on judgmental of representativeness, availability, adjustment and anchoring heuristics. **Representativeness** is a heuristic used when a subject is asked to judge the probability that a specific event belongs to a certain class or process; availability is often employed when the expert is asked to determine the frequency of a class or the plausibility of a certain development; and, adjustment is used in numerical predictions when a relevant value is available to the subject.

3.0 Methods of Uncertainty Analysis

Three main theories have been put forth to represent the uncertainty in the data. These theories are distinguished according to the underlying concept of representing various forms of uncertainty. Probabilistic theories are used to represent the outcome of random events and are based on the concept of chance. Within the probability there are two groups, the objectivists who adhere to the frequentist concepts and the subjectivists who subscribe to the Bayesian concepts. Both these theories are subjected to the additivity axiom, on the other hand, non-probabilistic theories such as fuzzy measure theory which includes evidence and possibility theories, do not require a strict adherence to this axiom. Finally, uncertainty arising from vagueness of set boundaries, as in a set of numbers representing linguistic variables (such as low, medium, high) is most appropriately modeled using fuzzy set theory.
3.1 Probability Theories - Frequentist and Bayesian

In the past, uncertainty was usually associated with randomness of the system behavior and hence probability has been the basis for defining uncertainty. A probability space is defined on a domain \( \Omega \) (also called the universe of discourse) and the algebra of sets \( A \), and is given by the probability triple \( (\Omega, A, P) \), where \( P \) represents the probability of the occurrence of \( A \) on \( \Omega \). Probability in the classic sense (Frequentist and Bayesian) is assumed to satisfy the following Kolmogorov's axioms:

**Axiom 1:** \( 0 \leq P(A) \leq 1 \)

**Axiom 2:** \( P(\emptyset) = 0; P(\Omega) = 1 \)

**Axiom 3:** \( P(A) + P(\overline{A}) = 1 \)

The third axiom is what distinguishes probability theory from non-probabilistic theories. Within probability theory there are two schools of thought, the frequentist and the Bayesian. Frequentists consider probability as the relative number of occurrences of a given event over the total number of trials. Given a large enough sample, \( N \), and if \( N(A) \) is the number of occurrences of event \( A \), then, \( \frac{N(A)}{N} \), represents the probability of event \( A \). As opposed to frequentists, Bayesians believe that the probabilities are degrees of belief deliberately constructed and adopted on the basis of all the available evidence, both objective and subjective. Bayesian method is based on the celebrated Bayes theorem of conditionalization:

\[
P(H|e) = \frac{P(e|H)P(H)}{P(e)}
\]

stating that the belief accorded to a particular hypothesis \( H \) upon obtaining evidence \( e \) can be computed by multiplying one's prior belief \( P(H) \) and the likelihood that \( e \) will materialize assuming \( H \) is true.

Due to the familiarity and objectivity associated with frequentist analysis, most of the analysis in risk assessments use frequentist methods. These methods are extensively used in the derivation of dose-response relationships for carcinogens, reference doses for non-carcinogens, and the determination of concentration profiles at various hazardous waste sites [EPA, 1989]. Models such as, probit, multi-hit, linear and linear multistage, all reflect the use of frequentist methods. Bayesian techniques have been used to a limited extent by EPA's office of air to determine non-cancer health effects of air pollutants [Whitfield and Wallsten, 1989].

Debates over which uncertainty analysis method are most appropriate has usually centered around the usage of probability distributions as opposed to point estimates (such as mean or 95th percentile values). The trend however seems to be in the direction of using the entire probability distributions and using Monte Carlo simulation to propagate the distributions. Smith [1994] conducted a health risk assessment of individuals exposed to volatile solvents by drinking water ingestion and inhalation using this approach. Hoffman and Hammonds [1994] demonstrate the use of Monte Carlo approach to propagate combined uncertainty and variability (referred to as type A and
The main drawbacks of a Monte Carlo approach are its inability to support sensitivity analysis, high computational effort and the dependence on the accuracy of the probability distributions. These drawbacks, however, are being overcome by efficient sampling techniques and the inclusion of sensitivity analysis techniques into the softwares. Methods of selecting the appropriate distributions for all the variables has been studied in depth by Seller and Alvarez [1996].

In addition to conventional Monte Carlo simulations, fuzzy arithmetic has been added to the sampling scheme for the simulation of fishery population [Ferson, 1993]. In this method, samples are taken as fuzzy numbers and then combined using interval analysis techniques.

3.2 Non-Probabilistic Theories

Amongst the non-probabilistic theories, evidence theory and fuzzy set theory are the only theories that are currently being used in risk analysis [Krause and Fox, 1995; Lein, 1992; Bardossy et al., 1993].

3.2.1 Evidence theory

Evidence theory (also known as Dempster-Shafer Theory), originally conceived by Arthur Dempster [Dempster, 1968] to determine the lower and upper probabilities, and later extended by Glenn Shafer to embody epistemic degrees of belief, comprises of assigning probabilities on the basis of the belief in evidence obtained to support a proposition. Therefore, belief is assigned to individual pieces of evidence, and not considered to yield total probabilities directly. In this theory the elements of a finite set and its subsets are identified and then beliefs are assigned to each one of these sets. The superset $\Theta$ of all the subsets $A$ is usually referred to as the frame of discernment and the subsets for which the assigned belief is non-zero are called the focal elements. Beliefs are assigned not only to the subsets, but also to all the individual elements of the hypothesis sets. If $\Theta$ is the frame of discernment, then a function $m: 2^\Theta \rightarrow [0,1]$ is called a basic probability assignment when,

1. $m(\emptyset) = 0$, and
2. $\sum_{A \subseteq \Theta} m(A) = 1$

The basic probability assignment $m(A)$ represents the belief one commits exactly to $A$, and not the total belief committed to $A$, i.e., not to any other subsets of $\Theta$. The total belief committed to $A$ is determined by the following equation,

$$Bel(A) = \sum_{A \subseteq A} m(A_i)$$

Now, if $Bel(\overline{A})$ represents the extent to which one believes in the negation of $A$, then the dual of a belief measure called the plausibility measure, $Pl(A)$, is given as,

$$Pl(A) = 1 - Bel(\overline{A}) = \sum_{A \cap \emptyset = \emptyset} m(A_i)$$

If $\Theta$ is a finite set, and $2^\Theta$ represents the set of all subsets of $\Theta$, then a belief function is supposed to satisfy the following axioms [Shafer, 1976]:
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1. \( \text{Bel}(\emptyset) = 0 \)
2. \( \text{Bel}(\Theta) = 1 \)
3. For every positive integer \( n \) and every collection \( A_1, \ldots, A_n \) of subsets of \( \Theta \),
   \[
   \text{Bel}(A_1 \cup \ldots \cup A_n) \geq \sum_{i=1}^{n} \text{Bel}(A_i) - \sum_{i \leq j} \text{Bel}(A_i \cap A_j) + \cdots + (-1)^{n-1} \text{Bel}(A_1 \cap \ldots \cap A_n)
   \]

From the \textit{axiom} 3 of the belief functions it can be derived that,
\[
\text{Bel}(A) + \text{Bel}(\overline{A}) \leq 1, \quad \text{and}
\]
\[
\text{Pl}(A) + \text{Pl}(\overline{A}) \geq 1
\]

The above equations represent the fundamental difference between the evidence theory and Bayesian theories. The difference between 1 and \( (\text{Bel}(A) + \text{Bel}(\overline{A})) \) represents the ignorance due to the lack of knowledge. Though evidence theory offers an excellent framework for modeling expert judgments, its use in human health risk assessments has been very limited. Krause et al. [1995] explore the idea of using belief and plausibility measures in deriving plausible conclusions about the risk from carcinogenic chemicals and for combining qualitative and quantitative measures in risk characterizations.

### 3.2.2 Fuzzy Set Theory

Fuzzy sets, introduced by Zadeh in 1965 [Zadeh, 1965], have been extensively used in control, optimization and decision making systems. Fuzzy logic, in comparison to the classical logic exploits the tolerance in systems and allows for partial truths to be assigned to various states. Instead of the truth values being in either the 0 or the 1 state, a partial truth within the interval \([0, 1]\) is used. A fuzzy set, \( \tilde{A} \) is given by a membership function, \( \mu_{\tilde{A}}(x) \), on a real line \([0,1]\), and represents the degree to which an element, \( x \) belongs to the set \( \tilde{A} \). Hence, by allowing a range of numbers a fuzzy model most appropriately models vague human thinking. Membership functions and probability distribution functions should not be confused with each other, as one deals with ambiguity in assignment of an element to a particular set, while the latter deals with randomness in the occurrence of an event. An excellent description of the methods for derivation of membership functions and propagation of such functions is given in Ross [1995].

There has been very limited use of fuzzy set theory in risk assessments. Bardossy \textit{et al.} [1993] use fuzzy non-linear regression analysis in the determination of dose-response relationships of N-nitroso compounds. In this model, the equation for dose response relations consists of parameters which are given by a range determined by fuzzy non-linear regression. There have been more applications of fuzzy set theory in the risk management of hazardous waste sites [Donald and Ross; 1996].

### 4. Conclusions

Reduction and appropriate characterization of uncertainties in risk assessment has been the main objective of many risk assessors. As far as EPA's documents are concerned, uncertainties are mostly represented qualitatively, and not quantitatively. EPA requires that the 95th percentile values for carcinogenic substances and a safety factor in the
orders of magnitude of 10 for non-carcinogenic substances be used in the risk assessment model. These methods rely on point estimates and fail to capture the entire range of uncertainty. Most papers written on modeling uncertainty in risk assessment deal with the propagation of numerical values of uncertainties derived from probabilistic concepts. Monte Carlo simulation has been the most widely used method for the propagation of uncertainties. A recent paper by Krause and Fox [1995], points out the implications of subjective judgments in risk assessments and lays a framework for inclusion of belief and plausibility measures. A few fuzzy logic models, such as regression analysis to obtain dose-response relationships have been developed in the recent past. Much research still needs to be done to combine probabilistic and non-probabilistic concepts for including subjective as well as objective information.
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Abstract

This paper introduces a hybrid co-evolutionary system for global motion planning within unstructured environments. This system combines the concept of co-evolutionary search along with a concept that we refer to as the visibility-based repair to form a hybrid which quickly transforms infeasible motions into feasible ones. Also, this system makes use of a novel representation scheme for the obstacles within an environment. Our hybrid evolutionary system differs from other evolutionary motion planners in that (1) more emphasis is placed on repairing infeasible motions to develop feasible motions rather than using simulated evolution exclusively as a means of discovering feasible motions, (2) a continuous map of the environment is used rather than a discretized map, and (3) it develops global motion plans for multiple mobile destinations by co-evolving populations of sub-global motion plans. In this paper, we demonstrate the effectiveness of this system by using it to solve two challenging motion planning problems where multiple targets try to move away from a point robot.
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1 Introduction

Evolutionary Algorithms (EAs) are search methods that evolve a population of candidate solutions through the use of natural selection. EAs typically solve difficult problems for which traditional search paradigms yield unsatisfactory results. EAs have been successfully applied to a variety of areas such as design optimization, machine learning, constraint satisfaction, and constrained optimization [9]. Recently, there has been a growing number of successful applications of EAs to the area of motion planning [2, 3, 6, 9, 11]. The Motion Planning Problem [5, 7] can be stated as follows. Given an environment E(R, X, T, O) where R represents some robot, X represents the starting point (or point of origin), T represents the goal or destination point and O represents a set of obstacles, find a collision free (feasible) path from X to T (path planning phase) that R can traverse (navigation phase). Many of the evolutionary motion planning systems rely on simulated evolution almost exclusively as a means of discovering a feasible motion for R.

This paper introduces a hybrid co-evolutionary system for global motion planning within unstructured environments. This system combines the concept of co-evolutionary search along with a concept that we refer to as the visibility-based repair to form a hybrid which quickly transforms infeasible motions into feasible ones. Also, this system makes use of a novel representation scheme for the obstacles within an environment. Our hybrid evolutionary system differs from other evolutionary motion planners in that (1) more emphasis is placed on repairing infeasible motions to develop feasible ones rather than using simulated evolution exclusively as a means of discovering feasible paths, (2) a continuous map\(^1\) of the environment is used rather than a discretized map, and (3) it develops global motion plans for multiple mobile destinations by co-evolving populations of sub-global motion plans. In this paper, we demonstrate

\(^1\)\(6,9\) also use continuous maps
the effectiveness of this new hybrid system by using it to solve two challenging motion planning problems where multiple targets try to move away from a point robot.

The remainder of the paper is organized as follows. Section 2 provides a brief introduction to the concept of visibility-based search. In Section 3, we present our hybrid co-evolutionary system called GEPOA-II (a Global Evolutionary Planning and Obstacle Avoidance system) in detail and, in Section 4, reintroduce our test suite. In Section 5, we present our results and conclusions and, in Section 6, we discuss some directions for future research.

2 Visibility-Based Search

A visibility-based search algorithm can be regarded as any search procedure that uses a visibility graph (VG) [3, 5] to aid in the discovery of feasible paths. A VG is a graph, \((V, E)\), where \(V\) is the set of all vertices of the obstacles within an environment including the coordinates of the robot (or starting position) and the destination, and \(E\) is the set of all edges connecting any two vertices in \(V\) that do not pass through any obstacles within the environment.

Figure 1a shows an example of a visibility graph. Notice that \(X\) is connected only to the vertices that are reachable by way of a straight-line segment that does not cut or pass through (or violate) any obstacles. Notice also that the vertices which are visible to \(X\) are connected, in similar fashion to other vertices that are visible to them (again by way of straight-line segments). Once a VG has been constructed for a given environment, usually an \(A^*\) search algorithm is used to find the shortest path between starting and destination points.

It is not always necessary to construct a complete VG for an environment. Some researchers have experienced a great deal of success with using partial VGs (PVGs) [3]. Figure 1b shows an example of a PVG. An advantage of using a PVG rather than a VG is that a PVG requires less computation. One disadvantage of using a PVG is that it may not contain an optimal path. Both of these methods perform poorly on path planning problems with dynamic environments.

3 GEPOA-II

GEPOA-II is a co-evolutionary version of a successful hybrid evolutionary planner named GEPOA-I [4]. We developed GEPOA-II in an effort to take advantage of the decompositional nature of global motion planning. In GEPOA-II, global motion planning problems are decomposed into smaller, sub-global problems. A number of EAs are then used to quickly develop sub-global motion plans (one EA for each sub-problem) which are combined to represent a global motion plan. In this section, we discuss seven salient attributes of GEPOA-II. These attributes are as follows: the representation of environments, the concept of visibility-based repair, the representation of candidate paths (CPs), the visibility-based repair algorithm, the evaluation function, the selection algorithm, and the evolutionary operators. We conclude this section by providing the parameter settings for three GEPOA-II hybrids that will be tested with a test suite of two path planning problems.

3.1 Representation of an Environment

An obstacle within an environment is represented as a set of \(\left[ \frac{k_i}{2} \right]\) intersecting line segments, where \(k_i\) represents the number of vertices of obstacle \(i\). Each line segment \(i,j\) connects two distinct vertices \(v(i, j)\).
and $v(i, j + \left\lfloor \frac{k}{2} \right\rfloor)$ (where $j \leq \frac{k}{2}$) of obstacle $i$. Associated with each vertex within the environment, is a value which represents the number of obstacles that the vertex is contained by. This value is referred to as the 'containment value' (CV) of a vertex. If a vertex lies along the boundary of an environment its CV is assigned a value of $\infty$.

Figure 2 provides an example of how obstacles are represented in GEPOA-II. Notice, in Figure 2, that the four sided obstacle (Obstacle 1) is represented by only two lines in GEPOA-II. Line 1 of Obstacle 1 connects vertices $v(1,1)$ and $v(1,3)$ while Line 2 connects vertices $v(1,2)$ and $v(1,4)$. Obstacle 2 has five sides and is represented in GEPOA-II using three lines. Line 1 connects $v(2,1)$ and $v(2,3)$, Line 2 connects $v(2,2)$ and $v(2,4)$, and Line 3 connects $v(2,3)$ and $v(2,5)$. Since each of the vertices are contained by only one obstacle, the CV for each vertex is 1.

### 3.2 Visibility-Based Repair

Visibility-based repair (VBR) is performed as follows. When an obstacle, $o_i$, lies along a straight-line segment between two nodes $P$ and $Q$, each line of $o_i$ is checked to see if it is intersected by $PQ$. If a line of $o_i$ is intersected by $PQ$ then a repair node is created using the following set of rules:

- **Rule 1**: if the CVs of a line's vertices are both equal to one, then the repair node is selected to be a point along an extension of the vertex which is closer to the point of intersection;
- **Rule 2**: if the CVs of a line's vertices are different, then the repair node is selected to be a point just outside of the vertex which has the lower CV;
- **Rule 3**: if the CVs of a line's vertices are greater than one and equal, then the repair node is selected to be a point just outside of the vertex which is farther from the point of intersection.

Figure 3 shows an example of how VBR can be used to transform an infeasible path into one that is feasible. In Figure 3a, an infeasible path $XPT$ is shown. The path $XPT$ is infeasible because the line segment $XP$ passes through Obstacle 1 and the line segment $PT$ passes through Obstacle 3. Before proceeding further, notice that each vertex in the environment shown in Figure 3a has a CV of one.

Using VBR, the line segment $XP$ can be repaired to $XAP$. Since $XP$ intersects Line 1 of Obstacle 1, a repair node corresponding to a point just outside of either $v(1,1)$ or $v(1,3)$ must be selected. By applying Rule 1, Node A, which corresponds to a point just outside vertex $v(1,1)$, is selected as the repair node.

Similarly, the line segment $PT$ can be repaired to $PBCT$. Again Rule 1 must be applied to Line 1 and Line 2 of Obstacle 3. The repair node that results from the intersection of $PT$ and Line 1 is Node B. The repair node that results from the intersection of $PT$ and Line 2 is Node C. Figure 3b shows the result of using VBR on $XPT$. The repaired, feasible version of $XPT$ is $XAPBCT$.

### 3.3 Representation of Candidate Paths

An individual representing a candidate path (CP) contains two fields. The first field is a chromosome which contains a gene corresponding to the cartesian coordinates of each node of the path (where each node of a path is connect by a straight-line segment). The second field is called the seed. The seed of an individual is the gene that will be crossed or mutated to created an offspring. Initially, an individual will have only three genes: the start gene, the seed gene and the destination gene. Repair genes are inserted

---

2 The distance outside of an obstacle at which a repair node is placed is a user specified parameter.
into the chromosome by the visibility-based repair algorithm each time a straight-line segment of an individual is found to pass through an obstacle. The third field is a value referred to as the violation distance. The 'violation distance' represents the euclidean distance of the CP which cuts through one or more obstacles. The fourth field records the euclidean distance of the path from the start to destination.

3.4 The VBR Algorithm Used by GEPOA-II

Given a CP, the VBR algorithm used by GEPOA-II works as follows. Each obstacle within the environment is checked with each straight line segment from the start gene to the destination gene of the CP until a segment is found that passes through the obstacle. The infeasible segment is repaired via VBR and the process is repeated using the next obstacle.

For an example of how this repair algorithm works, notice once again Figure 3. When given the path XPT the algorithm works as follows. Obstacle 1 is checked to see if it is violated by segment XP. Since it is, a repair gene (Node A) is generated and Obstacle 2 is then considered. Obstacle 2 is checked to see if it is 'cut' by segment XA. Since it is not 'cut' by segment XA, Obstacle 2 is checked with segment AP then segment PT. Since there are no more segments to inspect, Obstacle 3 is considered. Obstacle 3 is checked to see if it is 'cut' by segments XA and AP. Finally, Obstacle 3 is checked to see if it is 'cut' by PT. Since it is, two repair genes are generated (Nodes B and C) and the algorithm terminates.

3.5 Evaluation and Selection

The evaluation function computes the euclidean distance of each straight line segment of the path that an individual represents as well as the euclidean distance of each segment of the path that passes through one or more obstacles, called the violation distance. GEPOA-II uses a modified version of tournament selection, with a tournament size of 2, to select individuals to become parents. The selection process is as follows. Two individuals are randomly selected from the current population. If the violation distances of the two are different then the individual with the smaller violation distance is selected to be a parent. If the violation distances are the same then the individual with the smaller 'overall' distance is selected.

3.6 The Evolutionary Operators

GEPOA-II uses three operators to create and/or refine individuals. The first operator, the VBR algorithm, is applied to parents representing infeasible CPs 25% of the time as well as all newly created offspring. The other two operators, (1) a version of Radcliffe's Crossover [10] that we refer to as seed crossover and (2) a version of uniform mutation we refer to as uniform seed mutation, are applied only to feasible CPs.

Seed crossover is as follows. Given two seed genes \( s_1 = (x_1, y_1) \) and \( s_2 = (x_2, y_2) \), a seed gene for an offspring, \( s_{off} = (\text{rnd}(x_1, x_2) + N(0, 4.0), \text{rnd}(y_1, y_2) + N(0, 4.0)) \), is created where \( \text{rnd} \) is a uniform random number generator and \( N(0, 4.0) \) is a gaussian random number with zero mean and a standard deviation of 4.0. The resulting offspring, \( (X, s_{off}, T) \), has a chromosome containing three genes: a gene corresponding to the start node, the seed node, and the goal node. The offspring then undergoes VBR and may have additional repair genes added by the VBR algorithm.

In uniform seed mutation, either the \( x \) or \( y \) coordinate of a parent is mutated using uniform mutation to create a seed gene for an offspring. A resultant offspring created by seed mutation is similar to one created by seed crossover in that it also has a chromosome containing three genes. Once again the offspring undergoes VBR and may have additional repair genes added by the VBR algorithm.
3.7 Attribute Settings for Three Co-evolutionary Hybrids

Three GEPOA-II co-evolutionary hybrids with population sizes of 5, 10, and 20 were tested with a test suite of two motion planning problems. These three hybrids differ only in the size of the two populations that they co-evolve. The first of the two populations co-evolved by these hybrids contains motions from the point robot to the first target. The second population contains motions from the first target to the second target. The hybrids randomly generate their initial populations, use a seed crossover rate of 0.5 and a uniform seed mutation rate of 0.5. For each generation, only one offspring is created. This offspring replaces the worst fit individual in the population.

Every ten generations $R$ is advanced a maximum of one unit along the shortest path to $T_1$ developed by the system. The amount of advancement is based on the change of direction of $R$. If no change of direction is needed, $R$ is advanced one unit. If the change of direction is $90^\circ$ or greater, $R$ is not advanced. After $R$ has been advanced, $T_1$ is allowed to move a half unit in a direction (north, south, east, or west) furthest away from the current position of $R$, and $T_2$ is allowed to move a half unit in a direction furthest away from $T_1$. This process is repeated until $R$ reaches $T_1$. At this point, the second population is used exclusively to navigate $R$ to $T_2$.

4 The Test Suite

Figure 4 shows our test suite of two motion planning problems that will be solved by the three hybrids described above. In each of the test environments, $X$ represents the starting point, $T$ represents the first mobile destination, and “+” represents the second mobile destination. In Test Environment 1, $T$ is located at (8.0,19.5) and “+” is located at (1.0,19.0). In Test Environment 2, $T$ is located at (1.0,10.0) while “+” is located at (1.0,19.5).

5 Results and Conclusions

Each hybrid was run 50 times on each of the test environments. Each run was allotted a maximum of 200 moves. A run was considered successful if the robot reached both targets. On each run, the hybrids never failed to find a feasible solution within the initial population. Also, the motion plans evolved by the hybrids allowed the robot to reach the target 100% of the time. This is an indication of how effective visibility-based repair can be.

The results of the performances of the hybrids on both of the test environments are presented in Figures 5 and 6. They are organized into a matrix where the columns (from left to right) correspond to:

- the population size of the hybrid ($P$),
- the average length of the first feasible solution found ($L_{1st}$) from $R$ to $T$ to $+$,
- the standard deviation of the length of the first feasible solution found during each successful run ($\sigma(L_{1st})$),
- the average number of moves needed to reach the first target ($Moves_{1}$), and
- the standard deviation of the number of moves needed to reach the first target ($\sigma(Moves_{1})$),
- the average of the total number of moves needed to reach the first and second target ($Total$), and
- the standard deviation of the total number of moves needed to reach the first and second targets ($\sigma(Total)$).

In Figure 5, one can see that as the larger the population size the better the performance. This is especially the case when viewing the $Total$ column. However larger population sizes require more

---

Footnote: Each time $R$, $T_1$, or $T_2$ is moved each individual in the population is re-evaluated.
We also experimenting with a number of specially designed order-based and relational crossover operators [1, 8] that make better use of knowledge gleaned from the environment. Because of the speed at which these GEPOA-II hybrids develop feasible paths, our future work will be devoted to the development of hybrid motion planning systems that make use of VBR as well as other traditional motion planning concepts. This will allow for the development of evolutionary hybrids that incorporate the best of both traditional and evolutionary motion planning concepts.
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Lateral forces between a scanned probe and surface
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The interaction between a scanned probe and a sample can be utilized to obtain images of surface topography and investigate forces on a submicron scale. If the scanned probe is a near-field optical microscope the lateral force between the tip and surface serves two purposes: it provides a mechanism upon which to regulate the tip-sample separation and also provides information on the surface topography. This provided a "bonus" topographical image to accompany the optical image. More recently, the lateral vibration of the tip of the probe has been used for force imaging since it does not suffer from the same "snap" to the sample's surface as AFM's which are oriented in the same plane as the surface. Avoiding the "snap" also allows an NSOM to be used to investigate samples submerged in a fluid or obtain high-lateral-definition images of liquid-crystal films.

We have previously reported the development of a technique for calibrated determination of the lateral force on a vibrating probe. A dynamic continuum model was used in lieu of a harmonic oscillator to take advantage of the physical boundary conditions, including the intrinsic loss of the fiber vibrating in a fluid and a friction force acting on the tip. The frictional force has been experimentally evaluated in the far field, the force is due to the fluid trapped between the probe and surface and, in the near-field, the force is elastic in nature. In this paper we describe the modeling of the probe and the nature of the forces at the tip's vibration. Additionally, preliminary data is presented indicating that the forces are dependent on surface species.

The computer controlled experiment includes a single-mode silica fiber mounted to a segmented piezoelectric (lead-zirconium-titanate) tube such that the fiber's motion is parallel to the surface. The tube is driven by a function generator. A HeNe laser is focused onto the fiber near its tip. On the opposing side of the fiber, a position-sensing-detector (PSD) monitors the displacement of the scattered light by the fiber. The signal from the PSD is amplified, and the in-phase and phase-quadrature signals from the PSD are measured using a lock-in amplifier and recorded by the computer. The PSD's voltage output is calibrated in terms of fiber displacement by moving the non-vibrating fiber a known distance and recording the PSD's voltage output. Thus, the amplitude of the PSD signal is converted to fiber displacement using the PSD displacement calibration.

The sample's coarse approach is controlled with a burleigh pusher or pieomotor. The free approach is controlled by a second segmented transducer. As the sample is approached, the fiber is vibrated at its resonant frequency, and the in-phase and phase-quadrature are monitored as described above. The force at the end of the probe is determined from this data.

The dynamical model is a continuous elastic rod vibrating in flexure (bending). The transverse displacement (u) from equilibrium is assumed to be small compared to the length (L) of the rod, and the wavelength of the vibration is assumed to be huge compared to the diameter (2a) of the rod. Intrinsic losses due to internal attenuation and (principally) the viscous drag of air are included knowledge of the intrinsic loss is important to determination of the surface interaction and to calculation of the sensitivity of the method. The equation of motion is:

\[
\frac{\partial^2 u}{\partial t^2} + v_c^2 K_0^2 \left( \frac{\partial^4 u}{\partial x^4} + a \frac{\partial u}{\partial t} \right) = 0,
\]

where \( v_c = (E/\rho)^{1/2} \) is the longitudinal-wave velocity, \( K_0 = a/2 \) is the radius of gyration, E is Young's modulus, \( \rho \) is the density, and \( a \) is the intrinsic-loss factor. For harmonic time dependence, all dynamical quantities vary with time as \( e^{i\omega t} \) the spatial solution is:

\[
u(z) = A \cos \omega z + B \sin \omega z + C \cosh \omega z + D \sinh \omega z.
\]
Solutions to (2) are of the same form as for $\alpha=0$ except for the complex argument corresponding to (3):

The boundary conditions are used to determine the 4 arbitrary constants in Eq. (2). The displacement is specified at $z=0$: $u(0)=u_0$. The angular displacement, $\partial u / \partial z$, is assumed to be zero at $z=0$. The torque, $EI(\partial^2 u / \partial z^2)$, is assumed to be zero at $z=L$, where $L$ is the moment of area about the axis; hence, $(\partial^2 u / \partial z^2)_{z=L}=0$. The third derivative of $u$ is related to the lateral force acting at $z=L$: $(\partial^2 u / \partial z^2)_{z=L}=-F(L)/EI$. Thus, the displacement can be related to the exciting displacement $u_0$, the frequency $\omega$, material parameters, and the lateral force $F(L)$. For the data analyzed, it was assumed that the lateral force is a frictional force proportional to the particle velocity at the end of the fiber: $F(L)=-\eta(\partial u / \partial t)_{z=L}$, where $\eta$ is a frictional-force coefficient.

In order to evaluate the model and method of dynamic lateral force determination, frequency responses of the fundamental mode of vibration of silica single-mode optical fibers with the cladding removed were measured. The results are illustrated by the data in Fig. 1. The set of discrete points in Fig. 1(a) represents the measured frequency response of the fiber before interaction with the surface. The solid curve plotted through those points represents the theoretical fit of Eq. (2) with $\alpha=0$; the values of $a$ and $L$ were varied to obtain the minimal RMS deviation of the fit and the data. The measured frequency response when the fiber interacted with the surface is represented by the set of discrete data points in Fig. 1(b). The solid curve through the experimental data represents the minimal-RMS-deviation fit of Eq. (2); the values of $a$ and $L$ determined above were used and $\eta$ was varied for a best fit.

Since a significant effect on the fiber's motion is observed in air when the end of the fiber is several mm from the sample surface, the distance between fiber tip and surface is small compared to the diameter of the fiber. With this geometry, a one-dimensional model such as that shown in Fig. 2 can be used. The oscillating plate at $x=0$ is separated from a fixed plate at $x=h$ by two layers of viscous fluid characterized by densities, $\rho_1$ and $\rho_2$, and by kinematic viscosities, $v_1$ and $v_2$. The moving plate represents the tip and the layer near it is taken to be air. The fixed plate represents the sample and the layer near it is taken to be contamination, such as water. The equation of motion for an incompressible viscous fluid is given by the Navier-Stokes equation:

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} = -\frac{1}{\rho} \nabla P + \nu \nabla^2 \mathbf{v},$$  

where $\mathbf{v}$ is the fluid particle velocity and $P$ is the fluid pressure. For this geometry, $\mathbf{v}(x,t) = \mathbf{j} V(x) e^{i\omega t}$, where the particle motion is assumed to be in the $y$ direction (parallel to the plates) and $\omega$ is the angular frequency of vibration of the fiber. Substitution of $\mathbf{v}(x,t)$ into (4) reveals that the pressure is uniform, $\partial P / \partial x=0$. The solutions to (4) for each layer are

$$v_j(x) = A_j e^{-k_j x} + B_j e^{-k_j x},$$

where $k_j=(1+i)/\delta_j$ and $\delta_j=(\nu/\omega)^{1/2}$; $j=1,2$. These solutions represent evanescent waves and the $\delta_j$ are the $e^{-1}$ penetration
The constants $A_1, B_1, A_2,$ and $B_2$ are evaluated using the boundary conditions. There is no relative motion at the interface between a viscous fluid and a solid, therefore, $v_x(h)=0,$ and $v_y(0)=v_0,$ where $v_0$ is the particle velocity of the oscillating plate. The velocity is continuous at the interface between the two fluids: $v_x(d)=v_0(d).$ Furthermore, the stress is continuous at the fluid interface. Determination of the constants using the boundary conditions allows the fictional force on the oscillating plate to be calculated\(^3\):

$$F(0) = \frac{\hat{v}_x S \frac{\partial v_y}{\partial x}}{P_1 \frac{\partial x}{\partial z}}_{z=0}.$$

where $S$ is the area of the plate. By combining the two equations for $F(0)$, the fictional force coefficient can be expressed as a function of the parameters of the two-layer model of the fluids between the tip and the sample, $\eta = F(0)/v_0.$ Figure 3 shows the experimentally determined $\eta$ compared with the theoretical $\eta$ determined from Eq. (6) using the area of the fiber and the physical parameters for air as the fluid between the two plates.

Once fluid dynamics were determined for the damping effect on the probe's frequency response, additional force spectroscopy with a smaller diameter probe were performed. At closer distance, the frequency response of the probe was not only damped but there was a notable upward shift in the resonant frequency. Since the fluid dynamic model does not account for a frequency shift, a new force must be responsible. By assuming that the torque at $z=L$ was zero, the lateral force is modified to include an elastic restoring force proportional to displacement.

$$F(L) = \frac{\tau}{\frac{\partial z}{\partial t}}_{z=L},$$

The phenomenological parameter, $\kappa,$ might represent the elastic deformation of the surface and/or surface-tension of a thin liquid layer on the surface.

The new lateral force model was evaluated by measuring the frequency response of the fiber between translations of the sample. The amplitude of the measured fiber displacement is shown in Fig. 4 as a function of frequency for representative values of sample extension ($\Delta h$). For each value of $\Delta h$, the experimental data is compared with a theoretical fit of Eq. (7) by varying $\eta$ and $\kappa.$ Curves (a), (b), and (c) represent probe-sample separations corresponding to the far field. For these distances, the contribution of the elastic force is negligible and the viscous force is sufficient to account for the force at the tip; the viscous force produces no change in resonant frequency under these conditions. Notice that the experimental resonant frequency is the same for these values of $\Delta h.$ Curves (d), (e), and (f) represent smaller values of probe-sample separation, notice that there is now an increase in the resonant frequency. For these values of $\Delta h$, the contribution of the elastic force is not negligible; the viscous force is insufficient to account for the force at the tip. It is the elastic force that causes the change in resonant frequency. Figure 5 shows the distance dependence for both the fluid, elastic, and total force.

In determining the nature of the force at the end of the vibrating fiber, the sample was a piece of silicon wafer. However, other materials such as photoresist and quartz were investigated. The preliminary approach curves shows that the force depends on the material. In Figure 6, the normalized magnitude of approach curves on quartz and silicon are similar, but the curve for photoresist is more abrupt. The phase of the force also varies as show in Figure 7. On silicon, the phase change is approximately 100 while the phase changes by 40° on silicon. These differences in both magnitude and phase indicated that either the fluid or elastic force maybe linked to the surface species of the sample.
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Figure 1. The discrete points represent the measured frequency response of a quartz fiber (a) in air, and (b) in contact with a quartz sample. The solid curves represent the theoretical fits of Eq. (4) using $L=9.5365 \text{ mm}$, $a=62.5 \mu \text{m}$. The value of the intrinsic damping factor inferred from the fit to the data (a) is $\alpha=7.345 \times 10^{-2} \text{s}^{-1}$. The value of the frictional-force damping factor inferred from the fit to the data of (b) is $f=2.6 \times 10^{-3} \text{ N.s/m}$. 

Figure 3. Force on the fiber tip vs probe-sample separation ($A_h$): experimental (plus) and theoretical (solid).
Figure 4. Frequency response of displacement of fiber for several values of sample extension, $Ah$. The discrete points represent the data and the solid curve represents a minimal-RMS-deviation fit of Eq. (2).

Figure 5. Viscous force, $F_v$ (L), elastic force, $F_e$ (L), and total force, $F_{vv} + F_v$ (L) vs $Ah$. Insert is a close-up of transition region.
Figure 6. Normalized magnitude versus displacement for quartz, photoresist, and silicon.

Figure 7. Phase difference versus displacement for quartz, photoresist, and silicon.
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Abstract

We present a fuzzy version of the crisp spatial logic developed by Randell et al., which takes the single relation connected-with as primitive. Membership functions are defined for each spatial relation defined in the crisp theory. Furthermore, principles are presented for defining linguistic variables whose linguistic values are spatial relations. The work reported here addresses spatial reasoning in situations where numerical or geometric precision is unlikely; it is particularly suited for dynamic situations.

Keywords: Spatial Reasoning, Fuzzy Logic, Ontology, Mereology, Topology, Linguistic Variables, Lattices, Constraints, Qualitative Simulation

1. Introduction

Spatial Reasoning is central to several important areas of engineering and computer science, including computer vision, assembly, and especially path planning for mobile robots. Because of the sort of mathematics forming the ubiquitous background of engineers, it is natural that engineers should attempt to represent spatial relations in two- or three-dimensional Euclidean space with values from the real number system or vector spaces over the reals or, in certain domains, with geometric structures. The data available in many situations, however, are not sufficiently complete or precise to support numerical or geometric descriptions that truly reflect the actual state of affairs. Furthermore, if human observers or controllers are involved, the data are likely in a linguistic form that is only indirectly related to numerical or geometric representations. The route of escape from this unnecessary and often spurious tyranny of precision without abandoning rigor is in the direction of other, often more modern, areas of mathematics, such as topology, abstract algebra (especially lattice theory and Boolean algebras), and formal logic. Although these areas avoid imposing notions of precision that are out of place, they reveal, often more perspicuously than does traditional engineering mathematics, relations of consistency, inconsistency, and entailment. Further insight into spatial relations has arisen from ontology, the study of the basic categories of what exists, which is traditionally an area of philosophy [7] and has recently been extensively applied in artificial intelligence [6]. Within ontology, we are particularly concerned with the areas called mereology, which addresses the par-of (or part-whole) relation, and “topology”, which addresses the connected-with relation and, as the term is used here, uses different methods to address roughly the same area as that addressed by algebraic topology in mathematics [8]. Following Randell, Cohn, and Cui [2,7], we shall take the connected-with relation as primitive and derive from it an entire system of spatial relations, including the part-of relation. The entire system is expressed in first-order predicate logic and includes special axioms from which the fundamental properties of interest are derived. This crisp theory involves no numbers and does not directly support geometric properties. Yet it allows one to reason about spatial relations and what sequences of these relations are possible as a system evolves.

The crisp theory of spatial relations, however, is not entirely free from dependence on precision, for many of the relations occur at thresholds and all of them may shade imperceptibly into other relations. This dependence on precision becomes onerous when the theory is applied to complex systems, about which we have limited ability to make precise statements if only because we usually begin with imprecise data. This motivates introduction of a fuzzy version of the Randell et al.’s spatial logic since fuzzy set theory and logic adapt crisp notions from set theory and logic so that they may accommodate imprecision and approximation [9]. We do this, however, in a principled way, so as not to compromise rigor. The general principle followed here is to develop fuzzy logics from already proven crisp logics in a way that preserves their desirable properties.
Much of the appeal of a logical formalism is its close correspondence with natural language. This is preserved with the fuzzy version. Indeed, this correspondence is enhanced by the linguistic variables of the fuzzy version as long as the values are motivated by the logical structures themselves and are not derived solely from convenience in representing membership functions.

The remainder of this paper is organized as follows. In section 2, we present the basics definitions of Randell et al.'s crisp theory and the definitions of the membership functions for the fuzzy version. Section 3 shows how linguistic variables should be defined for the fuzzy theory. Section 4 briefly addresses the methods of reasoning that are hereby enabled, and section 5 concludes and addresses future work.

2. The Basic Definitions

We assume one dyadic (two-argument) relation, \(C(x,y)\), understood to mean that \(x\) is connected with \(y\). This relation is taken to include any kind of spatial contiguity, include the cases where \(x\) is a part of \(y\), where \(x\) and \(y\) overlap, and where the boundaries of \(x\) and \(y\) share a common point but \(x\) and \(y\) have disjoint interiors. In terms of point-set topology, \(C(x,y)\) holds when the closures of regions \(x\) and \(y\) share a common point. The \(C\) relation and the other relations to follow are sufficiently abstract that the individuals \(x\) and \(y\) can be thought of as several kinds of things, for example, physical objects, regions in space, and even temporal regions. To form examples of these relations, it is helpful to think of the individuals as either spatial regions with physical boundaries (such as rooms) or objects that can be located in such regions (such as desks in rooms).

Two properties of the connected-with relation are immediately evident. First of all, it is reflexive: anything is connected with itself, or, in symbols, \(\forall x C(x,x)\). Secondly, the connected-with relation is symmetric: if \(x\) is connected with \(y\), then \(y\) is connected with \(x\), or, in symbols, \(\forall x \forall y (C(x,y) \rightarrow C(y,x))\).

The translation of these properties to membership fictions for dyadic fuzzy relations is straightforward. We assume a universe \(U\) of individuals to which our spatial relations apply. Then, where \(U \times U\) is the Cartesian product of \(U\) with itself (that is, the set of all ordered pairs where both the first and the second elements are in \(U\)), any dyadic fuzzy relation \(R\) on \(U\) has the form
\[
R = \{(x,y) \in U \times U | \mu_R(x,y) > 0.5\}
\]
That is, \(R\) is viewed as the set of pairs \((x,y)\), with \(x \in U\) and \(y \in U\), each pair itself paired with a value of the membership function \(\mu_R\) for \(R\). We assume that every fuzzy relation \(R\) we work with is normal, that is, \(0 \leq \mu_R(x,y) \leq 1\) for all \(x,y \in U\). We require that the crisp version of the spatial logic be recoverable from the fuzzy version. To that end, we define the crisp relation corresponding to the fuzzy relation \(R\) as the strong 0.5-cut \(R_{0.5}\) of \(R\):
\[
R_{0.5} = \{(x,y) \in U \times U | \mu_R(x,y) > 0.5\}
\]
That is, the relation \(R_{0.5}\) holds from \(x\) to \(y\) (or between \(x\) and \(y\), in that order) if and only if \(\mu_R(x,y) > 0.5\). Note that \(R_{0.5}\) is then a subset of \(U \times U\), as required of a crisp relation over \(U\). Translating to the crisp version, then, amounts to taking a formula of the form \(R(x,y)\) (\(a\) is related by \(R\) to \(b\) – for example, \(a\) is connected with \(b\)) and considering it true if \(\mu_R(a,b) > 0.5\), where \(R\) is the fuzzy relation corresponding to \(R\) if \(\mu_R(a,b) < 0.5\), then \(R(a,b)\) is considered false. Thus, if we begin with a crisp version in which all statements of the form \(R(x,y)\) are true, we translate to the fuzzy version by considering a relation
\[
R \cdot \{(x,y) \in U \times U | \mu_R(x,y) > 0.5\}
\]
where we require \(\mu_R(x,y) > 0.5\) if \(R(x,y)\) is true (or \(x,y \in R\)). Thus, the natural way to express the reflexive property of the fuzzy connected-with relation is
\[
\mu_R(x,x) > 0.5
\]
where, as throughout, we use the same name for the fuzzy relation as for the crisp relation - context clearly disambiguates.

Next, the natural way to view reflexivity is as a guarantee that the order of the arguments makes no difference. Thus, for the fuzzy connected-with relation, we require that
\[
\mu_R(x,y) = \mu_R(y,x)
\]
Given the connected-with relation \(C(x,y)\), we can define a basic set of dyadic spatial relations. First of all, we say that \(x\) is disconnected from \(y\) (written \(DC(x,y)\)) if \(x\) is not connected with \(y\):
\[
DC(x,y) = \neg C(x,y)
\]
Since we require our fuzzy relations to be normal, the appropriate notion of negation is complement with respect to 1. Thus we require of the fuzzy DC relation that
\[
\mu_{DC}(x,y) = 1 - \mu_C(x,y)
\]
Next, \( x \) is a part of \( y \), \( P(x, y) \), if everything connected with \( x \) is also connected with \( y \):

\[
P(x, y) \equiv \forall z \left[ C(z, x) + C(z, y) \right]
\]

The corresponding constraint on the fuzzy relation \( P \) can be developed in a small number of steps. First, we think of a conditional \( \varphi \rightarrow \psi \) in the manner of material implication as \( \neg \varphi \lor \psi \). As is usual, we relate the \( OR \), \( \lor \), with the maximum of the membership functions. Similarly, we relate the \( AND \), \( \land \), with the minimum of the membership functions. A universal quantification \( \forall z \varphi(z) \) is thought of as the conjunction of all substitution instances of \( \varphi(z) \): \( \varphi(u_1) \land \varphi(u_2) \land \ldots \land \varphi(u_n) \), where \( U = \{ u_1, u_2, \ldots, u_n \} \). Thus, universal quantification is related with the minimum value of the argument as the variable bound by the quantifier ranges over the elements of the universe. Similarly, an existential quantification \( \exists x \varphi(x) \) is thought of as the disjunction of all substitution instances of \( \varphi(x) \): \( \varphi(u_1) \lor \varphi(u_2) \lor \ldots \lor \varphi(u_n) \). Thus, existential quantification is related with the maximum value of the argument as the bound variable ranges over the elements of the universe. Following these principles, we require for the fuzzy relation \( P \) that

\[
\mu_x(x, y) = \min \left\{ \max \left\{ 1 - \mu_z(x, x), \mu_z(z, y) \right\} \right\}
\]

The definitions of the remaining crisp relations can be related to constraints on the membership functions of the corresponding fuzzy relations following the principles articulated above. We now list these relations without further comment. For each relation, we first give the English reading, then the definition of the crisp relation, and finally the constraint on the corresponding fuzzy relation. Figure 1 portrays the more specific of the spatial relations.

- \( x \) is a proper part of \( y \)
  \[
  PP(x, y) = \neg P(x, y) \land P(y, x)
  \]
  \[
  \mu_{PP}(x, y) = \min\left\{ \mu_x(x, y), 1 - \mu_y(y, x) \right\}
  \]

- \( x \) is identical with \( y \)
  \[
  x \equiv y = \neg P(x, y) \land P(y, x)
  \]
  \[
  \mu_{x \equiv y} = \min\left\{ \mu_x(x, y), \mu_y(y, x) \right\}
  \]

- \( x \) overlaps \( y \)
  \[
  O(x, y) = \exists z \left[ P(z, x) \land P(z, y) \right]
  \]
  \[
  \mu_O(x, y) = \max\left\{ \min\left\{ \mu_x(z, x), \mu_y(z, y) \right\} \right\}
  \]

- \( x \) partially overlaps \( y \)
  \[
  PO(x, y) = \neg O(x, y)
  \]
  \[
  \mu_{PO}(x, y) = \min\left\{ \mu_O(x, y), 1 - \mu_x(x, y), 1 - \mu_y(y, x) \right\}
  \]

- \( x \) is discrete from \( y \)
  \[
  DR(x, y) = \neg O(x, y)
  \]
  \[
  \mu_{DR}(x, y) = 1 - \mu_O(x, y)
  \]

- \( x \) is externally connected with \( y \)
  \[
  EC(x, y) = \neg O(x, y)
  \]
  \[
  \mu_{EC}(x, y) = \min\left\{ \mu_x(x, y), 1 - \mu_y(x, y) \right\}
  \]

- \( x \) is a tangential proper part of \( y \)
  \[
  TPP(x, y) = \neg PP(x, y) \land EC(z, x) \land EC(z, y)
  \]
  \[
  \mu_{TPP}(x, y) = \min\left\{ \mu_{PP}(x, y), \mu_x(x, y), \max\left\{ \min\left\{ \mu_{EC}(z, x), \mu_{EC}(z, y) \right\} \right\} \right\}
  \]

- \( x \) is a nontangential proper part of \( y \)
  \[
  NTPP(x, y) = \neg PP(x, y) \land EC(z, x) \land EC(z, y)
  \]
  \[
  \mu_{NTPP}(x, y) = \min\left\{ \mu_{PP}(x, y), \mu_{EC}(z, x), \mu_{EC}(z, y) \right\}
  \]
The relations $P, PP, TPP,$ and $NTPP$ are non-symmetric. For example, if $x$ is a part of $y$ (that is, $P(x,y)$), it does not follow that $y$ is a part of $x$. Thus, the inverse of any of these relations is distinct from the relation itself. For example, asserting that $x$ is a part of $y$ asserts something different from asserting that $y$ is a part of $x$. Where $\Phi$ is any relation, we represent its inverse by $\Phi'$. Concerning the constraints on the corresponding fuzzy relations, note that, in general,

$$
\mu_{\Phi'}(x,y) = \mu_{\Phi}(y,x)
$$

3. **Linguistic Variables**

As pointed out by Randell et al. [7], the entailment relations among the spatial relations induce a lattice structure on the family of spatial relations. We exploit this lattice to define spatial linguistic variables. Figure 2 shows the lattice of spatial relations. Where $R_1$ and $R_2$ are spatial relations, we write $R_1 \leq R_2$ if $R_1$ is below $R_2$ in the lattice, that is, if there is a path from $R_1$ to $R_2$ going in the direction of the top, $\top$. Note that, for any relation $R$, we have $R \leq R$, that is, $\bot$ is reflexive. For any relations $R_1$ and $R_2$ such that $R_1 \leq R_2$, we have

$$
\forall x \forall y \ [R_1(x,y) \rightarrow R_2(x,y)]
$$

The top relation in the lattice, $\top$, is the tautologous relation, which holds of any pair of elements: $\forall x \forall y \ \top(x,y)$.

The bottom relation, $\bot$, is the contradictory relation, which holds of no pair of elements: $\forall x \forall y \ \bot(x,y)$.

![Figure 2. The lattice of spatial relations [7.](image)]
Now, let us define a cutset of the lattice to be a set of relations that has as a member one relation from every path between \( \perp \) and \( \tau \). Examples of cutsets are \( \{C, DR\} \), \( \{PO, P, P^1, EC, DC\} \), and \( \{PO, TPP, NTPP, =, NTPP^1, TPP^1, EC, DC\} \). The latter set is of particular note since it comprises the relations immediately above \( \perp \); we denote it by \( B \). It can be shown that the members of any cutset are exhaustive and pairwise disjoint [7]. That is, given a pair \( x, y \) of individuals, exactly one relation in a cutset holds of that pair.

Turning to the corresponding fuzzy relations, the exhaustive and exclusive nature of the relations in a cutset is reflected in the fact that, given any pair \( x, y \) of individuals, the value \( f_R(x, y) \) of the member function of one relation \( R \) for \( x \) and \( y \) tends to clearly dominate the values for \( x \) and \( y \) of the member functions of the other relations in the cutset as long as the crisp condition is approached. As imprecision and uncertainty take over, of course, this dominance disappears and there maybe several contenders for the dominant relation. The characteristics of this dominance motivate defining a linguistic variable corresponding to \( \tau \) whose linguistic values are the relations in a given cutset. Such a linguistic variable acts as a classifier; the cutset selected for the linguistic values determines how finely and in what respects we classify. In particular, if \( B \) is used, we have the finest classifier supported by this taxonomy of spatial relations.

We can define linguistic variables that are restricted to a part of the lattice by introducing the notion of an \( R \)-cutset, where \( R \) is a spatial relation. An \( R \)-cutset is simply a cutset of the sublattice consisting of those relations \( R_0 \) such that \( R \subseteq R_0 \); note that \( R \) is the top of the sublattice. For example, there are two \( P \)-cutsets: \( \{PP, =\} \) and \( \{TPP, NTPP, =\} \). Given a relation \( R \), we can define a linguistic variable whose linguistic values are the relations in a given \( R \)-cutset. Such a linguistic variable acts as a restricted classifier.

Use of linguistic variables in a principled way, such as here, offers several advantages. For one thing, linguistic variables greatly facilitate human input and allow output that is easily interpreted by humans. Again, linguistic variables support discrete classification allowing a system to focus on the most significant aspects. Using restricted linguistic variables, based on \( R \)-cutsets, further supports the ability of a system to focus on significant aspects. Finally, allowing different cutsets or \( R \)-cutsets to supply linguistic values supports flexibility while retaining access to all relations in the taxonomy.

4. Reasoning with the Fuzzy Spatial Logic

Randell et al. support reasoning with the crisp spatial logic by using a theorem prover for many-sorted logic [7]. Our approach with the fuzzy version, in contrast, exploits the connections among the membership functions. These connections form a network of constraints for which we are implementing constraint satisfaction methods.

Randell et al. have used their spatial logic for qualitative simulation of dynamic situations [6]. Figure 3 shows the allowable transitions among the relations of cutset \( B \); only these transitions should occur as two bodies move or otherwise change in relation to each other. The same transitions are allowable for the fuzzy relations, but now precise thresholds need not be enforced. We are particularly interested in applications to dynamic path planning for mobile robots.

5. Conclusions and Future Work

We have presented a fuzzy version of the crisp spatial logic developed by Randell et al. that takes the single relation connected-with as primitive. Membership functions have been defined for each spatial relation defined in the crisp theory. Furthermore, principles have been presented for defining linguistic variables whose linguistic values are spatial relations.

To apply our results, we must develop principles for how various information sources – such as sensors and human speech – can contribute to the fuzzy measures. To exploit our results, we are developing constraint
satisfaction methods to apply to the constraint network induced by the definitions of the membership functions. For such methods to be feasible, we need ways to limit the number of individuals considered. This is particularly critical for cases where the crisp definitions include quantifiers, for then we take maxima and minima over all the individuals in our universe of discourse. Intuitively, however, one should be able to exploit known spatial relations to safely ignore the vast majority of individuals in anyone case.

The spatial logic of Randell et al. is only one of several AI logics for which useful fuzzy versions can be developed. We intend to address Allen's logic of temporal intervals [1] and Galton's logic of space, time, and motion [3].
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The HSCaRS Summer Enrichment Program; Research Opportunities for Minority and Women Undergraduates in Global Change Science

Authors: Maurice G. Estes, Jr./IGCRE, Donald J. Perkey/IGCRE, T. L. Coleman/Alabama A&M University

Background and Program Description

The Center for Hydrology, Soil Climatology, and Remote Sensing (HSCaRS) was established July 1, 1995, through a cooperative agreement between the National Aeronautics and Space Administration (NASA) and Alabama A&M University. One challenge in the Center was to develop an educational component that would increase participation by students in mainstream research and increase the production of underrepresented minorities who are U.S. citizens in NASA-related fields. This goal was strongly supported by a number of educational research publications. The Task Force on Women, Minorities, and the Handicapped in Science and Technology reported in the 1988 Interim Report entitled, Changing America: The New Face of Science and Engineering, that one of America’s most urgent tasks is to strengthen the science and engineering workforce. The Task Force asserts that, “by the year 2000, 85 percent of new entrants to the Nation’s work force will be members of minority groups and women”. According to the Wall Street Journal, summer internships are flourishing with an emphasis on minorities. Bausch and Lomb Inc., and Chervon Corporation are increasing summer internship opportunities and are focusing recruiting efforts on minority candidates. The Aluminum Company of America is focusing internship opportunities on minorities and women with engineering and technical training. The challenge is clear, more women and minority scientists must be educated to meet the needs of America’s technics work force.

Based on this data, a summer research internship program with an emphasis on minority and women students was designed. Undergraduates were selected, as opposed to graduate students, for several reasons. First, we hope to recruit outstanding students in the physical sciences and mathematics and give them a positive research experience that will encourage them to attend graduate school and pursue research careers. Second, a survey of current NASA programs for students indicated that more opportunities were available for K-12 and graduate students than undergraduates.

The primary objective of the HSCaRS Summer Enrichment Program (SEP) is to make significant contributions to the NASA Mission to Planet Earth (MTPE) and the Alabama A&M University (AAMU) Center for Hydrology, Soil Climatology and Remote Sensing (HSCaRS) research missions by providing undergraduate student research internships with an emphasis on minority and women students. Additional objectives are to encourage more minority and women students to pursue advanced degrees in Earth system and global change science and to increase the participation of minority institutions in the U.S. Global Change Research Program. Also, the SEP strives to make students in the traditional science disciplines more aware of the opportunities in Earth System Science.

In designing the SEP, it was acknowledged that HSCaRS was a new research effort and Center. Consequently, students were not expected to immediately recognize the Center as one would older, more established research laboratories with national reputations, such as Los Alamos, Battelle, National Consortium for Atmospheric Research (NCAR), etc. Yet we still wanted to compete nationally for the best students. Therefore, we designed the program with a competitive financial package that includes a stipend of $400 per week, round-trip transportation from home to the summer research site, and free campus housing and meal plans provided by Alabama A&M University. Students also received a modest living allowance of approximately $25 per week. The internship program was 10 weeks in residence at Alabama A&M University or IGCRE, and gave students the opportunity to select from six general research areas: micro-meteorology, soil data analysis, soil moisture modeling, instrumentation, geographic information systems, and computer science. Student participants also enrolled in an introductory global change science course as part of the summer program (a copy of the course outline is in the appendix). The program included participation in a field program for approximately two weeks. All students were required to participate in the field program as a learning experience, regardless of the relationship of the field program to their majors or particular research project.

Recruiting and Evaluation Methodology

In the inaugural year of the SEP, students were recruited by distributing posters throughout the university community. All the HBCU’s, Other Minority Universities (OMU’s), and a mixture of other types of institutions
were targeted for the distribution of program information. Other institutions included a mixture of large schools with established research programs and smaller institutions with a traditional emphasis on teaching as opposed to research. Students that would complete the sophomore year prior to the summer internship period were targeted in the recruiting process. A total of 102 students applied for the program, and 10 were selected. The applications included 81 from minority institutions, of which 57 were minority women. By class standing, applicants included 30 sophomores, 52 juniors, and 20 seniors.

A two-phase process was used in the evaluation of the students’ applications. The first phase was an evaluation by the SEP staff to identify the strongest applications by research group. This was done by considering the applicant’s Grade Point Average (GPA), statement of interest in global change science, letters of recommendation, and resume. A grading scale was developed, that awarded two points for a GPA over 3.5, one point for a GPA between 3.0 and 3.5, and zero points for a GPA less than 3.0. An additional point or fraction of a point was awarded based on the staff’s evaluation of the statement of interest in global change science, letters of recommendation, and resume. Consequently, these non-GPA evaluation factors provided the opportunity for student applicants to obtain three additional points. A maximum score of five points could be achieved.

This evaluation plan allowed us to consider all major relevant factors and was weighted toward students with the best grades. However, the plan did provide an opportunity for a student with a low GPA to still score high enough to be selected. This was considered important, since talented undergraduates sometimes do not achieve high grades early in college due to immaturity, changing interests, etc. Some of these students may still be very interested in research and have the talent to succeed in a research environment. The statement of interest in global change science offered insight into some outstanding candidates for our program that did not have high GPA’s. Finally, relevant work experience as shown in the resume was considered to be of value.

Based on the phase one analysis, the students were ranked by score. Applicants scoring 3.5 or greater on the 5.0 scale, approximately forty percent of the total applicants, were considered further in the second evaluation phase. Phase two provided an opportunity for the potential mentoring scientists to rank in priority order the student applicants interested in the mentor’s area of research. This data was used, with program goals in mind, to make final selections. The program goals that most prominently influenced the evaluation process related to the identification of students who would likely be able to make research contributions and who would be interested in graduate school.

Results

Overall, the first year was very successful. The program objectives for the first year were as follow:

1. Recruit five outstanding undergraduate students to pursue NASA and AAMU research projects.
2. Recruit, as a part of the five undergraduate students, a minimum of two minority woman students.
3. Have a minimum of two students make significant research contributions and return for a second summer.
4. Recruit, as a part of the five undergraduate students, a minimum of two students from predominately minority institutions.

In regard to the recruiting objectives, we were able to select 10 outstanding students, with the following demographic makeup: nine females and one male. Seven of the students were African-Americans, and three Caucasians. The average GPA of the students selected was 3.73 on a 4.0 scale, and the range was from 3.33 to 4.00. Student majors included Physics, Chemistry, Computer Science, Geography, and Environmental Science. This clearly meets the first two objectives.

At the end of the summer term, each student was required to prepare a written paper on his/her research and present their results in a seminar setting. Based on this data and feedback from mentoring scientists, all of the students made contributions to the research effort. Four of the ten students have been invited back for a second summer in 1997. Three of the four students are resident at HBCU’s. We anticipate all of them will accept our offer and continue their research projects in 1997 that will lead to publications. Of these four students, one is continuing to work on the HSCaRS research remotely and may have a co-authored publication with an Alabama A&M University mentor prior to next summer, and one is working toward enrollment in graduate school at Alabama A&M University. All SEP students have been encouraged to attend professional conferences and present HSCaRS
research results. In particular, students have been encouraged to present their HSCaRS research at the NASA University Research Centers (URC) Technical Conference and the National Conference on Undergraduate Research (NCUR). HSCaRS has committed to paying all travel expenses for those students attending these conferences. A listing of student research project titles is included in the appendix.

The final year one objective was to recruit at least two students from minority institutions. This objective was achieved by recruiting seven students from Historically Black Colleges and Universities (HBCU's), as shown in the table below:

<table>
<thead>
<tr>
<th>Institution</th>
<th>Location</th>
<th>Classification</th>
<th># Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama A&amp;M Univ.</td>
<td>Normal, AL</td>
<td>HBCU</td>
<td>2</td>
</tr>
<tr>
<td>Carleton College</td>
<td>Northfield, MN</td>
<td>Majority</td>
<td>1</td>
</tr>
<tr>
<td>Fayetteville State Univ.</td>
<td>Fayetteville, NC</td>
<td>HBCU</td>
<td>1</td>
</tr>
<tr>
<td>Jackson State University</td>
<td>Jackson, MS</td>
<td>HBCU</td>
<td>1</td>
</tr>
<tr>
<td>Miles College</td>
<td>Birmingham, AL</td>
<td>HBCU</td>
<td>1</td>
</tr>
<tr>
<td>Norfolk State University</td>
<td>Norfolk, VA</td>
<td>HBCU</td>
<td>1</td>
</tr>
<tr>
<td>Spelman College</td>
<td>Atlanta, GA</td>
<td>HBCU</td>
<td>1</td>
</tr>
<tr>
<td>University of Maryland</td>
<td>College Park, MD</td>
<td>Majority</td>
<td>1</td>
</tr>
<tr>
<td>University of Oklahoma</td>
<td>Norman, OK</td>
<td>Majority</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: SEP Program Office Records

Plans for 1997

Our plan for year two is to follow the successful script from the first year, with changes integrated from lessons learned. Due to the first year’s success, the program is on track to meet or exceed all of the originally proposed year two SEP milestones. The original SEP milestones for year two are as follow:

1. Assuming two students return to continue research projects from the first summer, recruit three more outstanding undergraduate students to pursue NASA and AAMU research projects.
2. Recruit as a part of the three undergraduate students, a minimum of one minority woman student.
3. Have two undergraduate students co-author papers with mentor scientists.
4. Have two undergraduate students enroll in graduate programs relating to Earth system and global change science.
5. Recruit as a part of the three undergraduate students, a minimum of one undergraduate student from a predominately minority institution.

Given the outstanding response by students to last year’s program advertisement, it is reasonable to assume that the program is on track to meeting all recruiting related objectives. Our plans are to recruit ten new students, plus to invite back for a second summer, four outstanding students from the SEP class of 1996. Also, of the four students invited back for a second summer, at least two student co-authored papers are likely. The enrollment of one SEP student from the class of 1996 in graduate school to study in the computer science area at Alabama A&M is expected. Overall, the program is in a good position to meet or exceed all year two milestones.
Observations and Conclusions

First, it was exciting to see the overwhelming positive response to the 1996 SEP. The program was advertised primarily by posters that were distributed late in 1996 and early 1997 to several hundred institutions. Given the lateness and amount of the publicity, the receipt of over 100 applications and approximately twice that many inquiries about the program, is indicative of the interest in HSCaRS research and of the tremendous need for more undergraduate research opportunities.

The approach to the field program was that it would be beneficial to all the students to participate in this phase of the project to reinforce understanding that science is not done only in books. While the SEP program staff realized the field work would be more relevant to some student research projects than others, we did not communicate this effectively enough to the students. As a result, several students complained that there was not a direct connection between their research and the field program, and that this was time that could have been better spent on their respective research project. We will spend more time this year communicating program expectations and goals so similar frustrations will not occur.

About the midpoint of the summer term, we began to see a correlation between student performance in the introductory class in global change science and the students' background in Physics. Those students with at least one semester of Physics found the course to be much easier than the other students. As a result, we will emphasize the need for future student interns to take a course in Physics prior to beginning the summer internship. One anomaly to this conclusion was a Geography major who did very well in the course and with her research. Upon discussion of this issue, it was found that fundamental Physics Laws and basic theories had been integrated into other science courses as needed to fully explain and illustrate topics. Therefore, her Physics background was in fact sufficient. This is one illustration of why it is good to look beyond course titles and associated grade point average when evaluating students applicants. We think the evaluation methodology described above continues to give us the foundation needed to make the thorough analyses needed to ensure that we select the best possible applicants.

In regard to selection, global change science does encompass in some fashion a large number of courses of study. Consequently, one of our challenges was how much priority to give outstanding students in marginally related areas of study and interest in the evaluation process. We did have one example of a student who was mismatched in terms of project opportunities in HSCaRS and personal research interests. Nevertheless, this student was able to pursue a research project with some connection to HSCaRS research objectives, and overall had a productive summer. Conversely, the one student we recruited from the computer science area completed an excellent research project and as a result she is now planning to attend graduate school at AAMU.
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1996 SEP Student Research Project Titles

Determining Iron and Manganese Concentrations in Soil Using Radiometric Reflectance Readings
Student: Carrie Kienenberger  Mentor: Dr. Ahmed Fahsi/AAMU

Physical and Chemical Characterization of the Research Test Bed at the Winfred Thomas Agricultural Research Station
Student: Tomeka Prioleau  Mentor: Dr. Andrew Manu/AAMU

Assessing Rooting Traits in the Loblolly Pine and the Slash Pine to Compare Genetic Variations
Student: Latousha Parker  Mentor: Dr. Ahmed Fahsi/AAMU

Using Ultrasonic Techniques to Measure Soil Moisture
Student: Kimberly Williams  Mentor: Dr. Mohan Aggarwal/AAMU

Optical Sensing of Soil Moisture
Student: Mario Thomas  Mentor: Dr. B. R. Reddy/AAMU

Creating a Cheap Model of the Relationship Between Soil and Hydrological Processes
Student: Barbara Cosgriff  Mentor: Dr. Jason Kinser/AAMU

The Role of Topography in Water Movement and Energy Exchange at the Land Surface
Student: Ann Zawistoski  Mentor: Dr. William Crosson/IGCRE
Simulation of Drainage, Water Content and Runoff of Four Varied Soil Types Using SHEELS

Student: Lucretia Jones
Mentor: Dr. William Crosson/IGCRE

Patterns of the Radiation Balance as Influenced by Soil Moisture, Vegetation Cover and Meteorological Factors

Student: Malinda Taylor
Mentor: Dr. Charles Laymen/IGCRE

Application of Modular Modeling System to Predict Evaporation, Infiltration, Air Temperature and Soil Moisture for Two Bare Plots

Student: Latrica Birgan
Mentor: Dr. Teferi Tsegaye/AAMU

SPS 366- Climate and Global Change

4 Semester Credits
Lecture - 3 hours weekly
Laboratory - SEP Research Project

Introduction to climate and global change including: the relationships between the Sun and the Earth that drive the climate system; the global structure and variations of the atmosphere and oceans, and the influence of humans and natural processes on the climate system and its variability. Additional topics include: the greenhouse effect; ozone depletion; air pollution; acid rain; biodiversity; paleoclimatology, and volcanism,

Topics

Introduction to Climate and Global Change
Atmospheric Variables and Measurements
Surface Variables and Measurements
The Earth's Radiation and Energy Budget
Remote Sensing Measurements
Atmospheric Motion and Global Circulations
Climate and Ocean Currents
The Earth's Hydrologic Cycle
Climate and Global Change
The Earth's Carbon Cycle
Interactions and System Dynamics
Climate and Global Change

Source: Dr. Donald J. Perkey, Instructor
Integrity Constraint Monitoring in Software Development: Proposed Architectures

Francisco G. Fernandez*
Department of Computer Science
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1 Introduction

In the development of complex software systems, designers are required to obtain from many sources and manage vast amounts of knowledge of the system being built and communicate this information to personnel with a variety of backgrounds. Knowledge concerning the properties of the system, including the structure of, relationships between and limitations of the data objects in the system, becomes increasingly more vital as the complexity of the system and the number of knowledge sources increases. Ensuring that violations of these properties do not occur becomes steadily more challenging. One approach toward managing the enforcement of system properties, called context monitoring [2, 3], uses a centralized repository of integrity constraints and a constraint satisfiability mechanism for dynamic verification of property enforcement during program execution.

The focus of this paper is to describe possible software architectures that define a mechanism for dynamically checking the satisfiability of a set of constraints on a program. The next section describes the context monitoring approach in general. Section 3 gives an overview of the work currently being done toward the addition of an integrity constraint satisfiability mechanism to a high-level program language, SequenceL, and demonstrates how this model is being examined to develop a general software architecture. Section 4 describes possible architectures for a general constraint satisfiability mechanism, as well as an alternative approach that, uses embedded database queries in lieu of an external monitor. The paper concludes with a brief summary outlining the current state of the research and future work.

2 Background

This section provides an overview of the context monitoring approach to software development. In addition, a detailed examination of a dynamic constraint satisfiability mechanism is provided.

2.1 Context Monitoring: A Brief Overview

Context monitoring [3] is an approach to software development that uses knowledge of the data objects of a software system to ensure program correctness with respect to selected properties. The approach consists of two parts [4]:

- the elicitation and specification of constraints on data or objects being modeled by the system, and
- a constraint satisfiability mechanism that dynamically verifies constraint enforcement during program execution.

Constraints on the data objects of a system can be identified at any stage of the development cycle. Domain experts and end-users identify constraints that define the behavior of the system. System developers may further refine the behavior of the system by making assumptions about the properties of data objects and the environment in which the program will run during the design and implementation of the system. For example, consider a software system for pharmaceutical sales. A government pharmaceutical board may

* This work was sponsored by NASA under contract NAG-1012 and NCCW-0089
state that each drug sold at the pharmacy is identified by a unique ID code specified by the board. In turn, the developers of the system may make an assumption about these ID codes, such as assuming that all ID codes are at most 15 characters in length. Such an assumption may not necessarily have been identified by the domain experts in field of pharmaceuticals, but is nonetheless a restriction on the operation of the system imposed by the developers.

Work is currently being done to define methodologies for eliciting system constraints from domain experts and end-users during the requirements analysis, functional specification and other stages of software development (see, for example, [5]).

2.2 Constraint Satisfaction Mechanism

The constraints are specified as statements in first-order logic and maintained in a central repository. During program execution, this repository is consulted to determine if the system is in fact enforcing the constraints.

An important concept of the constraint satisfiability mechanism is the state of the program: a set of program variable-value pairs that capture a snapshot of memory at a given point of time during program execution. Constraint checks are based on changes in the state of the program.

The idea behind constraint satisfiability is to monitor programs for violations of constraints during execution. The state of the program is monitored and, when a change in state occurs, all constraints relevant to this state change are checked for violations. For example, if the value of variable X changes after an execution step, then only those constraints associated with variable X are checked for violations. If no violations occur, program execution continues. If a constraint violation does occur, the integrity of the program data has been compromised and as a result, program correctness from that point on can no longer be assured.

3 Constraint Satisfiability in SequenceL

This section describes the implementation of a constraint satisfiability mechanism in a high-level language called SequenceL. A brief description of the language is provided, and the motivation for using it for the initial attempt is described. A description of the implementation is then given.

3.1 The SequenceL Language

SequenceL is a high-level language for processing non-scalar data [1]. In SequenceL, problems are solved by specifying the form and content of the data to processed. The iterative/recursive details of the problem are abstracted from the solution.

The basic data structure of the language is the sequence. From this simple structure, any other data structure can be constructed (i.e., sets, trees, records, etc.). In addition to the basic data structure, there are also basic operations which can be performed on sequences, such as addition, subtraction, multiplication, division, and other more complicated operations. A more detailed description of the language can be found in [1].

The language uses the notion of a universe, a collection of variable-value pairings. There are no explicit methods for input and output to a SequenceL program. Instead, program input is provided implicitly as the initial universe, and the final universe is the implicit output. A program begins with a collection of functions and an initial universe. A SequenceL function is defined by the domain arguments it must have in order to execute, the range arguments that are produced as a result of processing the domain arguments, and the operations to be performed to process the domain and produce the range. SequenceL operates on an event-based model. As a result, function execution is not sequential, but based on the availability of parameter data in the universe. This makes the language non-deterministic, and also open to parallelizability. A function is executed only if all of the domain arguments of the functions are available in the universe. If a function is eligible, it consumes the domain arguments from the universe, executes the body of the function, and places the range arguments that result, from processing back in the universe.

3.2 Implementation of Constraint Satisfiability

Extending the SequenceL execution model for constraint satisfiability involves two major tasks. First, identifying where in the execution model constraint checks should be made. A state change occurs at a clearly identifiable point, i.e., at the end of execution of a function. The second more difficult task is to extend the
SequenceL language to define what it means to check integrity constraint satisfiability for a program and a set of constrain. For simplification, the integrity constraint repository is represented by a program composed of boolean functions defining the relations and limitations of data objects in the SequenceL program. These constraint functions are defined as SequenceL functions, and thus the same execution engine is used to check the satisfaction of a constraint as is used to execute the SequenceL program. Figure 1 demonstrates the SequenceL execution model, and figure 2 shows the extended model with constraint satisfiability monitoring.

The development of a constraint satisfiability monitor in SequenceL is more than just an exercise. In fact, the reason for developing the monitor for a specific programming language is to study the interaction between constraint monitoring and program execution. The SequenceL model demonstrates how monitoring occurs in a program, and more importantly, provides a basic architecture model which can be used as the basis for a more general monitor.

### 4 Generalizing the Satisfiability Mechanism

The ultimate objective of the research is to create a general constraint satisfiability mechanism that can be used to ensure enforcement of data object properties independent of the programming language used to build a software system. This section examines possible software architectures for such a mechanism and alternatives to an external monitor.

#### 4.1 Issues

To understand how to provide a general constraint satisfiability monitoring mechanism, it is important to first identify some of the issues.

Any general mechanism will require recta knowledge about the environment it will be monitoring, such as how variables take on values and knowledge that ties constraints to the program. As a simple example, consider a language that allows the use of array data structures. If the array is being processed within a loop, it might be the case that array should not be considered “changed” until the end of the loop processing. In other words, even though the array is undergoing a change during each iteration of the loop, it is not considered to be processed until the loop terminates. This type of information would be captured in the meta-knowledge.

A second consideration is how the monitor is related to the program it is monitoring. One possibility is that it forms a “wrapper” around the program. In this sense, the monitor is external to the program, and monitors it from the outside. It is somehow made aware that a state change has occurred in the program and that constraint checks must be made. Another possibility is that the monitor uses the meta-knowledge
of the program environment to embed the constraint checks within the program itself. In this sense, the
monitor is more of a pre-processor that transforms the program in such a way that it is able to monitor for
constraint violations itself.

A third important issue is how constraints will be represented. This issue is dependent upon the im-
plementation of the monitoring system. If the monitor is an external system independent of the program
it is monitoring, it is possible to use a first-order logic representation of constraints. If constraints are to
be embedded within the program it will be necessary to translate them from their first-order representation
into equivalent representations in the language of the program.

4.2 Architectures for External Monitoring of Constraint Satisfiability

Two architectures are outlined: the event model and the tagged program model. In the event model [7],
changes in a program state implicitly trigger constraint satisfiability checks. The program broadcasts a
change in state. The satisfiability mechanism, an external system monitoring the program, registers this
state change broadcast and invokes appropriate constraint checks. The monitor must use meta-knowledge to
identify how the program will broadcast a change in state and how it will have access to the variables it must
check for violations. Figure 3 gives a pictorial view of the event model. One advantage to the event, model is
that the constraint monitoring can be easily parallelized. The program simply broadcasts that a change in
state has occurred and continues execution while the monitor checks the satisfiability of the constraints.

A second model is the tagged program model. Here, the monitor uses the meta-knowledge about the
programming language to tag the source code for constraint checks. Prior to compilation, the program source
code is passed to the satisfiability mechanism. The mechanism uses knowledge about the language and state
changes to tag the program at points where checks should be made. During program execution, a constraint
check is heralded when a tag is reached. Tags may be attached to variables in the program's symbol table,
indicating constraints should be checked when the value of that variable changes. Alternatively, tags may
be placed after program statements, indicating that constraints should be checked upon completion of that
statement. Figure 4 shows an overview of the tagged program model.

4.3 Embedded Constraint Enforcement

An alternative to an external satisfiability monitor is the use of embedded constraint satisfiability checks.
Some languages, such as C, provide constructs to embed assertions in programs to check program properties
[6]. The main disadvantage to using embedded checks such as these is precisely the fact that the constraint
checks are embedded. With embedded checks, it is not possible to reason about or study constraints outside
Figure 3: Architecture Diagram for the Event Model.
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Figure 4: The Tagged Program Architecture Diagram.
of the program. If a change in constraints is required, it is necessary to untangle the embedded checks from within the program, which may be a difficult and tedious process.

Another possibility is to use language extension packages that provide interfaces to external querying systems. An example of such a package is EQUEL (Embedded QUEL), which provides FORTRAN with an interface to the INGRES relational database system. The disadvantage here is that every language would have to have an interface package specific to that language. Thus, the constraint satisfiability would not be a general mechanism, but, a distinct one for each language.

5 Summary

Context monitoring and constraint satisfiability are powerful tools for managing the enforcement of vital system properties. By providing a system where constraints are maintained separately from a program it is possible to study, reason about, and modify them separately from the system. In addition, it may be possible to parallelize the constraint monitoring process to improve overall performance of the system.

Work is currently being done toward designing a general satisfiability monitor. One issue being addressed is an analysis of programming languages to develop meta-rules about how variables undergo changes and how constraints can be associated to variables within a program. Also, methods for integrating a general constraint satisfiability monitor and different programming languages is being examined.
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NASA, WE HAVE A VISION: A Proposal to Launch a NANURC-Coordinated Tropical Orbiting UNEX Class Satellite Program to Mitigate Flood Disasters
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Abstract: NASA announced at the Vision'96 Conference a new class of satellites, denominated the University Explorer (UNEX), open to minority institutions. In this white paper we propose that the institutions represented in NANURC collaborate in the specification, design, construction, and operation of a satellite data collection and analysis network to produce early warnings of impeding flood disasters. This will be achieved by the fusion of data obtained by Synthetic Aperture Radars operating from space to determine accurate drainage basin parameters and flood stages with data obtained from the proposed satellite to estimate storm precipitation. This project will enhance the capabilities of each of the Alliance members, promote communications and linkages among the institutions, it will address some of the fundamental issues posed by the NASA mission statement, and will produce abundant international goodwill toward NASA and the US.

Introduction

NASA announced at the Vision'96 Conference a new class of satellites, denominated the University Explorer (UNEX), open to minority institutions. In this white paper we propose that the institutions represented in NANURC collaborate in the specification, design, construction, and operation of a satellite data collection and analysis network to produce early warnings of impeding flood disasters.

Inhabitants like me of the intertropical convergence zone know full well from experience that the Tropics are the heat engine that drives worldwide weather and climate. The Tropics, that region of planet Earth comprised within the Tropic of Capricorn and the Tropic of Cancer, or maybe between the parallels of 30°S and 30°N latitude, are the source of El Niño or Southern Oscillation (ENSO) and of the greatest heat engines: the enormously powerful storms known as hurricanes in the Atlantic and typhoons in the Pacific. How these gigantic forces of nature arise and interact are part of the questions that NASA seeks to find with its Mission To Planet Earth Enterprise. But the National Alliance of NASA University Research Centers (NANURC), can do much more than study these phenomena. This paper will outline a plan by which NANURC can collaborate to mitigate the disasters that are periodically visited on places far and near, but which arise in the Tropics.

Every year thousands of deaths worldwide are caused by flash floods. During its path through Puerto Rico during 10-11 September 1996, Hurricane Hortense brought such intense rains that 21 deaths were attributed to floods. Many of these deaths could have been prevented through adequate planning. The technology is now with us that can
provide accurate forecasts in sufficient time for evacuation of populations that are in danger of storm surges, flash floods, or long-term seasonal floods, thus mitigating the effects of such disasters. Let us review the methodology by which these can be effected.

**Concept Exploration**

At present, there are a multitude of satellites aloft, many of them devoted to meteorological concerns. There are the GOES and Meteosat geostationary satellites, and the NOAA series in polar orbits. However, the geostationary satellites cannot give the resolution that the application at hand requires, and the polar orbiting satellites spend the majority of their orbits away from the Tropics. We therefore, need a satellite to orbit at a near-equatorial, low altitude, low angle of inclination orbit. This satellite we shall call the Tropical Explorer, or TropEx, for short. For the development of its mission we follow the outline shown in Larson and Wertz [1].

The TropEx payload of scientific experiments, sensors, and other characteristics should be decided by the NANURC institutions. Certainly, to be able to carry out the flood mitigation mission outlined above, the TropEx should carry sensors in the visible spectrum to track hurricanes and assess ocean and land colors, as well as infrared sensors to estimate temperatures at different levels of the atmosphere. However, the most important sensors that should be included are those for the estimation of moisture and possible precipitation at given area. The process by which the experiments will be chosen are outlined in the section below dedicated to mission scheduling. The concept for the TropEx Mission can be summarized below.

![Conceptual flow graph of information for TropEx Mission](image)

**FIGURE 1. Conceptual flow graph of information for TropEx Mission.**

**Mission Objectives**
To comply with the NASA mission statement, the NANURC UNEX should have clearly defined scientific objectives. These objectives should include measuring the parameters necessary to establish circulation models that will help in the understanding of hurricane formation and their forecasting and tracking. For the forecasting of floods, hydrologic models of the basins will have to be constructed. Finally, some means to measure atmospheric humidity and possible precipitation from space will have to be provided. All these measurements will have to be coordinated, analyzed, and reduced to forecasts that will allow mitigation of the disasters. But in addition to the scientific objectives, academic and social/industrial objectives. All these are summarized in the table below.

<table>
<thead>
<tr>
<th>Table 1. Goals and Outcomes for the NANURC UNEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCIENTIFIC</td>
</tr>
<tr>
<td>1. Understand the radiative and convective phenomena that lead to vortex formation,</td>
</tr>
<tr>
<td>2. Develop algorithms for the development of hydrologic models of the regions of interest.</td>
</tr>
<tr>
<td>3. Develop tracking algorithms for hurricane tracking and forecasting.</td>
</tr>
<tr>
<td>4. Develop algorithms for flood forecasting and alarming.</td>
</tr>
<tr>
<td>ACADEMIC</td>
</tr>
<tr>
<td>1. Provide training and education for our students at all levels: BS, MS, PhD.</td>
</tr>
<tr>
<td>2. Train students in every aspect of a satellite project, including design, modeling, fabrication, and testing.</td>
</tr>
<tr>
<td>3. Provide a focus for NANURC institutions and a means to collaborate.</td>
</tr>
<tr>
<td>4. Allow NANURC institutions to join mainstream institutions.</td>
</tr>
<tr>
<td>5. Encourage student research.</td>
</tr>
<tr>
<td>SOCIAL/industrial</td>
</tr>
<tr>
<td>1. Furnish the Human Potential required by industry.</td>
</tr>
<tr>
<td>2. Develop products that can be marketed to industry.</td>
</tr>
<tr>
<td>3. Allow students to develop satellite-related enterprises.</td>
</tr>
</tbody>
</table>

Mission Utility

The TropEx Flood Mitigation Mission will bring together to bear on the problem experts from several disciplines, including meteorology, oceanography, fluid mechanics, atmospheric, hydrology, geomorphology, mathematics, mechanical engineering, electrical engineering, and computer engineering. All these experts will come from the NANURC institutions and from mainstream institutions willing to collaborate in this undertaking. A mapping of the collaboration areas, by no means final, or all-inclusive or definitive is presented below. Of course, this is presented in the spirit of finding a common ground for collaboration, and is shown as an example.
Table 2. Collaborations Matrix

<table>
<thead>
<tr>
<th>Institution</th>
<th>REM SPACE</th>
<th>REM CRAFT</th>
<th>GND. SENS.</th>
<th>ELECTRONICS</th>
<th>HYDROLOGY</th>
<th>FLUID MECH</th>
<th>SENSORS</th>
<th>HUMAN FACT.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLARK</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NC A&amp;T</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TUSKEGEE</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TENN. ST. A&amp;M</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOWARD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>HAMPTON</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FISKE</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOREHOUSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>PRAIRIE VIEW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>UNM</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UTEP</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PUERTO RICO</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mission Planning, Scheduling, and Management

The TropEx mission must be planned a launch date within the time span of our grants. This means that the launch should occur on or before the year 2000. In a certain way this would be a most auspicious happening for our institutions, for it would mark our coming into the very mainstream of research and development. Below is presented a tentative timeline for this event to be achieved.

Table 3. Tentative Schedule

<table>
<thead>
<tr>
<th>Task Name</th>
<th>Planned Start</th>
<th>Planned Duration in Days</th>
<th>1997</th>
<th>1998</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>1/1/97</td>
<td>270</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Define</td>
<td>6/29/97</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>6/25/98</td>
<td>180</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>9/15/99</td>
<td>340</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deploy</td>
<td>5/14/00</td>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operation</td>
<td>9/12/01</td>
<td>620</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Scientific Basis for the TropEx Flood Mitigation System

The theory for basin dynamics is summarized in Fernández-Sein [2]. We assume that effective rainfall is converted to direct storm runoff in a linear-time-invariant process. The unit hydrograph \( h_T(t) \), akin to the unit impulse response of circuit and systems engineers, has been defined as the unit volume of rain falling uniformly in a unit period \( T \). The output flow time series for a catchment can then be written as the discrete convolution of the input time series \( i(kT) \) and the unit hydrograph:

\[
Q(nT) = \sum_{m=0}^{\infty} h_T(nT - mT)i(nT) \quad n = 1, 2, \ldots
\]
Nash [3,4] developed a conceptual instantaneous unit hydrography consisting of a series of linear reservoirs, each emptying into the next reservoir in the series. The model is obtained by convolving $\alpha$ times the upstream inflow with the linear reservoir IUH of the type $h(t) = \frac{1}{\tau} \exp(-t/\tau)$, where $\tau$ is the time constant for the reservoir. This leads to the two-parameter Nash model:

$$h(t) = \frac{1}{\tau} \left( \frac{t}{\tau} \right)^{a-1} \frac{1}{\Gamma(a)} e^{-t/\tau}$$

The geomorphologic instantaneous unit hydrography (GIUH) provides for the estimation of the unit impulse response of a basin from quantitative morphology. The basic assumption for this methodology is that the GIUH can be expressed as a function of geomorphologic parameters, such as Horton’s [5] order ratios $R_A$, $R_B$, and $R_L$, corresponding to the stream area ratio, bifurcation ratio, and stream length ratio.

In 1984 Rosso [6] modified the conceptual Nash formulation, turning it into a GIUH by defining the Nash parameters in terms of Horton’s order ratios, a $v$ mean streamflow velocity, and $L$ a mean length of the higher order streams already mentioned. The Rosso model allows for the calculation of basin parameters from quantities easily determined from a GIS for the basin or from DEM data obtained from SAR imagery. The difficulty with this model is the dependence on the mean stream velocity $v$. Some authors have attempted to remove this restriction, but in doing so have complicated the model by making it dependent on the mean effective rainfall intensity, thus turning the model into a geomorphoclimatic instantaneous unit hydrography. Many other geomorphologic models have been developed. We have presented probably the simplest and most direct of the models available.

The computation of the various parameters required for geomorphologic analysis can be readily obtained by the use of appropriate data structures. Since the morphology of a river basin is basically a tree, with the “root” corresponding to the outlet and the “leaves” to the upper reaches. To place this information into a “smart” database, we store point information (location and elevation of river nodes, cross sections at potential flooding sites), arc information (length of river reaches), and area information. Areas are entered as polygon data, indicating the perimeter points, and interior points bounding possibly different land-use or land-cover polygons. The storage requirements for this type of data is drastically reduced by the use of triangulated irregular networks (TIN).

The required rainfall rate inputs that the GIUH models require can be obtained by multifrequency radiometric observation of the cloud structures from a spaceborne platform. Pierdicca, Marzanno, et al. [7], for example, generate a series of databases of cloud structures and related brightness temperatures obtained from the Special Sensor Microwave/Imager (SSMI) aboard the DMSP satellites. From these databases a Cloud
Radiation Database is combined with the Radiometric Multispectral Image an inverse problem to obtain the rainfall rate estimates.

As can be seen all of these processes and algorithms require gigantic databases, and a great amount of collaboration to digest and integrate the data streaming from the sensor platforms. However, the possibility is certainly there.

**The TropEx Mission as a Focus for Collaboration**

A mission with lofty objectives is a sure method to focus and generate the necessity of collaboration. However, what has been presented here is only an outline and suggestion as to what maybe proposed, with a consensus opinion to be determined by the NANURC partners. Means will have to used to enhance remote collaboration of groups, such as teleconferencing, and intensive use of the INTERNET. However, since each institution will be working within the limits of its expertise, the project is certainly possible and viable. What is now necessary is the will.

NASA, we have a Mission . . . .
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Abstract
The development of a Magnetically Vectored Variable Iₚₚ Plasma Rocket at the Advanced Space Propulsion Laboratory (ASPL) is in progress at NASA’s Johnson Space Center. The facility is using a small, 3.2 m tandem mirror device to study the application of RF heated magnetically contained plasmas for space propulsion. The central cell radius is 0.1 m and fields of 0.2 T and 2 T are possible in the central and end-cell mirror sections, respectively. A magnetoplasmadynamic (MPD) injector has just been acquired and will be used along with other methods of plasma refueling. A 1 MW magnet power supply upgrade is being developed with full implementation by the spring of 1997. Two microwave systems for discharge initiation and plasma heating at 2.45 GHz and 14.0 GHz, respectively, are in operation. Additionally, RF systems with 200 kW and 1 MW of power are being modified and conditioned for operation. The concept provides electrode-less operation and variable thrust's specific impulse at constant power (200 - 30 N/s / 5000-30,000 seconds at 10 MW with a 60% efficiency). Optimization for speed or payload are possible with the same engine, giving the rocket great flexibility. Missions to Mars in 90 days are described, and missions to Pluto are under study.

Introduction
Human and robotic interplanetary travel using conventional chemical rockets suffer from prolonged trip time. In the case of human missions, the exposure to weightlessness and radiation and their effect on the crew’s health are the major concern. The possibilities for changing trajectories in mid-flight are very constrained, and the total maneuverability once the destination is obtained is limited to correction burns and orbit captures. In the event of an emergency, abort scenarios in human missions are very difficult and often involve long orbits and close solar flybys. For robotic missions, the years of coasting through interplanetary space while principal investigators wait to begin
gathering their data makes involvement by scientists and students taxing, and raises the ground support and total cost of such missions. The acceleration time in conventional chemical rocket is negligible when compared to total trip time. This in turn puts constraints on the available launch windows, especially for long missions to the outer planets, reducing the versatility and error correction capability of the spacecraft. What is needed is an advanced propulsion system capable of optimization for high payloads, high speed, or maneuverability for the duration of the mission.

One such capable system is the Magnetically Vectored Variable Isp Plasma Rocket. This approach uses a tandem mirror configuration used in fusion research to magnetically contain a plasma heated by Ion Cyclotron Resonance Heating (ICRH). The high powered, electrode-less thruster can operate optimally over a large range of thrust/specific impulse (Isp) combinations. This is accomplished via a variable magnetic nozzle with a coaxial gas injector near the throat that modulates the exhaust and protects engine materials from the hot plasma. A schematic is shown in Fig. 1.

**Concept**

A tandem magnetic mirror consists of a collinear set of annular magnets divided into a solenoidal central cell, where plasma is contained and heated, and two higher field end mirror sections. These end-cell sections are high field magnets that tend to reflect the plasma at either end of the central cell and axially trap a fraction of it; thus the term “magnetic mirror.” When used for propulsion, gas (typically an inert gas or hydrogen) is injected through one end and ionized into a cold, dense plasma by a device such as a MPD injector, a, hollow cathode discharge or by Electron Cyclotron Resonance Heating (ECRH) before entering the central cell. The central cell acts as an amplifier and heats the plasma by ICRH. The device is operated asymmetrically, inducing a flow throttled by the exhaust nozzle magnetic field. At the nozzle, a thin, dense film of hypersonic gas is injected to aid the detachment of the charged particles from the magnetic field by diffusion, adding the benefit of insulating the engine materials from the hot plasma. Additionally, an AC component to the DC field maybe introduced at the nozzle to create instabilities and “shake” the plasma off the field lines. The magnitude of the AC component and the mass flow of the insulating discharge gas depend on the particular mode of operation, and are expected to be minimized at the low thrust, high Isp mode.

**Basic Equations**

The advantages of variable Isp propulsion have been known since the early 1950s. The conceptual basics are developed here in the simplest but illustrative case of gravity-free space. For a variable Isp rocket, the exhaust velocity with respect to a frame at rest with the vehicle departure point is made to match the vehicle velocity over the majority of the trajectory. Exhaust kinetic energy is optimally imparted to the vehicle when the exhaust leaves the rocket at rest, i.e., \( u = v \), where the exhaust and vehicle velocities are denoted \( u \) and \( v \), respectively.

Assuming no gravitational effects, the momentum balance for a rocket in free space is

\[
\dot{v} = \frac{u \dot{m}}{m}
\]

(1)

where \( \dot{v} \) and \( \dot{m} \) are the time derivatives of the vehicle velocity and rocket total mass respectively, and \( m \) is the total mass. The total power flow off the exhaust is

\[
P = \frac{u^2 \dot{m}}{2}
\]

(2)

and the relationships between the various masses are

\[
m = m_o - m_f
\]

(3)

where \( m_o \) is the total mass of rocket fuel at \( t = 0 \), and \( m_f \) is the total mass of fuel exhausted through the nozzle at time \( t \).

For a constant Isp rocket, \( u = Isp * \ g = \) constant, and Eq. (1) can be integrated between initial and final velocities \( v \) and \( v_o \) to give

256
\[ v(t) = v_0 + u \ln \frac{1}{1-y} \]  

(4)

where

\[ \gamma(t) = \frac{m_f}{m_o} = \frac{\dot{m}}{m_o} t \]  

(5)

is the mass fraction as a function of time. The mass flow rate \( \dot{m} \) is usually considered a constant.

For a variable \( I_s' \) rocket, if we optimize efficiency so that \( u' = v \), integration of Eq. (1) yields

\[ v = v_0 \frac{m_f}{m} = v_0 \left( \frac{1}{\gamma - y} \right) \]  

(6)

Equations (4) and (6) are plotted in Fig. 2. An exit velocity of \( u = 0.5v_0 \) was used for the conventional rocket, For the same mass fraction an optimally tuned variable \( I_s' \) rocket obtains a significantly greater velocity than a conventional rocket; for a given velocity, variable \( I_s' \) allows a far smaller mass fraction, thus granting larger payload capacity.

![Figure 2. Velocity ratio as a function of the fuel mass fraction \( \gamma \).](image)

It should be noted that similar velocities can be achieved by high constant \( I_s' \) engines. However, when the distance involved is large as in the case of interplanetary travel, variable \( I_s' \) reaches high speeds faster, and thus reduces the total trip time.

**Facility and Operation**

To establish experimentally the feasibility and characteristics of the Variable \( I_s' \) Plasma Rocket, a tandem mirror plasma facility has been established at the Advanced Space Propulsion Laboratory (ASPL). The laboratory is located at NASA’s Sony Carter Training Facility (SCTF), part of the Johnson Space Center in Houston, Texas.

Plasma discharges have been created successfully at low energy levels. The laboratory has dimensions of 96’ x 48.’ The main experimental bed consists of a small tandem mirror machine, 3.2 m in length by 0.75 m in diameter. The vacuum chamber is a cylindrical assembly consisting of 9 stainless steel sections, with 24 ports available for diagnostics. A turbomolecular pump at the exhaust end easily maintains a 10⁻⁷ torr base vacuum. Back-filling to approximately 10⁻³ torr for plasma discharges is accomplished with a 10⁻¹⁰ torr cryopump being considered that will boost the pumping rate to over 5,000 liter/s. An exhaust tank 1.5 m in diameter by 3 m in length has been fitted to the machine through a cone mating section and will permit high density discharges and study of the plasma plume in a simulated space vacuum. The cone section will later be an area of intense study as hybrid gas-magnetic nozzle experiments begin in 1997. The copper winding magnet set consists of two tandem mirror assemblies, each capable of 6,000 A each at liquid nitrogen temperatures, and the central cell, which has eight magnets capable of 1,000 A each at ambient temperature. To cool the end-cell magnets to liquid nitrogen temperatures, vacuum dewars have been designed into the machine; compressed air circulation
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Figure 3. Tandem mirror machine at ASPL.

cools the central cell magnets. The magnets are presently powered by a 45 kW system consisting of three independent DC power supplies to regulate the current to each part of the machine and tailor the magnetic field for optimum flow. A 1 MW pulsed (10 seconds) DC power system is in the installation phase and should be operational by the time of this conference. Two microwave sources are used for ECRH: a 2.45 GHz microwave generator capable of delivering 800 W and a 2 kW, 14.5 GHz Klystron microwave generator that has been brought into operation this summer. For ICRH, two systems are currently being modified and conditioned for installation in the lab. One is a 200 kW RF transmitter, and the other is a set of three 1 MW RF transmitters that at one time powered the Arecibo Radio Telescope. They both have a frequency range from 1 to 10 MHz. For data acquisition, 5 CAMAC crates with a total of over 100 channels are connected to a data highway providing 2 Mbytes/s down loading rate into a Power Macintosh. A summary of the laboratory setup is shown in Table 1.

Table 1. System Parameters for ASPL equipment.

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall length</td>
<td>3.2 m</td>
</tr>
<tr>
<td>Central cell length</td>
<td>1.15 m</td>
</tr>
<tr>
<td>Central cell radius</td>
<td>0.36 m</td>
</tr>
<tr>
<td>Exhaust tank</td>
<td>d-1.5 m x 3 m</td>
</tr>
<tr>
<td>Vacuum level</td>
<td>10⁻⁷ torr</td>
</tr>
<tr>
<td>Central cell field (B₀)</td>
<td>2 kG</td>
</tr>
<tr>
<td>Maximum field (Bₘₐₓ)</td>
<td>3 T</td>
</tr>
<tr>
<td>DC power</td>
<td>1 MW</td>
</tr>
<tr>
<td>Plasma density (variable)</td>
<td>10¹⁹ m⁻³</td>
</tr>
<tr>
<td>Plasma temperature</td>
<td>0.01 - 1.0 keV</td>
</tr>
<tr>
<td>Plasma heating power:</td>
<td></td>
</tr>
<tr>
<td>ECRH</td>
<td>2 kW</td>
</tr>
<tr>
<td>ICRH</td>
<td>1 MW</td>
</tr>
</tbody>
</table>

A brief overview of current operation follows. After the desired base vacuum is achieved (10⁴ torr), a mass flow control system is used to inject Argon or Helium into the chamber in the injector end of the machine. By adjusting the flow, a pressure of 2x 10⁻⁴ torr is established, which is the optimum pressure for plasma breakdown in our current system. Three separate power supplies are used to selectively modulate the magnetic field in the injector, the central cell and the exhaust. Plasma discharges can now be generated in two modes, low and high power. For the low power mode, the 2.45 GHz generator is used to induce ECRH in the gas and generate a plasma. This mode, which produces a density of 7x10¹⁶ particles/m³, is used to test the equipment and purge the vacuum tank of impurities, since it can be run at steady state. Currents of 150 A in the injector and 30 A in the central cell magnets are typical for this mode, generating magnetic fields up to 0.1 T. The high power mode uses the 14.5 GHz Klystron in conjunction with the 2.45 GHz generator to achieve densities of 2x10¹⁷ particles/m³. This mode can be
operated only for 30 second pulses, and liquid nitrogen refrigeration is needed for the end-cells. Part of the activities of this summer included the design of a Programmable Logic Controller (PLC) system for automating the operation of the machine, which is now done manually.

**Development**

Several exciting prospects await ASPL in 1997. The completion of the system installation and fill on-line status is expected, at which point the major focus of the lab will shift into experiments and data collection. There are still numerous questions to be answered and concepts to be proven, and there are plenty of opportunities in engineering and plasma physics to follow. Several diagnostics will be installed, including an array of Langmuir probes to measure the temperature and density of the plasma at the edge. A laser fluorescence system at 6563 A will determine the neutral density of the exhaust, and a microwave interferometer operating at 100 mW will be used to map the plasma density. Also, a retarding potential analyzer for the plasma exhaust is under development. Further studies will be conducted, especially in the nozzle section, where magnetic field decoupling effects have to be ascertained. A general empirical performance envelope for the concept must be developed, and scaling laws for different power regimes determined.

Proceeding into the next step of development, a small, 30 kW engine is being designed to fly as a shuttle mission in the coming years. Powered by batteries, it would be a free flying satellite deployed and controlled from the Shuttle and would perform many 1 to 2 minute pulses. It would carry superconducting magnets and its own communication system. The goal of the mission would be to prove the general principle of the concept and test the process in the vacuum of space. Thrust and Isp would be monitored, along with a host of plasma diagnostics and video feed to have visual contact with the engine and plasma while in operation.

Next a 100 kW demonstration rocket is envisioned. This would be very similar to a full scale version, possibly nuclear powered, with superconducting coils. Once operational, it could be used to launch magnetosphere mapping missions in a outward spiral around Earth; or to take cargo, such as GPS transceivers or supplies, to the moon; or to send small probes to the outer planets in record times.

**Future**

The full scale Magnetically Vectored Variable Isp Plasma Rocket would be a high redundancy, high power platform able to carry large payloads in a "tugboat" mode, or to safely and quickly carry a crew in a low payload "speedboat" mode. A recent study examined scenarios for human and robotic missions to Mars. The mission is a split sprint consisting of a robotic mission that would carry supplies and landing modules, and a fast light mission carrying the crew. The same type rocket would be used for both, and would be a 10 M W version of the demonstration rocket.

---

**Figure 4.** a) Operating Envelope for a 10 MW rocket. b) 101 day human mission to Mars for a 30 day stay. Travel times of 90 days with 14.49% inbound payload capacity and 18.12% outbound payload capacity are possible for extended duration (two year) missions.
Abort capability plays an important role in the feasibility of a mission scenario. During the Apollo program and currently in the Shuttle program, abort possibilities were and are inherent in mission design. Interplanetary missions should live up to and out-do the capabilities of these programs. Were the ship’s life support systems to malfunction, or a crew member to become sick, or one or more of the modules of the rocket cluster to fail, the ship must have the capability to return to Earth, or at least arrive at the supply module orbiting Mars. For 90 day trips, if an abort condition occurred 15 to 20 days after leaving Earth orbit, a 75 day abort to Earth is possible with a full-up propulsion system. In the case of partial propellant loss, a 180 day abort is possible, although the amount of propellant and velocity away from Earth at abort time will determine the best abort trajectory.

After the first mission, the habitat that would remain in the Martian surface and the power plants left in orbit could be used by future missions. If a longer stay is desired, the crew would have to “winter down” on the Martian surface for two years. If a two year mission is planned, 90 day trips with 14.49/0 inbound payload mass fraction are possible. Moreover, while still making the Mars-Earth trip in 90 days, the crew would have an 18.12% payload mass fraction upon return, allowing for a sample return equal to 3.63% of the mass of the ship.

Conclusion
The Magnetically Vectored Variable $I_{sp}$ Plasma Rocket provides optimum thrust/$I_{sp}$ modulation for fast interplanetary missions. Much theoretical and experimental work remains to be done to understand the optimum operating parameters and the behavior of plasma in an asymmetric tandem mirror. Although initial numerical simulations have been made, the nozzle section and the processes which separate the plasma from the diverging magnetic field must be further studied. ASPL is devoted to developing this technology and experimentally demonstrating its feasibility in space borne missions in the coming years. The laboratory is undergoing major upgrades in the coming months and should be breaking new ground in power and data acquisition in 1997. Ongoing projects include a study into the trajectory for a Pluto flyby mission, continuing out into the heliosphere to study deep space to a the thousand astronomical unit (TAU) mark.

Mars, although the probable first planet in our human exploration of the solar system, will not be the last. Technologies must evolve and our commitment toward exploring the Solar system must solidify. Humans will need to master the art of living and working in space. To get there, we must continue to develop better and innovative propulsion systems. This is the goal of ASPL.
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ABSTRACT

Current ULSI (Ultra Large Scale Integration) technology contains submicron features. Fabrication processes for this commercial terrestrial application now include many processes capable of producing radiation induced defects in MOS structures. Therefore, a moderate degree of Total Dose immunity in the devices is desirable. Since the demise of the cold war, space avionics has many NASA-DOD applications that have a substantially relaxed total dose requirement. However, at the higher inclination space station orbit, susceptibility to proton-induced single event effects (SEE) is substantially increased. Future generations of commercial ULSI will operate at a lower voltage, reducing noise margin and lower specific capacitance, lowering critical charge, thus susceptibility to cosmic ray induced single event upsets (SEU). A new model is presented for understanding of multiple bit flips in particle accelerator SEU testing. Considering the above, a growing convergence exists between commercial ULSI for terrestrial applications and space avionics.

TOTAL DOSE AND DOSE RATE EFFECTS IN CMOS

In order to obtain the deep submicron feature size of future generation ULSI, an increasing number of fabrication process steps are now capable of producing radiation induced defects which shift device parameters. These include: sputter deposition of alloy conductors to prevent metallic spiking in shallow junction CMOS source and drain applications; plasma deposition of refractory metal vias and inter level dielectrics; plasma and reactive ion etching to pattern fine feature conductors and vias; deep UV, X-ray and electron beam photolithography processes. The fabrication process may include some annealing steps to reduce radiation damage from the above steps and displacement damage from ion implantation. A moderate level of Radiation Total Dose Tolerance is desired. [1,2,3,4]

Since the demise of the cold war, a substantial number of NASA-DOD space avionics applications exist with the Total Dose requirement reduced to moderate levels.

OBSERVATIONS AND HYPOTHESIS ON DEFECTS AT THE SILICON SILICON DIOXIDE INTERFACE

Equation 1 defines the threshold voltage for a nmos device. (figure1) [3]

\[ V_{th} = \phi_m - \frac{Q_m}{C_{ox}} + \frac{Q_f}{C_{ox}} + 2 \phi_f \]  

(1)

The surface state charge \( Q_s \) which is defined by the following equation 2.

\[ Q_s = Q_{fix} + Q_{ot} + Q_{it} + Q_b \]  

(2)
Figure 1. NMOS Transistor

where:

- \(Q_{fa}\) stands for Fixed positive Charge where small island clusters of silicon exist at the Si-SiO\(_2\) interface.
- \(Q_{o}\) refers to Oxide Trapped positive Charge which is an oxygen vacancy in the Silicon Dioxide.
- \(Q_{i}\) stands for Interface State Trapped Amphoteric Charges which are Silicon dangling bonds.
- \(Q_{b}\) are Border Traps. Border Traps. Like Interface States they are in communication with the substrate but are slower traps.

We have been examining radiation and process induced defects at the silicon/silicon-dioxide interface in the Rad-Hard MOS system for some time. In the previous data, MOS devices were exposed to gamma and proton irradiation at equivalent dose rates. Various electrical parameters were measured before, during and after the irradiation. The following were observed from these measurements: [5,6,7,8]

1. The average capture cross section of interface states was reduced with 1 Mrad radiation of 1 MeV protons. It was hypothesized that new interface states were created during radiation due to the \(H^+\) nature of the protons. This was negated because similar results were obtained using gamma radiation, (Fig. 2A, B, &D)

2. For radiation of NMOS devices under inversion bias, acceptor states in the upper half band gap are filled. If the bias is removed after annealing, electron transport will remove the charge but not the states so that the effect is reversible with bias charge. It was hypothesized that the primary reason for the average capture cross section reduction is the creation of more electron trapping interface states (assuming that electrons have a smaller capture cross section). This was negated because under inversion bias, both PMOS and NMOS devices exhibit similar capture cross section reductions. (Fig. 2C)
3. The density of interface states increased at approximately the same rate with total dose for both proton and gamma radiation. This implies that the change in capture cross section may depend on two separate species (possibly the $P_{00}$ and $P_{01}$ states). It is not clear however, the exact nature of these states. Electron Spin Resonance experiments with P. Lenahan (Penn State) may resolve this issue.

4. Radiation at liquid nitrogen temperature does not create interface states. However, again we find that the capture cross section of the interface states is reduced thus a structural charge in the interface state dangling bond is again suggested.

HYDROGEN EFFECTS
A common practice in commercial CMOS fabrication is post-metallization annealing at 450°- 500°C in a hydrogen atmosphere. This hydrogen is thought to passivate the Silicon dangling bond thus lowering the interface state density. However, with subsequent radiation, depassivation occurs. Therefore, RAD HARD parts are fabricated with silicon dioxide with as little water and hydrogen introduction as possible. Jaccodine has suggested fluorine incorporation in the oxide which increases the oxidation rate and replaces the hydrogen at the dangling bond providing a more stable healing of the interface state and a degree of immunity to subsequent radiation [3,4,9,10]. Large NMOS MOSIS chips had similar results to previously tested RAD Hard chips; but initial capture cross section was larger indicating a different interface structure. [7]
SINGLE EVENTS EFFECTS
Single Event Effects [7,8,9] are usually simulated on earth by Particle Beam Accelerator. The effective Linear Energy Transfer \( \text{LET}_{\text{eff}} = \frac{\text{LET}}{\cos(\theta)} \) which \( \theta \) is the particle angle of arrival:

![Diagram](image)

Fig. [3A] Comparison LET Threshold for Bromine and Gold SEE Test

The concept of effective LET has been questioned. Therefore, RAD HARD SRAM devices were exposed to bromine and gold ions at BNL Van De Graaff Accelerator. A difference was observed. (Fig. 3). This maybe caused by energy loss in the passivation layer. The LET versus energy curves for bromine and gold ions in silicon are plotted in Fig. 3B. A small energy loss shows in the 260 MeV \(^{81}\text{Br}\) ions gradually approaching a maximum, thus the LET remains relatively constant. On the other hand, 310 MeV \(^{197}\text{Au}\) ions have already passed the maximum and are in the region of steep decay, thus a significant LET reduction is expected. [4,5] We have shown that prior total dose radiation increases SEE[5]. C. Lage et al of Motorola has predicted cosmic ray induced SEE on earth with future generation ULSI. Also IBM has devoted an entire issue of their Journal of Research and Development (January 1996) to terrestrial radiation effects.

Recently, Woodruff and Rudeck [10] and Sexton have used DAVINCI (TMA'S 3 Dimensional Version of PICES 2B, a Poisson's equation and continuity equation solver for device geometry) to show that LET effective and LET critical depend on the sense of \( \phi \). (Arrival Angle of Cosmic Ray or Particle Beam at Device Under Test, eg. +45° caused SEU while -45° did not). This depends on the exposure and charge collection at critical nodes of the SRAM. In mirrored cell lay outs only one half the memory cells may be critically tested for SEE, The same 16K SRAM were tested at the TAMU Cyclotron with following results:

<table>
<thead>
<tr>
<th>Particles</th>
<th>Angle ( \theta ) (degree)</th>
<th>LET(_{\text{eff}} ) (MeV cm(^2)/g)</th>
<th>SEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{84}\text{Kr})</td>
<td>0</td>
<td>28.3</td>
<td>0</td>
</tr>
<tr>
<td>(^{84}\text{Kr})</td>
<td>±45</td>
<td>39.9</td>
<td>0</td>
</tr>
<tr>
<td>(^{93}\text{Nb})</td>
<td>0</td>
<td>34.5</td>
<td>0</td>
</tr>
</tbody>
</table>
Therefore, it appears that critical LET or LET threshold are lower on the Cyclotron than on the BNL Van De Graaff. This may be partially due to much higher energy in relation to the Bragg Peak of the Cyclotron. Also at LET_{eff} 39.9 with $\theta=\pm45$ there was zero SEU. This may be partially explained by the Woodruff prediction in mirrored cells.

**MULTIPLE SEU**

In multiple SEU every even SEU induces the cell to its correct values. So the number of errors increased in the time period $dt$ is:

$$dN_s = \frac{(N - N_s(t))}{N} \int_{t_1}^{t_2} f(t) dt - \frac{N_s(t)}{N} \int R_{se} P_s f(t) dt$$

Figure 4. la is the result of a numerical solution of the above differential equation by using a small computer program. The result shows that no matter how long you expose the SRAM to the radiation, the maximum number of errors is half of the total SRAM cells. Figure 4. lb is the test results using Ar and Kr on 64K SRAM. From the results we can see that Kr has a much higher SEU susceptibility because of higher LET, so this model is consistent with the model using capture cross section vs. LET. [15]

![Fig 4 Numerical Solution and Testing Results](image)

**APPROACHES TO A MODERATE RAD TOLERANT ULSI TECHNOLOGY**

Future approaches to a convergent RAD tolerant commercial ULSI for space avionics will include: [4,5,9, 10,12,13]

- Fluorine stabilization of gate field oxides.
- Increased critical charge by high dielectric constant gate insulator,
- Innovative circuits increase RAD tolerance of commercial ULSI.
- Horizontal and vertical ULSI device design to reduce Latch-Up.
- Awareness that prior total dose radiation may lower LET threshold.
- Resolution of SEE test anomalies.
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Abstract
More every day, computers are handling many of the repetitive tasks for the engineer. One of them is quantity manipulation. This paper discusses the necessity of the class Quantity. Quantity has the ability to maintain the full meaning of a quantity and to handle operations such as unit conversion and coordinate system transformation. This paper also discusses how object-oriented design enhances Quantity with the valuable characteristics of generality and reusability.

Introduction
Webster’s dictionary (Anonymous, 1956) defines quantity as

1. that property of anything which can be determined by measurement. . . .
7. in mathematics,
   a) a thing that has the property of being measurable in dimensions, amounts, etc.,
      or in extensions of these which can be expressed in numbers or symbols,
   b) a number or symbol used to express a mathematical quantity.

The ability to quantify the world in which we live and work is the essence of engineering and science. Engineering and science demand a multitude of ways to manipulate numbers and values, and an engineer needs a mechanism with which to deal with quantities. The engineer must have the ability to use values of any type. However, the engineer does not work with values alone, he also uses a standard of measurement, called a unit, to bring meaning to the numbers. (Sixty degrees Celsius has a much different meaning than sixty seconds.) Furthermore, a quantity sometimes needs more than just a magnitude and a unit of measurement. A value, even if having specified units, needs a frame of reference in the form of a coordinate system. For example, a velocity, 550 mph, is given more meaning if you make it into a vector by giving it direction such as, “70° East of North”. Furthermore, even if we know that the quantity is “550 mph, 70° East of North,” it is helpful to give the quantity additional meaning with an annotation such as “velocity of Boeing 727 between Albuquerque and Dallas.” An annotation is helpful to keep track of the use and implementation of the quantity in the engineering problem. Oftentimes, an engineer also finds it necessary to use different systems of units, ft in the US Standard and kg in the S.I. system, or to switch from a larger to a smaller unit; for example, to change m to cm or to change yd to ft. An inordinate amount of valuable time is spent converting values to the right magnitude to reflect the unit change and errors often arise in proportion to the number of conversions needed.

Computers are handling more of the repetitive tasks for the engineer everyday. When the engineer desires to work with a large database of values and units of different types and/or systems, it is logical for her to turn to a computer to do much of the quantity manipulation.

The need for a software component to manipulate quantities materialized during the development of a computational mechanics toolkit at the University of New Mexico. The
toolkit's purpose is to model, assemble, and analyze engineering boundary/initial value problems. A search was made to find a reusable software component with capabilities to:

- store data as values with respect to units and coordinate systems.
- perform arithmetic operations between quantities.
- perform unit conversions.
- perform coordinate transformations.

We searched for software with these capabilities. Some of these characteristics were found in several commercial programs such as: I-DEAS by SDRC (I-DEAS, 1995), Mathcad by MathSoft (Mathcad, 1992), and MultiFrame3D by Graphic Magic (MultiFrame3D, 1990). However, these applications are proprietary and, therefore, not reusable, at least not in academia. We also sent a query on a listserv called feusers-request@mailbase.ac.uk and received some responses, but no shareware that fulfilled the criteria. This lack of a reusable component with these capabilities prompted the project to design the class *Quantity*.

One approach to modern software design is the object oriented paradigm. Due to the inherent characteristics of reusability and maintainability, object oriented design was the chosen technique with which to design *Quantity*. Especially in the academic arena where the trend toward an object oriented approach to software design and the use of C++ to program is growing steadily, the existence of such a fundamental thing as *Quantity* is essential.

**Design of *Quantity***

Only when a class is understood thoroughly can it be implemented, so the first step to the creation of *Quantity* was the formulation of a set of user and developer requirements and of a working vocabulary with clear, concise definitions (please see glossary at the end of paper). With the requirements and the vocabulary as a guide, a class structure was built along with the assignment of corresponding responsibilities for each class (Wirfs-Brock et al., 1990). With the needs of both the application user and the developer held paramount, *Quantity* has gone through many design cycles. Every iteration in the process spiraled closer toward both a clear and concise definition and toward a more useful design of *Quantity*.

For the application user, *Quantity* needs to be an object created to simulate its engineering and scientific function as closely as possible and is comprised of a value, a unit, a coordinate system, and an annotation. For the developer the main design goals for *Quantity* are to be:

- easily reused by other programs.
- as general as possible.
- reasonably efficient.

*Quantity* was designed as a base class, meaning that every type of *Quantity* implemented has common characteristics that it inherits from the base class. The *Quantity* base class contains:

- a UnitSymbol
- a Coordinates Symbol
- an Annotation

(The *Value* is a component of all classes derived from *Quantity.*) The UnitSymbol defines what standard of measurement is used to define the quantity and the CoordinatesSymbol distinguishes which coordinate system is used to define the quantity. The Annotation explains how the quantity is used in the engineering problem.
Each derived *Quantity* also contains a numeric component, the *Value*. There are two categories with which to define the type of *Value*. The first category specifies whether the value is a float, integer, or fuzzy number, etc., and the second category specifies whether the value is a scalar, vector, or a tensor. *Value* is the base class, but the developer will use only its derived classes to define the type of value the *Quantity* will contain. To define length, the developer may choose to use the FloatScalar value type such as, "4.59" or a IntScalar such as "5".

Because units are an integral part of a *Quantity*, the ISO 1000: International Standard (ISO, 1992) is an invaluable basis to use in the creation of *Quantity*. The ISO Standard states that all units are derived from a set of base quantities (not to be confused with the base class *Quantity*) which are comprised of the seven physical dimensions (length, mass, time, temperature, luminous intensity, amount of substance, and electric current). The fundamental definition of a unit is a set of BaseQuantityExponents applied to each of the base quantities. Depending on which system of units is in use, each base quantity has associated with it a BaseUnit to which the exponents can be applied. A *UnitDictionary* is needed to hold all the information needed to properly define a unit, as shown in Table 1.

<table>
<thead>
<tr>
<th>Unit Symbol</th>
<th>Conversion Factor</th>
<th>Base Quantity Exponents *</th>
</tr>
</thead>
<tbody>
<tr>
<td>ft</td>
<td>0.302</td>
<td>L 1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>N</td>
<td>1</td>
<td>M 1 - 2 0 0 0 0 0</td>
</tr>
<tr>
<td>MPa</td>
<td>1000000</td>
<td>t 1 - 2 0 0 0 0 0</td>
</tr>
<tr>
<td>m</td>
<td>1</td>
<td>E 1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>m^2 / s^2</td>
<td>1</td>
<td>C 2 0 - 2 0 0 0 0 0</td>
</tr>
</tbody>
</table>

*L= Length, M= Mass, t= Time, T= Temperature, LI= Luminous Intensity, AS= Amount of Substance, EC= Electric Current

**Table 1. UnitDictionary**

The *UnitDictionary* stores a ConversionFactor to the default unit system for each UnitDictionaryEntry. The default unit system adopted in our implementation is the S.I. unit.
system. With all of these elements: UnitSymbol, ConversionFactor, and BaseQuantityExponents any UnitDictionaryEntry can be completely defined. The addition of new UnitDictionaryEntries to the UnitDictionary is simple, because of the consistent way of defining units.

**Figure 2. Components of Quantity**

By collaborating with the UnitDictionary, Quantity solves the many intricacies involved in performing Value conversions with respect to Units. The implementation of value conversion due to a unit change occurs in two steps. First, Quantity queries the UnitDictionary to see if the conversion is legal, meaning that the BaseQuantityExponents of both Units involved are the same. For example, feet can be converted to meters or yards, but not kilograms. Then if the unit can be converted, Quantity queries the UnitDictionary for the Conversion Factor and the value conversion takes place in Quantity.

A CoordinateSystemDictionary is also devised. Just as the UnitDictionary has a default system of base units, the CoordinateSystemDictionary adopts the rectangular Cartesian coordinate system as its default coordinate system. The CoordinateSystemDictionary also contains definitions of different systems and the rules for transformation from one system to another. For example, in the Cartesian system, the coordinates (x, y, z) specify a point and in the cylindrical coordinate system, the radial, angular, and axial coordinates (r,θ,z) specify a point.

**Figure 3. CoordinateSystem Hierarchy Chart**
An Example for the Need of Quantity

Figure 4. Plate with Bolt Holes.

Figure 4 is a plate with bolt holes drilled into it and is an excellent example of when it is useful to have *Quantity* and its ability to use different coordinate systems and unit systems. For example, each piece of geometry may be conveniently positioned in its own separate coordinate system. In addition, stresses and strains can be conveniently considered in their own geometrical coordinate systems \((x,y)\) or in the material coordinate system \((y_m,x_m)\). To illustrate the usefulness in using different unit systems, it maybe easier to designate the bolt holes on the plate in metric units and the plate dimensions in U.S. Custom units. The stresses and strains can also be specified in either unit system.

**Conclusions**

*Quantity* provides the user with the ability to easily combine any unit configurations and coordinate systems desired. *Quantity* is designed to be compatible with any object-oriented program needing to keep track of and store objects with values, and associated units, coordinate systems, and annotations.

*Quantity* has been implemented and tested in a stand-alone test program. Although it does not yet have all the criteria it had been designed to possess, namely the *CoordinateSystem-Dictionary*, *Quantity* has been able to successfully test the other characteristics.

With the help of the object-oriented approach, *Quantity* has developed into a well thought out piece of software. With *Quantity*'s modular design, it can be maintained and modified for use in future applications needing *Quantity*'s capabilities. Its versatility also allows the user to use it as a stand-alone application. *Quantity* is presently being tested in the computational mechanics toolkit being developed at the University of New Mexico.
Glossary of Terms for "Quantity"

Quantity - the physical meaning of a number as a Value with associated Unit and Annotations

Value - the numeric part of Quantity

Unit - symbols/names that represent a standard of measurement of Quantity (m, see, m/s^2, N, meter etc.)

Annotation - additional information to a Quantity to help application user with identification, notes, modification date, etc. (user notes attached to a Quantity)

UnitDictionary - a list of UnitDictionaryEntries

UnitDictionaryEntry - contains definitions of each Unit in terms of the default unit system (S.I.) using Base Quantities and Base Units:
  a. Unit
  b. BaseQuantityExponents
  c. ConversionFactor

Base Quantity - one of the seven physical dimensions per ISO 1000 pg. 2 (length, mass, time, temperature, etc.)

BaseUnit - the unit representing one of the seven Base Quantities using the S.I. system of units (m, kg, see, K, candela, mole, and ampere)

Base Unit Exponent - power the Base Units are raised to define a Unit

ConversionFactor - the factor by which to multiply the Value part of Quantity from a given Unit to the Base Units

CoordinateSystemDictionary - a list of CoordinateSystemEntries

CoordinateSystemEntry - contains the definitive components needed to fully represent a Quantity in a specific coordinate system (Polar - [r,θ], Rectangular Cartesian - [x,y])
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Abstract

This paper describes circuit design techniques developed at the NASA Institute of Advanced Microelectronics that have been shown to protect CMOS circuits from the deleterious effects of the natural space radiation environment. The IA_E is leading a program to incorporate these radiation-tolerance providing design techniques into a commercial standard cell library that will be used in conjunction with available Electronic Design Automation tools to produce space flight qualified microelectronics fabricated at modern commercial CMOS foundries.

1 Introduction

Microelectronics used in space systems are subjected to the deleterious effects of the natural radiation environment found outside of the protection of the earth's atmosphere. During the 1970s and 1980s the United States Departments of Defense (DoD) and Energy (DoE) sponsored the development of radiation-hardened semiconductor processes. Government space agencies and the commercial satellite industry have been able to utilize many of these rad-hard components to increase system complexity and reliability while reducing size, weight, and power requirements for space-borne platforms. In the post-Cold War world the DoD and DoE push to continue to advance the rad-hard processes has waned. As a result, the performance capabilities of the available rad-hard components have lagged behind those that are manufactured using the latest commercial technologies. Space craft designers are facing an ever widening performance gap between available rad-hard and commercial devices [1]. Compounding the problems faced by the satellite industry, rad-hard components are becoming harder to get. At least six sources of rad-hard parts have exited this market in the last five years, leaving only two domestic suppliers. This paper describes design techniques which produce rad-tolerant CMOS circuits, and outlines a path currently being pursued to provide this technology to designers of Application Specific Integrated Circuits (ASICs).

2 Ionizing Radiation Effects in MOS Microelectronics

Ionizing radiation may be defined as exposure to charged particles that possess enough energy to break atomic bonds and create electron/hole pairs in the absorbing material. Such particles may include protons, electrons, atomic ions, and photons with energies greater than the material bandgap. There are two primary categories of ionizing radiation effects in microelectronics; total ionizing dose (TID) effects and transient effects [2]. TID effects are a function of ionizing radiation accumulation over months or even years, which can lead to performance degradation and functional failure. Transient radiation effects are primarily the result of photocurrents generated as energetic particles pass through the circuit.

†This work is being supported by NASA under the Institute of Advanced Microelectronics grant NAGW-3293.
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2.1 Total Ionizing Dose Effects

As ionizing particles pass through MOS devices, generating electron/hole pairs, charges can be trapped in the gate and field oxides and interface states are increased. Mobile electrons quickly transport through the oxide, but holes have a very low effective mobility in SiO$_2$ and are easily trapped. The trapped positive oxide charge shifts transistor threshold voltages in a negative direction. An increase in interface states shifts thresholds in the positive direction for n-channel devices and in a negative direction for p-channel devices. Generally, the trapped oxide charge shift is greater than the interface states shift and the magnitude of the NMOS $V_t$ decreases while the magnitude of the PMOS $V_t$ increases. The radiation-induced interface states also reduce the channel mobility, which decreases channel conductance reducing the transistor drive. Over time, the threshold voltages may shift to the point where the n-channel transistors cannot be turned off and the drive capability of the p-channel transistors is not sufficient for the chip to continue operating at the system clock rate, causing it to fail. In addition to the drawn transistors, threshold shifts also occur for parasitic MOS elements. As the parasitic n-channel transistors thresholds decrease, channels begin to form and leakage currents flow around the edges of the drawn n-channel gate regions, from drain to source, between drain/source regions of adjacent n-channel transistors, and from n-channel drain/source regions to the n-well/n-substrate. Leakage currents may cause parametric failures to occur before functional failures.

While the actual dose that a satellite receives is highly dependent on the orbit, satellites in low earth orbit can be expected to receive a TID exposure of less than 10 K rads(Si) during missions of up to 20 years. For a satellite in geosynchronous orbit the TID can be expected to reach 100 K rads(Si) after 10 years on orbit. The most severe ionizing radiation orbits are 1/2 geosynchronous, which can reach a 1 M rads(Si) dose after 8 years on orbit [1]. The radiation hardness of a MOS process is a function of the rate at which oxide-trapped charge and interface traps build up as the radiation dose increases. Scaling of commercial processes has naturally reduced the volume of the gate oxide and thus reduced drawn transistor threshold shifts, leaving leakage currents as the dominant TID effect. Some commercial processes have been shown to produce parts that exhibit TID hardness in the 100's of KRads [3, 4].

2.2 Ionizing Radiation Transient Effects

Single Event Effects (SEE) are produced in the natural space environment by galactic cosmic rays, solar enhanced particles and energetic protons and neutrons [2]. The passage of a single high-energy particle through a MOS device can create a high-density track of electron/hole pairs which results in charge collection in a localized region of the circuit. SEEs are commonly divided into two categories, Single Event Latchup and Single Event Upset.

In complementary MOS (CMOS) devices containing both n-channel and p-channel devices on a silicon substrate, parasitic bipolar p-n-p-n devices exist, forming a silicon-cent rolled rectifier (SCR) structure, which under normal conditions is in its "off" (i.e. high-impedance) state. If a SEE injected photocurrent produces sufficient bias to turn on one of the parasitic base-emitter junctions, the SCR can be triggered, producing a low-impedance path between the power supply and ground rails. If the product of the effective current gain ($\beta$ product) of the parasitic p-n-p and n-p-n devices is greater than unity, then a regenerative condition exists and a self-sustaining SCR high current mode is entered after the triggering event [5]. This condition is known as Single Event Latchup (SEL) and can cause destructive failure. The SEL phenomenon is similar to the Electro-Static Discharge induced latch-up protected against in typical CMOS I/O structures, however in an ionizing radiation environment, a particle can strike anywhere in the circuit so merely protecting the I/O circuitry is not sufficient.

A Single Event Upset (SEU) occurs when the charge transferred as a result of the generated photo currents is of sufficient magnitude to alter the logic state of a susceptible node. An upset node may further cause the alteration of the contents of circuit memory elements or alter the operation of the circuit in such a way to cause an error in the logic function.
3 Ionizing Radiation Effect Immunity By Design

One spacecraft design approach is to address SEES at the system level while using commercial off the shelf (COTS) parts. Limiting the supply current to a device can save it from latchup destruction, but requires a power down and reset cycle whenever a SEL occurs. Logic malfunctions due to SEUs can be detected and corrected through system level redundancy. However, this strategy can be quite costly and still leaves unanswered the classic question, “who checks the checker?” It has been demonstrated that circuit and layout design techniques can make it possible to provide a high degree of SEL and SEU immunity using commercial CMOS processes. In general, these techniques do increase cell area, decrease speed, and/or increase power consumption. An optimal solution should minimize these costs.

3.1 SEL Immunity

The techniques used to prevent latchup in CMOS devices involve degrading the $\beta$ product of the parasitic n-p-n and p-n-p transistors and/or limiting the applied base bias [5]. Approaches to $\beta$ product reduction include minority carrier lifetime degradation in the parasitic base (i.e. substrate and well) regions, accomplished by gold doping [6] or neutron irradiation [7]. Insuring some minimum spacing between source/drain regions in the substrate and the well edges decreases the $\beta$ of the lateral parasitic by insuring a wide effective base region [8]. The base bias is reduced by lowering the effective base-emitter resistance in the parasitic SCR structure. Low-resistance connections from the substrate and well to the power and ground rails also reduce the base bias current by providing for capture and shunting away of injected minority carriers before they reach the parasitic base. Methods for reducing the substrate and well resistance and increasing charge carrier capture include the use of a lightly doped epitaxial layer on top of a heavily doped substrate [9] and the use of p+ guard rings around the n-channel transistors and n+ guard rings around the p-channel transistors [10]. It has been shown that latchup can occur in circuits fabricated using an epi layer process [11], and that the epi layer must further be “thin” in order to prevent latchup.

The minority carrier lifetime degradation and thin epi-layer solutions belong to the “technology hardening” class of solutions. These approaches rely on specifying and/or controlling some aspect(s) of the fabrication process and are not generally considered to be “commercial” CMOS. Guard rings are produced during the normal source/drain mask steps and require no special processing. The guard ring method has been shown through heavy ion testing using the Twin Tandem Van de Graaff accelerator at the Brookhaven National Laboratories (BNL) Single Event Upset Test Facility (SEUTF) to prevent SEL at LET levels ranging from 3.4 MeV·cm²/mg up to at least 120 MeV·cm²/mg. These results have been obtained using multiple test chips fabricated through MOSIS in Hewlett Packard’s 1μm double metal CMOS (CMOS34) process, and Hewlett Packard’s 0.8μm triple metal CMOS (CMOS26b) process, as well as a 1.2 million transistor radio astronomy correlator chip implemented in the CMOS26b process, a 100,000 transistor Reed–Solomon error correcting code (ECC) encoder and a 200,000 transistor Reed–Solomon ECC encoder/decoder, both fabricated in American Microsystems Inc. (AMI) triple metal 1.0μm process (CYC) [12, 13]. The cell area cost of including guard rings scales with reduced feature size while the minimum spacing approach does not scale. A comparison of the results of Moss et. al. [8] with the IAμE results at BNL show that the guard ring met hod cost is lower for sub-micron processes.

3.2 SEU Immunity

Multiple strategies have been applied to harden microelectronic circuits against the effects of SEU. One approach is to reduce the charge collection capability of the material to the point that the circuit will not collect sufficient charge to initiate an upset [2]. This strategy belongs to the “technology hardening” class. Other circuit design based approaches seek to raise the critical charge required to upset sensitive storage nodes. Finally, redundancy techniques have been applied at the circuit level to recover upsets. The primary goal of SEU hardening through circuit design techniques is to produce SEU-immune circuits using standard CMOS processing, with no additional mask or processing steps, while minimizing cell size, circuit speed costs, and power consumption.

The enhanced critical charge hardening techniques include increasing transistor drive, capacitive hard-
ening, and resistive hardening. A high drive transistor can quickly remove/replace SEU injected charge, shortening the time duration of the disturbance. Large high drive transistors also have increased node capacitance, which reduce the voltage excursions caused by the SEU injected charge [14]. Increasing the capacitance of critical nodes to reduce the voltage change due to SEU injected charge is the basic concept behind capacitive hardening of circuits [2]. Resistive hardening involves the use of resistors in the memory element feedback paths, to create, in conjunction with the gate capacitance, a low pass filter to reject the effects of SEU induced transients while passing the longer duration legitimate signals [15].

Power is consumed charging/discharging circuit capacitance each time the logic level of a node changes. Increasing circuit capacitance due to high drive transistors or other capacitive hardening methods also increases the ac power consumption of the circuit. Designing a cell to reject short duration signals places a constraint on the maximum speed at which the circuit can operate. Under nominal conditions, it is possible to design an RC filter to reject SEUs and still allow the circuit to operate at hundreds of megahertz. The resistances required to provide SEU immunity are typically 10 KΩ to 1M ohm, requiring high resistivity polysilicon in order to keep the resistor elements small. High resistivity polysilicon is very sensitive to doping concentration and therefore subject to wide resistance variations across a generally accepted variation in commercial processing parameters. The polysilicon resistance value control problem due to wafer processing is further exacerbated by a very large negative temperature coefficient. The result is that a cell properly designed to reject SEUs at one corner of the process parameter/operating condition design space suffers adverse performance impacts at other design space corners.

SEU hardening by redundant circuit design approaches are based on three fundamental concepts:

1. Information storage redundancy maintains a source of uncorrupted data after an SEU.
2. Feedback from the non-corrupted data storage location should cause the corrupted data to recover after a particle strike.
3. The “intelligence” needed in the feedback to cause recovery of the proper location can be derived from the fact that the current induced by a particle hit flows from n-type diffusion to p-type diffusion. If a memory cell is constructed from only p-type transistors then it cannot be upset to a 0 while storing a 1. A memory cell constructed from only n-type transistors cannot be upset to a 1 while storing a 0.

The low power Whitaker cell [16,17], developed at the IAmE and shown in Figure 1, consists of two loadable storage structures. The lower storage structure is a modified six transistor cell consisting of only n-type devices and the top structure is a modified six transistor cell consisting of only p-type devices. The lower structure stores incorruptible 0s and the top structure stores incorruptible 1s. In order for the feedback mechanism to effect recovery from SEU, transistors M2 and M4 are sized to be weak compared to M3 and M5 while M13 and M15 are sized to be weak compared to M12 and M14. Complementary n-channel devices M16 and M17 are added to disconnect the de-current path in the p-channel section eliminating the static power consumption that otherwise results from the weak 1 level produced at N1(N2) not turning M13(M15) completely off. Similarly p-channel devices M6 and M7 are added to disconnect the de-current path in the n-channel section. The other transistors are sized using the normal design considerations for a memory cell to meet the performance required. The cell buffer transistors M8, M9, M18, and M19 restore the output voltage levels to the rails, isolate the storage nodes from high capacitance loads, and tri-state the cell output during SEU recovery. By tri-stating during SEU recovery and not driving outputs to upset values, the capacitance on the cell output maintains the correct output voltage levels during recovery. Supplying separate input signals to the n-channel and p-channel sections combined with an inherent feature of the cell that requires both inputs to be the same in order for the value stored in the cell to change eliminates the capture of propagated upsets that are coincident with clock edges.

The number of transistors required for the SEU-hardened data latch shown in Figure 1 make it impractical for large static memory arrays. However, the design can easily be used to create SE Unhardened master-slave D-flip flops to design finite state machine controllers and other data path elements.
3.3 Rad–Tolerant VLSI Processors

In addition to several test chips, three special purpose rad–tolerant VLSI processors have been developed at the NASA Institute for Advanced Microelectronics utilizing guard rings for SEL immunity and using the low power Whitaker cell for SEU immunity. The rad–tolerant special purpose processors include:

- Error–correcting code (ECC) encoder that supports the Reed–Solomon (RS16) coding specified in the Consultative Committee for Space Data Systems (CCSDS) recommendation for Telemetry Channel Coding.

- Programmable Reed–Solomon ECC encoder/decoder (EDAC) [13]. This chip has been designed into solid–state recorders in support of EOS–AM, LandSat 7, and the Hubble ’97 Upgrade Package.

- A 1024 channel autocorrelator chip used in the Naval Research Laboratories (NRL) Orbiting High Frequency Radio Interference Monitor (OHFRIM) experiment [18].

4 Future Work

Designing full–custom rad–tolerant VLSI processors to be fabricated at commercial foundries has been accomplished. However, for this technology to be truly valuable it must be made readily available to a wide range of space system designers. Under sponsorship of NASA, the Institute for Advanced Microelectronics is leading a consortium including academic, industrial, and government partners, to create, qualify, and make available a radiation–tolerant standard cell library utilizing the design techniques described in this paper that will be able to be targeted from a wide range of Electronic Design Automation (EDA) tool environments and fabricated at commercial foundries. The program includes participation by TRW, The Aerospace Corporation, NASA Goddard Space Flight Center and Johnson Space Center, and Aspec Technology, Inc.
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Introduction

Water is the most important natural resource in the El Paso/Juarez/Las Cruces region whose population is growing rapidly. These cities depend on shared aquifers for a major portion of their water. The supply of water from this resource has been rapidly declining for a number of years due to the increased demand from Texas, New Mexico, and Chihuahua. This demand for fresh water warrants further exploration and conservation activity. Information about basin fill thickness and subsurface structure is needed to understand the occurrence of ground water distribution within the known aquifers. To attack this problem, gravity data are used because they are a particularly cost-effective tool to provide information about the geometry of the basin. An overlay of the data with Thematic mapper satellite images and digital elevation models allowed us to examine the complexity of the subsurface features relative to the “simple” surface expression.

Groundwater Resources

The El Paso region is located in the southern part of the Rio Grande rift which is characterized by closed intermontane basins. The mountains surrounding the basin are the primary source of material that filled the basins during the Tertiary and Quaternary. Groundwater recharge is minor, amounting to only about 10% of present withdrawal rates. Recharge occurs through the basin sediments and also along the main mountain range fronts surrounding the aquifers in the region.

In the Hueco basin, which is El Paso’s main source of groundwater, fresh water is restricted to approximately the upper 300 meters of basin fill deposits hosted mainly in the Camp Rice Formation and in the uppermost sediments of the Fort Hancock Formation. Below this zone there is a smaller lens that contains water of varying salinity (800 to 2500 TDS). It is thought that the water in the remainder of the basin is very salty with a TDS contents reaching approximately 40,000 (Client 1969).

It is estimated that for the year 2010 there will be more than 3 million people in the El Paso/Juarez/Las Cruces region. Ashworth (1990) estimated that as a consequence of the increase in population there will be a 70% increase in the water consumption in the area of which the majority will be withdrawn from the Hueco Basin. White (1983) estimated that the U.S. side of the Hueco basin had over 10 million acre feet (MAF) of recoverable fresh water remaining in storage. Forecasts of the rate of depletion (calculations based on dividing fresh water in the storage by the yearly usage) suggests drinkable (“inexpensive” -fresh) water in the Hueco Basin.
will be exhausted before the year 2050. Since this is an estimate of U. S. consumption, and does not consider the rapidly rising population of Juarez, this may be an optimistic prediction.

Regional Geology

At the beginning of the Cenozoic era, compressive forces associated with the Laramide orogeny produced uplift, folding and faulting of large masses of rock in the west Texas, New Mexico, Chihuahua region. Beginning about 30 million years ago, an extensional regime associated with magmatic intrusions began affecting the area and culminated the development of the Rio Grande rift which extends from Leadville Colorado though New Mexico and El Paso into northern Chihuahua, Mexico (Ramberg et al., 1978; Keller et al., 1990). The rifting formed a series of basins (e.g., San Luis, Albuquerque, Jornada, Hueco, Tularosa, Mesilla) along the Rio Grande River. In the El Paso region, the Mesilla, Hueco, and Tularosa basins and the Franklin - Organ Mountain range represent the main structural units within the Rio Grande rift (Figure 1). The major units in the basin fill are the Fort Hancock Formation which is composed of alternating layers of clay, siltstone and minor sandstone deposited in a fluvial environment (Strain, 1966) and Camp Rice Formation (limestone conglomerate and igneous boulders cemented by caliche deposited in an alluvial environment). These older units are covered with Quaternary alluvium, terrace gravels, fan gravels, calcrites or eolian sand. The basins are expressed as broad depressions which are bounded by fairly high-angle normal faults which have downdropped the basins in relation to the adjacent mountain masses.

To date, our main emphasis has been on the Hueco basin which has a general trend north-south trend north of El Paso and northwest to southeast trend southeast of El Paso. This basin extends north into New Mexico as the Tularoso Basin. It is bounded by the Franklin Mountains on the west and by the Hueco Mountains on the east. The Tularosa basin is flanked by the Organ and Sacramento Mountains. To the south in Mexico, the Hueco basin is flanked by the Sierra de Guadalupe and the Sierra de San Ignacio.

Data Analysis and Results

Gravity data combined with remote sensing data provided an inexpensive and efficient means of evaluating the geometry of the basins. Gravity data from the UTEP database were used in this study. Standard corrections that account for known variations in gravity with latitude and elevation were applied to the data. Terrain corrections were performed, and 2.67 g/km3 was used for the crustal density. A variety of gravity maps were constructed and used as overlays to elevation models. Computer modeling of profiles of gravity data constrained by data from drill holes was employed to evaluate basin structure. We have had the advantage of a series of MS thesis completed by UTEP students on which to draw for background information (Wen, 1983: Hadi, 1991: Burgos, 1993: Imana, 1993: Lanka, 1995).

Our analysis showed that the basin structures are much more complex than their physiographic expressions would indicate. For example, instead of being associated with one continuous basin which changes trend from north south to northwest-southeast at El Paso, the Hueco basin actually consists of three sub-basins. The gravity modeling (Figure 2) shows that the main one, which lies adjacent to the Franklin Mountains, contains about 3km of Cenozoic fill. On the other hand, the Tularoso basin is divided into two sub-basins which both lie along the western
side of the physiographic expression of the basin. In this basin, the maximum thickness of the fill is estimated to be about 2.5 km and is similar in sediment composition to the Hueco Basin. The Mesilla basin is the southernmost basin in New Mexico. This complexly faulted basin is filled with elastic sediment, grey sandstones and shales, red to maroon silty shales, and fine grained sandstones. In the Mesilla basin region, there are a series of structural highs and lows extending from the Rio Grande River westward to Deming, New Mexico. Including pre-rift sediments and volcanics, the thickness of the basin fill is estimated from gravity data to be up to 5 km.

Summary and Conclusions

The mountains in the area are the primary source of the materials that filled the basins during the Tertiary and Quaternary. The primary role of the surrounding mountains is that they serve as a way for infiltration and recharge to the aquifers as well as a barrier to the movement of groundwater and a source of the dissolved solids found in it. Gravity lows exist over the basins and gravity highs are found over the mountains. Gravity lows are a result of the accumulation of less dense material in the down faulted areas. The gravity highs are the result of dense sedimentary, igneous and metamorphic rocks being brought to the surface. Small areas adjacent to the mountains are the source of fresh water aquifers which occur as small lens within deep aerially extensive basins. Overlays of the gravity data with the digital elevation and satellite data delineate numerous sub-basins which generally correlate with the fresh water lenses. Population growth is draining these aquifers faster than they are being replenished, therefore “inexpensive” fresh water is becoming extinct. At the present rate of extraction, the aquifers will be exhausted in about 50 years. Our results suggest the possibility of deep additional aquifers deep in the rift basin is very real and should be explored in more detail.
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Figure 1
Index map of the El Paso, Juarez, Las Cruces region. Mountain ranges that flank the Hueco basin are the Organ, Franklin and Sierra de Juarez, to the west and the Hueco Mountains to the east. The Hueco Basin is divided into three sub basins (Tularosa, Hueco, and Mesilla). The Hueco basin extends north into New Mexico as the Tularosa basin and south into Mexico. In the south, the basin is bounded by the Sierras de Guadalupe and San Ignacio, and the Quitman, Malone and Finlay Mountains.
Figure 2
Computer model of a gravity profile crossing the Hueco basin from near Juarez on the southeast to the Hueco Mountains west of El Paso.
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Abstract—When performing satellite remote sensing of the earth in the solar spectrum, atmospheric scattering and absorption effects provide the sensors corrupted information about the target's radiance characteristics. We are faced with the problem of reconstructing the signal that was reflected from the target, from the data sensed by the remote sensing instrument. This article presents a method for simulating radiance characteristic curves of satellite images using a MODTRAN 3.5 band model (BM) code to solve the radiative transfer equation (RTE), and proposes a method for the implementation of an adaptive system for automated atmospheric corrections. The simulation procedure is carried out as follows: (1) for each satellite digital image a radiance characteristic curve is obtained by performing a digital number (DN) to radiance conversion, (2) using MODTRAN 3.5 a simulation of the images characteristic curves is generated, (3) the output of the code is processed to generate radiance characteristic curves for the simulated cases. The simulation algorithm was used to simulate Landsat Thematic Mapper (TM) images for two types of locations: the ocean surface, and a forest surface. The simulation procedure was validated by computing the error between the empirical and simulated radiance curves. While results in the visible region of the spectrum where not very accurate, those for the infrared region of the spectrum were encouraging. This information can be used for correction of the atmospheric effects. For the simulation over ocean, the lowest error produced in this region was of the order of 10^{-1} and up to 14 times smaller than errors in the visible region. For the same spectral region on the forest case, the lowest error produced was of the order of 10^{-4}, and up to 41 times smaller than errors in the visible region.

1. INTRODUCTION

In the solar spectrum, sensors on Earth remote sensing satellites measure the radiance reflected by the atmosphere-Earth surface system illuminated by the sun. While this signal depends on the surface reflectance, it is perturbed significantly by two atmospheric processes, the gaseous absorption and the scattering by molecules and aerosols. Atmospheric molecules and aerosols can modulate the radiation reflected from the earth by attenuating it, changing its spatial distribution, and introducing into the field of view, radiation from sunlight scattered in the atmosphere. This provides the sensor, corrupted information about the target's radiance characteristics, resulting in blurred images or altered contrasts in image colors. We are faced with the problem of reconstructing the signal that was reflected from the target from the data sensed by the remote sensing instrument. This is not generally a simple process due to the spatial and temporal dependence of the atmospheric effects.

Simulation of satellite imagery is a powerful tool that can be used effectively in the development and implementation of preprocessing techniques on the digital data. Results from simulations of sensor measured radiance can be used in the development of atmospheric correction algorithms to be applied to satellite data. Our goal in this research is the development of an adaptive system for automated atmospheric corrections of the digital data. The information obtained from the simulation (i.e., from the solution of the RTE) provides an estimation of the corrected radiance. This problem can be treated as a filtering system (see Figure 1). The spatial and temporal variability of atmospheric effects suggests the study of adaptive systems and approaches to on-line adaptation of atmospheric models used in atmospheric corrections. The estimated surface reflectance extracted from the radiation received at the sensor, can be processed by some adaptation mechanism to estimate the atmospheric parameters and readapt the model for new computations of the RTE. The automated and adaptive nature of this system should make it a powerful one.

* Sponsored by NASA URC Program under grant NCCW-0088.
We selected a Landsat TM satellite image with no atmospheric corrections, to simulate its spectral radiance characteristic. TM images contain digital data for seven channels or spectral bands located in different atmospheric windows (see Table 1). This gives us information about the radiance in the visible region of the spectrum, and the near, mid, and thermal infrared. We selected two surfaces with known reflectance characteristics to simulate: a forest, and the ocean. The simulations were carried out using MODTRAN 3.5. This is a computer code based on a subroutine of the equation of radiative transfer, capable of making calculations of atmospheric transmittance or radiance at a mid spectral resolution. The code was developed by researchers from Phillips Laboratory, at Hanscom Air Force Base in Boston, Massachusetts.

2. PROCEDURE

Using a computer software for image processing, we obtained the digital number (DN) for a single pixel in each of the surfaces, and for each channel. We collected seven DN values for each surface, i.e., one value for each channel. Conversion from the DN of TM digital data to at-satellite spectral radiance was done using calibration data supplied by EOSAT. After this conversion was performed, we had seven radiance values for each scene simulated. One value for each one of the TM channels. Plotting these values against the central wavelength of the sensors’ bandwidths, we obtained measured radiance curves for surfaces of forest and ocean.

We executed MODTRAN 3.5 setting the input parameters to simulate the surface, atmospheric, and geometry characteristics of the real system. By executing the program we obtained top-of-the-atmosphere (TOA) spectral radiance, or at-satellite spectral radiance, for a spectral band from 0.4 µm to 12.5 µm. We compared the curves obtained using MODTRAN 3.5 with those obtained from the TM digital data.

<table>
<thead>
<tr>
<th>Spectral Region</th>
<th>Atmospheric Window (µm)</th>
<th>TM Sensor Band (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visible</td>
<td>(between) 0.4-0.75</td>
<td>band 1:0.45-0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>band 3:0.63-0.69</td>
</tr>
<tr>
<td>Near Infrared</td>
<td>(at about) 0.85</td>
<td>band 4:0.76-0.90</td>
</tr>
<tr>
<td>Middle Infrared</td>
<td>(at about) 1.06, 1.22, 1.60</td>
<td>band 5:1.55-1.75</td>
</tr>
<tr>
<td></td>
<td>(at about) 2.20</td>
<td>band 7:2.08-2.35</td>
</tr>
<tr>
<td>Thermal Infrared</td>
<td>(at about) 4.00, 11.00</td>
<td>band 6:10.40-12.50</td>
</tr>
</tbody>
</table>

We can summarize this procedure in the following steps:

1. Select an appropriate satellite image in digital data. We will use pixels from this image for the simulation.
2. Select a number of pixels in the image with known reflectivity and emissivity characteristics, which correspond to different type of surfaces, one pixel per type of surface to be used in the simulation.
3. Obtain the digital numbers (DN) for each selected pixel.
4. Repeat step 3 for each channel available in the digital data.
5. Convert each of the DN values to spectral radiance values.
6. Run the MODTRAN 3.5 simulation, setting the input parameters so that they match as close as possible, the digital data used for the simulation.
7. Compute the average radiance for the spectral range that corresponds to each of the satellite sensors.
8. Plot these average values against wavelength, using the center wavelength of each spectral band.
9. Repeat steps 8 through 10 for each case emulated.
10. Plot the converted DN to radiance values from the digital data, using the same wavelength axis as in MODTRAN plots.
11. Calculate the error between both sets of graphs.

3. EVALUATION OF RESULTS

3.1. DN to Radiance Conversion of the TM Digital Data

The curves corresponding to the DN to radiance conversion of the ocean and forest surfaces are plotted in Figure 2a and 2b, respectively. Knowing that a change in DN implies a change in radiance, we can see how this radiometric quantity varies with wavelength in each selected surface.
Looking at the curve for the ocean surface, we would expect water to show high absorption in the near and mid-IR spectral region. This is probably the most distinctive reflectance characteristic of water. We can see from Figure 2a, that at these wavelengths the lowest radiance values (and generally lower DN values) are recorded. Atmospheric scattering and absorption effects are mostly present in the visible region of the region of the spectrums. The curve for the forest surface differs greatly from the curve for ocean in the visible region of the spectrum. In the next section we will see how the simulation helps us in the analysis and interpretation of the DN to radiance conversion curves, especially in this spectral region.

3.2. MODTRAN 3.5 Simulation

MODTRAN simulates the most important radiance characteristics for a given atmosphere-Earth system. These are: atmospheric transmittance, optical depth, path thermal radiance, surface emission, total path scattered radiance, ground reflected radiance, and total radiance. We will limit our discussion to the total radiance and the ground reflected plus surface emitted radiance. This will suffice to show the dramatic effects of atmospheric absorption and scattering in solar radiance, and to show how the simulations provide a great deal of information to be used when developing correcting tools.

The curves of the ground reflected plus surface emitted radiance are plotted in Figure 3a and 3b, for ocean and forest respectively. These curves approximate what we would receive at the satellite sensor if scattering effects were not present. The ground reflected radiance is constituted by a direct reflection term and a scattered reflected term. The direct ground reflected includes the directly transmitted solar radiance reaching the ground, whereas the scattered term is the solar radiation scattered within the atmosphere before reaching the ground. This scattering effect is increased in the visible region of the spectrum.

Now knowing what is the desired response, let us take a look at the curves of the total radiance in Figures 4a and 4b. We would like to eliminate the scattered ground reflected radiance, path scattered radiance, and path emitted radiance. The fact is that these terms are included in the total radiance. Thus, in the figure, instead of having a measurement of true surface reflected and emitted radiance, we have obtained a false or apparent radiance. This leads to an altered or apparent reflectance characteristic of the sensed surface. We have to mention that the molecular absorption effects have been diminished by measuring the radiance in adequate atmospheric windows. Still, we are not dealing in any way with the measurement of aerosol absorption effects.

The difference between the total radiance measurement and the ground reflected and emitted radiance is shown in Figures 5a and 5b.

3.3. Mean Radiance Values for Spectral Bands Corresponding to TM Channels

The purpose of calculating the mean radiance for seven spectral bands is to approximate the radiance measurements as they would be obtained with the Landsat TM sensors. To do this, we are assuming that the radiance measured by one of the TM sensors is the average value of the point of interest plus the values of its neighbors. Thus, by calculating the mean radiance value over the selected spectral bands, we will be simulating the total radiance measured by the sensors. We also assume that this measured radiance corresponds to the center wavelength of each spectral band.

Figures 6a and 6b contain the mean values for the ground reflected plus surface emitted radiance. Figures 7a and 7b show the mean total radiance per channel calculated from the simulation. Figures 6 and 7 derive from Figures 3 and 4, respectively. The difference between Figures 6 and 7 is the undesired radiance introduced by the atmospheric effects.

3.4. Comparing the empirical and simulation results

We compare the results based on the error between plots for DN to radiance conversion and mean values calculations for total radiance, i.e., the difference between Figures 2 and 7. The curve in Figure 8a is the error produced in the simulation of the ocean surface. From this figure we see that the minimum error occurs for channel 7 in the mid-infrared (2.08 -2.35 pm), and it is of the order of 10^{-5}. The maximum error occurs in channel 3 (red, 0.63 - 0.69 μm) in the visible region. This error is of the order of 10^{-4}. Exactly, the error in channel 3 is 14 times higher than the error in channel 7. In general, the error in the visible region of the spectrum will be the highest. We can mention a set of factors that could influence the outcome of this simulation.

We know that scattering effects are more critical within the visible region of the spectrum. The measured radiance will depend, to a high extent, on the atmospheric characteristics of the radiance path. In other words, there will be a significant component of the total radiation that will always vary according to the location where a certain surface is sensed. This alone introduces a high degree of uncertainty. The simulation errors can be minimized by using atmospheric and surface models which are representative of the surface to be simulated, and of the atmosphere.
over that surface. We cannot have general models that work all the times, especially within the visible region of the spectrum. This addresses the issue of an adaptive correction system.

Since the total radiance of the simulation approximates the empirical results, we can estimate the correct radiance in the image by subtracting the difference between Figures 6 and 7 from Figure 2. Conceptually, we can use the surface and atmospheric parameters generated by the simulation to implement an adaptation mechanism for the correction of the measured radiance (Figure 1).

Figure 8b presents the error in the simulation of the forest surface. Maximum and minimum errors occur in the visible and thermal-IR respectively. We would expect the radiance in the blue and red portions of the spectrum to be lower than radiance in the green channel. Looking at Figure 8b we will notice the peak in the blue channel corresponding to TM channel 1. The reason for this might reside on the selection of reflectivity and emissivity for forest. The available forest reflectivity and emissivity values may not be representative of the type of forest sensed in the image. The chlorophyll content of the plant leaves will affect the reflectivity in the visible region of the spectrum. Thus, reflectivity in the visible may vary greatly as the type of vegetation that grows in a particular forest changes.

For wavelengths in the infrared, the error between the radiance magnitudes for a particular wavelength is much smaller than the error for wavelengths in the visible. We see from the errors in channels one and seven that the error corresponding to the blue spectral region (0.45 - 0.52 μm) is 41 times higher than the error in the thermal-IR, where the error is of the the order of 10^-4. The small errors in the IR region indicate the existing similarity between the image and the simulation, not only in the proportionality within each case, but also in the magnitude of the values.

4. SUMMARY AND CONCLUSIONS

We have presented a simple but useful method for the simulation of solar radiance, and its potential applications to the correction of atmospheric effects in satellite imagery. By simulating effects of scattering and absorption in solar radiance, atmospheric and surface parameters can be obtained that can be used to estimate correct surface radiance. Simulations based on the radiative transfer equation (RTE) can be used to estimate radiance values to be compared to values measured by satellite sensors. The error between these values can be used in some adaptation mechanism, which will generate new atmospheric and surface parameters to adapt the model for new radiative transfer computations.

We used MODTRAN 3.5, a code based on a subroutine of the RTE to simulate radiance characteristics of ocean and forest surfaces in Landsat Thematic Mapper (TM) digital data. In general, higher errors between the simulated and measured values were obtained in the visible region of the spectrum, due to greater atmospheric scattering in this spectral region. Within the spectral range from near-IR to far-IR, results of the simulation were very encouraging. For the ocean surface, simulation errors in the visible region of the spectrum were up to 14 times higher than errors in the IR spectrum, were the minimum errors were of the order of 10^-4. For the forest surface, errors were of the order of 10^-4 on the IR region, and errors in the visible region were up to 41 times higher.

The simulation process still needs to be fine tuned. Uncertainty factors must be minimized to assure the accuracy of the simulations, especially in the visible region of the spectrum. This can be done by adding to the simulation code, atmospheric and surface data that models more accurately the real case. Also, we need to address computational issues. The procedure developed is applied in a pixel by pixel basis. Application of this procedure on blocks of pixels in an image, must take into consideration the implementation of some architecture to perform parallel processing of the pixels.
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Figure 6 Channel Mean Values for Ground Reflected plus emitted radiance

Figure 7 Channel Mean Values for Total Radiance

Figure 8 Final error for simulated cases
Figure 1 Model of an adaptive system for automated atmospheric corrections
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During recent high altitude flights, we have tested the aerosol section of the fast flow flight cascade impactor quartz crystal microbalance (QCM) on loan to Howard University from NASA. The aerosol mass collected during these flights was disappointingly small. Increasing the flow through the QCM did not correct the problem. It was clear that the instrument was not being operated under proper conditions for aerosol collection primarily because the gas dynamics is not well understood. A laboratory study was therefore undertaken using two different fast flow QCM’s in an attempt to establish the gas flow characteristics of the aerosol sections and its effect on particle collection. Some tests were made at low temperatures but most of the work reported here was carried out at room temperature.

The QCM is a cascade type impactor originally designed by May (1945) and later modified by Anderson (1966) and Mercer et al (1970) for chemical gas analysis. The QCM has been used extensively for collecting and sizing stratospheric aerosol particles (Chuan and Woods, 1984; Woods and Chuan, 1983; and Chuan et al, 1981). In this paper all flow rates are given or corrected and referred to in terms of air at STP. All of the flow meters were kept at STP. Although there have been several calibration and evaluation studies of moderate flow cascade impactors of less than or equal to 1 L/min. (Marple, Liu and Whisby, 1974), there is little experimental information on the gas flow characteristics for fast flow rates greater than 1 L/min.

The Quartz Crystal Microbalance

To ensure the results were not merely artifacts of a particular instrument, these studies were carried out with the NASA 6-stage aerosol section QCM and also a 10-stage aerosol QCM designed by California Measurements Corp (CMC).

The NASA QCM: Each stage of this instrument is comprised of an inlet nozzle and a cylindrical housing for two quartz crystal oscillators and their associated electronics. The inlet nozzle is actually mounted in the bottom of the previous stage. When a stage is removed from the stack both its nozzle in the previous stage and housing are removed. The inlet gas and particles impinge on the upper quartz crystal, and any particulate matter in the gas may or may not adhere to the quartz surface and change its vibration frequency. The lower crystal oscillator is used for reference to produce a change in beat frequency and to compensate for frequency shifts due to temperature changes. As the upper crystal picks up particles, the beat frequency between the two crystals changes with the increase in mass.

The California Instruments QCM: This instrument is generally similar to the NASA QCM but has 10 stages and was calibrated by Hering (1987) for stratospheric sampling using flow rates of 1.2 L/min. Each stage is 3 inches in diameter compared to a diameter of 1 3/4 inches for the NASA QCM. Unlike the NASA instrument, the inlet jet for each stage is located in the stage housing.

Experimental Method

The first set of experiments were performed with the NASA QCM, in order to simulate flight conditions the QCM was set up as shown in Figure 1A. Two GAST vacuum pumps were mounted in a large partially evacuated chamber which was used to simulate the low pressure condition in the stratosphere. Varian electronic pressure gauges (Model # WV100-2, designated G-1, G-2, and G-3) and a MKS flowmeter (Type 0558A-050L-SV) were arranged as shown in the sketch. To simulate operation in the stratosphere, the inlet pressure and the chamber pressure were kept the same. The pumps evacuated the QCM directly, and it was observed that the exit pressure of the QCM was always about 28% of the inlet pressure. At any particular pressure the flow rate did not change when the pressure difference across the QCM was further increased. Therefore, the system was always in the choke flow mode of operation. It is clear that under flight conditions the instrument did not operate properly, and why it failed to collect additional aerosol particles with increase of flow rate.

To study the gas dynamics, a much simpler arrangement was used (Figure 1 B). In order to control the exit pressure the chamber was eliminated. The inlet and exit pressure could be controlled by the two valves, the pressure difference across the QCM could be varied, and the gas flow could be controlled from about zero to choke flow.
Figure 1- A- Sketch of experimental configuration used to simulate flight operation of the QCM. B- Laboratory experimental configuration to study the gas dynamics of the QCM.

Figure 2- The gas flow rate as a function of the inlet pressure for the NASA 6-stage QCM under simulated flight conditions.

Figure 2 shows how the gas flow through the 6-stage NASA QCM varies with inlet pressure using the experimental configuration shown in Figure 1A. As this configuration simulates the flight conditions, it is obvious that during flight the flow rate was linearly related to the pressure difference across the QCM. As the QCM is operating in the choke flow mode, such a linear relationship is expected. The choke flow is due to the nozzle with the smallest jets i.e. with the smallest total area. Figure 3 shows how the flow rate changes with the total area of the individual nozzles in the QCM's. As expected the saturation or choke flow is linearly related to the total area of the nozzle irrespective of the number of the jets per nozzle of the QCM.

Figure 3- Saturation flow rate as a function of the total area of the individual nozzles.

Figure 4- Gas flow rate as a function of the change in pressure across the NASA-QCM for an inlet pressure of 71 mm of Hg.

To obviate choke flow, a series of tests were made using the configuration in Figure 1 B, the configuration which should be used in further flights for aerosol collection. At fixed inlet pressures of 71, 100, 300, 500, 650, and 700 mm of Hg the flow rate was measured as a function of the pressure difference across the 6-stage QCM. Figures 4 and 5 are typical of the flow as a function of the pressure difference across the QCM for inlet pressures of 71 and 100 mm of Hg, respectively. The data shows saturation or choke flow for large pressure differences. A similar study was made on the CMC-QCM (Fig. 6). Choke flow occurs at a lower flow as would be expected because the area of each nozzle is much less than the nozzle areas for the NASA QCM.
Figure 5- Gas flow rate as a function of change in pressure across the NASA-QCM for an inlet pressure of 100 mm of Hg.

Figure 6- Gas flow rate as a function of change in pressure across the CMC-QCM for an inlet pressure of 71 mm of Hg.

The critical dimensions and other characteristics of each stage in the NASA QCM are given in Table 1. The jet-to-quartz crystal distance, S, is approximately one half of the jet diameter, W, for each stage, whereas the ratio of the throat-length, T, to the jet diameter is different for each stage. Similar data for the CMC 10-stage QCM are given in Table 2. The critical parameters for the QCM round jet impactors shown in the Tables 1, and 2, are calculated using the following relations.

(1) Effective cut-off aerodynamic diameter, ECAD (Mercer and Stafford 1969) for the aerosol particles, is

\[
ECAD (\mu m) = 1.257 \times 10^3 \left[ \frac{W^2}{F} \right]^{1/2},
\]

where W is the jet diameter in cm and F is the volumetric flow rate in cm³/min, per jet.

(2) The flow Reynolds number, \( N_{Re} \), for a circular jet is given by

\[
N_{Re} = \frac{\rho W v}{\eta},
\]

where \( \rho \) is the physical density of the air, \( \eta \) is the viscosity of air, and \( v \) is the air flow velocity expressed in terms of the volumetric flow rate and jet diameter:

\[
v = 4F/\pi nW,
\]

where \( n \) is the number of jets per nozzle.

(3) The collection efficiency of the impaction stages were determined with respect to the dimensionless Stokes number (See Fairchild and Wheat, 1984), defined as:

\[
S_n = \rho v (ECAD)^2/9 \eta W
\]

where \( p = 1 \) for unit density particles. The calculations were computed using the constants

\( \rho = 1.293 \times 10^6 \, g/cm^3 \) physical density of air (particles)

\( \eta = 1.82 \times 10^{-4} \) viscosity of air at 20 °C

Table 1
Characteristic parameters of the NASA 6-stage QCM at a volume flow rate of 7.5 L/min (at standard temperature and pressure)

<table>
<thead>
<tr>
<th>Stage Number</th>
<th>No. of Jets</th>
<th>Jet Diameter W (mm)</th>
<th>Throat Length T (mm)</th>
<th>Jet to Crystal Separation S (mm)</th>
<th>W/S</th>
<th>T/W</th>
<th>ECAD (µm)</th>
<th>N_{Re}</th>
<th>Stokes #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>6.6</td>
<td>7.11</td>
<td>3.31</td>
<td>0.502</td>
<td>1.077</td>
<td>7.783</td>
<td>1715</td>
<td>0.2038</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4.2</td>
<td>6.83</td>
<td>2.17</td>
<td>0.517</td>
<td>1.626</td>
<td>3.95</td>
<td>2692</td>
<td>0.2034</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2.88</td>
<td>9.06</td>
<td>1.39</td>
<td>0.483</td>
<td>3.146</td>
<td>2.25</td>
<td>3813</td>
<td>0.2045</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1.72</td>
<td>3.36</td>
<td>0.97</td>
<td>0.564</td>
<td>1.953</td>
<td>1.464</td>
<td>3286</td>
<td>0.2023</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>0.79</td>
<td>2.33</td>
<td>0.42</td>
<td>0.532</td>
<td>2.949</td>
<td>0.644</td>
<td>3577</td>
<td>0.2031</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0.60</td>
<td>1.89</td>
<td>0.30</td>
<td>0.500</td>
<td>3.15</td>
<td>0.426</td>
<td>4711</td>
<td>0.2029</td>
</tr>
</tbody>
</table>
### Table 2
Characteristic parameters of the California Measurements Corp. 10-stage QCM at a volumetric flow rate of 1.5 L/min (at standard temperature and pressure)

<table>
<thead>
<tr>
<th>Stage Number</th>
<th>No. of Jets</th>
<th>Jet Diameter W (mm)</th>
<th>Throat Length T (mm)</th>
<th>Jet to Crystal Separation S (mm)</th>
<th>S/W</th>
<th>T/W</th>
<th>ECAD (µm)</th>
<th>N_Re</th>
<th>Stokes #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>6</td>
<td>11.20</td>
<td>3.35</td>
<td>0.56</td>
<td>1.87</td>
<td>15.086</td>
<td>377</td>
<td>0.2035</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>12.30</td>
<td>2.25</td>
<td>0.56</td>
<td>3.08</td>
<td>8.2118</td>
<td>565</td>
<td>0.2034</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>13.00</td>
<td>1.50</td>
<td>0.50</td>
<td>4.33</td>
<td>5.334</td>
<td>746</td>
<td>0.2012</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>13.00</td>
<td>1.55</td>
<td>0.77</td>
<td>6.50</td>
<td>2.903</td>
<td>1130</td>
<td>0.2033</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1.592</td>
<td>12.95</td>
<td>1.55</td>
<td>1.11</td>
<td>9.30</td>
<td>1.682</td>
<td>1624</td>
<td>0.2024</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1.505</td>
<td>14.00</td>
<td>0.50</td>
<td>2.01</td>
<td>13.93</td>
<td>1.034</td>
<td>2250</td>
<td>0.2033</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.689</td>
<td>14.10</td>
<td>0.45</td>
<td>0.65</td>
<td>20.49</td>
<td>0.586</td>
<td>3280</td>
<td>0.2028</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>0.494</td>
<td>14.25</td>
<td>0.30</td>
<td>0.61</td>
<td>28.87</td>
<td>0.5049</td>
<td>2287</td>
<td>0.2031</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>0.331</td>
<td>14.20</td>
<td>0.20</td>
<td>0.60</td>
<td>42.87</td>
<td>0.391</td>
<td>1706</td>
<td>0.2031</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>0.249</td>
<td>14.40</td>
<td>0.15</td>
<td>0.60</td>
<td>57.88</td>
<td>0.335</td>
<td>1303</td>
<td>0.2029</td>
</tr>
</tbody>
</table>

### Study of Individual Stages

As the number of jets and jet diameters vary between different QCM stages, it is desirable to know how the flow varies with pressure difference for individual stages. This was accomplished by removing each stage consecutively starting with stage #6 and its inlet nozzle; then stage #5, and so on until all stages were removed. The pressure drop across individual stages is calculated as follows. For example with the stage #6 and its inlet jet removed from the stack, the exit pressure of stage #5 is determined. This is the same as the inlet pressure to stage #6, if stage #6 were in the stack. The exit pressure for the entire stack has been previously determined, and therefore the pressure drop across stage #6 when it is in the complete stack is the difference between the exit pressure for the 5-stage stack and the exit pressure for the 6-stage stack. The pressure difference across each stage in the stack was determined by using the same method. The sum of the pressure drop across the individual stages was equal to the pressure drop across the complete stack. As the flow rate is established by the pressure difference across the complete stack for a given inlet pressure, it is to be noted that the inlet pressure to a stage is a function of the flow rate. This is true because there is a pressure drop proportional to the flow rate across the preceding stages. Fig 7a shows the inlet pressure to stage six (outlet pressure for stage 5) as a function of the flow rate for a stack inlet pressure 71 mm Hg with stage #6 removed. The pressure difference versus flow rate for stage #6 at 71 mm Hg is shown in Fig. 7b.

![Fig. 7a Flow rate versus Inlet pressure to stage #6 at 71 mm Hg](image1)

![Fig. 7b Flow rate versus pressure difference for stage #6 at 71 mm Hg.](image2)
Smoke Experiments

Using both QCM's several smoke sampling experiments were conducted using the complete stacks. Smoke was introduced simultaneously to the CMC and the NASA six-stage QCM's at atmospheric pressure. No filter was used and the air flow was set at approximately 75% of choke flow rate; that is 7.5 L/rein for the NASA stack and 1.5 L/rein for the CMC stack. These are the same flow rates used in the tables. Typical beat frequency response curves are shown for stage 5 (NASA-QCM) and stage 7 (CMC-QCM) in Fig. 8.

![Figure 8a](image1)  ![Figure 8b](image2)

Figure 8a - Beat frequency response of the crystals on stage 5 versus collection time for the NASA QCM.

Figure 8b - Beat frequency response of the crystals for stage 7 versus collection time for the CMC-QCM.

Note the sharp increase in beat frequency at the specific time at which the smoke was introduced. The sharp increase in beat frequency is due to the accumulation of smoke particles on the quartz crystals. The total mass of particles collected is reflected in the frequency difference before and after the introduction of the smoke. The frequency difference is shown as a function of the stage number in the respective stack in Figure 9. Stage #5 and stage #7 in the NASA and CMC stacks respectively accumulated the largest mass of aerosol particles. In Tables 1 and 2, these stages correspond to an effective cut-off aerodynamic diameter of 0.644 and 0.586 µm respectively. Thus, within experimental error those stages with the same ECAD in their respective QCM's are collecting approximately the same size particles. To a first approximation the relative sensitivity is related to the flow: i.e. the frequency change for the NASA QCM is approximately 5 times that of the CMC-QCM.

![Figure 9a](image3)  ![Figure 9b](image4)

Figure 9a - Cumulative mass collection measured as a frequency difference for the complete stack versus the number of stages for the NASA(a) and CMC(b)QCM's.

Figure 9b - Cumulative mass collection measured as a frequency difference for the complete stack versus the number of stages for the NASA(a) and CMC(b)QCM's.

In both figures 8a and 8b after the increase due to the smoke introduction, there is almost always a steady decrease in frequency for both QCM's. Further study of this phenomena showed that if the flow rate was kept constant, using
clean air after smoke introduction, the frequency would decrease almost to the original value before the introduction of smoke. This decrease occurs because the particles are being blown off the crystal. In the previous flight experiments the crystals were not grease coated and the pumps were left on after sampling with filtered air being pumped through the QCM until the aircraft landed and therefore much of the collected aerosol mass probably blew off the crystals. In recent laboratory experiments the crystals were coated with grease, but the grease also blew off in both QCM's at high mass flows. However, it appears that very little grease blows off at a QCM inlet pressure of 100 mm of Hg or less at these high flow rates.

Discussion

The QCM is an instrument that is used extensively in aerosol research. However, to use it at high mass flow rates one has to alter standard procedures. Recently Chuan (1993) has successfully used a four stage QCM for stratospheric aerosol measurements at a flow rate of 1.3 L/min. Our experiments indicate that a higher flow rate is possible if one designs the nozzles carefully (i.e. using the proper number of jets to maintain a low mass flow.) and keeps the flow within the correct limits at low pressures, or use an appropriate amount of grease coating so that part of the accumulated mass does not blow off the quartz crystals. Experiments are continuing on the low pressure flow rates and amount of grease coating to be used on the crystals for different experiments.
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ABSTRACT
This paper considers a given set of fixed order compensators for aircraft pitch control problem. By augmenting compensator variables to the original state equations of the aircraft, a new dynamic model is considered to seek an LQ controller. While the fixed order compensators can achieve a set of desired poles in a specified region, LQ formulation provides the inherent robustness properties. The time response for ride quality is significantly improved with a set of dynamic compensators.

1. Introduction:
While designing a feedback control, ride and handling qualities are major performance objectives in aircraft control problems. Such objectives are normally achieved by closed loop pole assignment [1]. Preserving these closed loop poles (within the desired regions) in the presence of perturbations is another requirement [2]. LQ problems have inherent stability margins to tolerate unstructured uncertainties. LQ design techniques with regional pole constraints have been studied extensively in the literature see [3], and its references [1]. Similar approach, but with dynamic compensators, have been investigated for automotive applications [4]. The compensators given in [5] for aircraft control problem are considered in LQ problem setting. The objective of this approach is to improve aircraft ride quality defined in [1].

II. Problem Formulation:
An aircraft model in pitch plane [with normal acceleration (n_z), pitch rate (q) and elevator deflection (δ_e) as state variables and command input (b) as control variable], is given by [2]:

\[
\dot{x} = \begin{bmatrix}
  a_{11} & a_{12} & a_{13} \\
  a_{21} & a_{22} & a_{23} \\
  0 & 0 & -14
\end{bmatrix}
\begin{bmatrix}
  n_z \\
  q \\
  \delta_e
\end{bmatrix}
+ \begin{bmatrix}
  b_1 \\
  0 \\
  14
\end{bmatrix} u
\]

(1)

It is well known that the control law

\[
u(t) = -R^{-1}b'Px(t) + r(t)
\]

(2)

minimizes the performance index

\[
J = \int_{0}^{\infty} \{x'Qx + u'Ra\} dt
\]

(3)

and satisfies the algebraic riccati equation

\[
A'P - PbR^{-1}b'P + PA + Q = 0
\]

(4)

Selection of weighting matrices to achieve a controller in equation 2 for exact pole assignment has been extensively investigated in reference [3]. Suppose, we choose a set of dynamic compensators given in [5] for the control law structure [2] (see Figure-1), then the state equations for the compensators are:
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II. Simulation Results:

For F-4 aircraft model at Mach = 1.5, Altitude = 35,000 ft, the system dynamic matrices are given by:

\[
\mathbf{A} = \begin{bmatrix}
-0.5162 & 26.96 & 178.9 \\
-0.6896 & -1.225 & -30.38 \\
0 & 0 & -14
\end{bmatrix}
\]

\[
\mathbf{b} = \begin{bmatrix}
-175.6 \\
0 \\
-14
\end{bmatrix}
\]

The matrices \( \bar{\mathbf{A}} \) and \( \bar{\mathbf{b}} \) for the state vector \( \bar{x}(t) = [x(t), z_1(t), z_2(t)]' \) are

\[
\bar{\mathbf{A}} = \begin{bmatrix}
\mathbf{A} & 0 & 0 \\
\mathbf{A}_1 & -\tau_1 & 0 \\
\mathbf{A}_2 & 0 & -\tau_1
\end{bmatrix}
\]

\[
\bar{\mathbf{b}} = \begin{bmatrix}
-175.6 \\
0 \\
-14
\end{bmatrix}
\]

where,

\[
\mathbf{A}_1 = \begin{bmatrix}
1 & 0 & 0
\end{bmatrix}
\]

\[
\mathbf{A}_2 = \begin{bmatrix}
-0.6896 & (-1,225 + \tau_2) & -30.38
\end{bmatrix}
\]

At this flight condition, the short period damping (\( \zeta_{sp} \)) and frequency (\( \omega_{sp} \)) requirements are:

\[
0.35 < \zeta_{sp} \leq 1.3
\]

and

\[
3.29 < \omega_{sp} \leq 11.8
\]

In complex plane, these constraints impose regional pole constraints shown in Figure 2.

Table 1

<table>
<thead>
<tr>
<th>Design Variables</th>
<th>( \omega_{sp} )</th>
<th>( \zeta_{sp} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q, R</td>
<td>4.5078</td>
<td>0.4789</td>
</tr>
<tr>
<td>Q, ( \bar{R} )</td>
<td>6.4458</td>
<td>0.5316</td>
</tr>
<tr>
<td>Desired</td>
<td>[3.29, 11.8]</td>
<td>[0.35, 1.3]</td>
</tr>
</tbody>
</table>

298
From the aircraft dynamical equations 1, substituting for $\dot{q}$, we have

$$\ddot{z}_2 = a_{21} \dot{z}_2 + \left( a_{22} + \tau_2 \right) q + a_{23} \delta_e - \tau_3 z_2$$

(7)

For the new state vector $z(t)$,

$$\dot{z}(t) = [x(t), z_1(t), z_2(t)]'$$

the state space equations become,

$$\dot{\tilde{x}}(t) = \tilde{A} \tilde{x}(t) + \bar{b} \tilde{u}(t)$$

(8)

where,

$$\tilde{A} = \begin{bmatrix} a_{11} & a_{12} & a_{13} & 0 & 0 \\ a_{21} & a_{22} & a_{23} & \tau_1 & 0 \\ 0 & 0 & -14 & \tau_1 & 0 \\ 1 & 0 & 0 & -\tau_1 & 0 \\ a_{21} & (a_{22} + \tau_2) & a_{23} & 0 & -\tau_2 \end{bmatrix}$$

$$\bar{b} = \begin{bmatrix} b_1 \\ 0 \\ 14 \\ 0 \\ 0 \end{bmatrix}$$

It can be verified that for these dynamic compensators, the system in equation 8 is completely controllable. Thus the control law

$$\tilde{u}(t) = -\tilde{P}^{-1} \tilde{b} \dot{\tilde{x}}(t) + r(t)$$

(9)

minimizes the performance index

$$J = \int_{\Delta} \{ \dot{\tilde{x}}' \tilde{Q} \tilde{x} + \dot{\tilde{u}}' \tilde{R} \tilde{u} \} dt$$

(10)

and satisfies the algebraic riccati equation

$$\tilde{A}' \tilde{P} - \tilde{P} \tilde{b} \tilde{R}^{-1} \tilde{b}' \tilde{P} + \tilde{P} \tilde{A} + \tilde{Q} = 0$$

(11)

With the above formulations, we shall now present the closed loop eigenvalues for various values of the design parameters. The design parameters for $J$ are obviously the weighting matrices $Q$ and $R$. However, note that the performance index $J$ is significantly influenced by the other design parameters $\tau_1$, $\tau_2$, and $\tau_3$, in addition to $Q$ and $R$. The next section presents the simulation results.
The weighting matrices $Q = 1,$ and $R = 10^1$ as well as the weighting matrices $\bar{Q} = 1,$ and $\bar{R} = 10^1$ provide the acceptable closed loop poles [see Table 1].

However, what needs to be observed is the time response plots (due to step input) shown in Figure 3. We observe that the normal acceleration at the sensor location is nonminimal. Moreover, the peak accelerations are significantly reduced with dynamic compensators (about 50%).
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1. Introduction

Ethanedinitrile (C$_2$N$_2$) is an important photochemically active species in Titan's atmosphere [1,2]. It may be found in comets, where it would be a source of CN radicals whose emission is prominent in the cometary tail [3]. Moreover, this relatively simple molecule has become an exemplary system for photochemical studies [4-13].

The first ethanedinitrile (C$_2$N$_2$) vacuum ultraviolet (VUV) absorption spectra were measured by Price and Walsh [14]. The most striking feature was a strong absorption system between 145 and 170 nm which, at least at the red end, had fairly sharp vibrational structure. Twenty years later, Bell et al. assigned this system as $C^1Π_u ← X^1Σ_g^-$ [15]. The origin was given as 60,420 cm$^{-1}$. The strength of the transition showed that it was electronically allowed, which for a linear-linear transition with an $X^1Σ_g^-$ ground state limits the upper electronic state to either $Σ_u^+$ or $Π_u$. The complicated vibrational band pattern at the red end of the spectrum spoke against $Σ_u^+ ← Σ_g^+$. Several three and four member progressions can be seen with about 2050 cm$^{-1}$ between the bands. Molecular absorption coefficients in the VUV were measured by Connors, et al. [16], West [17], and Nuth and Glicker [18].

Bell carried out ab initio Hartree-Fock (RHF) calculations with a double-zeta basis of contracted Gaussian functions for 40 excited states of different configurations and symmetries of ethanedinitrile and four excited states of its cation C$_2$N$_2^+$ [19]. The assignments from ultraviolet absorption and photoelectron spectra were checked against calculated excitation energies. Dateo, Dupuis and Lester did an ab initio multiconfiguration Hartree-Fock calculation for the $X^1Σ_g^-$, $A^1Σ_u^+$, $B^1Π_u$, $A^1Σ_u^-$, $B^1Δ_u$ and $C^1Π_u$ states [20,21]. Equilibrium geometries, vibrational frequencies, excitation and bond dissociation energies were calculated and were in rough agreement with experimental results. Table I lists the calculated properties of the X and C states. The $n → π$ character of the C$^1Π_u ← X^1Σ_g^-$ transition in its equilibrium configuration was confirmed. Most importantly, they predicted that the equilibrium position of the C state was very slightly trans-bent (170°3-174°) and the cis bending frequency decreases from 233 cm$^{-1}$ (206 cm$^{-1}$ from the calculation) to 85 cm$^{-1}$ in the C state.

2. Experimental

Absorption spectra of ethanedinitrile were measured on two different single beam spectrometers. The first was a 0.3 in McPherson model 218 vacuum-UV monochromator operated in the second order (0.03 nm bandwidth) with a 10 watt Hellma deuterium lamp and a 2400 grooves/mm UV grating. The current output of a solar blind photomultiplier tube (EMR 541-F) attached to the sample cell was converted to voltage by a Keithley 412 logarithmic picoammeter and recorded in a computer data acquisition system. The temperature of a 158 mm long steel cell sealed with LiF windows could be varied between -78 and 100 °C by surrounding the cell body with dry ice saturated in methanol or using electrical heating tape.

The second spectrometer was a 1 m McPherson model 225 vacuum-UV monochromator with a 30 watt Hamamatsu deuterium lamp and a 1200 lines/mm grating at NIST [22]. The scan gear box was connected to a computer controlled stepping motor and the signal was sensed by a side window EMI Vacuum-UV photomultiplier tube. Baselines were first recorded in the computer, then absorption spectra were measured when the ethanedinitrile gas was introduced into the 18.7 mm long sample cell. The resolution of spectra taken in this instrument was about 0.05 nm. Ethanedinitrile from Matheson was purified by freeze-thaw cycling.

Finally, the spectra from Reference 18 were provided to us as a computer file by Drs. Nuth and Glicker.

3.0 Results

Figure 1 shows the absorption spectrum associated with the transition to the C state of ethanedinitrile. Three large clumps of lines, separated from each other by about 2050 cm$^{-1}$, are found in this spectrum. Figure 2 shows the spectrum between 58,400 and 61,600 cm$^{-1}$ measured with an instrumental resolution of 20 cm$^{-1}$. Figure 3 shows the expanded and differential spectra in the hot band region below 61,600 cm$^{-1}$ where the latter is the difference between the sample’s absorption cross-section at 22 and -78 °C. Table 11 lists the measured band positions and peak absorption cross-sections.

Even though the origin of the excited state is about 12,800 cm$^{-1}$ above the ethanedinitrile dissociation limit, the first group of lines between 61,500 and 58,800 cm$^{-1}$ still has a well resolved vibrational structure [14-18]. The narrowest band is about 20 cm$^{-1}$ wide, which can be completely accounted for by instrumental broadening. Absorption bands are strongly predissociated above 62,000 cm$^{-1}$ and thus are much broader. There is no clear trend of increasing bandwidth as a function of excitation energy, but rather a sudden change at about 62,000 cm$^{-1}$, where some barrier to dissociation is exceeded.
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4.0 Spectral Analysis

Despite the low spectral resolution, substantial progress can be made in analysis of the transition using spectra taken at different temperatures and Dateo, et al.'s ab initio calculation. Since the spectrum is predissociative higher resolution would not help, especially below 62,000 cm⁻¹ where the predissociation rate increases sharply. There are undoubtedly many vibrational and electronic perturbations which are hidden from view by the both the low resolution of the spectrum and predissociative broadening. Thus, great care should be taken in using any spectroscopic constants from this analysis. It does, however, provide an excellent qualitative picture.

Cold and hot bands could be distinguished from the differential spectrum (ΔT = 100 °C). The first cold band was found at 59,842 cm⁻¹, which we assign as the band transition origin. This is about 560 cm⁻¹ lower than the value given by Bell et al [15]. Referring to Table II and Figure 3, and given the known ground state vibrational frequencies, hot bands can be immediately assigned corresponding to excitation of the X"Σ_g⁻ v' = 1, v = 1 and 2 and the v' = 2 levels to the excited state vibrationless level. The splittings between Σ and Π 42 and 52 levels are 14.7 [23] and 2.63 cm⁻¹ [24] respectively, less than the resolution of the monochromator, and they are not resolved.

Identification of the hot and cold bands makes it much easier to determine the upper electronic state symmetry. For an electronically allowed linear-linear transition, only bands linking totally symmetric vibrational levels would be strong. Unit changes in vibrational quantum numbers between the ground and excited state would be restricted to two totally symmetric vibrational modes, v (σ_u) and v2 (σ_g). For a fully allowed transition the change between the ground and excited state vibrational quantum numbers would have to be even for the ungerade modes, v3 (π_u), v4 (π_g) and v5 (π_u). The bending potential energy minimum would remain at 180°, so by a Franck-Condon argument, allowed 00 ° or 00' ° progressions would be very weak. A similar argument can be made for 3g₂ stretching mode [25].

The ab initio calculation provides estimates of both v1' and v2'. The X"Σ_g⁻ v1'' symmetric CN stretching frequency is 2330 cm⁻¹. Then v1' → π electronic transition will decrease this vibrational frequency, according to Dateo, et al., to 2145 cm⁻¹. They further predict that the v2 (σ_g) symmetrical CC stretch will increase from 890 cm⁻¹ to 989 cm⁻¹ in the excited state since the CC bond strengthens and the CN bonds acquire more of a double bond character in the excited state. If bond distances did not change substantially between the ground and excited state, the 00° band would be the strongest. This is clearly not the case, again, in agreement with the ab initio calculation. For a substantial change in internuclear distances, with a linear excited state, the cold bands would consist of simple progressions in v1' (σ) and v2' (σ). This is not observed.

The presence of a 4, ° hot band offers another clue that the upper state is not linear. In a linear to trans-bent transition, unit changes in vibrational quantum numbers would also be found for vibrational bands involving the trans-bending ground state v4' (π_g) and the excited state v3' (π_g) modes. For a non linear upper state which retained its center of inversion, transitions involving ungerade vibrations in both upper and lower electronic states would still be allowed only if the net change in vibrational quantum numbers was even. In the ground state these are the v3'' (σ_u) antisymmetric stretch and the v5'' (σ_u) twofold degenerate cis-bending modes. In the electronically excited state the ungerade vibrations are the v5' (b_u) antisymmetric stretch, the v4' (a_u) torsion and the v6' (b_u) in plane bend.

With this in mind, four of the cold bands shown in Figure 2 can be assigned to a simple progression in the excited state trans-bending mode v3' (a_u). This agrees with Dateo, et al.'s, calculation that the C state equilibrium configuration is trans-bent. The n → π electronic transition is the result of promotion of a 5g_u antibonding orbital to the 2π_u antibonding orbital. In the trans-bent C2h symmetry, the 5g_u (a_u) orbital and the Renner-Teller split all component of the 2π_u antibonding orbital do not vary much with bending angle. However, the b_u component of the 2π_u orbital is strongly stabilized by bending. Therefore, we conclude that the upper state is C'B_u.

The absence of strong progressions between the ground state 00 level and the ungerade v4' and/or v6' = 1.3 shows that the excited state retains its center of inversion with a trans-bent shape and belongs to the molecular point group C2h. This is further confirmed by the absence of strong hot bands connecting the 51 and 53 levels with the excited electronic state vibration less level. We do, however, observe two small lines corresponding to 5, 0 hot band and excitation of one quanta in either the v4' and/or v6' level, which we refer to as w. Thus, strictly speaking we must refer to the C state as having only near trans-bent symmetry.

Most of the cold bands in Figures 2 and 3 are the first members short red degraded progressions. The separation between bands is about 95 cm⁻¹, with a variation that is less than the resolution of the monochromator. The differential spectrum shows that these are hot bands, the relatively high absorption cross-section suggests that they are associated with thermal excitation of the X"Σ_g⁻ lowest frequency vibrational mode, v5'' (π_u). Transitions will be strongest connecting these levels with excited vibrational levels of the C'B_u v4' (a_u) torsion and the v6' (b_u) in plane bending modes. The spectra cannot differentiate between these two modes. Since the 51 level is 233 cm⁻¹ above the ground vibrationless state, and the separation between the 00 ° and first hot band to the low frequency side is 95 cm⁻¹, the first excited level of the ungerade cis-bending vibration must lie at about 138 cm⁻¹ above the C'B_u.
state origin. This agrees qualitatively with Dateo et al.'s prediction that the \( ^1 \text{Bu} \) state cis-bending frequency would be substantially less than that in the ground state. Progressions as many as four members connecting \( \nu_n = n \) account for much of the structure below 62,000 cm\(^{-1}\) and can be assigned in a straightforward manner.

Inspection of the region to the blue of the electronic origin shows that there are absorptions at frequencies corresponding to excitation of two quanta in \( \nu_n' \) as well as a hot band connecting 51 with \( \nu_n' = 3 \). These bands are relatively intense because of the mismatch between the ground state cis-bending vibration and the cis-bending and out of plane torsion in the \( ^1 \text{Bu} \) state. Several other bands in the spectrum can be assigned as combination bands involving a change of two quanta in the cis-bending/torsional modes of the largest of which at involves excitation of one quantum in the excited state \( \nu_3' \) mode and two quanta in the \( \nu_4' \) mode.

One can see a shoulder between the \( 2n \) band and the associated hot band immediately to its red side which would correspond to a \( 2n' \) band at about 960 cm\(^{-1}\). Values in Table II are from a global fit, so they differ a bit.

In order to assign bands involving excitation of one or more quanta in the symmetric CN stretch, \( \nu_1' \) we can start from the assigned cold bands below 62,000 cm\(^{-1}\). Figure 1 and Table II give the assignments. The spacing between bands is about 2030 cm\(^{-1}\) \( \pm 20 \) cm\(^{-1}\). One cannot assign all of the largest bands above 62,000 cm\(^{-1}\) using a ten percent larger or smaller value for \( \nu_1' \). As the amount of CN symmetric stretch excitation increases, the upper state becomes increasingly bent. This is shown by the increased relative intensities of the bands with two and three quanta in the \( \nu_3' \) stretching mode when there are one or more quanta in the \( \nu_1' \) mode. The last progression is a further surprise. It starts about 1715 cm\(^{-1}\) from the band origin, and the first band belonging to this progression: is very weak, however, the highest wavelength band is relatively strong. We would tentatively identify this as the \( \nu_3' \) progressions involving excitation of one quantum in the asymmetric stretch. Only high on the potential energy surface, where the wavefunction has more cis character, are transitions involving a unit change in the \( \nu_5' (b_4) \) antisymmetric stretch quantum number significant.

We see that both the \( 0_0' \) and \( 1_0' \) bands are weak, especially compared to the transitions involving excitation of one or more quanta in \( \nu_3' \). Therefore, even if transitions to the calculated linear component of the C state are present in the spectra of Figures 2-4, they do not account for much if any of the absorption.

Finally, it would be useful to restate the limitations of our analysis. We have ignored perturbations because of the low instrumental resolution and the predissociatively broadened nature of the spectrum makes it impossible for us to locate any. The calculation of the cis-bending frequencies in particular neglects the mutual perturbations of the \( \nu_4' \) and \( \nu_6' \) modes, lumping them together as an antisymmetric bending vibration. Predissociation broadening and low resolution make it impossible to find \( \nu_{nm} \) enharmonic constants.

4.0 Conclusion

The \( ^1 \text{Pi} \leftarrow X' ^1 \Sigma^+ \) absorption spectra of ethanedinitrile was measured and partially assigned in the 145-230 nm region. Values were determined for the band origin, 59842 cm\(^{-1}\), the \( \nu_1' \) frequency of 2030 cm\(^{-1}\), the \( \nu_2' \) frequency of 945 cm\(^{-1}\), the \( \nu_5' \) frequency, 533 cm\(^{-1}\), \( \nu_6' \) frequency of 133 and the \( \nu_3' \) frequency of 1715 cm\(^{-1}\).

In closing, we must acknowledge our debt to the many people who provided spectra to us, or helped us take data on our instruments. These include our thanks to Dr. Joseph Nuth and Sol Glicker of NASA Goddard Space Flight Center for their \textit{C}_2\textit{N}_2 data file, and Dr. Walter Braun, and Allan Laufer for helping us measure spectra on their VUV monochromator and spectrometer.
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**TABLE I**

Comparison of $\text{C}_2\text{N}_2$ state energies, bond lengths and vibrational frequencies from observation and calculation.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$T_e$/eV</th>
<th>$\omega_{11}$/cm$^{-1}$</th>
<th>$\omega_{21}$/cm$^{-1}$</th>
<th>$\omega_{31}$/cm$^{-1}$</th>
<th>$\omega_{41}$/cm$^{-1}$</th>
<th>$\omega_{51}$/cm$^{-1}$</th>
<th>$R(\text{CC})$/nm</th>
<th>$R(\text{CN})$/nm</th>
<th>$B$/cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{1}X^+_\Sigma^+$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs</td>
<td>0.00</td>
<td>2375</td>
<td>862</td>
<td>2191</td>
<td>507</td>
<td>234</td>
<td>0.1389</td>
<td>0.1154</td>
<td>0.1571</td>
</tr>
<tr>
<td>Calc</td>
<td>20</td>
<td>0.00</td>
<td>2482</td>
<td>895</td>
<td>2283</td>
<td>416</td>
<td>213</td>
<td>0.1429</td>
<td>0.1201</td>
</tr>
<tr>
<td>Calc</td>
<td>21</td>
<td>0.00</td>
<td>2457</td>
<td>887</td>
<td>2271</td>
<td>427</td>
<td>230</td>
<td>0.1401</td>
<td>0.1170</td>
</tr>
<tr>
<td>$C^1\Pi_u$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs</td>
<td>TW</td>
<td>7.3</td>
<td>2030</td>
<td>945</td>
<td>1715</td>
<td>533</td>
<td>133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calc$^b$</td>
<td>20</td>
<td>8.2</td>
<td>2145</td>
<td>989</td>
<td>1789</td>
<td>698</td>
<td>85</td>
<td>0.1315</td>
<td>0.1232</td>
</tr>
</tbody>
</table>
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**FREQUENCY RELATIVE TO $0_0^0$/cm$^{-1}$**
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**RELATIVE TO $0_0^0$/cm$^{-1}$**
<table>
<thead>
<tr>
<th>Nuth</th>
<th>Glicker</th>
<th>This Work</th>
<th>$V_1'$</th>
<th>$V_2'$</th>
<th>$V_3'$</th>
<th>$V_4'$</th>
<th>$V_5'$</th>
<th>Nuth</th>
<th>Glicker</th>
<th>This Work</th>
<th>Calc</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute</td>
<td>Absolute</td>
<td>cm-q</td>
<td>cm-l</td>
<td>Relative</td>
<td>Relative</td>
<td>cm-l</td>
<td>Relative</td>
<td>cm-l</td>
<td>Relative</td>
<td>Relative</td>
<td>cm-l</td>
<td>Relative</td>
</tr>
<tr>
<td>58607</td>
<td>2</td>
<td>2</td>
<td>-1231</td>
<td>-1213</td>
<td>-18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58709</td>
<td>1</td>
<td>2</td>
<td>-1129</td>
<td>-1114</td>
<td>-15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58799</td>
<td></td>
<td></td>
<td>-1039</td>
<td>-1013</td>
<td>-26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58885</td>
<td>4</td>
<td></td>
<td>-953</td>
<td>-932</td>
<td>-21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58995</td>
<td>1</td>
<td></td>
<td>-843</td>
<td>-845</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59101</td>
<td>2</td>
<td>1</td>
<td>-737</td>
<td>-703</td>
<td>-34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59194</td>
<td>1</td>
<td>1</td>
<td>-644</td>
<td>-604</td>
<td>-40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59296</td>
<td>1</td>
<td></td>
<td>-542</td>
<td>-503</td>
<td>-39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59349</td>
<td></td>
<td>2</td>
<td>-489</td>
<td>-469</td>
<td>-20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59385</td>
<td>2</td>
<td></td>
<td>-453</td>
<td>-465</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59539</td>
<td>3</td>
<td>3</td>
<td>-299</td>
<td>-304</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59602</td>
<td></td>
<td>1</td>
<td>-236</td>
<td>-234</td>
<td>-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59661</td>
<td>2</td>
<td>2</td>
<td>-184</td>
<td>-184</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59745</td>
<td>1</td>
<td>1</td>
<td>-100</td>
<td>-93</td>
<td>-7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59845</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59878</td>
<td>1</td>
<td></td>
<td>33</td>
<td>31</td>
<td>38</td>
<td>-6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59980</td>
<td>59968</td>
<td>1</td>
<td></td>
<td>135</td>
<td>130</td>
<td>131</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60017</td>
<td>59996</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>172</td>
<td>158</td>
<td>165</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60097</td>
<td>60097</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>252</td>
<td>259</td>
<td>236</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60117</td>
<td></td>
<td>2</td>
<td>0</td>
<td>272</td>
<td>266</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60197</td>
<td>60191</td>
<td>1</td>
<td>2</td>
<td></td>
<td>352</td>
<td>353</td>
<td>340</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60285</td>
<td>60299</td>
<td>1</td>
<td>1</td>
<td></td>
<td>440</td>
<td>461</td>
<td>440</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60361</td>
<td>60365</td>
<td>2</td>
<td>1</td>
<td></td>
<td>516</td>
<td>527</td>
<td>532</td>
<td>-11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60384</td>
<td>60392</td>
<td>1</td>
<td></td>
<td></td>
<td>539</td>
<td>554</td>
<td>541</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60434</td>
<td>60490</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>637</td>
<td>652</td>
<td>635</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60577</td>
<td>60579</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>732</td>
<td>741</td>
<td>731</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60629</td>
<td>60642</td>
<td>1</td>
<td>2</td>
<td></td>
<td>784</td>
<td>804</td>
<td>806</td>
<td>-12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60694</td>
<td>60706</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>849</td>
<td>868</td>
<td>835</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60777</td>
<td>60788</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>932</td>
<td>950</td>
<td>934</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60826</td>
<td>60815</td>
<td>1</td>
<td></td>
<td></td>
<td>959</td>
<td>977</td>
<td>968</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60857</td>
<td>60866</td>
<td>2</td>
<td>2</td>
<td>1012</td>
<td>1028</td>
<td>1035</td>
<td>-15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60946</td>
<td>60958</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1101</td>
<td>1120</td>
<td>1101</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61028</td>
<td>61047</td>
<td>2</td>
<td>3</td>
<td></td>
<td>1183</td>
<td>1209</td>
<td>1200</td>
<td>-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61132</td>
<td>61140</td>
<td>2</td>
<td>2</td>
<td></td>
<td>1302</td>
<td>1301</td>
<td>-6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61297</td>
<td>61315</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1452</td>
<td>1477</td>
<td>1487</td>
<td>-22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61388</td>
<td>61388</td>
<td>3</td>
<td>0</td>
<td></td>
<td>1543</td>
<td>1550/1547</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61545</td>
<td>61567</td>
<td>4</td>
<td>1</td>
<td></td>
<td>1700</td>
<td>1729</td>
<td>1715</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61766</td>
<td>61763</td>
<td>4</td>
<td></td>
<td></td>
<td>1921</td>
<td>1925</td>
<td>1908</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61893</td>
<td>61916</td>
<td>1</td>
<td></td>
<td></td>
<td>2048</td>
<td>2079</td>
<td>2026</td>
<td>37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62421</td>
<td>62415</td>
<td>1</td>
<td>1</td>
<td></td>
<td>2576</td>
<td>2577</td>
<td>2566</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62918</td>
<td>62900</td>
<td>1</td>
<td>2</td>
<td></td>
<td>3073</td>
<td>3062</td>
<td>3061</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63180</td>
<td>63185</td>
<td>2</td>
<td>2</td>
<td></td>
<td>3335</td>
<td>3347</td>
<td>3326</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63349</td>
<td>63346</td>
<td>3</td>
<td>2</td>
<td></td>
<td>3504</td>
<td>3508</td>
<td>3520</td>
<td>-14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63646</td>
<td>63531</td>
<td></td>
<td>4</td>
<td>3801</td>
<td>3793</td>
<td>3741</td>
<td>56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64934</td>
<td>64939</td>
<td>2</td>
<td>2</td>
<td></td>
<td>5089</td>
<td>5101</td>
<td>5086</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65157</td>
<td>65177</td>
<td>2</td>
<td></td>
<td>5312</td>
<td>5339</td>
<td>5352</td>
<td>-26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65351</td>
<td>65355</td>
<td>2</td>
<td>3</td>
<td></td>
<td>5506</td>
<td>5517</td>
<td>5546</td>
<td>-34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65607</td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td>5762</td>
<td>5766</td>
<td>-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3 Expanded absorption spectrum in the 58400 - 61600 cm\(^{-1}\) region.
1.0 Introduction

The IDIA architecture is based on interacting intelligent agents; multi-agent architecture. It is programs that encapsulates engineering tools. In an engineering experiment, each agent models different aspects of a machine tool and reasons about them from the standpoint of a different engineering discipline. Essentially, IDIA can be envisioned as a network of agents or knowledge modules that communicate through distributed client/server based on OMG's CORBA standard, [1].

Figure 1. Mets-Agent automata structure under OMG/CORBA information sharing.

In our instantiation of this vision, illustrated in Figure (1), these roles are played, respectively, by meta agent network and the object management group CORBA for message contents and information sharing. Meta agents interact with the information resources through the model via
high-level service protocol, CORBA, that insulate them from details such as where information resides. Each meta agent is another intelligent network composed of agents or concepts for a particular function within the meta agent. Figure 2 illustrates the meta agent architecture.

Although concurrent engineering is almost universally advocated today, it is hard to execute when large multidisciplinary projects are involved. To illustrate some of the issues, consider the product design team, at any instant, the team members may be working at different levels of details, each employing his or her own representation of physical objects, engineering models, and knowledge. Despite their differences in perspective, the specialists share considerable information. We require a system to reason about the level of granularities. This is called categorization.

Within the manufacturing world [2-5], the design process is very dynamic. Some design change can be introduced anytime anywhere in the design. This will slow down the design model and the decision making is suboptimal. To overcome these difficult problems, intelligent agents must have the ability to dynamically evolve in space and time to respond effectively to the design changes or unforeseen sensor inputs. One of the solution is to dynamically categorize distinctions into useful concepts and use these concepts effectively is a more competency of intelligent decision making. To approach this dynamic categorization, the utility-based method to categorization is used. It is founded on the idea that categorization is in service of action. The choice of concepts and the granularity level of concepts employed by an agent plays a very critical role in the selection of appropriate action decision.

2.0 Fuzzy Probabilistic Network for Mets-Agent

For most engineering systems, there are two important information sources: sensors which provide numerical measurements of variables, and human experts who provide linguistic instructions and description about the system.

Fuzzy probabilistic network models the meta-agent. This architecture consists of dynamic nodes which represent intelligent agents. Each dynamic node is an adaptive neuro-fuzzy system, to model an intelligent agent based on fuzzy logic theory and equipped with a feed-forward neural network architecture. It is noticeable that the logic-based approach has been already become a viable and attractive alternative in modeling complex systems. In particular, manufacturing processes have proved less amenable to an efficient quantitative analysis, because of their enormous complexity.

The agent architecture is based on fuzzy neuron graphical network. This network exhibits a strong logical structure using the neural network architecture and fuzzy logic. Within the neural network architecture, the agent will have the capability of learning, adaptation of changing environment, and knowledge storage. A strong logical structure based on AND and OR logic operator, $\land$ and $\lor$, enable an agent to acquire easily knowledge and to reason for a given sensor observations. In general, this architecture is called fuzzy expert networks. In set theory, AND and OR operators are complete logic set to describe production rules. This structure is aimed at carrying out approximation of the logical relationships between input vectors and their associated output vectors. The fuzzy neuron network gives rise to a so-called Sum-Of-Minterms (SOM), [6] in digital logic, Figure 3.
Let us denote the connection between the node $i$ in the input layer and the $j$th neuron in the hidden layer by $v_{i,j}$. The connection between the neuron $j$ in the hidden layer to the neuron in the output layer is described by $w_j$. Thus the fuzzy neuron network equation is governed by the following expressions:

$$h_{\text{output-hidden layer}} = \sum_{j=1}^{k} (w_j \odot z_j), \quad h_{\text{hidden-input layer}} = \sum_{i=1}^{l} (v_{i,j} \oplus x_i)$$

where $x_i$ is the input and $z_j$ is the output.

It is important to have an intelligent information techniques that allow flexibility in the way knowledge can be encoded, represented and discovered. Fuzzy probabilistic graphical models offer such a technique. Fuzzy probabilistic graphical models are a framework for structuring, representing and decomposing. First, let us consider the probabilistic graphical network [7], and then how we can incorporate fuzzy logic theory within the probabilistic network to handle the fuzzy qualitative aspect of the domain.

In most of system identification, the system has to learn the underlying probabilities, [8], and also the network structure that encodes them. If $U$ contains only discrete variables, or if it is continuous $U$ could be decritized using mutual information method, one often uses the Dirichlet distribution because it has several convenient properties; in particular it is a recursive distribution that could be updated. It is given by

$$p(U|\zeta) = \frac{\Gamma(\sum N_k)}{\prod_k \Gamma(N_k) \prod \theta_{x=1}^{N_k-1}}$$

where $\Gamma(\cdot)$ is the gamma function. The number of network structures for a domain containing $k$ variables or agents is more than exponential in $k$. Several figure-of-merit metrics or scoring rules are used to compare networks of different topology and probability distributions. Figure-of-merit metrics can be defined using the following equation:
\[ \Psi(\theta, \gamma) = f(p(U|FP_s, \Theta_s, \zeta)) + g(FP_s, \Theta_s) \]

where the first component is a measure of **predictive** error, and the second component is a penalty for the number of parameters. This class of metric is related to the Minimum-Description-Length principle (MDL) in information theory.

How fuzzy probabilities are expressed in fuzzy probabilistic network: assume that \( X \) and \( Y \) are fuzzy random variables whose probability distributions on finite sets are described in linguistic terms. Representing \( p(X) \) and \( q(Y|X) \) in the form of graphs

\[
p(X) = \sum_i (P_i \times P_i') \quad \text{and} \quad q(Y|X) = \sum_j (Q_j \times Q_j')
\]

then for the joint probability distribution is as follows:

\[
h(X,Y) = p(X)q(Y|X) = \sum_{i,j} (P_i \times Q_j) \times (P_i' \times Q_j')
\]

where \( * \) represents the operation of multiplication of fuzzy probabilities \( P_i \) and \( Q_j \). It shows that this representation is decomposable which makes feasible the integration of both theories to be imbedded in a directed acyclic graph.

Research has to be done in: (1) a novel learning algorithm to link the logic-based node and probabilistic causal links, (2) incorporating a prior structure, (3) combining structure search method and evaluation during the process of automated network construction.

### 3.0 Fuzzy Cognitive Maps and Feed-Back Systems for Metareasoning or Control of Reasoning

The fuzzy cognitive map is a directed cognitive graph consisting of nodes with connections (edges) that describe the causal flow. The nodes are meta-agents - such as \( MA_1, MA_2, ..., MA_k \) - and the edges indicate the degree to which \( MA_i \) causes or results from \( MA_j \). Figure (4) shows the organization of a typical fuzzy cognitive map.

![Figure 4. Typical fuzzy cognitive map.](image)
It has been clear for some time that organization is a powerful concept for thinking about how to structure the interactions of problem solvers or meta-agents. Understanding the concept of organization and developing techniques for adaptive reorganization are pressing concerns in multi-agent architecture or distributed artificial intelligence.

Self-organization for meta-agent (SOMA) is proposed to allow an organization of meta-agents to adapt itself to changing situations. The reorganization mechanism consists two powerful methods:

- **Construction of temporal metastructure model**: typically changing meta-agent roles or inter-meta-agents task ordering
- **Composition and decomposition of meta-agents** (categorical reasoner or metareasoner): building and solving categorization decision models requires decision making about the level of abstraction. Model abstractions introduces tractability of decision making inference at the expense of decision of quality.

One has to apply scoring metrics for model constructions with respect to predictive accuracy and computational efficiency. A temporal megastructure consists of sequence of different network structure indexed by time, $\mathcal{S}_0, \mathcal{S}_1, \ldots, \mathcal{S}_t$ or $\mathcal{S}_t = \mathcal{S}(V(t), A(t))$. A temporal arc $A_t(t)$ connects networks for time interval $t - \tau \leq \text{time} \leq t$. For a first-order Markov arc $A_t(t)$ is such that $A_t(t) \in V(t-1) \times V(t)$, and second-order Markov arc $A_{t-1}(t)$ includes arcs given by $A_{t-1}(t) \in [V(t-1) \times V(t)] \cup [V(t-2) \times V(t)]$. Thus, the temporal metastructure at time step $P$ is given by $\mathcal{S'} = (V', A')$, where

$$V'^P = \bigcup_{t=0}^{P} V(t) \text{ and } A'^P = \bigcup_{t=0}^{P} A(t) \cup \bigcup_{t=0}^{P} A_t(t)$$

A control technique must be developed for making decisions about megastructure improvement. One must balance the expected benefits of model improvement in term of the recommended decision action with the corresponding change in computation cost. We define the net model improvement value (MIV) for megastructure $\mathcal{S}(V, A)$ to be

$$MVI(\mathcal{S}(V, A)) = EVC(\mathcal{S}(V, A)) - EVC(\mathcal{S}(V^0, A^*))$$

$$\text{netMVI}(\mathcal{S}(V, A)) = MVI(\mathcal{S}(V, A)) - \Delta C_e(\mathcal{S}(V, A)) - C_e(\mathcal{S}(V, A))$$

where $\mathcal{S}(V^0, A^*)$ is some reference megastructure. $\Delta C_e(\mathcal{S}) = C_e(\mathcal{S}) - C_e(\mathcal{S}^0)$ is the change in computation cost, and $C_e(\mathcal{S})$ is the cost of performing the model improvement.

### 4.0 Literature Cited


Abstract

We show that while adding two generic b-bit integers requires \( \approx b \) bit operations, adding 1 to an integer requires, on average, only 2 bit operations. This fact explains why the operation of adding 1 is often separately hardware supported, and why this operation is often separately described in high-level programming languages like C++.

This result shows that theoretical analysis can help in deciding which operations must be hardware supported, and thus, hopefully, will help in designing faster computers.

1 General Introduction

For NASA-oriented computer applications, it is very important to make computers faster. From the computer science viewpoint, one of the major problems of NASA research is that so much data is coming from every space mission that the existing computer systems can process, by some estimates, only about 10% of this data.

How can we increase the throughput? Since the main problem is that computers cannot process all the data, a natural solution is to make computers faster.

At first glance, making computers faster is a computer engineering problem, but computer science can also help. In principle, there are two ways to make computers faster:

- First, we can try to further miniaturize the electronics by making the chip's elements even smaller. This is desirable but extremely difficult.

- Second, even within the same technological level, we can change the computation speed by selecting different sets of computer operations to be hardware supported.

  - When an operation (e.g., addition, multiplication, etc.) is implemented in hardware, it is extremely fast;
  
  - otherwise, if this operation is not directly hardware supported, we have to implement it on the microprogramming level, as a sequence of two or more hardware supported operations, which make computations slower.

It is therefore desirable to be very careful in choosing which operations we want to hardware support: ideally, we should support the operation that are used most frequently, so that the resulting slowdown of not supported (less frequent) operations will have the smallest impact on the resulting computation speed.
At first glance, the problems related to both ways of increasing computer speed lie in computer engineering. However, as we will show in this paper, at least for the second approach, computer science (and, especially, theoretical computer science) can be very useful.

Namely, we will show, on a simple example, that some existing semi-heuristic choices of the hardware supported operations can be explained and formally justified in theoretical computer science. This example shows that in more complicated situations, in which an optimal choice of hardware supported operation is not yet known, methods of theoretical computer science can be of help.

2 Formulation of the Case Problem: Adding 1 and Why It Is Important

Adding 1 is an important particular case of addition. One of the simplest arithmetic operations, that is directly hardware supported on all the computers, is addition of two integers.

Not all additions are born equal. If we try to trace, on the level of computer instructions, what exactly additions are performed in a typical data processing algorithm, then we will see that these additions fall into the following two categories:

- First, there are additions of data values, that come directly from the additions in the original program (written in Fortran, C, C++, or any other high-level programming language).

- Second, additions that were “hidden” in the FOR loop or in other construction of the original program. The most typical of such hidden addition is a FOR loop, in which a loop index i starts with its lower bound, and then gets increased by 1 on each iteration until it reaches its upper bound.

In other words, a reasonably frequent addition is adding \( i = i + 1 \). This particular case of addition is so frequent that in C++, there is a special denotation for adding 1, as opposed to any other addition: the famous notation \( i++ \) that has lead to the very name of this language.

Adding 1 is implemented in hardware: why? In several processing languages, adding 1 is described as a separate operation; in several processors, it is hardware supported as a separate operation, in addition to the general addition.

This support is, usually, done on a semi-heuristic basis, in the sense that it is not justified by any precise arguments.

3 How Can We Decide Which Operations to Support: an Idea

When does it make sense to design a special hardware support for a particular case of an already hardware supported operation?

If we try to support too many operations in hardware, then the very choice of an operation will take more computation time. Thus, every additional operation that we hardware support makes the other computations slower. Since our objective is to speed up the computations, the only reason why we can tolerate a little slow-down of all other operations is when this particular operation becomes much faster than the one that we have used before.

Therefore, the following idea helps to decide which operations to support:

- If the direct hardware support makes an operation much faster, then it is probably desirable to directly support it in hardware.

- If, on the other hand, the direct hardware support, would not drastically speed up this operation, then this operation is, probably, not the best candidate for hardware support.

Of course, this is simply a raw idea, and in the real applications, we have to actually compare the speed-ups and slow-downs to make a decision, but this idea gives a picture of how such a decision can be made.
At First Glance, From the Theoretical Viewpoint, Adding 1 Is Not That Different from General Addition, So There Seems To Be No Reason to Implement This Operation Separately

What we must do. From the viewpoint of this general idea, in order to decide whether adding 1 must be separately hardware supported or not, we must check whether the hardware support of adding 1 will really speed this operation up as compared to its implementation as particular case of the general integer addition.

In other words, we need to compare the computation time of the following two operations:

- (general) addition of two integers
- adding 1 to an integer.

How can we estimate the computation time of each operation?

Operation time reformulated in computer terms. On the hardware level, each elementary hardware operation is an operation with bits. Therefore, the computation time of each operation can be estimated, crudely speaking, as proportional to the total number of bit operations that we have to perform.

The first seemingly natural choice: worst-case complexity. The number of bit operations depends on what exactly numbers we add. So, in order to compare two different algorithms that can be applied to different numbers, we must come up with some natural characteristics of these algorithms that will characterize their overall behavior.

In theoretical computer science (see, e.g., [1]), a typical measure of time complexity of an algorithm is its worst-case number of computational steps, i.e., the maximal number of steps that this algorithm needs to process the input of a given length $n$.

In the computer, usually, integers require a fixed number $b$ of bits (e.g., in PC's, usually, 2 bytes = 16 bits are reserved for each normal size integer). So, we are interested in the worst-case bit complexity of

- adding two numbers of size $b$ (i.e., integers with $b$ bits in each of them), and
- adding 1 to a $b$-bit number.

Worst-case complexity of adding two integers. To add two $b$-bit integers, we must add their last bits, then add the previous bits (and maybe a carry), etc. If we count adding a carry, then we need 2 bit additions per each bit. Thus, out of $b$ bits, in the worst case, we need 2 bit operations per bit except for the very last bit that requires only one operation. So, the worst-case bit complexity (= number of bit operations) of adding two numbers is $2(b-1) + 1 = 2b - 1$.

Worst-case complexity of adding 1 to an integer. The worst case of adding 1 is when we add 1 to a number 11...1 that consists of all 1's. In this case, adding 1 will change all the bits in the number (to 100...0). Changing each bit requires at least one bit operation, so, in the worst case, adding 1 requires $b - 1$ bit operations.

From the viewpoint of the worst-case complexity, the gain is minimal. Comparing these two results, we conclude that from the viewpoint, of the worst-case complexity, adding 1 takes, at best, half a time of the general addition.

This is faster, but, since adding each hardware operation increases the running time of other operations, this increase does not seem to necessarily justify the separate implementation of adding 1.

If We Consider a (More Meaningful) Average Time Instead of the Worst-Case Time, Then We Get the Drastic Difference Between Adding 1 and General Addition

Average-case complexity is more meaningful for our problem than the worst-case complexity. Our main objective is to make the computers faster. From the viewpoint of this objective, had worst-case time is tolerable is the corresponding situations are rare. What we are really interested in is the average bit complexity, averaged over all possible numbers.

We will now show that, in contrast to the worst-case complexity, the average complexity does explain why adding 1 is sometimes implemented as a separate operation.
Average-case complexity of adding two integers. It is easy to show that an average-case bit complexity of adding two integers is still a linear function of \( b \).

Average-case complexity of adding \( 1 \) to an integer: deducing a formula. The natural algorithm of adding \( 1 \) is as follows: We start at the lower digits. Whenever we encounter \( 1 \), we change it to \( 0 \). When we encounter \( 0 \), we change it to \( 1 \) and stop. For this algorithm, the total number of bit operations is equal to the number of bits that are changed.

For example, if the number ends in \( 0 \) (e.g., \( 1110 \)), we replace this \( 0 \) by \( 1 \) and stop, which take exactly 1 bit operation. If the number end in \( 01 \) (e.g., \( 1101 \)), we replace two last bits and stop, making it two bit operations.

Let us calculate the average number of bit operations:

- For numbers ending in a single \( 0 \), we need 1 bit operation. Such numbers constitute \( 1/2 = 2^{-1} \) of all numbers of size \( b \).
- For numbers ending with a \( 0 \) and one \( 1 \) (i.e., with \( 01 \)), we need 2 bit operations. Such numbers constitute \( 1/4 = 2^{-2} \) of all numbers of size \( b \).
- For numbers ending with a \( 0 \) and two \( 1 \)'s (i.e., with \( 011 \)), we need 3 bit operations. Such numbers constitute \( 1/8 = 2^{-3} \) of all numbers of size \( b \).
- For numbers ending with a \( 0 \) and \( (k-1) \) 's (i.e., with \( 01 \ldots 1 \)), we need 2 bit operation. Such numbers constitute \( 2^{-k} \) of all numbers of size \( b \).
- For numbers ending in a single \( 0 \) and \( (b-1) \) 's (i.e., for a number \( 01 \ldots 1 \)), we need \( b \) bit operation. There is only one such number, and it therefore constitutes \( 2^{-b} \) of all numbers of size \( b \).
- The only remaining number is \( 1 \ldots 1 \) (all \( 1 \) 's), for which we also need \( b \) bit operations. This number also constitutes \( 2^{-b} \) of all numbers of size \( b \).

The resulting average-time complexity \( c(b) \) of adding \( 1 \) to a \( b \)-bit number is equal to

\[
c(b) = 1 \cdot 2^{-1} + 2 \cdot 2^{-2} + 3 \cdot 2^{-3} + \ldots + b \cdot 2^{-b} + b \cdot 2^{-b}.
\]

Average-case complexity of adding \( 1 \) to an integer: simplifying a formula. For large \( b \), it is natural to estimate this sum by considering the infinite sum

\[
c(\infty) = 1 \cdot 2^{-1} + 2 \cdot 2^{-2} + 3 \cdot 2^{-3} + \ldots + b \cdot 2^{-b} + (b+1) \cdot 2^{-(b+1)} + \ldots
\]

Since

\[
2^{-b} = 2^{-(b+1)} + 2^{-(b+2)} + \ldots
\]

and \( b \leq b+1, b \leq b+2, \ldots \) we can conclude that

\[
b \cdot 2^{-b} = b \cdot (2^{-(b+1)} + 2^{-(b+2)} + \ldots) = b \cdot 2^{-(b+1)} + b \cdot 2^{-(b+2)} + \ldots \leq (b+1) \cdot 2^{-(b+1)} + (b+2) \cdot 2^{-(b+2)} + \ldots
\]

and that, therefore, \( c(b) \leq c(\infty) \).

The value

\[
c(m) = \sum_{k=1}^{\infty} k \cdot 2^{-k}
\]

can be easily computed if we multiply both sides of this equality by 2 and take into consideration that

\[
2 \cdot 2^{-k} = 2^{-(k-1)}.
\]

Introducing a new variable \( j = k - 1 \), we conclude that

\[
2c(\infty) = \sum_{j=0}^{\infty} (j + 1) \cdot 2^{-j} = \sum_{j=0}^{\infty} j \cdot 2^{-j} + \sum_{j=0}^{\infty} 2^{-j}
\]

\[316\]
The first sum in the right-hand side of the equation (2) differs from the expression (1) only by the term corresponding to \( j = O \), which is equal to 0; thus, the first sum is equal to \( c(\infty) \). The second sum \( 1 + 2^{-1} + 2^{-2} + \ldots \) is a geometric progression, its sum is 2. Hence, from (2), we can conclude that \( 2c(\infty) = c(\infty) + 2 \) and \( c(\infty) = 2 \).

Thus, \( c(\infty) = 2 \), and \( c(b) \leq 2 \).

**Average-case complexity of adding 1 to an integer: the result.** As a result, we conclude that on average, adding 1 takes at most 2 bit operations, while adding two generic integers takes at least \( b \) bit operations. For 16-bit integers, it means a 8 times speed up. For double-size integers (with 32 bits) it means 16 times speed up, etc.

**Conclusion.** On average, adding 1 is much faster than the general addition of two integers. This drastic speed-up explains why the operation of adding 1 is often separately hardware supported, and why this operation is often separately described in high-level programming languages like C++.
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Abstract

In engineering applications of fuzzy logic, the main goal is not to simulate the way the experts really think, but to come up with a good engineering solution that would (ideally) be better than the expert's control. In such applications, it makes good sense to restrict ourselves to simplified approximate expressions for membership functions. If we need to perform arithmetic operations with the resulting fuzzy numbers, then we can use simple and fast algorithms that are known for operations with simple membership functions.

In other applications, especially the ones that are related to humanities, simulating experts is one of the main goals. In such applications, we must use membership functions that capture every nuance of the expert's opinion; these functions are therefore complicated, and fuzzy arithmetic operations with the corresponding fuzzy numbers become a computational problem.

In this paper, we design a new algorithm for performing such operations. This algorithm is applicable in the case when negative logarithms \(\log(1+\mu(x))\) of membership functions \(\mu(x)\) are convex, and reduces computation time from \(O(n^2)\) to \(O(n \log(n))\) (where \(n\) is the number of points \(x\) at which we know the membership functions \(\mu(x)\)).

1 Formulation of the Problem

Depending on the goal, applications of fuzzy logic can be naturally divided into two classes:

- Engineering applications like fuzzy control in which fuzzy logic is used as a tool for achieving a certain goal: a better (smoother and safer) control of a car, a better heating, etc. In such applications, the expert's knowledge described by fuzzy rules is used not to simulate the way experts solve these problems, but to design better control strategies.

- Applications to humanities (psychology, linguistics, etc.) in which fuzzy logic is used to describe and simulate the human behavior, the human decision-making processes, etc., and thus predict the way humans will react in different situations.

In both types of applications, we have to deal with fuzzy numbers \(x\), i.e., quantities whose values we do not know precisely, and instead, we only have expert (fuzzy) knowledge about these values. This knowledge is usually described in terms of membership functions \(\mu(x)\) that assign to every real number \(x\) the expert's degree of belief \(\mu_r(x)\) \(\in [0, 1]\) that the actual (unknown) value of the quantity \(x\) is equal to \(x\).

The formalism (membership functions) is the same, but, depending on the application, we treat these membership functions differently:

- In engineering applications, we do not need to describe the exact opinion of the experts, because we are going to improve this description (by some fine-tuning) anyway. Therefore, it is quite sufficient to use membership functions that approximately describe expert's opinions. To simplify computations, usually, the simplest approximations are used, most often triangular or trapezoid membership functions (see, e.g., [2]).
• In humanities applications, if we use oversimplified approximations to membership functions, we will end up having very crude models of human behavior. For such applications, we, therefore, need accurate descriptions of membership functions, and these descriptions can be very complicated.

1.1 Fuzzy Data Processing and Fuzzy Arithmetic Operations: If We Must Use Precise Membership Functions, We Have a Computational Problem

**Fuzzy Data Processing.** We want to use the expert (fuzzy) knowledge about the values $r_1, \ldots, r_n$ of some quantities to predict the value of some quantity $r$ that is related to $r_i$. In this paper, we will consider the simplest case when "related" means that we know the exact form of the dependency $r = f(r_1, \ldots, r_n)$ between $r_i$ and $r$, and the only uncertainty in $r$ is caused by the uncertainty in the values of $r_i$.

For example, when we formalize the expert's opinion about possible candidates for a position, we may know that this opinion depends on the values of $n$ characteristics $r_i$ of the candidate, we have expert (fuzzy) knowledge about the values of $r_i$, and we know that the final opinion depends on the total evaluation $r = w_1 r_1 + \ldots + w_n r_n$ with known weights $w_i$.

In such situations, we must transform the fuzzy knowledge about the values $r_i$ into a fuzzy knowledge about $r = f(r_1, \ldots, r_n)$. This transformation is called fuzzy data processing.

**Fuzzy Arithmetic Operations.** In the computers, usually only elementary arithmetic operations (+, -, $\cdot$, $/$) are hardware supported. Therefore, every data processing algorithm written in a high-level programming language is parsed, i.e., represented as a sequence of elementary arithmetic operations. For example, computing an expression $z_1(x_2 + x_3)$ is decomposed into two steps: Computing $x_2 + x_3$ and multiplying the result by $x_1$.

In view of this decomposition, in order to implement an arbitrary data processing algorithm with fuzzy inputs, it is sufficient to be able to apply elementary arithmetic operations on fuzzy numbers. The formulas for these operations come from the extension principle (see, e.g., [3]): In particular, if we use an algebraic product $a \cdot b$ as a fuzzy analogue of $\cdot$, we arrive at the following formula for $t = r \circ o$:

$$
\mu_t(x) = \sup_{y, z \in \mathbb{R}} (\mu_r(y) \cdot \mu_s(z)).
$$

In particular, for $o = +$, we have

$$
\mu_t(x) = \sup_{y} (\mu_r(y) \cdot \mu_s(x - y)).
$$

For simple membership functions, fuzzy arithmetic operations are computationally easy. For example, if we use Gaussian membership functions

$$
\mu_r(x) = \exp\left(\frac{(x - a_r)^2}{(\sigma_r)^2}\right),
$$

$$
\mu_s(x) = \exp\left(\frac{(x - a_s)^2}{(\sigma_s)^2}\right),
$$

then (2) leads to a Gaussian membership function for $t$: $\mu_t(x) = \exp\left(\frac{(x - a_t)^2}{(\sigma_t)^2}\right)$ with

$$
a_t = \frac{a_r (\sigma_s)^2 + a_s (\sigma_r)^2}{(\sigma_r)^2 + (\sigma_s)^2},
$$

and $(\sigma_t)^2 = (\sigma_r)^2 + (\sigma_s)^2$ [3, 5]. These are computationally very simple formulas to implement.

There are simple formulas for several other cases (see, e.g., [3] and references therein).

For complicated membership functions, fuzzy arithmetic operations are computationally complicated. When we cannot use approximating simple expressions, then we cannot use simplified formulas that stem from the use of these expressions, and therefore, we have to use the formula (2). This formula is straightforward, so, we can simply use it to compute $\mu_t(x)$. To find out how long it would take to compute $\mu_t(x)$, let us estimate the number of computational steps that are required to compute $\mu_t(x)$.

Of course, in reality, we can only know the values of $\mu_r(x)$ and $\mu_s(x)$ for finitely many values $x$. Let us denote the total number of such values by $n$. In this case, it is reasonable to compute only $n$ values of $\mu_t(x)$. For each of these $n$ values, according to the formula (2), we must find the largest of $n$ products. Computing each product takes 1 elementary computational step, computing the largest of $n$ numbers requires that we do $n - 1$ comparisons. So, the total number of computation steps that needs to be done to compute one value of $\mu_t(x)$ is $2n - 1 = O(n)$. 
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If we have \( n \) parallel processors at our disposal, then we can use each processor to compute its own value of \( \mu_i(x) \) and thus, compute all these values in linear time.

In many real-life situations, however, we only have one computer. In such situations, to compute all \( n \) values of the desired membership function \( \mu_i(x) \), we need \( O(n^2) \) computational steps.

The more accurately we wish to represent the expert's opinion, the larger \( n \) we need to take. For large \( n, O(n^2) \) is too long. Can we perform fuzzy arithmetic operations faster?

In [4], an approximate algorithm is given that performs arithmetic operations with fuzzy numbers in time \( O(n \log(n)) \).

1.2 What We Are Planning to Do

In this paper, we design a new fast algorithm that computes the precise value of the resulting membership functions in \( O(n \log(n)) \) time.

This algorithm is applicable when the negative logarithms \(-\log(\mu(x))\) of the membership functions \( \mu(x) \) are convex. This class of membership functions includes many important classes such as Gaussian membership functions.

2 Fast Addition of Fuzzy Numbers

2.1 Main Idea

Let us describe, step-by-step, how we can simplify the problem of computing the sum of two fuzzy numbers.

**First simplification: reformulation in discrete terms.** We only know the membership functions \( p_i(x) \) and \( \mu_i(x) \) in finitely many points, and usually, these points are of the type \( x_i = i \Delta x \). In this case, the formula (2) takes the following form:

\[
t_i = \max_j (r_j s_{i-j}),
\]

where we denoted \( t_i = \mu_i(i \Delta x), r_j = \mu_r(i \Delta x), \) and \( s_i = \mu_s(i \Delta x) \).

**Further simplification: reducing multiplication to addition.** The formula (3) can be simplified even further if we recall that the equality \( t = r \cdot s \) is equivalent to \( t = R + S \), where \( T = -\log(t), R = -\log(r), \) and \( S = -\log(s) \). In view of this equivalence, and taking into consideration the fact that \(-\log(x)\) is a strictly decreasing function, we can reformulate the formula (3) as follows:

\[
T_i = \min_j (R_j + S_{i-j}),
\]

where we denoted \( T_i = -\log(t_i), R_i = -\log(r_i), \) and \( S_i = -\log(s_i) \). We will describe how, given the two sequences \( R_s \) and \( S_s \), we will be able to compute the elements \( T_s \) fast. Then, if we know the values \( r_i = \mu_r(i \Delta x) \) and \( s_i = \mu_s(i \Delta x) \), we will be able to compute the values \( R_s \) and \( S_s \) and compute \( T_i = -\log(t_i) \), and then reconstruct the desired values \( t_i = \mu_i(i \Delta x) \) as \( t_i = \exp(-T_i) \).

**How to compute the formula (4)?**

**Final simplification: a local criterion for the maximum.** For a given \( i \), when does the sum \( \sum_j = R_j + S_{i-j} \) attains its minimum? If it does attain the minimum for some \( j \), this means that the value of this sum for this particular \( j \) is not larger than the values of this sum for \( j-1 \) and for \( j+1 \): \( \sum_j \leq \sum_{j-1} \) and \( \sum_j \leq \sum_{j+1} \). If we denote \( D_j = \sum_j - \sum_{j-1} \), then these two inequalities take the form

\[
D_j \leq 0; \quad D_{j+1} \geq 0.
\]

We can use binary search to find the desired \( j \). Since the function \(-\log(\mu_r(x))\) is convex, the sequence \( R_j \) is also convex, and therefore, the differences \( R_j - R_{j-1} \) are monotonically increasing with \( j \). Similarly, the differences \( S_{i-j} - S_{i-(j-1)} \) are strictly decreasing with \( j \). Therefore, the difference \( D_j = (R_j - R_{j-1}) - (S_{i-j} - S_{i-(j-1)}) \) is increasing with \( j \).

Hence, we can find the desired value \( j \) that satisfies the condition (5) by using binary search: This will be an iterative process on which, on each step, we will have lower and upper bounds for the desired value \( j \). We start with the lower and upper bounds that encompass all possible values of \( j \). Then, on each iteration, we:}
• take a midpoint \( m = (\text{lower} + \text{upper})/2 \) between the current lower and the upper bounds;
• compute \( D_m \) for this midpoint \( m \), and
• compare the resulting value \( D_m \) with 0.

Depending on the result of this comparison, we do the following:
• If \( D_m = 0 \), then, due to the monotonicity of the sequence \( D_m \), we have \( D_{m+1} \geq D_m = 0 \), i.e., \( D_{m+1} = 0 \). Hence, this \( m \) satisfies the condition (5). Using monotonicity of \( D_j \), one can easily show that in this case,
  - either \( m \) is the only value for which (5) is true (in which case, it is the only possible minimum of \( \sum_{m} \)),
  - or \( D_j = 0 \) not only for \( j = m \), but also for several values of \( j \) that are neighboring to \( m \), in which case, there are several minima with exactly the same value of \( \sum_{j} \).

In both cases, the value of \( \sum_{m} \) for the midpoint \( m \) is the desired minimum.
• If \( D_m > 0 \), this means, due to monotonicity of the sequence \( D_j \), that \( j < m \). In this case, we can take \( m \) as the new value of the variable upper.
• Similarly, if \( D_m < 0 \), this means, due to monotonicity of the sequence \( D_j \), that \( m < j \). In this case, we can take \( m \) as the new value of the variable lower.

This algorithm takes \( O(n \log(n)) \) steps. On each iteration of the binary search, we reduce the size in half. In \( k \) iteration, we go down from \( n \) to \( \leq n/2^k \) possible values. When \( n/2^k \leq 1 \), we are down to a single point, and thus, we have localized the desired \( j \). The inequality \( n/2^k \leq 1 \) is achieved when \( k \approx \log_2(n) \), so, we need \( O(\log(n)) \) points to find the desired \( j \) and thus, to compute the desired value of \( T_i \) for this particular \( i \).

To compute the values of \( T_i \) for \( n \) different \( i \)'s, we thus need \( n \cdot O(\log(n)) \cdot O(n \log(n)) \) computational steps.

2.2 Resulting Algorithm

Given: the values \( p_i(r) \) and \( \mu_s(x) \) for \( n \) equally spaced values \( x_i = r_i \cdot \Delta x \).

Algorithm:
• First, for each of \( n \) values \( x_i \), we compute the values \( R_i = -\ln(\mu_s(x_i)) \) and \( S_i = -\ln(\mu_r(x_i)) \).

• For each \( i \), we:
  - apply binary search to find the index \( j \) for which the non-decreasing sequence \( D_j = (R_j - R_{j-1}) - (S_i - S_{i-1}) \) passes from the non-positive to non-negative values;
  - compute \( T_i \) as \( R_j + S_{i-j} \) for this very \( j \);
  - compute \( \mu_i(x_i) = \exp(-T_i) \).

3 Algorithms for Other Arithmetic Operations

3.1 Subtraction

To compute \( t = r - s \), we can represent it as \( t = r + (-s) \). Since we know the membership function \( \mu_r(x) \) for \( s \), we can easily compute the membership function \( \mu_{-s}(x) \) for \( -s \) as \( \mu_{-s}(x) = \mu_r(-x) \). Then, we can apply the above algorithm to compute the desired membership function for \( t = r - s = r + (-s) \).
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3.2 Multiplication

If the quantities \( r \) and \( s \) both take only positive values, then, to compute \( rs \), we can use the formula

\[
rs = \exp(\ln(r) + \ln(s))
\]

- From the membership functions for \( r \) and \( s \), we can easily compute the membership functions for \( \ln(r) \) and \( \ln(s) \) as \( \mu_{\ln(r)}(x) = \mu_r(\ln(x)) \) and \( \mu_{\ln(s)}(x) = \mu_s(\ln(x)) \).
- Applying the algorithm presented above, we compute the membership function \( \mu_{\ln(t)} \) for \( \ln(t) = \ln(r) + \ln(s) \).
- Finally, from \( \mu_{\ln(t)} \), we compute \( \mu_t(y) \) as \( \mu_t(y) = \mu_{\ln(t)}(\exp(y)) \).

3.3 Division

Division \( t = r/s \) can be expressed as \( t = r(1/s) \). So, to divide two fuzzy numbers, we can use the following algorithm:

- First, we compute the membership function for \( 1/s \) as \( \mu_{1/s}(x) = \mu_s(1/x) \).
- Then, we use the algorithm for multiplication to compute the membership function for \( t = r(1/s) = rs \).

3.4 Computational Complexity

For all these operations, the major part is computing the sum of fuzzy numbers that takes \( O(n \log(n)) \) steps. Therefore, the computational complexity of computing the difference, product, or ratio of two fuzzy numbers is also \( O(n \log(n)) \).

4 What If A \( \& \)-Norm (\( \& \)-Operation) Is Different From Algebraic Product?

4.1 Fuzzy Arithmetic Operations: Case of a General \( \& \)-Norm

For an arbitrary \( \& \)-operation \( f_\&(a, b) \), the extension principle for addition leads to the following formula:

\[
\mu_t(x) = \sup_y f_\&(\mu_r(y), \mu_s(x - y)).
\]

4.2 Strictly Archimedean \( \& \)-Norms and Reduction to the Case of Algebraic Product

Idea. It is known (see, e.g., [3]), that if an \( \& \)-operation satisfies some reasonable conditions, then it can be represented in the form

\[
f_\&(a, b) = \psi^{-1}(\psi(a), \psi(b))
\]

for some strictly increasing function \( \psi : [0, 1] \to [0, 1] \) \( \& \)-operations that satisfy these "reasonable" conditions are called strictly Archimedean.

Since the function \( \psi \) is strictly increasing, the value \( f_\&(\mu_r(y), \mu_s(x - y)) \) is the largest iff the value \( \psi(f_\&(\mu_r(y), \mu_s(x - y))) \) is the largest, so,

\[
\psi(\mu_t(x)) = \sup \psi(f_\&(\mu_r(y), \mu_s(x - y))).
\]

From (4), we conclude that \( \psi(f_\&(\mu_r(y), \mu_s(x - y))) = \psi(\mu_r(y)) \cdot \psi(\mu_s(x - y)) \). Therefore, (7) can be rewritten as:

\[
\psi(\mu_t(x)) \sup_y \psi(\mu_r(y)) \psi(\mu_s(x - y)).
\]

If we denote \( \nu_r(x) = \psi(\mu_r(x)) \), \( \nu_s(x) = \psi(\mu_s(x)) \), and \( \nu_t(x) = \psi(\mu_t(x)) \), then this formula will take the form

\[
\nu_t(x) = \sup \nu_r(y) \nu_s(x - y)
\]
which is exactly like the formula (2) that we already know how to compute fast. From \( \nu_t(x) = \psi(\mu_t(x)) \), we can compute \( \mu_t(x) \) by applying an inverse function \( \psi^{-1} \): \( \mu_t(x) = \psi^{-1}(\nu_t(x)) \).

So, to compute \( \mu_t(x) \), we can apply the following algorithm:

Algorithm.

1. For every \( x \), compute \( \nu_r(x) = \psi(\mu_r(x)) \) and \( \nu_s(x) = \psi(\mu_s(x)) \). This takes \( O(n) \) steps.
2. Apply the algorithm (described in the previous section) to \( \nu_r(x) \) and \( \nu_s(x) \); this algorithm will take \( O(n \log(n)) \) computational steps and return \( \nu_t(x) \).
3. Apply the inverse function \( \psi^{-1} \) to \( \nu_t(x) \), resulting in \( \mu_t(x) = \psi^{-1}(\nu_t(x)) \). This is done value-by-value. So, for \( O(n) \) values of \( x \), it takes \( O(n) \) steps.

Computational Complexity. The resulting algorithm requires

\[
O(n) + O(n \log(n)) + O(n) = O(n \log(n))
\]

cost.

4.3 Other Arithmetic Operations

For other arithmetic operations with fuzzy numbers (\( \cdot \), \( \cdot / \)), we have a similar reduction to the case of algebraic product that leads to similar \( O(n \log(n)) \) algorithms.
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Abstract- In this paper a simple, inexpensive, membership-function circuit for fuzzy controllers is presented. The proposed circuit may be used to generate a general trapezoidal membership function. The slope and horizontal shift are fully programmable parameters.

1. Introduction

There exist numerous examples of industry proven fuzzy-logic solutions in the domain of control, expert systems, and pattern recognition. A typical Mamdani fuzzy controller consists of a fuzzifier block, an inference-engine block, a rulebase block, and a defuzzification block [1]. The hardware realization of the membership-function generator circuit is the subject of this paper.

The proposed circuit is characterized by a generalized trapezoidal membership function defined in terms of horizontal shifting parameters. The authors realized a parametric class of membership functions based on piecewise linear functions. In this paper, they present a basic mathematical background of membership functions, second, simulation results for the current design, and the results for hardware realization.

2. Proposed Algorithm

We propose to realize the following function.

\[
F(v) = \begin{cases} 
0 & \text{if } v < V_a \\
\frac{v - V_a}{V_b - V_a} & \text{if } V_a \leq v < V_b \\
1 & \text{if } V_b \leq v \leq V_c \\
\frac{v - V_d}{V_c - V_d} & \text{if } V_c < v \leq V_d \\
0 & \text{if } V_d < v
\end{cases}
\]  

(1)

where \(V_a, V_b, V_c,\) and \(V_d\) are real numbers determining the shape of the trapezoid illustrated in Figure 1.
To realize expression (1), two analog multiplexers, two summers, and a divider are needed. A block diagram of the proposed circuit is shown in Figure 2. Threshold voltages are multiplexed then combined with the input signal according to equation (1). To realize the required voltage ratio, a divider circuit consisting of an AD534JD is used.

![Block diagram of the proposed membership function circuit.](image)

Figure 1 A Trapezoidal Membership Function

Figure 2 Block diagram of the proposed membership function circuit.

To validate this approach prior to hardware realization, computer simulations were performed. These are discussed in the next section.
3. Simulation Results

In our simulations, the user friendly software package TESLA is used [2]. This is a modular software system consisting of analog and digital components needed to perform this simulation. The simulation block diagram with numbered nodes is shown in Figure 3.

![Simulation Block Diagram](image)

The numbers found in the net-list in Table 1 correspond to the nodal connections in the block diagram.

```
X 0 0 30 0 FCNGEN FCN=3 F=.05 V=5
Va 10 PWR V=set(Va)=
Vb 2 PWR V=SET(Vb)=
Vc 4 PWR V=SET(Vc)=
Vd 12 PWR V=SET(Vd)=
MUX1 38 2 4 6 MUX
MUX2 38 10 12 14 MUX
```
Table 1: Simulation net list

The input signal was applied interactively along the horizontal voltage axis. For one set of simulations, horizontal parameters Va, Vb, Vc, and Vd are kept constant. Figure 4 presents the result of a point to point simulation for threshold voltages Va = 1V, Vb = 2V, Vc = 3V, and Vd = 5V.

Figure 4 Simulated Trapezoidal Membership Function

The trapezoidal membership function can be considered as a general shape. For a triangular function, for example, Vb = Vc. Except, for horizontal shifting, the slope of each straight line can be changed by altering values of the threshold voltages as well. Figure 5 presents simulation results for some special trapezoidal shapes.
4. Realization Results

The block diagram of Figure 6 is a representation of the hardware realization of the simulated circuit shown in Figure 3. To verify our idea, inexpensive off shelf components were used to implement the circuit. As comparators we used UA741CP amplifiers. Analog Multiplexers are CD4066B bilateral switches. The divider circuit is the AD534JD. The threshold voltages Va, Vb, Vc, and Vd are adjusted to realize any symmetrical or asymmetrical shape. In Figure 7, two oscilloscope diagrams for different values of threshold voltages Va, Vb, Vc, and Vd are illustrated.

5. Conclusion

In many applications, real time fuzzy processors are needed. This paper presented an attempt to realize a simple inexpensive membership-function circuit. To verify our idea we performed simulations first, then realized the membership function generator using inexpensive off shelf components.
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Figure 5 Plots of Simulation
Figure 6 Circuit Block Diagram

Figure 7 Realization Diagrams of Membership Function
Introduction

In 1880, Pierre and Jacques discovered that applying pressure to a piece of quartz created an electrical potential between the deformed surfaces, and that the application of a voltage across the material caused physical displacements [1]. This effect is the piezoelectric effect and occurs only in ionic crystalline solids lacking a center of inversion symmetry. This property of quartz has been used to make devices such as pressure sensors, acoustic transducers, oscillators and microbalances.

Quartz bulk acoustic wave (BAW) devices are typically used for stable oscillator circuits and for quartz crystal microbalances (QCMs). These devices have overlapping electrodes on opposite sides of the quartz and operate in a thickness shear mode (TSM) meaning that the physical displacement is in a direction perpendicular to the electric field between the electrodes. The operating frequency of TSM devices is directly proportional to the acoustic velocity and inversely proportional the thickness of the material between the electrodes [2]. Thus the maximum operating frequency and device sensitivity is limited by a material's acoustic properties and the device thickness.

Silicon carbide (SiC) has an acoustic velocity almost one order of magnitude higher than that of quartz and is also a very sturdy material. This implies that it is possible to have devices operating at a much higher frequency than quartz devices for the same material thickness. It is with this in mind that we report on some preliminary studies on 3C and 4H polytypes of SiC for BAW devices. Table 1 shows the acoustic velocity for Quartz and SiC. The devices were characterized using a TTL-based oscillator circuit to observe the oscillator frequency and stability and the atomic force microscope (AFM) used to observe surface displacement.

Experimental

Devices were fabricated using single and polycrystalline 3C-SiC and Vanadium-doped 4H-SiC. The BAW devices tested were prepared by first doing a standard cleaning procedure. After cleaning, photoresist was spun on one side of the wafer, pre-baked and then exposed to UV light through a mask with the contact pattern. The resist was then developed, and a contact consisting of 200Å Cr and 2000Å Al was deposited using an electron beam (E-beam) evaporation system at a pressure of about 10^-7 Torr. After a lift-off process to remove the excess metal, the same procedure was used to deposit the contacts on the opposite side of the wafer. Care was taken to make sure that the overlap of the contacts were fully matched. The overlapping area of the contacts were circles with a diameter of about 3.3mm. The finished sample were then either mounted in HC48/U crystal holders or prepared for use in the AFM.

The TTL-based oscillator used is based on a circuit given by Brukenstein and Shay[3]. The circuit was soldered in place on a printed circuit (PC) board with the devices placed as close together as possible. The PC board was then mounted in a metal enclosure to reduce stray effects. Figure 1 shows the two circuits used. The accuracy of both circuits were checked by using several commercial crystals with frequencies over the range 3.6-32MHz. Measurements show the circuit in figure 1 b to be accurate over the range 3-21 MHz while the circuit in figure 1a was accurate only above 20MHz. The upper limit on circuit could not be verified due to the lack of fundamental mode crystals above 32MHz. The frequency of operation was checked using both a Tektronix 2235 oscilloscope and a Tektronix CFG280 function generator with frequency counter.

Results and Discussion
It was anticipated that the poly SiC would be a good candidate for BAW devices. However, the results show this material to be not very good. The DC resistance for these devices were in the 100KΩ range compared to commercial systoles at greater than 10^{14}Ω. The oscillation frequencies from these devices were in the 10-20KHz range and the signal was quite noisy and unstable. The poly SiC devices were not measured on the AFM since they did not exhibit good oscillator characteristics. The material was about 500µm thick.

The single crystal 3C-SiC samples measured were previously fabricated by Griffin [4] and were already mounted in HC/6U holders. There were approximately 10µm thick. This made it impossible to test them on the AFM. These devices worked in the 18-45MHz range with most exhibiting stable oscillations. However, there is some concern with the results obtained from these devices. When measured in each of the circuits in figure 2, different frequencies were observed, many time both being quite stable. There is a possibility of each circuit exciting a different oscillation mode.

The implanted 4H-SiC sample performed much better than the other materials. Although the DC resistance could not be accurately measured, it lies in the range of 16-100MΩ. When measured on a Keithley electrometer, a measurement of 16MΩ was observed when set for autoranging. When the range was set manually, we measured resistances as high as 100MΩ. Doing the measurement on a HP3468A multimeter caused it to over-range, indicating the device had a resistance greater than 20MΩ.

The 4H sample gave an oscillation frequency of 46.9MHz which is much higher than predicted by the formula

\[ f = \frac{V}{2d} \]  

(1)

where \( V \) is the bulk acoustic velocity and \( d \) is the material thickness. Based on (1), a frequency of 11.75MHz was anticipated. A possible explanation for this discrepancy is that the device was operating in an overtone mode and not in the fundamental mode.

Figure 2 shows the results from the AFM measurements. The lower trace shows the surface when no voltage is applied while the upper trace shows the surface after the application of a 10 volt potential. It is clearly seen that the application of a voltage across the device caused some surface deformation. The AFM will measure only vertical displacements, so it could not be verified whether or not the device was operating in the thickness shear mode as quartz does.

Conclusion

It has been demonstrated that SiC may be a useful material for acoustic wave devices. However, more work needs to be done in characterizing the devices and studying the acoustic properties.

References


Table 1 Bulk acoustic velocity for Quartz and SiC

<table>
<thead>
<tr>
<th>Quartz (km/s)</th>
<th>Silicon Carbide (km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.67 (a)</td>
<td>13.73 (4H-SiC)</td>
</tr>
<tr>
<td></td>
<td>13.26 (6H-SiC)</td>
</tr>
<tr>
<td></td>
<td>12.60 (3 C-SiC)</td>
</tr>
</tbody>
</table>
Figure 1 TTL-based oscillator circuits
Figure 2 AFM results for Vanadium-doped the 4H-SiC sample.
Numerical Simulation and Experimental Constraints of Bubble Growth in Rhyolite Glasses
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Introduction

A quantitative description of bubble nucleation and growth rates is critical to our understanding of various eruptive mechanisms and degassing processes. Volatile exsolution from a magmatic melt ultimately affects the eruptive style and degree of explosiveness. Bubble growth in magmas is primarily controlled by two processes: the diffusion of gas out of a supersaturated melt and the decompression of the gas inside the bubble as it rises and hydrostatic pressure decreases (Sparks, 1978). Bubbles may also grow by coalescence. An increase in the bubble radius is opposed by surface tension and resistance to growth due to the viscosity and inertia of the surrounding liquid. Viscosity, diffusion rate, surface tension, temperature, and dissolved volatile content are several important parameters which constrain both diffusional and decompressional growth. Here we report on a combined approach involving numerical simulations and new experimental observations to evaluate the existing theoretical framework.

Background

Diffusion is the process by which matter is transported from one part of a system to another down the chemical potential gradient as a result of random molecular motions (Crank, 1975). In most cases, this results in the movement of chemical species from areas of high concentration toward areas of lower concentration. Striven (1959) presented the mathematical treatment for the growth of a spherical vapor bubble in a superheated liquid where growth is controlled solely by the transport of heat and matter. He derived the parabolic growth law:

\[ R = 2\beta(Dt)^{1/2} \]  

where \( R \) is bubble radius, \( \beta \) is the growth rate constant, \( D \) is the effective bulk diffusion coefficient, and \( t \) is time. This investigation superseded an earlier study by Frank (1950) involving radially symmetric phase growth controlled by diffusion.

Rosner and Epstein (1972) later derived the fundamental relationship describing the pressure of the gas in a growing bubble:

\[ P_b = P_h + \frac{2\sigma}{R} + \rho_m \left( R R'' + \frac{3}{2} R^2 \right) + 4\mu \frac{R}{R} \]  

where \( P_b \) is the pressure in the bubble, \( P_h \) is the hydrostatic pressure, \( \sigma \) is surface tension, \( R \) is bubble radius, \( \rho_m \) is magma density, \( R' \) is the growth rate, \( R'' \) is the acceleration rate, and \( \mu \) is the dynamic viscosity.

Sparks (1978) developed a numerical model for the case of a bubble in an infinite liquid based on empirical data to calculate the growth rate constant as well as poorly-defined values for the diffusion coefficient. Sparks was able to conclude that bubbles in magmas with high diffusivities and high water contents grow faster than bubbles in magmas with lower values for these parameters, and the bubbles attain a larger size upon reaching surface conditions during progressive decompression. He also concluded that faster magma ascent rates result in smaller bubbles because there is less time for growth. The study by Proussevitch et al. (1993) provided a more sophisticated numerical model, which invoked the solution of the full diffusion equations for bubble growth in a shell of melt of fixed volume. Their investigation did not incorporate any empirical values for key parameters, and their numerical approach examined instantaneous decompression under a range of parameter conditions. More recently, the numerical approach chosen by Toramaru (1995) involved a formulation to account for the viscosity effect on nucleation and bubble size distribution. He determined that there are regimes in which either diffusion or viscosity controls the nucleation and growth process. Barclay et al. (1995) presented improved analytical models for bubble growth during decompression of high viscosity magmas.
approach builds upon the experimental, theoretical, and numerical results of these previous investigators.

**Experimental Method**

Two high-silica rhyolite glasses were used as starting materials for high pressure hydration synthesis. Initial H$_2$O (total) contents were 0.17 ±0.06) wt% (Blank, 1993) and 0.78 ±0.01 wt% (Newman et al., 1986). Water contents and speciation were verified by FTIR (Fourier Transform Infrared Spectroscopy) analysis. Neither glass contained measurable CO$_2$. Cylinders of the natural glass were cored using a diamond drill from hand specimens and welded onto AgPd capsules. Capsules were held at 850°C for 10 to 14 days under hydrostatic pressures ranging from 700 to 1500 bars. Runs were quenched rapidly to room temperature with pressure held constant (Ihinger, 1991) producing optically clear but cracked glasses. Water contents and species were re-verified. High pressure hydration resulted in two glasses of 2.34 ±0.10) and 4.35 ±0.14) wt% average total dissolved H$_2$O with water contents homogeneous over 3 x 3 mm areas. A third glass, a sample with a natural initial H$_2$O (total) content of 0.78 ±0.01 wt% (Newman et al., 1986), was degassed at 1 atm without modification. In this report, we focus on experimental results and numerical modeling of the 2.34 wt% sample. We have reported previously on the experimental results for the 4.35 wt% sample (Mattioli et al., 1993; Mattioli and Stolper, 1994).

The bubble nucleation and growth rate experiments were conducted as follows. Irregularly shaped, doubly polished plates ( 3 x 5 x 0.5 mm) of high-water content rhyolitic glasses were placed in a heating stage attached to a transmitted-light petrographic microscope. For the 1 atm exsolution experiments, samples were heated rapidly from 25°C to the target run temperatures between 500°C and 700°C. Steady state temperature was generally achieved within 10 minutes of initial heating and controlled to ±5°C of the target value throughout the run. Samples were continuously imaged using a CCD camera and recorded on an 8 mm VCR. Archived tapes were examined in detail a posterior and selected frames were digitized at either 512 x 512 or 640 x 480 pixels with 256 gray levels. Digital images were then analyzed to determine individual bubble radii as a function of time since initial nucleation.

**Numerical Theory and Approach**

A computer model was formulated to simulate bubble growth in a magmatic system. Our approach to computer simulation is to begin with a simplified model and then enhance the model as physical parameters and processes are better understood, thereby providing a more realistic representation of a complex natural system. These numerical simulations should allow us to quantify the contribution of other potentially important factors such as those related to viscous forces. Forward models allow direct comparison to experiments, where material properties such as the diffusion coefficient and bulk viscosity have been measured by other methods.

Our model applies a diffusion equation algorithm expressed in finite-difference form to operate upon a network of elementary cells representing a system of concentric shells. The system is designed to depict a center-stationary spherical gas bubble growing in the surrounding melt due to the transfer of a dilute component (dissolved H$_2$O) from the liquid to the gas (vapor) phase. The system is assumed to be isothermal and further obtains thermodynamic equilibrium at the gas-liquid interface. For the model presented in this report, we also assume that the gas phase within the bubble is homogeneous and that the viscosity of the melt is constant both at the gas/liquid interface and in the far-field. We will report elsewhere on our refined model, which includes a coupled diffusion and water-concentration dependent viscosity as a function of radial distance from the bubble/melt interface (Hooper and Mattioli, 1996).

Bubble growth is induced by diffusion of the volatile component from the surrounding melt. This can be reduced to a case in which there is radial flow in a sphere. An analogous example is the flow of heat in a sphere, where the initial and surface conditions are such that the isothermal surfaces are concentric spheres (Carslaw and Jaeger, 1959). Therefore, radial diffusion with a constant diffusion coefficient can be described by the equation:

$$\frac{\partial C}{\partial t} = D \left( \frac{\partial^2 C}{\partial r^2} + \frac{2}{r} \frac{\partial C}{\partial r} \right)$$

where C is the concentration of the diffusing substance, D is the diffusion coefficient, r is the radial coordinate, and t is time. We can further substitute
such that Equation 3 can be simplified to the more manageable form:

$$\frac{\partial u}{\partial t} = D \frac{\partial^2 u}{\partial r^2}$$

which is the linear diffusion equation in one dimension. The solutions to a variety of cases incorporating radial diffusive flow in a sphere can be found in Crank (1975).

For computer applications and a numerical solution, the diffusion equation can be transformed to a finite-difference form employing an array of concentration values in the bubble growth algorithm. In terms of the variables

$$R = r/a, \ T = Dtla^2$$

the non-dimensional equation for radial diffusion in a sphere is:

$$\frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 \frac{\partial c}{\partial R} \right) = \frac{2}{R} \frac{\partial c}{\partial R}$$

and after omitting the error term (Carslaw and Jaeger, 1959; Crank, 1975) the finite-difference approximation is

$$\frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 \frac{\partial c}{\partial R} \right) = \frac{1}{i(\Delta R)} \left\{ (i + 1)c_{i+1,j} - (i - 1)c_{i-1,j} + 2ic_{i,j} \right\}, \ i \neq 1$$

where $c_{i,j}$ is the concentration at the point $(i\Delta R, j\Delta T)$, $\Delta R$ is the spatial increment, and $\Delta T$ is the time increment. Both $\Delta R$ and $\Delta T$ must be kept sufficiently small to prevent amplification of errors, i.e. oscillations in the solution.

The total flux of gas into the bubble is determined by:

$$4\pi a^3 \left( D \frac{\Delta c}{\Delta R} \right) A T$$

where $a$ is the radius of the bubble, $D$ is again the diffusion coefficient, $\Delta c$ is the change in volatile concentration at the bubble-melt interface, $\Delta R$ is the spatial increment (same as the width of each concentric shell), and $\Delta T$ is again the time increment or time step (Crank, 1975).

Therefore, the numerical simulation models a system consisting of a sphere (the bubble) within an arbitrarily larger sphere (the melt). Based on computational efficiency, each simulation run divides the system into $10^3$ to $10^6$ individual cells, the linear representation of concentric shells. The algorithm keeps track of the position of the bubble edge within the system, the number of moles of H$_2$O within the bubble, the values of the various pressure terms (surface tension, viscous, inertial, excess, and total), bubble growth rate and acceleration, bubble volume, bubble halo width, and the ratio of halo radius to bubble radius. We define the halo as a volatile-depleted fringe that surrounds the bubble, which separates the homogeneous H$_2$O concentration within the bubble from a different homogeneous H$_2$O concentration within the melt in the far-field, as demonstrated in the diffusion profile (Fig. 1). An advantage of computer simulation is that it provides the methodology to rapidly treat a variety of cases, conditions, and the measured variation in physical parameters.

**Numerical and Experimental Results**

Rhyolite glass samples were heated rapidly to 500°C and bubble radii were measured for approximately three hours after initial nucleation (Fig. 2). Measured growth rates are nearly linear in contrast to that anticipated from the simple parabolic growth law (Eqn. 1) (Pérez and Mattioli, 1996). This deviation may be caused by viscous forces, which could inhibit early bubble growth. Viscous pressure is typically small compared with the supersaturation pressure, although it can be equal or greater than ambient pressure during the early stages of bubble growth. A greater understanding of these linear growth rates in the early phases of bubble growth is a subject of ongoing numerical and experimental investigations.

Experimental evidence indicates that bubble growth rates are not spatially uniform. Many of the smaller bubbles had a lower growth rate than the larger ones, but even those bubbles that existed prior to heating (bubbles #1, 2, 3, and 8 in Table 1) did not necessarily have a higher growth rate. Although FTIR measurements demonstrated that initial water contents were homogeneous within error over 3 x 3 mm areas, perhaps small cracks in the sample or micron-scale heterogeneities in H$_2$O concentration are responsible for some of the experimental variability.
However, based on these results we can infer that the bubble surface area/volume ratio must exceed a critical value before it can overcome confining pressure and experience rapid growth.

Numerical simulations were run for a range of parameters relevant to bubble growth in a rhyolitic, high-silica melt. Parameter values include a 500°C temperature, 2.34 wt% H$_2$O, 77.5 wt% SiO$_2$, volubility constant of 0.13 (derived from Sparks, 1978), and a viscosity of 3*e+10 Pas (derived from Shaw, 1963; and Richet et al., 1996). Results from the simulations displayed similar growth rates to those obtained from the experimental results (Fig. 3). An initial period of relatively rapid growth was observed, which is not as clearly distinguishable in the majority of the experimental observations. Only bubble #3 (which existed within the sample prior to initial heating at 1 atm) showed a period of early rapid growth, whose rate slowed as a function of time. The comparable growth rates and initial bubble radii permit a simple interpolation to calculate a best-fit diffusion coefficient for each of the experimental bubbles (Table 1). Furthermore, the average of the values of these diffusion coefficients is within a half-order of magnitude, well within the range of error reported by Zhang et al. (1991), who conducted water dehydration experiments on rhyolitic glasses without causing their nucleation. Their experiments had initial water contents between 0.2 and 1.7% and were conducted between 400-550°C. Although our derived diffusion coefficients for the 2.34 wt% H$_2$O sample arc within the 1 sigma errors reported by Zhang et al. (1991), we note that higher bulk water concentrations, such as our experiments on a 4.35 wt% H$_2$O-bearing glass require a higher bulk diffusion coefficient than that derived by extrapolation of the Zhang et al. (1.99 1) parameterization (Mattioli and Stolper, 1994).

Conclusion

Water-rich bubble growth has been observed and measured in real-time at 500°C and 1 atm total pressure. Numerical simulation with a diffusion-equation model provided comparable growth paths and permitted an inverse-solution approach to calculate the diffusion coefficient for each bubble analyzed in the experimental portion of the study. Our results confirm previous studies of bulk H$_2$O diffusion without phase transitions for rhyolite glasses of intermediate water contents (e.g., Zhang et al., 1991).

Our current numerical modeling begins to examine the complex interactions in a multiple-bubble system and to parametrize the contribution of viscous forces. As we achieve a greater understanding of the degassing process from these bubble growth studies, we hope to improve our knowledge of those explosive eruptions for which exsolution of volatiles is the principal driving force.
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Table 1. Calculated growth rates and best-fit diffusion coefficients \( D \) in the 2.34 wt% \( \text{H}_2\text{O} \) sample (at 500°C) for individual bubbles as averaged over the entire observation period of each bubble.

<table>
<thead>
<tr>
<th>Bubble #</th>
<th>( \frac{d r}{d t} ) (m/s)</th>
<th>Best-fit ( D ) (m(^2)/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.70e-09</td>
<td>3.60e-15</td>
</tr>
<tr>
<td>2</td>
<td>4.65e-09</td>
<td>1.55e-14</td>
</tr>
<tr>
<td>3</td>
<td>6.97e-09</td>
<td>2.07e-14</td>
</tr>
<tr>
<td>4</td>
<td>0.36e-09</td>
<td>2.27e-15</td>
</tr>
<tr>
<td>5</td>
<td>1.82e-09</td>
<td>7.28e-15</td>
</tr>
<tr>
<td>6</td>
<td>1.71e-09</td>
<td>6.95e-15</td>
</tr>
<tr>
<td>7</td>
<td>1.34e-09</td>
<td>5.83e-15</td>
</tr>
<tr>
<td>8</td>
<td>3.75e-09</td>
<td>1.33e-14</td>
</tr>
<tr>
<td>9</td>
<td>2.49e-09</td>
<td>1.02e-14</td>
</tr>
<tr>
<td>10</td>
<td>1.10e-09</td>
<td>5.07e-15</td>
</tr>
<tr>
<td>11</td>
<td>0.95e-09</td>
<td>4.52e-15</td>
</tr>
<tr>
<td>12</td>
<td>2.01e-09</td>
<td>7.86e-15</td>
</tr>
<tr>
<td>Average</td>
<td>2.32e-09</td>
<td>8.59e-15</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.92e-09</td>
<td>5.44e-15</td>
</tr>
</tbody>
</table>

Average (Zhang et al., 1991) 5.05e-14
Std. Dev. (Zhang et al., 1991) 1.83e-13

Fig. 1. Concentration profiles showing the growth of the diffusion halo with time.
Fig. 2. Experimentally determined bubble growth rates from a 2.34 wt% H₂O rhyolite glass at 500°C. Each bubble is shown with its least-squares fit.

Fig. 3. Computer-simulated bubble growth rates run with different diffusion coefficients (D) and initial bubble radii to correlate with experimental results.
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Introduction

The island of Montserrat lies in the British West Indies of the northern Lesser Antilles island arc. It is approximately 16 km long (N-S) by 9 km wide (E-W). Soufriere Hills volcano, located in the southern part of the island, consists of a series of andesitic lava domes. These domes are clustered near English’s Crater, a horseshoe-shaped depression that is approximately 1 km in diameter and is open to the east-northeast. The origin and orientation of this feature has been attributed to a large sector collapse (Jansma and Mattioli, 1996) at approximately 4000 years B.P. (Smith et al., 1997). Chance’s Peak dome, located on the western crater rim, is the highest (pre-emption) point on the island at 915 m. Wadge and Isaacs (1988) summarized the available radiocarbon age determinations for the southern portion of the island, which indicate that the last period of major activity was between 16,000 and 24,000 years B.P. The last period of activity at Castle Peak dome, however, is more recent. The youngest pre-historic deposits, consisting of thin block-and-ash flow units, are restricted to the valleys draining the sector collapse. Radiocarbon ages for these deposits are between 750 and 200 years B.P. (Smith et al., 1997). Block-and-ash flow, surge, and mudflow deposits are dominant on the lower slopes of the Soufriere Hills Volcano (Rea, 1974; Wadge and Isaacs, 1988).

After several episodes of increased seismic activity over the past 100 years (Shepherd et al., 1971), Soufriere Hills Volcano erupted for the first time in recorded history on 18 July 1995. Beginning with small phreatic eruptions, the overall strength and magnitude of the eruption has been escalating. Andesitic lava breached the surface in October 1995 and significant and dome growth began in November 1995. Dome collapse led to the generation of pyroclastic flows starting in April 1996 and continuing through the end of September 1996. These are relatively gas-poor pyroclastic flows known as block-and-ash flows (Cas and Wright, 1987) and associated surges rather than gas-rich pumice and ash flows or ignimbrites associated with collapsing eruption columns (Smith and Mattioli, unpub. data).

Two general mechanisms can be proposed for the generation of these pyroclastic flows from lava domes: gravitational collapse or explosive collapse. Following the classification of Macdonald (1972), the gravitational mechanism has been described as a ‘Merapi-type’ pyroclastic flow caused by blocks falling from a collapsing dome, while the explosive mechanism has been described as a ‘Peléan-type’ pyroclastic flow caused by an explosion from the side of a dome. Observations by the field teams, an examination of the flow products, and computer simulations support a gravitational-collapse origin for most of the pyroclastic flows (Hooper et al., 1997). Because of their predominance at Soufriere Hills, an understanding of the pathways and kinematics of the flows generated by the disintegration of lava domes is critical for local hazard assessment.

Prior to the onset of the current eruption on Montserrat, Wadge and Isaacs (1988) used a digital elevation model (DEM) and a simple mathematical model of gravitational flow to create a map of the volcanic hazards from Soufriere Hills volcano. Their computer simulations followed the energy-cone model of Malin and Sheridan (1982). They produced a sequential hazard zone map that provided valuable information for emergency planning. Wadge (1996) later assessed the accuracy of their work and noted its usefulness as a guide for response early in the crisis, but the course of events was not accurately predicted and they made no attempt to assess the addition of a new lava dome. The Wadge and Isaacs model was designed more for a Plinian-type eruption or a “worst-case scenario” (Wadge, 1996) rather than the present activity, which has predominantly been pyroclastic flows generated by the gravitational collapse of the lava dome. The volcanic flow model we present here can be used to simulate several types of volcanic flows and has several significant differences from the Wadge and Isaacs model. Our model is highly adaptive for a variety of volcanic flows and incorporates parameters for basal friction, internal viscosity (or viscous drag), and inertial acceleration (or dissipation). We present some results from computer simulations.
simulations of pyroclastic flows and discuss the role of such computer models in hazard assessment.

**Theoretical Background**

McEwen and Malin (1989) created a two-dimensional flow model to be applied to a three-dimensional quadrilateral grid (U. S. G. S. digital elevation model or DEM). They described the total resistance to flow based on a model for the Mount St. Helens rockslide-avalanche suggested by Voight et al. (1983). The description was first derived by Mellor (1978) to describe snow avalanches and is in the form of the polynomial equation:

\[ \tau = a_0 + a_1 \upsilon + a_2 \upsilon^2 \]  

where \( \tau \) is the resistance to flow, \( \upsilon \) is velocity, and \( a_0, a_1, \) and \( a_2 \) respectively, can be related to internal and/or sliding friction, viscosity, and turbulence (inertia).

**DTM Generation:** The computer program used in this study has been called Flow3D or Model3D (Kover, 1995) and is based on a sliding block physical model with the inclusion of viscous and turbulent dissipation factors. The addition of the viscous and turbulent resistance parameters expands the capability of the model to include lahars and pyroclastic surges. This new program is similar to the McEwen and Malin (1989) model in its calculation of frictional resistance and its execution of flow calculations in two dimensions, but it differs in the type of DTM (digital terrain model) on which the flow model is applied and the way in which the viscous resistance is calculated. The McEwen and Malin model is applied to a grid-based DEM, while this program creates a DTM based on a triangular irregular network (TIN) which forms three-sided polygons from irregularly positioned three-dimensional triplet data. A TIN provides a favorable representation of a terrain surface for flow modeling because it allows the location of data points to be unrestrained and the vertices of the triangular mesh to precisely match the digitized data point values. The TIN can be constructed to be more or less detailed depending on topographic complexity. The Flow3D program then displays the terrain as a pseudo-three-dimensional surface that is shaded to highlight relief and colored to represent elevation.

The TIN is created by connecting the vertex points in such a way that the sides of the created triangle are as similar in length as possible. This is to prevent the creation of very long, narrow triangles, which detract from the accuracy and visual appearance of the DTM as well as the effective performance of any applied models. TIN creation used a Delauney triangulation method, which is loosely based on the technique described in Lee and Schachter (1980) and Jones et al. (1990). Delauney triangulation does not permit the circumcircle defined by the vertices of a given triangle to encompass any other vertices. If a triangle pair fails the circumcircle test, then swapping the shared edge of the triangle pair is required. The vertex data are stored as an array in which each data position holds the x, y, and z coordinates of a vertex.

**Flow Models:** The resistance due to friction is calculated using a variation of the Coulomb model similar to that employed by the energy line (Heim, 1932; Hsu, 1975; Sheridan, 1979) and sliding block (Pariseau and Voight, 1979) models:

\[ \tau = g \mu \cos \theta \]  

where \( \tau \) is the frictional resistance, \( g \) is gravitational acceleration, \( \mu \) is the coefficient of sliding or internal friction, and \( \theta \) is the effective slope angle.

Flow3D uses a viscous dissipation algorithm to avoid problems associated with the calculation of the viscous resistance. This is the same approach employed in the model of Sheridan and Macias (1992). The viscous and turbulent resistances are calculated by multiplying the operator-defined viscous dissipation with the appropriate velocity at a fixed point in space and time. The path of a simulated flow is determined by vector arithmetic. The flow is modeled as an independent package sliding over an effectively smooth surface of varying slope. Mass, density, and volume are assumed to remain constant for each flow package. Therefore, erosion/deposition and the loss/gain of volatiles are ignored.

A variety of flow origin configuration schemes are available and include a single (point) flow source, multiple sources along an arc of a given radius, multiple random flow sources in a specified area, multiple flow sources in a line to simulate a fissure eruption, and multiple sources originating from the centers of all of the triangles within a specified area. Although each flow package behaves independently of the other flow packages, multiple flows initiated simultaneously are an efficient way in which to view the possible areal effects for a variety of flow scenarios. The
Flow3D program is fully described in Kover (1995),

**Computer Simulation of Pyroclastic Flows**

The Montserrat DTM was digitized from a 1:25,000-scale topographic map published by the Government of the United Kingdom (Directorate of Overseas Surveys, 359/Edition 7, 1983). The chosen contour interval for digitizing was 250 ft. In order to assess the generation of pyroclastic flows from the new dome, we created synthetic topography based on the morphology from aerial and land-based photographs and field observations. For the simulations presented in this study, the maximum dome elevation was assumed to be 945 m (3100 ft.), which was the approximate height of the dome in August 1996 (MVO Daily and Scientific Reports, 1996). Our current numerical model is not yet capable of ingesting dynamic topography, although future modifications will incorporate this important modification.

In order to test the flow model, simulations were conducted on historic flows at Mount St. Helens (Washington, U. S. A.) and Unzen volcano (Kyushu, Japan). The simulations were compared in terms of flow path, flow termination, and, in the case of Mount St. Helens, flow velocity history. These simulations not only served as a test for the accuracy of the model, but also provided a relevant range of values for the empirical friction, viscous, and turbulent parameters.

On 7 August 1980, a pyroclastic flow originating from the crater dome at Mount St. Helens traveled north through the sector co| apse left after the 18 May 1980 eruption. The flow was photographed by Hoblitt (1986) with a clock-equipped camera. The resulting series of photographs provides an accurate record of the path, runout, and velocity history for the flow front. Kover (1995) adjusted the friction, viscous, and turbulent parameters to match the characteristics of the actual flow and to obtain a relatively close fit. The simulated flow parameters are listed as MSH 1 in Table 1. The shorter runout distance of the simulated flow is most likely a manifestation of the actual pyroclastic flow inflating to a surge (Hoblitt, 1986; Kover, 1995).

The extrusion of viscous lavas near the summit edge of the Mt. Fugen (Fugendake) dome of Unzen volcano commenced on 20 May 1991 (e.g., Nakada and Fujii, 1993). Nakada and Fujii (1993) report that the continuous growth of lava domes and falls of lava blocks from their margins frequently generated pyroclastic flows (i.e., Merapi-type). By matching the flow path and run out distance, Kover (1995) simulated the 8 June 1991 block-and-ash flow at Unzen volcano. His simulation (MUI in Table 1) again obtained a reasonably close match with the actual flow.

These two sets of empirically-derived parameters were then used as input for the volcanic flow model with MONT1 corresponding to MSH1 and MONT2 corresponding to MUI (Table 1). Numerous simulation runs were initiated with a variety of flow origin configuration schemes to model different initial flow directions. Although one flow per simulation run is possible, multiple flows initiated simultaneously along an arc were determined to be an efficient method of viewing subtle areal effects for a variety of flow scenarios. Because we are examining gravity-driven volcanic flows, each flow path had an initial velocity of 0 m/s.

Results from the simulations revealed that flow pathways quickly became channelized in the major drainages. After traveling down the Tar River valley, the flows entered the sea at the mouth of the Hot River. This is in agreement with the observation that the initial, gravity-driven pyroclastic flows had a nu-row areal extent and were confined to the major drainages leading from English’s Crater. In the simulations using MONT 1, the flow velocities upon reaching the coast were 20-30 m/s, which is in accord with observed velocities of actual flows (M. Stasiuk, pers. comm.). Nakada and Fujii (1993) calculated the average velocities of four pyroclastic flows from the dome at Unzen Volcano and reported values between 14 and 28 m/s. In this same set of simulations, the flows reached a maximum velocity of approximately 50 m/s and traveled a maximum distance of 3050-3200 m before reaching the shoreline. The maximum duration of flow was between 110 and 130 s. The slight variation in values is a function of the number of flow paths, the path taken by each flow, and the flow origin configuration scheme. Figure 1 is a perspective view that shows a computer simulation of pyroclastic flows emanating from the new lava dome and descending the Tar River valley eastward to the shoreline. This simulation uses the MONT 1 parameters and multiple flow packages (16 flows) originating simultaneously from an arcuate configuration high on the dome. Although this figure is in black-and-white, the flow model is capable of color-coding both the elevation and flow velocity scales.

The simulations using the parameters from Unzen volcano (MONT2) generated flow paths that failed to reach the shoreline of the island. This result is consistent with the termination of
several of the smaller pyroclastic flows. This second parameter set created flows that reached a maximum velocity of about 33 m/s, traveled a maximum distance of roughly 2000 m, and had a maximum flow duration of approximately 120-125 s. A map view of one simulation is shown in Figure 2. The DTM has been geometrically corrected with north to the top of the figure. These gravity-driven flows were directed to the west and several of the 50 simultaneously-generated flows overtop the crater escarpment to the west and north. The capital city of Plymouth lies only 5 km to the west of the crater rim. This figure is significant because it illustrates that although the MONT2 parameters have shorter runout distances (due to greater resistance to flow) than the MONT1 parameters, they are still capable of overtopping the crater wall if the dome should collapse to the west. As the dome and talus apron continue to grow, it will become easier for volcanic flows to surmount topographic barriers.

The identification of a minor component of juvenile pumice detected in the late July 1996 pyroclastic flows (A. Smith, pers. comm.; MVO Scientific Reports) indicates the presence of an explosive component. By simply adding an initial velocity to the simulations, a first-order approximation of these conditions can be modeled. Adding an initial velocity to the flow pathways enables many of them to surmount the crater and valley escarpment and thereby endanger a greater portion of the island.

In addition to pyroclastic flows, the Flow3D program is also capable of modeling lahars (volcanic mudflows). Because they are intimately mixed with water, lahars quickly become confined to the main drainages in the simulations and have runout distances that generally reach the coast. Lahars can be generated from anywhere on the upper flanks of the volcano and their likelihood increases after a heavy or prolonged rainfall has had the opportunity to remobilize volcanic debris, especially ash.

The volcanic flow program also has an option to employ an energy-cone model (e.g., Malin and Sheridan, 1982). A density flow initiated at some elevation will move as potential energy is converted to kinetic energy minus friction. An energy line is the slope along which the frictional loss is balanced by conversion of potential to kinetic energy. The flow comes to rest where the energy line intersects the topographic surface. Although this is a more simplistic simulation, the application of an energy-cone model can be valuable for determining the flow paths of pyroclastic flows and surges. A more detailed discussion of lahars and the results from the energy-cone model will be presented in future publications.

**Application to Hazard Assessment and Conclusion**

Since the eruption began on 18 July 1995, there has been a gradual increase in eruption magnitude and destructiveness. English's Crater is open to the east-northeast and under the present eruptive conditions, the crater and the Tar River valley remain the areas most susceptible to various volcanic flow phenomena. This region and most of the southern portion of the island have wisely been evacuated for a considerable period of time. To date, all pyroclastic flows have remained within 200 m of the confines of the crater walls and the Tar River escarpment, but significant additional dome growth or an increase in the magma ascent rate could lead to flows that overtop these boundaries. The potential for a volcano to enter a more destructive phase of eruption should never be underestimated. Less destructive surges have entered various canyons in different sectors of the volcano. Ash fall is dependent upon wind direction, but accumulating ash promotes the development of lahars, which may follow existing drainages leading from all sectors of the volcanic edifice. With relatively little effort by the users, the digital topography can even be updated to meet changing conditions.

A graphical simulation program like Flow3D is a useful tool for modeling future and historic volcanic flows. It is also a useful tool for illustrating complex volcanic processes. The three-dimensional representation of the energy relations of volcanic flows can be combined with digital terrain models of volcanoes to produce theoretical hazard maps. This methodology allows the scientist to begin to predict those areas most likely to be affected by a volcanic eruption, thereby helping to achieve the important goal of developing accurate models of volcanic processes so that the general public and authorities can be informed of the hazards. These hazards must then be clearly and efficiently communicated in a concise and timely manner. A graphical computer-simulation model represents a major step towards visualizing volcanic hazards and phenomena for both the scientist and the general public.
Fig. 1. Perspective view of simulated pyroclastic flows using MONT 1 parameters.

Fig. 2. Map view of simulated pyroclastic flows using MONT2 parameters.
Table 1. Flow model parameters.

<table>
<thead>
<tr>
<th>Source or Simulation</th>
<th>Runout (km)</th>
<th>Frictional Coefficient (a₀)</th>
<th>Viscous Coefficient (a₁)</th>
<th>Turbulent Coefficient (a₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mount St. Helens</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hoblitt (1986)</td>
<td>5.7</td>
<td>0.19-0.23</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>MSH1 (Kover, 1995)</td>
<td>4.7</td>
<td>0.10</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td>MONT1 (this study)</td>
<td>0.10</td>
<td>0.01</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td>Mount Unzen</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nakada and Fujii (1993)</td>
<td>5.5</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MU1 (Kover, 1995)</td>
<td>-5.5</td>
<td>0.06</td>
<td>0</td>
<td>0.0125</td>
</tr>
<tr>
<td>MONT2 (this study)</td>
<td>--</td>
<td>0.06</td>
<td>0</td>
<td>0.01</td>
</tr>
</tbody>
</table>
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Abstract

A non-linear filter for image post processing based on the feedforward Neural Network topology is presented. This study was undertaken to investigate the usefulness of "smart" filters in image post processing. The filter has shown to be useful in recovering high frequencies, such as those lost during the JPEG compression-decompression process. The filtered images have a higher signal to noise ratio, and a higher perceived image quality. Simulation studies comparing the proposed filter with the optimum mean square non-linear filter, showing examples of the high frequency recovery, and the statistical properties of the filter are given.

1. Introduction

An artificial neural network (NN) based image post processor for image enhancement is presented. The goal of the research was to find a practical filter which would approximate the performance of the optimum mean square non-linear inter in recovering high frequencies. This has particular relevance for compressed images, and JPEG images were chosen for some of the simulation studies.

Many lossy compression algorithms reduce or completely eliminate high frequencies during the compression-decompression process. [n JPEG lossy compression for example, the spectrum of the image is quantized, and the high frequencies are usually rounded to zero. The basic problem here is then fundamentally different from the usual problem of removing noise from an image. The idea was to investigate to see whether there was information in the image that could be used to re-introduce high frequencies, and if we could implement a filter to do this. Linear filters cannot change parts of the spectrum that have been rounded to zero, and the non-linear filters available, both order statistic and others based on neural nets have, for the most part, been designed for the noise problem [1,2,3,4].

We have investigated a filter that improves the image both in terms of signal to noise ratio, and in perceived image quality. Quantization to both zero and non-zero values will cause image degradation. While linear filters may improve perceived quality caused by quantization to non-zero values, they can do nothing for values quantized to zero. Quantization to non-zero values can make the image look grainy, and linear smoothing filters can be used to improve the perceived image quality. The signal to noise ratio however, will decrease. This is acceptable, since most JPEG images are ultimately used for viewing, and perceived quality is considered to be the standard, while signal to noise ratio is used only as a secondary measure. Linear filters can only increase or decrease spectral components, and so will have no effect on frequency components rounded to zero. This is where the non-linear filters come into play. We have called these 'smart' filters because they must 'decide' when high frequencies have been lost, and re-introduce them. These decisions are statistically based, and must be learned during training. The first part of the research compares the optimum non-linear filter in the mean square sense to the neural filter, the the neural filter is applied to a real world problem, JPEG images.

2. JPEG Image Compression

Without going into the details, here are the relevant aspects of the JPEG lossy standard. It might be useful to distinguish here between two variations of JPEG, the lossy and the lossless types. They are fundamentally different, and are implemented with completely different algorithms. We are interested in the lossy type here.

Acknowledgments: This work was supported by NASA under Grant No. CAN NCCN-0088, the National Science Foundation under Grant No. CDA-89 13486, and the Industrial Affiliates Program at UPR.
The JPEG lossy standard proposes the following compression and decompression steps. An image is first segmented into blocks of $8 \times 8$ pixels. $2^b - 1$ is subtracted from each pixel, where $b$ is the number of bits per pixel. The dc value is calculated and compared to the dc value of the previous block. The difference between them is stored. A discrete cosine transform (DCF) is then performed on each block. The results of the DCT are then quantized using a 64 element quantization table. The values from the look up table are then coded using either arithmetic or Huffman coding. For decompression, the quantization table values are recovered from their coded values, the look up table is used to regain the quantized values, and an inverse DCT is performed.

As a result of the quantization, small values of the DCT are rounded to zero. This can manifest itself visually differently depending on the amount of quantization. An image generally has more energy in the lower frequencies than in the higher ones, which means that the higher frequency components of the DCT are usually the ones quantized to zero. A loss of sharp edges, or blurring, can be seen in the compressed-decompressed image. We are concerned with non-linear tilters which can be used to remove some of the blurring effects.

3. Neural Filter Topology and Training

A feedforward neural net topology shown in figure 1 was chosen for the filter. Both one and two hidden layers were used in the simulations. Since they gave very similar results, we have presented only the one hidden layer case here. The number of hidden layer nodes was varied from 3 to 10.

![Figure 1. Topology of filter showing input and output.](image)

The images have intensity values ranging from 0 to $2^b - 1$, where $b$ is the number of bits per pixel. The images used in the simulations were 8 bits per pixel, or intensity values ranging from 0 to 255. These values were scaled in order to have inputs and outputs between 0 and 1.

Training patterns were produced using the JPEG compressed-decompressed image as input, and the original image as the target values. Let the number of rows and columns in the image be $R$ and $C$ respectively. Let $p(i,j)$ be the scaled pixel in row $i$, column $j$ of the original image, where $1 \leq i \leq R$, and $1 \leq j \leq C$. Also, let $p_{JPEG}(i,j)$ denote the scaled pixel in row $i$, column $j$ of the JPEG processed image. Each training pattern consists of nine input values, $p_{JPEG}(i,j) : k-1 \leq i \leq k+1 , m-1 \leq j \leq m+1$ and one output value, $p(k,m)$.

Since the inputs correspond to a pixel and its eight nearest neighbors, pixels on the borders were not used as training patterns. The method for selecting training patterns was different for the different experiments, and is described in the results section. Supervised training was done with both the Back-propagation and Levenberg-Marquardt algorithm. The Levenberg-Marquardt algorithm proved superior, and the results shown use this training method.
Once training was completed, filtering was done using a 3 by 3 pixel sliding window as shown in figure 2. All pixels except those on the border were filtered. Thus, the filtered images were 2 rows and 2 columns smaller than the original.

4. Experimental Results

The non-linear filters proposed use the mean square error as a performance measure. The optimum filter would output the conditional expected value of the output pixel given the input pixels,

\[ p = \mathbb{E} \{ x_5 | x_i, i = 1, 2, \ldots, 9 \} \]

where \( p \) and \( x_i \) are as in figure 1. This can be estimated from the images to be filtered, but cannot be implemented for any but the simplest filters. For even the relatively small 3 by 3 pixel filter and 8 bit images used here, there are \( 256^9 \) conditional expected values. Computing and storing these is not possible on most computing platforms. Anything over two pixels becomes computationally too expensive. The first experiment therefore uses two pixels as input. Various images were processed, using both the optimum filter and the neural filter. The high frequencies of the images were removed to produce an average signal to noise ratio of 8.2 dB relative to the original image. The complete images were used to produce the conditional expected values for the optimum filter. After filtering the average signal to noise ratio increased to 11.72 dB. The neural filter was trained using only 1/100 of the images, or 1/100 of the information used by the optimum filter. Still, the average signal to noise ratio increased to 10.1 dB after filtering. These results encouraged the use of higher order filters.

The next simulation done was to test whether a non-linear filter of this type could restore the high frequencies of a JPEG compressed image. An image was selected, and every 100th pixel was used as a training pattern. Once the training was complete, the filter was used on the same JPEG image. Figure 3 shows the results.
Figure 3 a is the difference between the magnitudes of the FFT of the original image, and the FFT of the JPEG compressed-decompressed image. The plot shows large differences at the high frequencies, indicating that these have been lost. The filtered image is compared to the JPEG image in Figure 3 b. Again the differences are in the high frequencies, indicating that the filter did indeed introduce high frequencies. These high frequencies were not just introduced randomly, and the filtered image was better visually, and had a higher signal to noise ratio.

These results, although encouraging, are not general, since the training patterns came from the image to be filtered. A second filter was trained using training patterns from various different images. This filter was then used to filter three different images. Results of the output signal to noise ratios are shown in Table 1.

<table>
<thead>
<tr>
<th>Image</th>
<th>JPEG Image</th>
<th>Filtered Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>29.44</td>
<td>30.06</td>
</tr>
<tr>
<td>Image 2</td>
<td>20.86</td>
<td>21.42</td>
</tr>
<tr>
<td>Image 3</td>
<td>21.94</td>
<td>23.18</td>
</tr>
</tbody>
</table>

As can be seen, the signal to noise ratio increased for all three images after filtering. More importantly, the images improved visually. In order to appreciate the difference between the images, a magnified portion of one of the images is presented in Figure 4. It is clear how the JPEG compressed image is blurred compared to the original. In Figure 4 c, it can be seen that the image after filtering has edges that are more clearly defined.

The frequency plots presented above give us an idea of what the filter is doing, but the filter is not linear, so frequency response plots do not specify the filter completely. We used statistical plots in order to get a clearer picture of what the filter was accomplishing. We used two different plots for this. The first are the histograms of the original image, the image after JPEG compression, and after filtering. The plots for one of the images is shown in Figure 5. The removal of the high frequencies can be seen to have the effect of smoothing the histogram.
Figure 5. Histograms of a) original image, b) JPEG image c) filtered image.

The second plots were the pixel intensities before filtering vs. the pixel intensities after filtering. This will show exactly how the filter is modifying pixel intensities. If no changes had been done, then we would see only a line through the origin with slope 1. A plot for one of the images is shown in figure 6. Here it can be seen that the filter does not radically change the image, and that more mollification is done on the low pixel intensities than on the high.

Figure 6. Plot of pixel values of the JPEG image vs. the JPEG enhanced filtered image.
5. Conclusions and Future Work

A non-linear filter, based on the feedforward NN topology was presented. This filter has shown to be useful in recovering high frequencies lost during the JPEG compression-decompression process. Designing filters to increase the signal to noise ratio of two dimensional signals by introducing lost high frequency components is useful in many different image processing applications. Further work needs to be done testing the filter on a wider image database, and in refining the training patterns to enhance performance.
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I. INTRODUCTION

The progress made in silicon based semiconductor and ULSI technology is mainly driven by dynamic random access memories (DRAM) and in part by high speed RISC processors. It is interesting to note that DRAM has always been driving microlithography and front half technology such as isolation and Field Effect Transistors (FET) whereas RISC processors have driven the back half technology such as multi-level interconnection, metalization and planarization. The DRAM technology has always been advancing at a steady rate, producing one new generation every three years and it is likely to continue unabated for several generations more. [1] Each generation offers 4x increase in density, 1.4x increase in chip size with 3x reduction in cell area and 1.4x reduction in feature size. The market for DRAM is also progressing at a similar rate. This demand has been the driving force behind the advance of the semiconductor processing technology.

A typical DRAM cell consists of a capacitor for charge storage and an MOSFET for charge switching. [2] This configuration is called 1-Transistor 1-Capacitor (1T-1C) and is very popular owing to its simplicity and small size. The cell is accessed by turning on the MOSFET via the word line. Charge is then transferred into/out of the capacitor. The information stored in the cell is read destructively and subsequently restored by the sense amplifier. Fig. 1 shows a 1T-1C DRAM cell.

![Fig. 1. Schematic of a 1T-1C DRAM cell](image)

With the increase in packing density and reduction in feature size the capacitor is taking up most of the semiconductor real estate on the integrated circuit. Capacitance offered by a cell of effective area A and effective dielectric thickness t is given by the formula

$$C = \varepsilon_r \varepsilon_0 (A/t)$$

(1)
where \( \varepsilon_r \) is the relative permittivity or the dielectric constant of the material. Currently used material is a combination of SiO\(_2\) and Si\(_3\)N\(_4\). [3] This layer is called as Oxy-Nitride (ON) or Oxy-Nitride-Oxide (ONO) and has a dielectric constant of about 6. It is estimated that the minimum capacitance that the cell should offer for the satisfactory storage of charge and operation of the DRAM cell is 30 fF/\( \mu \text{m}^2 \). [4] This value is called the Critical Capacitance \( C_{\text{crit}} \). As the cell size reduces the dielectric is deposited or patterned into complex non-planar (3D) structures in order to maintain the required capacitance. However, for the new 1 Gb and higher density memory it is not possible to realize a compact DRAM cell using these conventional materials because of the extremely large capacitor area required. The need for denser memories has thus placed a greater constraint on the materials employed. Barium Strontium Titanate (Ba\(_{1-x}\)Sr\(_x\)TiO\(_3\)) has been projected to be an effective replacement and a material of choice for future generations of DRAM. The other leading possible materials include strontium titanate and lead zirconium titanate in both doped and undoped forms. However the inherent disadvantages associated with these materials have put them behind BST in the choice of high permittivity material. [5]

II. THIN FILM DEPOSITION

Thin film deposition of BST has been pursued by various techniques including sputtering [6] [7] [8], chemical vapor deposition [9] [10] [11] and sol-gel [12] methods. We have chosen to use the low cost process of Metal Organic Decomposition (MOD) which includes the preparation of organometallic precursors and subsequently deposit them by the spin-on technique. The selected composition is Ba\(_{0.5}\)Sr\(_{0.5}\)TiO\(_3\). The MOD is a technique for producing inorganic thin films without processing in vacuum or going through a powder step. [13] A metal-organic compound has a metal atom bonded to an organic radical through a hetero-atom like oxygen, nitrogen, sulfur or phosphorous. The individual organometallic compounds are mixed in cation stoichiometry to form a true solution. This solution is then deposited on a substrate by any suitable method. The substrate is then heated to pyrolyze the formulation thereby getting rid of the solvent and then to decompose the organometallic compound to produce an inorganic film. A further heating step apropos the annealing is required to control the physical properties including stoichiometry. Multiple processing is done in order to achieve a greater thickness, prior to annealing. Some of the significant advantages of MOD processing over alternate techniques are the yield of equilibrium phases (of desired systems) at relatively low temperatures, fine grain polycrystalline films and relatively high stoichiometry. Also, the cost of production is considerably less than most methods of film growth. The disadvantage is the possible cracks and pinholes that can appear during the thermal processing, due to the rapid change in material volume.

The MOD chemicals are very sensitive to moisture, particularly for long shelf life. In order to circumvent the elaborate moisture removal procedures water soluble compounds are chosen to form the precursors. [14] Acetates are known to be reasonably good candidates for this purpose. We chose barium acetate and strontium acetate and for the titanium atom requirement, a chelated liquid solution of titanium acetyl acetonate commercially available as Tyzor GBA, a proprietary chemical manufactured and marketed by Du Pent.

Required molar quantities of barium and strontium acetates are weighed and saturated solutions are prepared in water. From the data sheets, volume of Tyzor GBA to be pipetted for the required molar quantity of titanium is determined. Methanol is the common solvent for the final precursor solution. However both barium and strontium acetates are insoluble in methanol.
A little quantity of water is added to titanium acetylacetonate. In the presence of this additional water and some methanol all the cation sources mix well to form a homogeneous liquid. A slightly acidic pH is maintained (about 6.5). The quantity of methanol is primarily decided by the required viscosity of the solution. The solution is stored in an air tight bottle and it has reasonably long shelf life of several months.

Platinized silicon wafer is used as the substrate. P type (100) silicon wafer with e-beam evaporated 1000 Angstroms of platinum and 400 Angstroms of barrier layer were purchased from commercial vendors. The wafer is cut into small pieces of about 1 cm x 1 cm dimension. They are cleaned to be free of all grease, oils and inorganic contaminants with the aid of ultrasonic bath and standard cleaning procedures. The first step in cleaning is to wash the substrate with water and detergent to remove inorganic and surface adherents. They are then dipped in acetone to remove any grease on the surface. Cleaning with isopropyl alcohol removes the acetone from the wafer. Methanol dissolves and removes any remaining organic impurities and solvents. The substrates are then dipped once again in the ultrasonic bath, this time with distilled water only. After blow drying the wafer front with pure nitrogen gas they are baked in a low temperature (~150 °C) oven for a short duration. A 4" wafer spin processor (model: 4 NPP; Lauren Technologies) is used for spin coating the deposition. The substrate is mounted in the spinner; a few drops of viscosity controlled stock solution dropped on it using a simple liquid dropper and the wafer spun at a suitable speed ranging between 1000 and 3000 rpm. The coated substrate is pyrolyzed for a few minutes at about 150 °C to remove organic solvents and water. The process is repeated to deposit multiple layers. Individual layers are too thin to be analyzed and has a lot of cracks and pinholes. Finally the film is annealed at a higher temperature between 500 °C and 800 °C for about 30 minutes. This promotes crystallization of the film. A flow diagram for the deposition process is shown in Fig. 2.

The films produced are then coated with evaporated gold contacts for the purpose of electrical measurement.
III. RESULTS AND DISCUSSION

A schematic of the film structure is given in Fig. 3. The first films deposited were on platinized silicon with a TiO_2 barrier layer. This caused a problem in identifying the composition. Wavelength Dispersive Spectroscopy (WDS) produced results that were inconclusive regarding the contents of titanium in the film since the x-ray counts conflicted with those generated from the barrier layer. Thus wafers with tantalum or zirconium oxide barrier layers were used for the first films. The WDS is a bulk sample analysis program. In order to account for the film analysis "GMRfilm" program is used. This program compensates for the bulk effects and provides a quantitative analysis based on the underlying (substrate) layers and their composition too. Since this is a complex structure involving quaternary compound for the film and multiple layers for the substrate there was a need to determine the reliability of the measurement from the electron microprobe. Thus a few films were deposited on sapphire (Al_2O_3) substrates. Upon comparing the results obtained for the different films it was found that the system was indeed precise and the readings very repeatable. We obtained the desired composition of Ba_{0.5}Sr_{0.5}TiO_3 in the final film. The composition was accurate to 0.01 for the barium and strontium atoms.

![Fig. 3: Deposited film schematic](image)

Individual film layers deposited by the spin-on process are extremely thin. Each layer was found to be of the order of 100 Angstroms thick. This causes a problem in obtaining the x-ray powder diffraction pattern. The presence of a large number of pin holes only compounds this problem. Upon deposition of about 10 layers it was possible to obtain a pattern showing the presence of weak lines of diffraction. However the weak lines and insufficient crystallization showed the need for further tuning of the annealing parameters.

Spinner speed was varied from about 1000 rpm to about 3500 rpm and spinning duration of 15 seconds was found adequate. Viscosity of the film was suitably adjusted. It was found that lower speeds produce thicker films as expected. But these films also contained more cracks since the process of pyrolysis left large changes in volume of the deposited matter. Thus optimized speed is in the neighborhood of 3000 rpm. Upon exposing the solution to air for a longer duration methanol evaporation caused the stock to become more viscous. Thus care has to be taken to maintain viscosity as well as operating conditions. Annealing at temperatures of about 700 °C was found to be in the right range. Annealing at under 550 °C failed to produce any detectable BST phase suggesting that the higher temperature played the part. Extended duration did not have any effect on the quality of film.

Detailed electrical measurements and studies are to be made. Preliminary studies showed that the films are continuous and electrically insulating. Dielectric constant, leakage current and other parameters will be determined. The film is not expected to be ferroelectric since the MOD
process produces fine grain structure of BST and the long range ordering required for ferroelectricity and domain dynamics cease to exist.

IV. CONCLUSION

BST thin films of composition Ba$_{0.5}$Sr$_{0.5}$TiO$_3$ have been deposited using MOD spin-on technique. It can be seen that the metal organic decomposition spin-on process is a very highly reliable and accurate film deposition technique with composition as dictated by the precursor solution stoichiometry. Annealing plays a very decisive role in the crystallization of the required phase and producing the final film. Multiple coatings are a necessity in order to obtain any workable thickness and integral film.
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Abstract

This study involves numerical modeling of a normal sonic jet injection into a hypersonic cross-flow. The numerical code used for simulation is GASP (General Aerodynamic Simulation Program.) First the numerical predictions are compared with well established solutions for compressible laminar flow. Then comparisons are made with non-injection test case measurements of surface pressure distributions. Good agreement with the measurements is observed. Currently comparisons are underway with the injection case. All the experimental data were generated at the Southampton University Light Piston Isentropic Compression Tube.

Introduction

A jet in cross-flow (JICF) consists of a jet exhausting at a large angle into a freestream flow. It is a flow field which is relevant to a wide variety of technologies and applications. When the primary importance is the mixing of the jet with the cross-flow, then an extensive application could involve heat transfer, gas turbines, and fuel injection. The JICF also plays a crucial role in technologies such as vehicle attitude control, the hover in-ground effect (HIGE) of some military aircraft, and the vertical and/or short takeoff/landing (V/STOL) aircraft. The lift forces created by certain complicated flows are applied to V/STOL aircraft technologies. The jet induced force created by the JICF flow field can be applied to vehicle control, such as orbital flight maneuvering and re-entry of the Space Shuttle or potentially for high velocity and/or high altitude atmospheric vehicles.

One area of interest results from a transverse jet being directed into a hypersonic, laminar crossflow. The ensuing interaction of these two flows causes a change in surface pressure in the vicinity of the injector. When this modified pressure distribution is integrated a force is produced which can be several times larger than the nominal jet thrust. An application of this jet induced force is vehicle attitude control. When encountering situations where conventional aerodynamic surfaces cannot function properly, the system (of a jet induced force) is particularly advantageous. It is widely believed that this maybe due to the considerable aerodynamic heating effects associated with large flight speeds or possibly due to the low density of the surrounding medium. Also Vehicle Attitude Control is still possible from the thrust of a jet induced force, even when the external flow is so rarefied that the interaction force is negligible. Orbital Flight Maneuvering and re-entry of the Space Shuttle are well known examples of the control jet application, but other potential uses of this flow field can be applied to the high velocity and/or high altitude atmospheric vehicles [1].

The 72nd AGARD Fluid Dynamics Panel Meeting and Symposium on Computational and Experimental Assessment of Jets in Cross Flow [2] was the first meeting since 1981 where the primary theme was Jets in Cross Flow. The conference concluded with the general understanding that there is a need for improved prediction methods for the JICF problem. Investigations into transient flow features of a supersonic jet in a low speed cross flow [3], the separated flow generated by a vectored jet in a crossflow [4], and scalar mixing in the subsonic...
jet in cross-flow [5] further define characteristics of the JICF flow field. Despite these efforts and others there are few results available for laminar hypersonic flows, a combination which will be encountered by re-entry and high altitude vehicles over some portion of their flight path. The experimental problem being simulated results from a series of nominally two dimensional experiments[1,6]. Interaction force data was obtained in a laminar, hypersonic freestream flow. To gain more knowledge about the influence of the jet within this part of the flow field, detailed measurements of the separated region have been made with various injectant species. Heat transfer and oil flow visualizations have also been used to elucidate the separation and reattachment process upstream and downstream of the jet.

Analysis

The experimental problem being modeled examines the interaction between a two-dimensional, Normal Sonic Jet of Nitrogen (or Methane) and a two-dimensional, Hypersonic Cross-Flow of Nitrogen over a flat plate. Performed in the Southampton University Light Piston Isentropic Compression Tube, a free stream of nitrogen at Mach 6.69 flows over an Isothermal Flat Plate with a sharp leading edge. This freestream interacts with a gas injected at room temperature via a normal slot jet located 0.0745 m from the leading edge of the plate (Figure 1). The experimental problem was modeled and analyzed by the General Aerodynamic Simulation Program (GASP), version 2.2. The code GASP solves the full Reynolds-averaged, compressible form of the Navier-Stokes, energy and species conservation equations. The code can be run in explicit, or implicit, space marching or elliptic modes. The governing equations are discretized using a finite volume approach and can be solved for one, two, and three dimensional models. The code can also utilize several thermodynamic, turbulent, and chemistry models [7]. In GASP the experimental problem was modeled using input decks which contain all of the relevant fluid flow information. The problem simulation and solution was performed on a grid which was generated by a FORTRAN program created outside of GASP. The numerical model consists of a two-dimensional, viscous, fully laminar flow with three different regions in the solution process: a upstream region, that is space marched; an injection region, that is globally iterated; and a downstream region, this is space marched. It is necessary to setup the solution process in this way because the injection into the flow will cause re-circulation of the flow in an area (injection region) surrounding the jet. This type of flow can only be captured by using a global iteration process. The flow upstream and downstream of this injection and or region can be simulated using a space marching solution scheme.

The inlet of the flow is supersonic, and therefore, the velocities, static temperature, static pressure, and species concentration are fixed values calculated from the conditions specified in [1]. The plate has the no-slip condition applied to it and is held at a constant temperature of 300K. This condition is appropriate for the high velocity and small test time encountered by the flow. The other boundaries of this two-dimensional control volume are setup to be extrapolated from the interior to first order accuracy. For the inviscid fluxes, the van Leer flux vector splitting with first order spatial accuracy is used. This inviscid flux calculation is used in conjunction with the MIN-MOD limiting algorithm. Once this more robust set-up creates an initial solution, the problem solution is completed by using Roe’s flux difference splitting with Harten correction calculation with third order spatial accuracy. And the MIN-MOD limiting algorithm is used once again to control strong oscillations. The thermodynamics and chemistry options were set up to define the flow as an ideal, non-reacting, mixture of two species.

The computational simulation is performed with a two-dimensional grid. There are 201 grid points in the x-direction and 130 in the y-direction. An exponential stretching formula was
used to create appropriate clustering in the leading-edge region, the region downstream of injection and at the plate surface to capture all flow characteristics. And in the injection region the grid is uniformly spaced with very small increments to capture large flow variations. The grid was validated by comparing the Blasius solution curve from results of the present numerical model with this grid to the exact solution in [8].

Results and Discussions

All of the numerical simulations were performed on a Cray T-90 platform. In the results reported here, only injection of nitrogen is considered.

The main focus of this research is to produce a valid numerical model of the experimental problem of a normal sonic jet injected into a hypersonic cross-flow. The process of modeling the experimental problem was divided into two main parts. Part one consists of the verification and validation of a non-injection case of the problem, which is a simpler form of the problem. And in part two, the verification and validation of the more complicated injection case is considered.

The non-injection case, which is a modified version of the experimental problem where the normal sonic jet is turned off, was set-up and analyzed first. The non-injection case was set up to be space marched across the entire plate in the direction of the flow (x-direction.) This case can be space marched because it will not experience any of there-circulation of flow and other characteristics associated with injection into the freestream. The inviscid flux in the x-direction was set to a full flux with no splitting with a fully upwind second order accurate spatial accuracy. And in the y-direction Roe's flux difference splitting with Harten correction was used with a upwind-biased third order accurate setting. A MIN-MOD limiting was used. And only thin-layer contributions in the y-direction were considered.

The results showed that the non-injection simulation of the problem was very accurate. This model was verified using Van Driest calculations of the laminar compressible boundary layer on an flat plate for velocity and temperature profiles. The velocity and temperature profile behavior was very similar to that of the Van Driest solutions [8]. The model was also validated by comparing the measured surface pressure data [1] with the numerical model (figure 2). This comparison showed that the model predictions were accurate with only a ± 2°/0 error from the experimental values. Once the non-injection case was verified and validated to ensure that proper and accurate results were being produced, it was used to develop the injection case model.

The results from the non-injection case was used as an initial solution for simulating the injection case. The injection of the gas into the freestream results in re-circulation of the flow, therefore, the injection case is treated as an elliptic problem where the global iteration is appropriate. The model was also set up to consider the flow as a fully laminar, compressible flow with all the viscous terms in the x- and y-directions. The assumption of a laminar flow in our simulations is based on the observation of Ball [9] that the Reynolds number at the separation location was lower than its critical value and that there was a clear lack of evidence of transition in the thermographs record with no-injection.

The validation of the injection case model is currently underway. This case is a more complicated problem to solve than the non-injection case, so mesh sequencing was incorporated to facilitate the solution. Mesh sequencing is the process of converging a solution using a series of progressively finer meshes or grids. Vector plots of the present calculations show that re-circulation of the flow to be occurring. The injection case model is also being validated by comparing surface pressure values from the experiment to the surface pressure results from the numerical model (figure 3.) The model shows reasonably good agreement with the
measurements in the region between the leading edge and lip of injector. No measurements were reported for the region downstream of the injector.

**Concluding Remarks**

The non-injection case of the model shows very good agreement with the experimental measurements and in the injection case of the model good agreement with measurements particularly in the upstream region is observed. Agreement with the measured surface pressure may be improved with a more appropriate model setup. A multi-zone setup will be incorporated to model solve the injection case. This setup will have three zones, an injection region which will be globally iterated and two space marching region upstream and downstream of the injection region. Such a setup would allow for fine-tuning of the various parameters in the numerical model and the procedure is expected to yield better results.
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Figure 1. Schematic of experimental problem to be simulated numerically.
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Abstract

The recent development of more sophisticated remote sensing systems enables the measurement of radiation in many mm-e spectral intervals than previous possible. An example of this technology is the AVIRIS system, which collects image data in 220 bands. The increased dimensionality of such hyperspectral data provides a challenge to the current techniques for analyzing such data. Human experience in three dimensional space tends to mislead one's intuition of geometrical and statistical properties in high dimensional space, properties which must guide our choices in the data analysis process. In this paper high dimensional space properties are mentioned with their implication for high dimensional data analysis in order to illuminate the next steps that need to be taken for the next generation of hyperspectral data classifiers.

I. Introduction

The complexity of dimensionality has been known for more than three decades, and its impact varies from one field to another. In combinatorial optimization over many dimensions, it is seen as an exponential growth of the computational effort with the number of dimensions. In statistics, it manifests itself as a problem with parameter or density estimation due to the paucity of data. The negative effect of this paucity results from some geometrical, statistical and asymptotical properties of high dimensional feature space. These characteristics exhibit surprising behavior of data in higher dimensions.

There are many assumptions that we make about characteristics of lower dimensional spaces based on our experience in three dimensional Euclidean space. There is a conceptual barrier that makes it difficult to have proper intuition of the properties of high dimensional space and its consequences in high dimensional data behavior. Most of the assumptions that are important for statistical purposes we tend to relate to our three dimensional space intuition, for example, as to where the concentration of volume is of such figures as cubes, spheres, and ellipsoids or where the data concentration is in known density function families such as normal and uniform. Other important perceptions that are relevant for statistical analysis are, for example, how the diagonals relate to the coordinates, the number of labeled samples required for supervised classification, the assumption of normality in data, and the importance of mean and covariance difference in the process of discrimination among different statistical classes. In the next section some characteristics of high dimensional space will be mentioned, and their impact in supervised classification data analysis will be discussed. Most of these properties do not fit our experience in three dimensional Euclidean space as mentioned before.

II. Geometrical, Statistical and Asymptotical Properties

In this section we illustrate some unusual or unexpected hyperspace characteristics including a discussion of its implications for supervised classification. These illustrations are intended to show that higher dimensional space is quite different from the three dimensional space with which we are familiar.

As dimensionality increases:

* Work reported herein was funded in part by NASA Grant NAGW-3924.
A. The volume of a hypercube concentrates in the corners and the volume of a hypersphere concentrates in an outside shell [Scott 1992].

These characteristics have two important consequences for high dimensional data that appear immediately. The first one is that high dimensional space is mostly empty, which implies that multivariate data in $\mathbb{R}^d$ is usually in a lower dimensional structure. As a consequence high dimensional data can be projected to a lower dimensional subspace without losing significant information in terms of separability among the different statistical classes. The second consequence of the foregoing, is that normally distributed data will have a tendency to concentrate in the tails; similarly, uniformly distributed data will be more likely to be collected in the corners, making density estimation more difficult. Local neighborhoods are almost surely empty, requiring the bandwidth of estimation to be large and producing the effect of losing detailed density estimation. Support for this tendency can be found in the statistical behavior of normally and uniformly distributed multivariate data at high dimensionality. It is expected that as the dimensionality increases the data will concentrate in an outside shell. As the number of dimensions increases that shell will increase its distance from the origin as well. Under these circumstances it would be difficult to implement any density estimation procedure and to obtain accurate results. Generally nonparametric approaches will have even greater problems with high dimensional data.

B. The required number of labeled samples for supervised classification increases as a function of dimensionality.

Fukunaga [Fukunaga 1989] proves that the required number of training samples is linearly related to the dimensionality for a linear classifier and to the square of the dimensionality for a quadratic classifier. That fact is very relevant, especially since experiments have demonstrated that there are circumstances where second order statistics are more relevant than first order statistics in discriminating among classes in high dimensional data [Lee and Landgrebe, July 1993]. In terms of nonparametric classifiers the situation is even more severe. It has been estimated that as the number of dimensions increases, the sample size needs to increase exponentially in order to have an effective estimate of multivariate densities [Scott 1992, pp 208-212] [Hwang, Lay, Lippman 1994].

It is to be expected that high dimensional data contains more information. At the same time the above characteristics tell us that it is difficult with the current techniques, which are usually based on computations at full dimensionality, to extract such information unless the available labeled data is substantial. A concrete example of this is the so-called Hughes phenomena. Hughes proved that with a limited number of training samples there is a penalty in classification accuracy as the number of features increases beyond some point [Hughes 1968].

C. For most high dimensional data sets, low linear projections have the tendency to be normal, or a combination of normal distributions, as the dimension increases.

That is a significant characteristic of high dimensional data that is quite relevant to its analysis. It has been proved [Diaconis and Freedman 1984] [Hall and Li 1993] that as the dimensionality tends to infinity, lower dimensional linear projections will approach a normality model with probability approaching one (see Figure 6). Normality in this case implies a normal or a combination of normal distributions.

In all the cases above we can see the advantage of developing an algorithm that will estimate the projection directions that separate the explicitly defined classes, doing the computations in a lower dimensional space. The vectors that it computes will separate the classes, and at the same time, the explicitly defined classes will behave asymptotically more like a normal distribution. The assumption of normality will be better grounded in the projected subspace than in full dimensionality.
D. The role of the second order statistics become as important as the first order statistics.

Lee and Landgrebe [Lee and Landgrebe July 1993] performed an experiment where they classified some high dimensional data in order to see the relative role that first and second order statistics played.

In that particular experiment as the number of dimension grew the role played by the second order statistics increased in discriminating among classes. Under these circumstances, the shape of the distribution given by the second order statistics becomes as important as the location provided by the first order statistics.

III. High dimensional characteristics implications for supervised classification

Based on the characteristics of high dimensional data that the volume of hypercubes have a tendency to concentrates in the corners, and in a hyperellipsoid in an outside shell, it is apparent that high dimensional space is mostly empty, and multivariate data is usually in a lower dimensional structure. As a consequence it is possible to reduce the dimensionality without losing significant information and separability. Due to the difficulties of density estimation in nonparametric approaches, a parametric version of data analysis algorithms maybe expected to provide better performance where only limited numbers of labeled samples are available to provide the needed a priori information.

The increased number of labeled samples required for supervised classification as the dimensionality increases presents a problem to current feature extraction algorithms where computation is done at full dimensionality, e.g. Principal Components, Discriminant Analysis and Decision Boundary Feature Extraction [Lee & Landgrebe, April 1993]. A new method is required that, instead of doing the computation at full dimensionality, computes in a lower dimensional subspace. Performing the computation in a lower dimensional subspace that is a result of a linear projection from the original high dimensional space will make the assumption of normality better grounded in reality, giving a better parameter estimation, and better classification accuracy.

A preprocessing method of high dimensional data based on such characteristics has been developed based on a technique called Projection Pursuit. The preprocessing method is called Parametric Projection Pursuit [Jimenez and Landgrebe IGARSS 95] [Jimenez and Landgrebe SMC 95].

Parametric Projection Pursuit reduces the dimensionality of the data maintaining as much information as possible by optimizing a Projection Index that is a measure of separability. The projection index that is used is the minimum Bhattacharyya distance among the classes, taking in consideration first and second order characteristics. The calculation is performed in the lower dimensional subspace where the data is to be projected. Such preprocessing is used before a feature extraction algorithm and classification process, as shown in Figure 1.

In Figure 1 the different feature spaces have been named with Greek letters in order to avoid confusion. \( \Phi \) is the original high dimensional space. \( \Gamma \) is the subspace resulting from a class-conditional linear projection from \( \Phi \) using a preprocessing algorithm, e.g. Parametric Projection Pursuit. \( Y \) is the result of a feature extraction method. \( Y \) could be projected directly from \( \Phi \) or, if preprocessing is used, it is projected from \( \Gamma \). Finally \( \Omega \) is a one dimensional space that is a result of classification of data from \( Y \) space. Note that the three procedures, preprocessing, feature extraction and classification use labeled samples as a priori information.
In order to see the relevance of high dimensional geometrical and statistical properties for high dimensional data analysis purposes two experiments were designed. In both experiments a comparison is provided between high dimensional feature extraction and the method that uses a Parametric Projection Pursuit based preprocessing to reduce the dimensionality before a feature extraction method is used. The multispectral data used in these experiments are a segment of AVIRIS data taken of NW Indiana's Indian Pine test site. From the original 220 spectral channels 200 were used, discarding the atmospheric absorption bands.

The classification task for several classes in this and the next experiment are particularly difficult ones. The data were collected early in the growing season when the canopy of both corn and soybeans covered only about 5% of the area. There were three levels of tillage, no till in which there would be a great deal of residue on the soil surface from last year's crop, minimum till leaving a moderate amount of residue, and clean till for which there would be little or no residue. Add to this the normal amount of spectral variability due to the varying soil types present in the fields. Thus the 95% background would be highly variable, as compared to the relatively small difference in spectral response between corn and soybeans.

In this experiment four classes were defined: corn, corn-notill, soybean-rein, soybean-notill. The total number of training samples is 179 (less than the number of bands used) and the total number of test samples is 3501. Observe that this is an extreme case that is used to show the potentials of Parametric Projection Pursuit. Two types of dimensional reduction algorithms were used. The first is Discriminant Analysis (DA 200-3) that reduces the dimensionality from 200 to 3. It directly projects the data from $\Phi$ space to $Y$ subspace. In the second method Parametric Projection Pursuit was used to reduce the dimensionality from 200 to 22. It projected the data from the $\Phi$ space to the $\Gamma$ subspace. After that preprocessing method was used, Discriminant Analysis was used (PPDA 200-3) in order to linearly project the data from the $\Gamma$ subspace to the $\Psi$ subspace. As mentioned before, this has the advantage of doing the computation with the same number of training samples but at lower dimensionality. In both cases the best three features were used for classification purposes.

Four types of classifiers were used. The first one is ML classifier, the second is ML with 2% threshold. The third classifier is a spectral-spatial classifier named ECHO [Kettig & Landgrebe 1976] [Landgrebe 1980] and the fourth is ECHO with a 2% threshold. In the second and the fourth, a threshold was applied to the standard classifiers whereby in case of true normal
distributions of the data, 2% of the least likely points will be thresholded. These 2% thresholds provide one indication of how well the data fit the normal model.

The results are shown in Figure 2. Parametric Projection Pursuit followed by Discriminant Analysis at lower dimensionality performed substantially better than using Discriminant Analysis at full dimensionality. The application of a threshold to Discriminant Analysis at full dimensionality reduced its classification accuracy more severely than when a threshold was applied in the case where Projection Pursuit was first applied, followed by Discriminant Analysis at lower dimensionality. This is due to Parametric Projection Pursuit preprocessing being better fitted to the assumption of normality.

![Figure 2. Test fields classification accuracy for two feature extraction methods and four classifiers.](image)

Observe how significantly the performance of classifiers with 2% thresholds improves when using Parametric Projection Pursuit. The reason is that making the computation at low dimensional space, $\Gamma$, the assumption of normality has greater validity. In the case of having less samples and classes Discriminant Analysis will be significantly affected by the high dimensional geometrical and statistical characteristics. The next experiment will show this difficulty.

VI. Conclusion

In this section we will consider some implications of what has been discussed for supervised classification. In terms of parameter estimation, a large number of samples are required to make a given estimation in multispectral data to adequate precision. In a nonparametric approach, the number of samples required to satisfactorily estimate the density is even greater. Both kinds of estimations confront the problem of high dimensional space characteristics. As a consequence, it is desirable to project the data to a lower dimensional space where high-dimensional geometric characteristics and the Hughes phenomena are reduced. Commonly used techniques such as Principal Components, Discriminant Analysis, and Decision Boundary Feature Extraction have the disadvantage of requiring computations at full dimensionality in which the required number of labeled samples is very large. The procedures use estimated statistics that are not necessarily accurate. Another problem is the assumption of normality. Nothing guarantees that at full dimensionality, that model fits well.

It has been shown that high dimensional spaces are mostly empty, indicating that the data structures involved exist primarily in a subspace. The problem is which subspace it is to be
found in is situation-specific. Thus the goal is to reduce the dimensionality of the data to the right subspace without losing separability information. The approach is to make the computations in a lower dimensional space, i.e. in $\Gamma$ instead of $\Phi$, where the projected data produce a maximally separable structure and which, in turn, avoids the problem of dimensionality in the face of the limited number of training samples. Further, a linear projection to a lower dimensional subspace will make the assumption of normality in the $\Gamma$ subspace more suitable than in the original $\Phi$. In such a lower dimensional subspace any method used for feature extraction could be used before a final classification of data, even those that have the assumption of normality.
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Abstract

When a simple model for the relationship between the density-temperature fluctuation correlation and mean values is used, we determine that the rate of change of turbulent intensity can influence directly the accretion rate of droplets.

Considerable interest exists in the accretion rate for condensates in nonequilibrium flow with icing' and the potential role which reactant accretion can play in nonequilibrium exothermic reactant processes.2 Turbulence is thought to play an important role in such flows. It has already been experimentally determined that turbulence influences the sizes of droplets in the heterogeneous nucleation of supersaturated vapors.3 This paper addresses the issue of the possible influence of turbulence on the accretion rate of droplets.

According to a nonequilibrium model developed earlier4 the droplet growth rate for flow with changing local pressure is given by:

\[ \frac{dr(t)}{dt} = -3BN_{\rho} \frac{\log P(t)}{P_\infty} \]  

with \( B = \frac{2s}{[\rho c_T(R/m_n)]} \) where \( \rho_c \) = condensate density; and \( m_n \) = molecular weight of vapor. In this approach, we use the hard-core model for a liquid droplet in which \( dN \), the number of simple molecules of water in the shell between \( r \) and \( dr \), is given by \( dN = (k/r^n)(4\pi r^2)dr \). \( N_n \) is a correction coefficient such that \( 0 \leq N_n \leq 4 \) and \( N_n = [(n-3)n^{-3}]/(n-4)n^{-2} \) for \( n > 4 \). \( P_\infty \) is obtained through the Clausius-Clapeyron equation. For adiabatic flow of a compressible ideal gas the mean value of the square of the local speed of sound is defined as

\[ \frac{b^2}{P} = \frac{\partial P}{(\partial P)^{1/2}} = \gamma \frac{\bar{P}}{\bar{P}} \]  

where: \( \gamma = C_p/C_v \) is the ratio of the specific heats; \( \bar{g} \) is the mean value of the condensate mass fraction of water; \( \bar{P} \) is the mean pressure function; \( s \) is the mean entropy; and \( \bar{\rho} \) is the mean density function.

We can readily write from (2) that

\[ \frac{\bar{P}}{\bar{P}'} = \text{cnst} \quad \text{and} \quad \frac{\bar{\rho}}{(\bar{b}^{2/3})^{(v-1)}} = \text{cnst} \]  

Equations (2) and (3) were written assuming there are fluctuations of the principle physical properties around their mean values as, e.g., \( g = \bar{g} + g' \) with \( \bar{g} = O \). However \( g'^2 \neq O \). This means that we can consider \( P = \bar{P} + P' \), \( \rho = \bar{\rho} + \rho' \), \( g = \bar{g} + g' \), and \( T = \bar{T} + T' \). The equation of state

\[ P = \rho\left(\frac{1 - \omega_o}{\mu_i} + \frac{\omega_o - \bar{g}}{\mu_v}\right)RT \]  

becomes

\[ \bar{P} + P' = (\bar{\rho} + \rho')(\frac{1 - \omega_o}{\mu_i} + \frac{\omega_o - \bar{g} - g'}{\mu_v})R(\bar{T} + T') \]  

with \( \omega_o \) = the initial humidity, \( \mu_i \) = the molecular mass of the carrier gas, and \( R \) = the ideal gas constant. Averaging equation (4) yields:

\[ \bar{P} = \left(\frac{1 - \omega_o}{\mu_i} + \frac{\omega_o - \bar{g}}{\mu_v}\right)R(\bar{T}\bar{P} + \#T') \]  

where a new function, \( \bar{b}^{2/3} \), has appeared, this is the density-temperature correlation function involving the fluctuations of density and temperature. We can use this result in eq. (5) above.
Now we make the important simple assumption
\[ \rho' \tau' = -\lambda \rho \tau \]  
(7)
in which eq. (7) is a definition of \( \lambda \); with this definition, \( \lambda \) is without consequences for any specific experiment. The equation of state then becomes
\[ \frac{\rho'}{\rho} = l(\bar{g})(1 - \lambda)RT = \frac{b^2}{\gamma} \]  
(8)
where
\[ l(\bar{g}) = \frac{1 - \omega_o}{\mu_i} + \frac{\omega_o - \bar{g}}{\mu_v} \]  
(9)
We must also make it clear that the physical properties of interest are functions of space and time. That is,
\[ \bar{T} = \bar{T}(x_i, t), \bar{P} = \bar{P}(x_i, t), \rho = \rho(x_i, t), \bar{g} = \bar{g}(x_i, t), \lambda = \lambda(x_i, t) \]  
(10)
where \( i = 1, 2, 3 \), \( x_i \) is the \( i \) component of the space variable, and \( t \) is the time. To use equation (10), we can use as the simplest adequate physically reasonable model for \( \lambda(x_i, t) \) to be \( \text{exp}^{-nt} \). The exponential character of the decay is consistent with the usual long-term behavior of turbulent correlations. With this model, the density temperature correlation function depends only on time and obeys a decay law which is exponential. Finally, it is then usual (with \( U \) and \( L \) as velocity and length parameters respectively) to express all these relations in a non-dimensional form: \( v_i = \frac{u_i}{U}; y = x_i/L; \) and \( t = tU/L \).

We can now include the influence of fluctuations in temperature (as well as the implicit fluctuations in \( P \) and \( p \)) in a turbulence distorted refinement of the local mean square of the local speed of sound \( a^2(y_2, \tau) \) by explicitly requiring
\[ \frac{\bar{P}(y_2, \tau)}{\rho(y_2, \tau)} = \frac{a^2}{\gamma} \]This form is reconciled with equation (8) above by
\[ \frac{b^2}{\gamma} = \frac{a^2}{\gamma}(1 - \lambda(y_2, \tau)) \]  
(11)
We have shown in equation (3) that \( \bar{P}(b^2) \frac{\tau}{(\tau - 1)} \). Thus
\[ \frac{\partial}{\partial \tau} \log P(y_i, \tau) = \frac{\gamma}{(\gamma - 1)} \frac{\partial a^2(y_2, \tau)}{\partial \tau} + \frac{\partial}{\partial \tau} \log(1 - \lambda) \]  
(12)
in which \( f \) is the real positive constant introduced in the definition of \( I \). We finally obtain from equation (1)
\[ \frac{d\tau}{d\tau} = \frac{6\sigma}{\rho_c(\frac{R}{\mu})} \frac{K}{(n - 3)^{n-3}} \frac{\gamma}{(n - 4)^{n-2}} (\gamma - 1) \exp f \tau + 1 \frac{\partial}{\partial \tau} \log a^2(y_2, \tau) \]  
(13)
When we define the instantaneous turbulent intensity as proportional to \( a^2(y_2, \tau) \), then the interpretation of equation (13) is straightforward. (i) At small values of \( t \) and constant turbulent intensity, \( (\partial a^2(y_2, \tau)/\partial \tau = 0) \), the rate of change in droplet size is determined entirely by the density correlation exponential factor \( f \). (ii) At large values or constant turbulent intensity, \( (\partial a^2(y_2, \tau)/\partial \tau = 0) \), the rate of change in droplet size has no dependence on turbulence at all. (iii) If the turbulent intensity is not constant, i.e., \( (\partial a^2(y_2, \tau)/\partial \tau \neq 0) \), then the rate of change in droplet size is sensitive to the turbulence at all times. The case \( \partial a^2(y_2, \tau)/\partial \tau \neq 0 \) requires that a measure of the actual evolution in the strength of turbulent fluctuations be determined and that a model for determining the connection between the mean square local speed of sound and the evolution of turbulence be determined.
The overall features just described are summarized in Fig. 1. It has already been shown\(^2\) that, at fried thermodynamic conditions, the size of a droplet in condensing flow is influenced by the strength of the local turbulence and, by inference, the value of the Reynolds. Equation (13) above sets conditions for the sensitivity of the condensate accretion to turbulence, based on basic physics principles, which can now be tested by experiments.
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Figure 1. Sensitivity in the Evolution of Turbulent Distortion of Droplet Growth Rate with the Persistence of the Turbulence Pulse. The symbol \( f \) is defined in the text; \( \tau \) is the laboratory time; \( \tau_p \) is the persistence time of a distortion in the turbulence; and \( ZT \) is the product of the left hand side of eq. (13) with the prefactors of the right hand side's bracketed expression. The plots show the differences between a short pulse, in the top display, and a long and relatively unchanging turbulence in the lower display.
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ABSTRACT

NASA/JPL Flexible Beam damping coefficients are estimated by multilayer perception artificial neural networks (ANNs). Flexible beam damping coefficients are estimated from the difference between actual and modeled open loop beam behavior. Spatial, temporal, and spatio-temporal coefficient estimation is performed. Dynamically estimated damping parameters enable the simulated flexible beam behavior to emulate actual beam behavior where analytically derived static coefficients fail. Results indicate the concept applicability and provide a basis for future work.

1. INTRODUCTION, MOTIVATION, AND APPROACH

Control of structures in space is a critical problem to resolve as it is applicable to anything planned for space stations (orbital or surface), satellites, and inter/intra planetary/stellar vessels. One key to controlling these structures is knowledge of system parameters as they undergo spatio-temporal changes. Parameter estimation is used to provide useful information on important, indirectly observable system parameters. One goal in parameter estimation is to reduce computational complexity while achieving acceptable performance. Intelligent methods provide estimates which are at least as good as conventional analytical methods while reducing computational complexity and estimation delay. Current core intelligent methods are artificial neural networks, fuzzy logic, genetic algorithms, genetic programming, expert systems, and probabilistic reasoning [1]. Performing parameter estimation with potential direct application to adaptive flexible space system(s) control using intelligent techniques is the focus of this paper.

Intelligent methods of estimating parameters are a key component to controlling any future flexible space system. However, little exists in literature concerning experimental applications of intelligent approaches to parameter estimation, which motivates the application of an intelligent method to estimate parameters and is a brief synopsis of a portion of the work contained in references 2 and 3. Section 2 begins with the problem statement, followed by the approach taken to solve the problem using ANNs being presented in section 3. Section 4 gives and discusses some experimental results after which conclusions, recommendations, and future directions are presented.
2. PROBLEM STATEMENT

The experimental test bed is graphically depicted in Figure 1. The problem statement is, as follows:

**Given:** 1) A "distributed-parameter, infinite-degree-of-freedom "plant""
(NASA/ACE laboratory, NASA/JPL Flexible Beam testbed) [4];
2) A fifty element model of the flexible beam;
3) Two "levitators" at elements 20 and 40 which counterbalance gravity effects and are coupled to optical encoders; and

and 40) during actuator excitation;

**Estimate**, using intelligent methods, the damping coefficients from actuator and sensor inputs,

![Diagram of NASA/JPL Flexible Beam Control - Damping Coefficients Estimation](image)

**Figure 1. NASA/ACE Flexible Beam Testbed**

3. INTELLIGENT PARAMETER ESTIMATION

The basic parameter estimation problem consists of five (5) components [5]. The five components are: 1) The variable(s) to be estimated; 2) Available measurements or observations; 3) Mathematical model describing how the measurements are related to the variable(s) being estimated; 4) Mathematical model of the uncertainties present; and 5) Performance evaluation criteria. Variable(s) to be estimated are the damping coefficients for elements 5, 20, and 40. Each is used due to having sensors on the beam at these location from which direct measurements are made. Only elements 20 and 40 are under direct suspension in an attempt to counteract the effects of gravity. Element 5 is next to element 6, the actuator. One of the advantages of using intelligent techniques is the nonparametric nature of the solution. In this sense the mathematical models of components 3 and 4 are not necessary (see [4] for derivation of mathematical model).

To understand the evaluation criteria for the problem one first needs to understand the solution approach. Damping coefficients and their variations within the Flexible Beam structure are not observable. Flexible Beam and model inputs/outputs are observable and available. The hypothesis is to make the model behave like the actual open loop Flexible Beam by dynamically adjusting the
damping coefficients. As the error between the model versus Beam behavior goes to zero, the
damping coefficients should converge to their appropriate values since they are the only parameters
changing within the model. Neural network weights are changed according the mean squared error
of the model versus actual beam behavior after each epoch of training. The experimental setup for
training the neural networks is shown in Figure 2.

The Flexible Beam analytical model is a linearization of the actual nonlinear beam (a cantilever
beam pinned at one end) and all unmodeled dynamics are assumed to be included within the
damping coefficients. The fourth order differential equations describing the beam model are found
in any mechanical engineering text (see [12]). The equations are modified around those elements
with levitators to account for gravity losses, actuators and sensors are assumed to present negligible
mass. The model is realized in MATLAB and SIMULINK's LINSIM simulates the model of the
open loop Flexible Beam [6].

![Figure 2. Artificial Neural Network Estimation Training Setup](image)

In applying ANNs one looks for patterns in the data sets. However, sometimes the patterns are
not readily apparent, especially over large spatio-temporal ranges. Therefore, limited ranges of
spatial and temporal data are investigated and used to perform damping coefficient estimation.
Methods of training artificial neural networks are legion (see [9]). However, to perform the training
for this problem, a standard gradient descent method with learning rate and momentum adjustments
is used. The ANN inputs are the beam sensor outputs and the actuator input for a given simulator
run. Training error is the mean squared error of the difference between actual versus simulated
flexible beam behavior over the given spatial and/or temporal range.

The input to the SIMULINK model comes from a signal generator, which is assumed to
replicate the input of flexible beam actuator. The model output is extracted from the MATLAB
Workspace to which it is saved during simulation. The outputs of elements 5, 20, and 40 are
stripped from the output and compared with the actual beam sensor outputs to determine the errors
which are then used to update neural network weights from which new damping coefficients are
computed prior to the next run through the simulation. All inputs to the neural network, including
the target data inputs, are normalized using the MATLAB normr/c functions [6]. The ANNs
consisted of 10 nodes in the first hidden layer, 5 nodes in the second layer, and the number of
output nodes equal to the number of element damping coefficients being estimated (in this case 3).
The size of the artificial neural networks is derived from other experiments on training convergence versus network size (see [3]).

Estimation is looked at from three perspectives: spatial, temporal, and spatial and temporal. First, the nets are trained for the same sample time for differing numbers of input frequencies (spatial). The thought is if the nets are trained over many frequencies, the coefficients would be more robust at the given time instant; thereby allowing better adaption at the given timeframe. This is done due to the lack of multiple run data at a single frequency from the actual beam. Sample times are 5, 10, 25, 50, 75, 100, 250, and 500. More discretization of the sample space would lead to better performance in a regulator design; however, the objective is proof of concept.

From the temporal perspective the nets are trained over a range of sample times for a single frequency input. This is to see if there is a span of temporal usefulness for the damping coefficients. Spans looked at are 3, 5, 10, 20, 30, and 50 sample times. Finally, both are combined where the training examplars are comprehensive sets of spatial and temporal information.

For the Flexible Beam data the sample period is 62.66 msec with a peak input force of 0.61 Newtons. This is also the simulated sample rate and force input. The estimation evaluation criteria is: when using the estimated damping coefficients in the model, does it perform like the actual flexible beam using beam data previously not seen (by the neural networks) during training.

4. PARAMETER ESTIMATION RESULTS

The artificial neural networks are able to provide usable estimates of the flexible beam damping coefficients. When damping coefficient estimates are input to the model and compared against actual beam behavior for operations both previously and not previously seen by the nets, the model successfully emulates the beam behavior. Representative graphs for one spatio-temporal case, Figures 3-5, show undamped beam behavior for two frequencies covering a ten sample times interval in Series 1 and 2; damped behavior in Series 3 and 4, and actual beam behavior (with a DC component) in Series 5 and 6 for comparison.

![Damped versus Undamped versus Actual Beam Performance at Element 5](image)

Figure 3. Model versus Actual Beam Behavior for Element 5 at T = 81-90
Results indicated a sensitivity to the number of temporal sample intervals over which the nets are trained. Either less than a five sample time interval or more than a ten sample time interval yielded poor training and in some cases did not converged to stable estimates. Little sensitivity is observed when the ANNs are trained spatially (multiple frequencies at a single sample time). While reported here, data supporting these observations is found in reference 3. Finally, the components of intelligence portrayed using ANNs in the above application are: adaptability, learning, and dealing with significant complexity [2,10].
CONCLUSIONS AND RECOMMENDATIONS

An intelligent method is shown to provide useful damping coefficient(s) estimates. Artificial neural network training for estimating the damping coefficients is reported to be temporally sensitive and spatially flexible. Results for a representative spatio-temporal instance are provided to show the ability of the intelligent parameter estimator to provide useful damping coefficient estimates over a given time interval of the open loop flexible beam operation.

Future focus will be on characterization of the initiation of motion (T=1-100) as the ability to control the beam should logically be obtained by early initial damping of a given disturbance to the beam. In addition, more actual flexible beam data, especially multiple data sets at individual frequencies is to be obtained and used. Finally, other methods reported in literature or derived by the authors are to be investigated.
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ABSTRACT

NASA/JPL Flexible Beam damping coefficients are estimated by Fuzzy Logic Kalman Filter (FLKF). Flexible beam damping coefficients are estimated from the difference between actual and modeled open loop beam behavior. Spatial, temporal, and spatio-temporal coefficient estimation is performed. Dynamically estimated damping parameters enable the simulated flexible beam behavior to emulate actual beam behavior where analytically derived static coefficients fail. Results indicate the concept applicability and provide a basis for future work.

1. INTRODUCTION, MOTIVATION, AND APPROACH

Control of structures in space is a critical problem to resolve as it is applicable to anything planned for space stations (orbital or surface), satellites, and inter/intro planetary/stellar vessels. One key to controlling these structures is knowledge of system parameters as they undergo spatio-temporal changes. Parameter estimation is used to provide useful information on important, indirectly observable system parameters. One goal in parameter estimation is to reduce computational complexity while achieving acceptable performance. Intelligent methods provide estimates which are at least as good as conventional analytical methods while reducing computational complexity and estimation delay. Current core intelligent methods are artificial neural networks, fuzzy logic, genetic algorithms, genetic programming, expert systems, and probabilistic reasoning [1]. Performing parameter estimation with potential direct application to adaptive flexible space system(s) control using intelligent techniques is the focus of this paper.

Intelligent methods of estimating parameters are a key component to controlling any future flexible space system. However, little exists in literature concerning experimental applications of intelligent approaches to parameter estimation, which motivates experimentally applying an intelligent method to estimate parameters. A brief synopsis of a portion of the work contained in references 2 and 3 is presented in the following sections. Section 2 begins with the problem statement, followed by the approach taken to solve the problem using fuzzy logic being presented in section 3. Section 4 gives and discusses some experimental results after which conclusions, recommendations, and future directions are presented.
2. PROBLEM STATEMENT

The experimental test bed is graphically depicted in Figure 1. The problem statement is, as follows:

**Given:**
1) A "distributed-parameter, infinite-degree-of-freedom "plant" (NASA/ACE laboratory, NASA/JPL Flexible Beam testbed) [4];
2) A fifty element model of the flexible beam;
3) Two "levitators" at elements 20 and 40 which counterbalance gravity effects and are coupled to optical encoders; and
4) Data from actuator inputs (at element 6) and transducer outputs (at elements 5, 20, and 40) during actuator excitation;

**Estimate**, using intelligent methods, the damping coefficients from actuator and sensor inputs.

![NASA/JPL Flexible Beam Control - Damping Coefficients Estimation](image)

Figure 1. NASA/ACE Flexible Beam Testbed

3. INTELLIGENT PARAMETER ESTIMATION

The basic parameter estimation problem consists of five (5) components [5]. The five components are: 1) The variable(s) to be estimated; 2) Available measurements or observations; 3) Mathematical model describing how the measurements are related to the variable(s) being estimated; 4) Mathematical model of the uncertainties present; and 5) Performance evaluation criteria. Variable(s) to be estimated are the damping coefficients for elements 5, 20, and 40. Each is used due to having sensors on the beam at these location from which direct measurements are made. Only elements 20 and 40 are under direct suspension in an attempt to counteract the effects of gravity. Element 5 is next to element 6, the actuator. One of the advantages of using intelligent techniques is the nonparametric nature of the solution. In this sense the mathematical models of components 3 and 4 are not necessary (see [4] for mathematical model derivation). However, when using Fuzzy Logic, one usually needs some information about how the system will respond to given inputs in order to develop fuzzy rules. Previous experience gained using artificial neural networks [ref?] yields the information needed to appropriately develop rudimentary fuzzy rules.
To understand the evaluation criteria for the problem one first needs to understand the solution approach. Damping coefficients and their variations within the Flexible Beam structure are not observable. Flexible Beam and model inputs/outputs are observable and available. The hypothesis is to make the model behave like the actual open loop Flexible Beam by dynamically adjusting the model damping coefficients. As the error between the model versus Beam behavior goes to zero, the damping coefficients should converge to their appropriate values since they are the only parameters changing within the model.

Velocity and acceleration measurement estimates taken from standard Kalman Filters are used as inputs to a Fuzzy Logic Kalman Filter (FLKF) implementation by Kobayashi, et al; to estimate the true velocity of a vehicle under skid and slip conditions [11]. Fuzzy rules are used to update measurement covariances based upon understanding which sensor measurements to trust in given situations. In the estimation application being considered the FLKF predicts the damping coefficients from the previous sample time sensor measurements (actual and modeled), and actuator input.

The Kalman Filter is designed in MATLAB using the Control Systems Toolbox so that it may be directly compared with the MATLAB beam model and ANN estimator [3]. Figure 2 depicts the setup for the Fuzzy Logic Kalman Filter (FLKF) parameter estimator. The goal of damping coefficient estimation is to be able use the estimates in a controller which will control disturbances to the beam. Therefore, using reason and neural network experimentation results, the following list is a rudimentary set of fuzzy rules used in the FLKF experiments. The fuzzy rules for updating the R matrix based upon output errors, areas follows:

- If $|y_m - y_P|$ is Very Small (VS), Then R is S; or
- If $|y_m - y_P|$ is Small (S), Then R is S; or
- If $|y_m - y_P|$ is Medium Small (MS), Then R is M; or
- If $|y_m - y_P|$ is Medium (M), Then R is M; or
- If $|y_m - y_P|$ is Medium Large (ML), Then R is M; or
- If $|y_m - y_P|$ is Large (L), Then R is L; or
- If $|y_m - y_P|$ is Very Large (VL), Then R is L,

where, $S = 0.0002$, $M = 0.0005$, $L = 0.0008$, $y_m$ is the model output, and $y_P$ is the actual beam output.

These rules, applied individually to each sensor output, cover a multitude of situations. For instance, at the start of a disturbance occurring at element 6 (the actuator), the sensor at element 5 being the closest would yield the most information concerning the disturbance and due to the temporal lag from one end of the beam to the other would initially have a large model versus actual beam output difference. Therefore, the value of R for element 5 would be chosen to be large (more important) than the values for elements 20 and 40.

The following initial values are used to develop the various L, P, Q, and R matrices for the FLKF and are assumed to have zero mean Gaussian distributions. The normal covariance of system noise is set to: $Q = 0.0002$; and normal covariance of the measured output (sensor) noise is set to: $R_s = 0.0005$; and the normal covariance of the actuator input noise is set to: $R_u = 0.0002$. The initial system state covariance is set to $P = BQB^T$. Using the A, B, C, and D matrices the Kalman gain matrix is derived using the MATLAB function ‘lqe’. The L matrix returned from ‘lqe’ is then applied to the Kalman Filter (using MATLAB ‘estim’ function) for a given input signal.
to estimate the damping coefficients for input to the model. The error of the model outputs versus the actual beam outputs for a given timeframe is then used to change the R matrix based upon the appropriate fuzzy rules applied individually to each sensor output.

For the Flexible Beam data the sample period is 62.66 msec with a peak input force of 0.61 Newtons, which is also the simulated sample rate and force input. The estimation evaluation criteria is: when using the estimated damping coefficients in the model, does it perform like the actual flexible beam.

4. FLKF PARAMETER ESTIMATION RESULTS

The Fuzzy Logic Kalman Filter to provides usable estimates of the flexible beam damping coefficients. When damping coefficient estimates are input to the model and compared against actual beam behavior the model reasonably emulates the beam behavior. Figures 4-6, show undamped model beam behavior for two frequencies covering a thirty sample times interval (T=235-265) in Series 1 and 2; damped model behavior in Series 3 and 4, and actual beam behavior in Series 5 and 6 for comparison. The damping coefficients for elements 5, 20, and 40 are: -28.4123, -7.7297, and 1.2356, respectively. The mean squared error is about 0.04. Towards the end of the sample interval, model and actual beam behavior appear to diverge. Further work is needed to determine whether or not it is due to the limits placed on the possible gain values (i.e. 0.0002 and 0.0008).
Figure 3. Model versus Actual Beam Behavior for Element 5 at T = 235-265

Figure 4. Model versus Actual Beam Behavior for Element 20 at T = 235-265

Figure 5. Model versus Actual Beam Behavior for Element 40 at T = 235-265
CONCLUSIONS AND RECOMMENDATIONS

A Fuzzy Logic Kalman Filter is shown to provide useful damping coefficient(s) estimates. Results for a representative spatio-temporal instance are provided to show the ability of the intelligent parameter estimator to provide useful damping coefficient estimates over a given time interval of the open loop flexible beam operation.

Future focus will be on characterization of the initiation of motion (T= 1- 100) as the ability to control the beam should logically be obtained by early initial damping of a given disturbance to the beam. In addition, more actual flexible beam data, especially multiple data sets at individual frequencies is to be obtained and used. Finally, other methods reported in literature or derived by the authors are to be investigated.
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Introduction

As a result of recent supersonic transport (SST) studies on the effect they may have on the atmosphere, several experiments have been proposed to capture and evaluate samples of the stratosphere where SST’s travel. One means to achieve this is to utilize the quartz crystal microbalance (QCM) installed aboard the ER-2, formerly the U-2 reconnaissance aircraft. The QCM is a cascade impactor designed to perform in-situ, real-time measurements of aerosols and chemical vapors at an altitude of 60,000-70,000 feet. The ER-2 is primarily used by NASA for Earth resources to test new sensor systems before they are placed aboard satellites. One of the main reasons the ER-2 is used for this flight experiment is its capability to fly approximately twelve miles above sea level (can reach an altitude of 78,000 feet)[1]. Because the ER-2 operates at such a high altitude, it is of special interest to scientists interested in space exploration or supersonic aircraft. Some of the experiments are designed to extract data from the atmosphere around the ER-2. For the current flight experiment, the QCM is housed in a frame that is connected to an outer pod that is attached to the fuselage of the ER-2. Due to the location of the QCM within the housing frame and the location of the pod on the ER-2, the pod and its contents are subject to structural loads. In addition to structural loads, structural vibrations are also of importance because the QCM is a frequency induced instrument. Therefore, a structural analysis of the instrument within the frame is imperative to determine if resonance and/or undesirable deformations occur.

Structural Analysis

In order to perform a structural analysis of the QCM within its housing frame, a finite element mathematical model of the system (QCM and housing frame) was created. Initially, separate finite element models of the QCM and housing frame were constructed, Figures I & II respectively. Once the individual models were produced, they were graphically incorporated to create the system as shown in Figure III. The models were graphically generated by the finite element graphical software package MSC/PATRAN[2]. By inputting the structure’s geometry, material properties, inertia, and boundary conditions, MSC/PATRAN has the capabilities to generate a finite element model. The geometry consists of the physical make-up of the structure and its dimensions with respect to a given origin. For the QCM, the dimensions are length=18.3 in., width=4.5 in., and height=4.8 in. and for the housing frame the length=66.5 in., width=11.5 in., and height=13.2 in. For this system, both the QCM and housing frame are composed of aluminum with material properties of $10 \text{E}6 \text{ lbs/in}^2$ for Young’s modulus, 0.333 for Poisson’s ratio, and $0.98 \text{ lbs/in}^2$ for the density. The QCM rests lengthwise on an aluminum plate within the frame and is rigidly bounded at both ends, see Figure III. Once the system is graphically generated, the finite element model data is transferred into MSC/NASTRAN which is utilized to generate analytical results, see Table I, based on the data from MSC/PATRAN. After the analytical results are compiled, the results are input back into MSC/PATRAN for further graphical analysis. As an example, the various mode shapes for the system are depicted in Figure IV.

---
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Table I: Analytical Results

<table>
<thead>
<tr>
<th>MODE NUMBER</th>
<th>CYCLIC FREQUENCY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>130.159</td>
</tr>
<tr>
<td>2</td>
<td>208.456</td>
</tr>
<tr>
<td>3</td>
<td>268.106</td>
</tr>
<tr>
<td>4</td>
<td>282.352</td>
</tr>
<tr>
<td>5</td>
<td>324.958</td>
</tr>
<tr>
<td>6</td>
<td>338.102</td>
</tr>
<tr>
<td>7</td>
<td>355.453</td>
</tr>
<tr>
<td>8</td>
<td>359.442</td>
</tr>
<tr>
<td>9</td>
<td>360.811</td>
</tr>
<tr>
<td>10</td>
<td>388.971</td>
</tr>
</tbody>
</table>

Results

The results indicate several of the mode shapes of the system could cause errors in the reading of the QCM, see Figure IV, due to excessive deflections associated with several of the vibrational modes. Within the housing frame, the QCM is supported by an aluminum plate. Certain mode shapes indicate that this plate and the QCM could have large distortions (deflections) which directly effect the readings of the QCM.

The QCM contains quartz crystals which are used to accumulate air sample particulates[3]. Once these samples are collected, the instrument records the change in frequency between the reference crystal and the crystal that collects the air samples. Because the QCM relies on changes in frequency, the deflections could cause interference with these changes in the frequency readings. One means of minimizing or eliminating the deflections would be to attach a vibration absorber (modeled by a) spring-mass-damper to a specific point(s) on the system where large deflections are occurring[4].

By examining which locations on the system yield the largest deflections that directly affect the QCM, specific nodal point(s) within the system's mathematical model can be chosen as possible points to apply the spring-mass-damper. By determining from the modal participation factors, points of maximum deflection of the eigenvectors and mode shapes of the system, the nodal points of greatest deflections can be determined to yield the best possible points of application for the spring-mass-damper. Once these nodal point(s) are determined, the spring-mass-damper is mathematically designed and then implemented into MSC/NASTRAN. The analytical results are computed and again the results are input back into MSC/PATRAN to determine if the point(s) of application of the spring-mass-damper are successful. This process is repeated until an optimum design is obtained to minimize or eliminate the deflections.
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Figure IV: Finite Element Model of the Deflected System
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ABSTRACT

Fourier Transform Infrared (FT-IR) spectroscopy is a dynamical instrumentation technique that is useful for examination of various forms of matter. When a sample is analyzed using infrared radiation, the FT-IR spectra provide information about the vibrational and rotational energies of a molecule. The infrared radiation is absorbed at specific frequencies by a particular molecular species, whereby the FT-IR spectrum is a signature of the molecule. Knowing the infrared frequency in relation to the radiation intensity, one can specify the types of chemical functional groups present in a particular sample. The analysis of the rotation-vibration spectra provides information about the molecular constants and the temperature of the infrared source.

INTRODUCTION

Nitrogen dioxide (NO$_2$) (Abina, et al., 1996), sulfur dioxide (SO$_2$), hydrogen chloride (HCl), and methyl nitrite (CH$_3$ONO) (Kamal, 1994) are known pollutants in the atmosphere. Nitrogen dioxide is found in emissions from aircraft and is a participant in significant atmospheric photochemistry. Sulfur dioxide is a known toxin in the atmosphere that is emitted from volcanoes and power plants. Hydrogen chloride is a pollutant that also participates in photochemical air pollution. Methyl nitrite is a precursor of the methoxy radical, which is an important chemical intermediate in combustion reactions and in photochemical atmospheric processes. A clearer understanding of these species and the roles these chemicals play in the combustion chain also lead to the development of improved and efficient organic fuels, besides a greater understanding of atmospheric phenomena.

Fourier Transform Infrared (FT-IR) spectroscopy is a particularly useful analytical technique because of its versatility (Coleman, 1993). Spectra can be obtained of samples in all three states of matter and in most cases nondestructively. Its distinct advantage over other forms of spectral data acquisition is that it has the ability to look at all the wavelengths of a spectral region simultaneously rather than one wavelength at a time. Such an approach saves time dramatically and utilizes light more efficiently. FT-IR spectroscopy has been used to record the spectra of atmospherically significant gas phase nitrogen dioxide (NO$_2$), sulfur dioxide (SO$_2$), hydrogen chloride (HCl), and methyl nitrite (CH$_3$ONO).

EXPERIMENTAL

Sample Preparation of the Experimental Gases NO$_2$, SO$_2$, HCl, & CH$_3$ONO

NO$_2$: 15.2 psi of nitrogen dioxide (NO$_2$) gradually flowed in an evacuated gas cylinder.
It was later filled with 960.5 psi of dry nitrogen (N₂) to obtain a sample of 1% nitrogen dioxide.

SO₂: 484.0 ppm of sulfur dioxide (SO₂) was commercially obtained from Scott Specialty Gases, Inc. This gas was premixed with air.

HCl: 529.0 ppm of hydrogen chloride (HCl) was commercially obtained from Scott Specialty Gases, Inc. This gas was premixed with dry nitrogen (N₂).

CH₃ONO: Methyl nitrite is not available commercially and has to be synthesized. Two solutions were prepared. One solution contained sodium nitrite (NaNO₂), distilled water (H₂O), and methyl alcohol (CH₃OH), while the second solution comprised of concentrated sulfuric acid (H₂SO₄) and distilled water (H₂O).

Two low-temperature baths were prepared using a mixture of methanol and liquid nitrogen. The first solution was prepared by mixing the ingredients together in a three-legged flask. 255 mL distilled water was taken in a small beaker. The beaker was kept in the second cold temperature bath and the concentrated sulfuric acid was added very slowly to the water in the beaker, while continuously stirring the cold dilute H₂SO₄. The dilute H₂SO₄ was taken in a cylindrical separation funnel that was connected to the middle leg of the three-legged flask. The first solution was maintained cold by immersion in another dish containing ice and water. Water vapor and CO₂ inside the flask were purged by connecting the right leg of the flask to gaseous nitrogen (N₂). The left leg of the flask was connected to the exhaust system through a glass trap. The stop-cock of the funnel was opened and the cool dilute H₂SO₄ was added to the solution in the flask drop-by-drop.

After the reaction was complete, the entire solution was transferred to a graduated cylinder. Methyl nitrite was transferred to a cylinder immediately after the synthesis, because its boiling point (-18.0°C) was above room temperature. After preparation, 2 psi of methyl nitrite was mixed in a gas cylinder containing 198 psi of helium to obtain 1% methyl nitrite (CH₃ONO).

Infrared spectra were recorded using a Nicolet Magna-IR 550 Fourier Transform Infrared spectrometer as shown in Figure 1. A multipass 10 m absorption cell was used for recording the spectra and showed much improved sensitivity as compared to the traditional 10 cm cell. Two flow methods were used for spectral recording of the samples: quasi-static and free-flowing. Various materials for one meter gas flow tubing were used to verify analysis and examine reactivity of the sample with the tubing medium. Resolution was set at 4 cm⁻¹ for the FT-IR spectra recording of all samples. Thirty-two scans were taken every time a sample was examined and the results were superimposed and averaged for final spectral illustration. Sample cells used KBr windows for mid-infrared transmission. All samples were analyzed in gas phase and over a range of pressures. Spectra were observed in the mid infrared range of 4000 to 400 cm⁻¹. Measurements were localized for nitrogen dioxide in the range 1850 to 1230 cm⁻¹. For sulfur dioxide the range was 1425 to 400 cm⁻¹, whereas for hydrogen chloride a range of 3100 to 2600 cm⁻¹ was used. The above cited wavenumber ranges provided signature FTIR plots for the different molecular species.
RESULTS AND DISCUSSION

**FT-IR Spectral Analysis of Nitrogen Dioxide**

Figure 2 shows the FT-IR spectrum in the spectral range 1850-1230 cm⁻¹ of 1% nitrogen dioxide (NO₂) and nitric acid (HNO₃) under dry nitrogen (N₂) recorded at a resolution of 4 cm⁻¹ and with a gas pressure of 200 torr under quasi-static conditions using aluminum, stainless steel and copper tubing. Figure 3 shows the FT-IR spectrum of 10% nitrogen dioxide (NO₂) in dry nitrogen (N₂) recorded at a resolution of 4 cm⁻¹ and with a gas pressure of 200 torr in free-flowing conditions using aluminum, stainless steel and teflon tubing.

**Table 1**
FT-IR spectral peaks of 1% nitrogen dioxide (NO₂) in N₂ under quasi-static conditions at a gas pressure of 200 torr using a 10 m gas cell

<table>
<thead>
<tr>
<th></th>
<th>Aluminum</th>
<th>Stainless Steel</th>
<th>Copper</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNO₃ 1719.0</td>
<td>0.0538</td>
<td>0.0296</td>
<td></td>
</tr>
<tr>
<td>HNO₃ 1712.5</td>
<td>0.0540</td>
<td>0.0296</td>
<td></td>
</tr>
<tr>
<td>HNO₃ 1699.6</td>
<td>0.0537</td>
<td>0.0305</td>
<td></td>
</tr>
<tr>
<td>NO₂ 1628.8</td>
<td>0.301</td>
<td>0.315</td>
<td>0.120</td>
</tr>
<tr>
<td>NO₂ 1586.4</td>
<td>0.226</td>
<td>0.224</td>
<td>0.0898</td>
</tr>
<tr>
<td>NO₂ 1339.3</td>
<td>0.224</td>
<td>0.237</td>
<td>0.0816</td>
</tr>
<tr>
<td>NO₂ 1324.9</td>
<td>0.0422</td>
<td>0.0457</td>
<td></td>
</tr>
<tr>
<td>NO₂ 1313.9</td>
<td>0.0451</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**
FT-IR spectral peaks of 1% nitrogen dioxide (NO₂) in N₂ under free-flowing conditions at a gas pressure of 200 torr using a 10 m gas cell

<table>
<thead>
<tr>
<th></th>
<th>Aluminum</th>
<th>Stainless Steel</th>
<th>Teflon</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNO₃ 1719.0</td>
<td>0.0365</td>
<td>0.0296</td>
<td></td>
</tr>
<tr>
<td>HNO₃ 1712.5</td>
<td>0.0385</td>
<td>0.0315</td>
<td></td>
</tr>
<tr>
<td>HNO₃ 1699.6</td>
<td>0.0336</td>
<td>0.0263</td>
<td></td>
</tr>
<tr>
<td>NO₂ 1628.8</td>
<td>0.311</td>
<td>0.328</td>
<td>0.275</td>
</tr>
<tr>
<td>NO₂ 1608.3</td>
<td>0.217</td>
<td>0.229</td>
<td>0.192</td>
</tr>
<tr>
<td>NO₂ 1586.4</td>
<td>0.231</td>
<td>0.244</td>
<td>0.203</td>
</tr>
<tr>
<td>NO₂ 1339.3</td>
<td>0.0241</td>
<td>0.0192</td>
<td></td>
</tr>
<tr>
<td>NO₂ 1324.9</td>
<td>0.0321</td>
<td>0.0263</td>
<td></td>
</tr>
<tr>
<td>NO₂ 1313.9</td>
<td>0.0301</td>
<td>0.0248</td>
<td></td>
</tr>
</tbody>
</table>

Notice the different measurement responses with the various tubing in Figures 2 & 3. Stainless steel shows the best absorbance response in comparison to the other tubing.
Likewise, teflon tubing shows a very good absorbance response under free-flowing condition. Aluminum is not as sharp as the other two materials (in both figures). Copper tubing shows a poor absorbance response in comparison to all the tubing observed. Nitrogen dioxide is a very corrosive gas and tends to have high reactivity with other metals. This is evident in the case of copper and aluminum tubing. Stainless steel is a corrosive protestant, while teflon is a plastic-like material that is fairly inert. The corrosive nature of nitrogen dioxide thus shows lower reactivity with these two materials, namely stainless steel and teflon.

A weak feature around 1500 cm⁻¹ in Figure 2 due to O-H bending (v₂) conforms the presence of water vapor. It is present in the spectra recorded under quasi-static conditions for nitrogen dioxide. These weak feature is not observed under free-flowing conditions as shown in Figure 3. The free-flowing gas flow method thus eliminates unwanted anomalies like water (H₂O) and allows for better spectral analysis.

The absorption intensities of various molecular species along with the wavenumbers for 1% nitrogen dioxide (NO₂) under quasi-static and free-flowing conditions are presented in Tables 1 & 2.

In Table 1 one can notice that NO₂ reacts with copper more than the other two materials. This is confined by the low values of absorption intensities in the v₁ mode of NO₂ around 1600 cm⁻¹.

**FT-IR Spectral Analysis of Sulfur Dioxide**

Figure 4 shows the FT-IR spectrum in the spectral range 1425 to 400 cm⁻¹ of sulfur dioxide (SO₂) in air recorded at a resolution of 4 cm⁻¹ and with a gas pressure of 400 torr under quasi-static condition. Table 3 summarizes the FT-IR spectral features in the range 1425 to 400 cm⁻¹ of sulfur dioxide (SO₂) in air recorded at a resolution of 4 cm⁻¹ and with a gas pressure of 400 torr under quasi-static condition.

Notice in Figure 4 that the spectra for all the tubing overlap one another. This shows that reactivity of sulfur dioxide with aluminum, stainless steel, copper, and teflon are the same. Table 3 shows the spectral peaks of sulfur dioxide. The spectral peaks for sulfur dioxide are exactly the same in all observed material tubing. The spectral peaks observed in Table 3 represent the spectral peaks of all tubing observed in Figure 4.

![FT-IR Spectrum of SO₂ using 10 m Gas Cell](image)

**FT-IR Spectral Analysis of Hydrogen Chloride**

Figure 5 shows the FT-IR spectrum of the fundamental band (1-O) of the diatomic molecule HCl in the spectral region 3100-2600 cm⁻¹ in dry nitrogen (N₂) recorded at a resolution of 4 cm⁻¹ and with a gas pressure of 400 torr under quasi-static condition. For a diatomic molecule like HCl which has no net spin or
orbital angular momentum (i.e., 'Σ' state) the spectrum contains only P and R branches according to the selection rules ΔJ = ± 1. The assigned rotational quantum numbers, the wavenumbers for the P and R branches along with the absorbance is given in Table 4. The band origin ν₀ of the 1-0 band is deduced from the measured wavenumbers of the P and R branches by plotting the values of R(J - 1)+ P(J) against J². The value of ν₀ is found to be 2885.20 (5) cm⁻¹ and is in agreement with the value of 2885.977 cm⁻¹ (Bernath, 1995). The rotational constants B₁ & B₂ are also deduced in the present work and is found to be 10.092 (6) cm⁻¹ and 10.401 (8) cm⁻¹. The temperature of the source of absorption is determine from the R(2) line of figure 5 and is found to be 187 K.

Figure 5
FT-IR spectrum of hydrogen chloride (HCl) in N₂ under quasi-static conditions at 4.0 cm⁻¹ resolution with a gas pressure of 400 torr

Table 4
FT-IR spectral peaks of hydrogen chloride (HCl) in N₂ under quasi-static conditions at a gas pressure of 400 torr using a 10 m Gas Cell

<table>
<thead>
<tr>
<th>J</th>
<th>R(J) (cm⁻¹)</th>
<th>Abs</th>
<th>P(J) (cm⁻¹)</th>
<th>Abs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2905.63</td>
<td>0.0454</td>
<td>2864.27</td>
<td>0.0439</td>
</tr>
<tr>
<td>1</td>
<td>2925.18</td>
<td>0.0639</td>
<td>2842.78</td>
<td>0.0604</td>
</tr>
<tr>
<td>2</td>
<td>2944.10</td>
<td>0.0660</td>
<td>2820.90</td>
<td>0.0619</td>
</tr>
<tr>
<td>3</td>
<td>2962.37</td>
<td>0.0625</td>
<td>2798.18</td>
<td>0.0572</td>
</tr>
<tr>
<td>4</td>
<td>2980.08</td>
<td>0.0499</td>
<td>2775.02</td>
<td>0.0459</td>
</tr>
<tr>
<td>5</td>
<td>2997.13</td>
<td>0.0377</td>
<td>2751.42</td>
<td>0.0320</td>
</tr>
<tr>
<td>6</td>
<td>3013.70</td>
<td>0.0257</td>
<td>2727.02</td>
<td>0.0213</td>
</tr>
<tr>
<td>7</td>
<td>3029.36</td>
<td>0.0162</td>
<td>2677.03</td>
<td>0.0067</td>
</tr>
<tr>
<td>8</td>
<td>3044.40</td>
<td>0.0090</td>
<td>2651.44</td>
<td>0.0032</td>
</tr>
<tr>
<td>9</td>
<td>3058.57</td>
<td>0.0049</td>
<td>2624.95</td>
<td>0.0013</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FT-IR Spectral Analysis of Methyl Nitrite

Figure 6 displays the FT-IR spectrum of 1% methyl nitrite (CH₃ONO) in helium (He) recorded at a resolution of 4 cm⁻¹ and with a gas pressure of 300 torr. Table 5 identifies the chemical function groups and their corresponding wavenumbers for 1% methyl nitrite.

The FT-IR spectrum of methyl nitrite exhibits various fictional groups. The functional group NH is exhibited at 3328.77 and 3219.93 cm⁻¹. CH₃ occurs at 2956.90, 2839.91, and 1388.86 cm⁻¹. A double bond of nitrogen and oxygen is found at 1679.41 cm⁻¹. A single bonded carbon-oxygen fictional group is observed at 1049.93 cm⁻¹. The fictional group CH is located at 994.93 cm⁻¹. A single bond of nitrogen and oxygen is found at 810.70 cm⁻¹. The functional group O=N=O is located at 625.49 and 565.80 cm⁻¹.
Table 5
FT-IR spectral peaks of 1% methyl nitrite (CH₃ONO) in He under quasi-static conditions at a gas pressure of 300 torr using a 10 m Gas Cell

<table>
<thead>
<tr>
<th>Wavenumber (cm⁻¹)</th>
<th>Assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>3328.77</td>
<td>NH</td>
</tr>
<tr>
<td>3219.93</td>
<td>CH₃</td>
</tr>
<tr>
<td>2956.90</td>
<td>N=O</td>
</tr>
<tr>
<td>2839.91</td>
<td>N=O</td>
</tr>
<tr>
<td>1679.41</td>
<td>c-o</td>
</tr>
<tr>
<td>1388.86</td>
<td>CH₃</td>
</tr>
<tr>
<td>1049.93</td>
<td>CH</td>
</tr>
<tr>
<td>994.93</td>
<td>N-O</td>
</tr>
<tr>
<td>810.70</td>
<td>O-N=O</td>
</tr>
</tbody>
</table>

CONCLUSION

FTIR spectroscopy aided in the identification of multiple pollutants in the atmosphere. Owing to the reactivity of various sample materials with device materials used for QCM/SAW investigations, different tubings were used to check the acidity/basic nature of the sample gases in relation to various atmospheric trace gases. For example, both nitrogen dioxide (NO₂) and nitric acid (HNO₃) showed strong reactivity toward metallic materials like aluminum and copper.

The functional groups present in methyl nitrite (CH₃ONO) are important for the vibrational analysis of oxidation intermediates involved in the combustion of hydrocarbons and in air pollution. Such molecular radicals (e.g. methoxy) are also important in astrophysical study. Nitrogen dioxide, sulfur dioxide, and hydrogen chloride are trace gases that are present in the atmosphere and are important for the understanding of stratospheric ozone depletion, global warming, or/and photochemical smog formation (Sigrist, 1994).

FT-IR spectroscopy provides accurate values for the rotation constant of molecules (as determined for HCl in this paper) and the temperature of the infrared source of radiation used for recording the absorption spectra of molecule species.
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Abstract

Chromium doped zinc selenides crystals have recently been demonstrated to be a promising material for near-IR room temperature tunable lasers which has an emission range of 2-3 pm. In this study, a new diffusion doping process has been developed for incorporation of Cr$^{2+}$ ion into ZnSe wafers. This process has been successfully performed under isothermal conditions, at temperatures above 800 degrees Celsius. Concentrations in excess of $10^{10}$ Cr$^{2+}$ ions/cm$^3$, an order of magnitude larger than previously reported in melt grown ZnSe material, have been obtained. The diffusivity was estimated to be about $10^{-9}$ cm$^2$/sec using a classical diffusion model. Resistivity was derived from current-voltage measurements and in the $10^7$-$10^8$ $\Omega$-cm and increased as function of Cr concentration.

Introduction

Recently a new class of transition metal-doped (Cr, Ni, Co) Zn chalcogenides (Se, S, Te) materials have been investigated as potential candidates as tunable solid state lasers with a spectral emission range of 1-4 $\mu$m [1,2]. Such lasers can be employed by NASA as source for Light Detection and Ranging (LIDAR) systems. The LIDAR instrument transmits light out to a target, interacts with it and changed by the target. Some of the light is reflected/scattered back to the instrument where it is analyzed. LIDAR can be used as range finders, for remote sensing of chemical species (such as ozone, water vapor and pollutants) in the atmosphere and for remote measurement of the wind velocity. The absorption and emission spectroscopic properties have been measured to evaluate their potential for room temperature operation. Notably, the emission cross section and temperature-dependent lifetimes have been measured and they indicated that chromium ion has a potentially high gain cross section and low non-radioactive decay losses resulting in a high emission quantum yield. The quantum yield efficiencies are generally approaching 100% for chromium, in contrast to nearly 20% for cobalt, while nickel exhibited no room temperature luminescence. A pump volume of $10 \times 6 \times 3$ mm and a Cr$^{2+}$ concentration of $1.5 \times 10^{20}$ ion/cm$^3$ are needed for a 1.63 pm (40 W, InGaAsP diode laser) pump light to be absorbed within about 100-200 pm from surface [1,2]. ZnSe has been previously doped with Cu, Ag, Ga, In, and Li for the achievement of suitable electrical properties. It has been reported that precipitation was observed for Ga[3], In[4], and Li[5] doped ZnSe. ZnSe has been doped with Cr$^{2+}$ ion to investigate optical properties [6,7]. Based on the analysis of superhyperfine interactions with neighbors it has been reported that the chromium ion incorporated substitutionally into Zn lattice sites [8,9]. Up to date, there is little information about the usage of Cr doped ZnSe as solid state laser material and the doping process which can achieve Cr concentration as high as $10^{30}$ ion/cm$^3$. The motivation and scope of this work encompass the...
innovative ideology of producing a high optical quality of ZnSe:Cr with Cr concentrations up to $10^{20}$ ion/cm$^3$ or as needed. It is the purpose of this paper to report our efforts at Fisk University with collaboration of the laser group at LLNL in the development of this process and evaluation of its usefulness in fabrication of a mid-IR solid-state laser.

Theory

Many of the thermally activated processes that occur in solids are diffusion controlled, and the rate of the process is determined by the diffusion rate of individual atoms from one atomic site to another. The driving force for atomic diffusion is the concentration gradient that exists between one point and another. In practice there are two particular cases of diffusion, steady state and nonsteady state diffusion, and the interdiffusion of ZnSe and chromium is a case of nonsteady state diffusion.

Consider the diffusion of solute atoms along the $x$ direction between two parallel atomic planes perpendicular to the plane of the paper and separated by a distance $a$. Suppose that the planes are of unit area and that there are $N_1$ solute atoms on plane (1) and $N_2$ solute atoms on plane (2), where $N_1 > N_2$. Here $N$ has the units number/area. The atomic concentration of solute atoms in number/volume on plane (1) is $c_1 = N_1/a$ and on plane (2) is $c_2 = N_2/a$. Thus, a concentration gradient $dc/dx = (c_2 - c_1)/a$ exists along the $x$ direction. The net flux of diffusing solute atoms, $J$, from plane (1) to plane (2) is

$$J = -1/2a^2r (dc/dx) = -D (dc/dx) \quad \text{(Eq. 1)}$$

where the diffusion coefficient $D = 1/2a^2r$ and has units cm$^2$/sec. This equation is known as Fick's first law of diffusion. The minus sign indicates that atom flow occurs in the direction of negative concentration gradient.

Now we can relate the rate of accumulation of atoms to the change in concentration with time as

$$dc/dt = J_1 - J_2/\Delta x \quad \text{(atoms/cm$^2$-sec)} \quad \text{(Eq. 2)}$$

As $\Delta x$ becomes vanishingly small, it then reduces to

$$dc/dt = D (dc/dx') \quad \text{(Eq. 3)}$$

which is known as Fick's second law of diffusion. In physical terms this law states that the rate of compositional change is proportional to the rate of change of the concentration gradient rather than to the concentration gradient itself. The solution of this latter equation depends on the boundary conditions imposed by the particular problem of interest. As an example, a semi-infinite slab (dimensions large compared with the diffusion distance) of initial composition $c_o$ has, for all $t > 0$, the concentration at the $x = 0$ interface maintained at a value $c_i$. This surface concentration is greater than the uniform initial composition of the slab, and consequently diffusion occurs into the slab (in the $x$ direction) from the surface. The solution of the last equation mentioned and for the conditions described above is

$$c(x, t) = c_o + c_i - c_o = 1 - \text{erf} \left( x/2\sqrt{Dt} \right) \quad \text{(Eq. 4)}$$
where \( c(x, t) \) is the concentration at some point \( x \) in the slab at \( t > 0 \) and \( \text{erf} \) is the \textit{Gaussian error function}, as tabulated in mathematical tables. Examples of the type of concentration curve predicted by this equation are shown in Fig.B. A particularly interesting aspect of this equation, and equivalently of the solutions to numerous other diffusion problems, is that \( c(x, t) \) is completely described at all \( x \) and \( t \) by the error function of \( (x/2\sqrt{Dt}) \). This has two important consequences. First, if we are interested in a given composition, \( c' \), then

\[
\frac{c' - c_0}{c_0 - c_i} = 1 - \text{erf} \left( \frac{x}{2\sqrt{Dt}} \right) \quad (\text{Eq. 5})
\]

is constant, and therefore

\[
x/\sqrt{Dt} = \text{constant} \quad (\text{Eq. 6})
\]

We solve for \( x \) and \( t \) so that the concentration of the diffusing species is equal to \( \frac{1}{2} \) the value at the interface \( x = 0 \). For these conditions

\[
\text{erf} \left( \frac{x}{2\sqrt{Dt}} \right) = 0.5
\]

And from mathematical tables

\[
x/2\sqrt{Dt} = 0.5
\]

or

\[
x = \sqrt{Dt} \quad (\text{Eq. 7})
\]

Thus, as mentioned above, this simple relationship can be used as a rough estimate of time and temperature needed to achieve appreciable diffusion or redistribution of solute atoms over a distance \( x \). And since many other solutions to Eq. (3) also indicate that Eq. (7) can be used to predict the time required for diffusion to occur over a given distance, it is not only a very simple but also a very useful relationship.

**Experimental**

The diffusion doping ampoules were made from fused quartz. The cleaning processes of ampoules includes two steps: (a) the ampoules were cleaned with aqua regia (25% HNO + 75% HCl) and rinsed with deionized water, (b) the ampoules were then heated at 100 °C above the diffusion temperature under 10⁻⁶ Torr vacuum. The Bridgman or seeded physical vapor transport (SPVT) grown ZnSe wafer, which were purchased from Eagle-Pitcher company, were loaded into precleaned ampoule along with CrSe powder (4N grade from Alfa company). The loaded ampoule was then sealed under higher range of 10⁻⁷ Torr vacuum. The sealed ampoule (typical length of 10 cm and 1.2 cm ID) was inserted into the middle section of a 12 inches long heat pipe which provided a isotherm environment in the middle 10 inches region between 400 and 1100 °C and the heat pipe was then placed in art one zone furnace. A schematic drawing of the experimental arrangement is shown in figure 1. Several diffusion experiments have been performed under this doping process with temperatures ranging from 800 to 1000 °C for durations of either 2 or 5 day annealing periods.
Figure 1. Experimental arrangement of diffusion doping process.

After annealing, the temperature was lowered by 5 °C/min to 400 °C, and then the furnace was shutdown and cooled to room temperature. The Cr$^{2+}$ concentration, laser lifetime, and other optical properties were measured using optical absorption, inductively coupled plasma-mass spectroscopy, and a solid state laser testing by a solid state laser group in Lawrence Livermore National Laboratory [1,2]. Current-voltage measurement was performed at Fisk. Silver conducting paint and copper wire were used as metal contact and lead wire for connection to the I-V electronic system. A typical increment of 1 V and 1 min waiting time was used.

Results and Discussion

The following table lists the doping conditions, Cr$^{2+}$ concentration, laser lifetime, and resistivity. The first column indicates the crystal growth method and its structural format. The first seven samples were grown by the Bridgman method and they are in the form of a polycrystalline (Poly.) and single crystalline structures with twin (Twinned).

ZnSe:Cr$^{2+}$ Diffusion Experiment Results

<table>
<thead>
<tr>
<th>Sample</th>
<th>Annealing Temperature (°C)</th>
<th>Annealing Time (days)</th>
<th>Concentration (Cr$^{2+}$ (cm$^{-3}$) x 10$^6$)</th>
<th>Lifetime (microsec)</th>
<th>Abs. Coeff. Cr$^{2+}$ (cm$^{-1}$)</th>
<th>Abs. Coeff. Background (cm$^{-1}$)</th>
<th>Resistivity (Ω-cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#12413: Bridg Poly.</td>
<td>800</td>
<td>2</td>
<td>0.05</td>
<td>304</td>
<td>4.55</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>#12413a: Bridg Poly.</td>
<td>850</td>
<td>5</td>
<td>0.24</td>
<td>300</td>
<td>19.91</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>#12429: Bridg, Twinned-top</td>
<td>900</td>
<td>5</td>
<td>0.19</td>
<td>300</td>
<td>16.41</td>
<td>1.84</td>
<td></td>
</tr>
<tr>
<td>#12439a: Bridg, Twinned-hat</td>
<td>900</td>
<td>3</td>
<td>0.25</td>
<td>279</td>
<td>17.47</td>
<td>3.99</td>
<td>2.5 x 10$^4$</td>
</tr>
<tr>
<td>#12438: Bridg, Poly.</td>
<td>900</td>
<td>3</td>
<td>0.18</td>
<td>279</td>
<td>11.24</td>
<td>6.95</td>
<td>8.0 x 10$^4$</td>
</tr>
<tr>
<td>#12427: Bridg, Poly-top</td>
<td>950</td>
<td>2</td>
<td>0.38</td>
<td>25</td>
<td>28.84</td>
<td>4.72</td>
<td>2.0 x 10$^{10}$</td>
</tr>
<tr>
<td>#12436: Bridg, Poly, Int.</td>
<td>950</td>
<td>2</td>
<td>0.32</td>
<td>25</td>
<td>20.44</td>
<td>4.69</td>
<td>8.3 x 10$^{10}$</td>
</tr>
<tr>
<td>#12436a: SPVT Single</td>
<td>900</td>
<td>1</td>
<td>0.17</td>
<td>6</td>
<td>9.1 x 10$^{-10}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPVT, Single</td>
<td>1000</td>
<td>2.5</td>
<td>1.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*All wafers were cut from ZnSe crystals, and purchased from Eagle-Pitcher Co.*
The last two samples were single crystalline grown from seeded physical vapor transport method. The annealing temperature and Cr$^{2+}$ concentration have been plotted in figure 2. For both the 2 and 5 day annealed samples, the Cr$^{2+}$ concentration increases with annealing temperatures. This trend indicates that for 1000 °C and 5 days annealing conditions we have not reached saturation that would arise from the existence of a Cr$^{2+}$ volatility limit in ZnSe. The linear least square fit lines (dashed line-2 days, solid line-5 days) seem to be fairly parallel to each other. The result proposed that the same Cr$^{2+}$ concentration can be obtained by annealing at lower temperature for longer time as annealing at higher temperature for a shorter period of time.

![Figure 2. Plot of Cr$^{2+}$ concentration under various annealing temperatures and times.](image)

The possible disadvantages of high temperature annealing are the increase of the concentration of defects, such as vacancies and dislocations, and the deviation from stoichiometry of ZnSe. All samples have been polished after the diffusion doping process, and the color ranges from light reddish to darker reddish as the Cr$^{2+}$ concentration increases. Due to the fact that the crystal growth temperature of SPVT grown ZnSe is around 1100 °C, it is a reasonable assumption that 1000 °C is very near the limit of annealing temperature for SPVT grown ZnSe wafer. The lifetime of single and polycrystalline wafer does not show a clear trend. This result maybe a good sign for industrial manufacture since that polycrystalline ZnSe has a much more lower production cost than single crystalline material. Figure 3 shows a typical I-V measurement result on the sample annealed at 1000 °C and 5 days.

![Figure 3. Typical I-V plot for sample annealed at 1000 °C and 5 days.](image)
The resistance was derived from the slope of the I-V curve, and the resistivity was calculated by taking account of the contact area and thickness of the sample. The resistivity of Cr\textsuperscript{2+} doped ZnSe was found to be 5-8 times the order of magnitude higher than the previous undoped ZnSe. By assuming the equilibrium diffusion depth as 0.1 cm, which is deeper than the requirement to be used as solid state laser material, the diffusivity, D, can be estimated by a thin film diffusion model [10].

**Summary**

A new Cr\textsuperscript{2+} diffusion doped ZnSe process has been developed and demonstrated to yield Cr\textsuperscript{2+} concentrations as high as 10\textsuperscript{20} ions/cm\textsuperscript{3} which is required for tunable solid state laser material use. The crystallinity of ZnSe wafers seem to have significant influence on the Cr\textsuperscript{2+} concentration in this doping process. The Cr\textsuperscript{2+} concentration has not reached its volatility limit in the ZnSe solid solution, and it could in the future be increased by annealing at temperatures above 10000 C or at a longer time and at lower temperatures. The resistivity of doped ZnSe increases dramatically by 5-8 orders of magnitude, in the range of 10\textsuperscript{13} - 10\textsuperscript{16} Ω-cm compared with undoped materials. The diffusivity of Cr in ZnSe has been estimated to be in the 10-8 cm\textsuperscript{2}/sec range.
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A fluid-structure interaction code, ENSAERO, has been used to compute the aerodynamic loads on a swept-tapered wing. The code has the capability of using Euler or Navier-Stokes equations. Both options have been used and compared in the present paper. In the calculation of the steady-state solution, we are interested in knowing how the flexibility of the wing influences the lift coefficients. If the results of a flexible wing are not affected by the flexibility of the wing significantly, one could consider the wing to be rigid and reduce the problem from fluid-structure interaction to a fluid problem.

INTRODUCTION

With the advent of more powerful computers and more efficient algorithms, there has been significant advances in both computational fluid dynamics (CFD) and computational structural dynamics (CSD). These advances have played a major role and contributed significantly to the area of aeroelasticity. To increase the efficiency of aircrafts, particularly for high speed aircrafts, reducing the weight plays a major role and in doing so, this leads to a more flexible structure. Aeroelasticity has a major role in the design of aircrafts. The interaction of the flow with flexible structure could limit the performance of an aircraft and it also can cause dangerous situations. For example, due to the presence and movement of shock waves in the transonic range, undesirable aeroelastic behavior might occur. Also, a highly swept wing of an aircraft might experience vortex-induced aeroelastic oscillations [1].

There have been significant advances in the area of composite materials. Composite materials technology provides structural designers with a capability to specify many of the stiffness properties of modern aircraft structures. A structure can be designed in such a way that the deformation of the structure is prescribed by selecting the material and orienting the composite piles. This technology provides various possibilities for improving the aerodynamic performance of an aircraft under different loading conditions. To be able to solve fluid and structural equations simultaneously, helps in achieving these improvements.

Experimental tests, for aeroelastic wings, requires wind-tunnel experiments that are highly expensive. The experimental tests cannot be ruled out and it is necessary to be complemented with the numerical solutions. In order to calculate the aeroelastic response of a structure, the fluid and structural equations have to be solved simultaneously. NASA Ames Research Center has developed a code, ENSAERO, that is able to accurately couple the Euler and Navier-Stokes equations with the structural equations. This code calculates the aeroelastic response by simultaneously integrating the Euler/Navier-Stokes equations and structural equations of motion. The fluid equations are solved by using finite-difference technique and the structural equations are solved using finite-element method. An early version of ENSAERO [2] was applied to an elastic rectangular wing and the results demonstrated the accuracy of the code in predicting the flutter dynamic pressure of the wing. It should be noted that the Euler equation were used. ENSAERO was extended to solve Navier-Stokes equations [3]. The code has the ability to model moving control surfaces [4]. Also ENSAERO has the option of using Euler or Navier-Stokes equations and it is able to simulate transonic flows on wing-body combination [5]. Since grid generation techniques for aeroelastic calculations involve moving components, ENSAERO has the capability of using moving grids.

In the present paper, ENSAERO is used to compute the aerodynamic loads on a swept-tapered wing. The steady-state results are obtained by considering the wing to be elastic and the results are compared with the one obtained considering the wing to be rigid. Since we are interested in the steady-state solution and using a fluid-structure interaction code is computationally expensive. Is it possible to consider the wing to be rigid? Can we ignore the property of the material in obtaining the steady-state solution? We attempt to answer these questions.
AERODYNAMIC EQUATIONS

The compressible N-S equations in Cartesian coordinates can be written as

\[
\frac{\partial Q}{\partial t} + \frac{\partial E}{\partial x} + \frac{\partial F}{\partial y} + \frac{\partial G}{\partial z} = 0
\]  

where \( Q, E, F, \) and \( G \) are flux vectors given by

\[
Q = \begin{bmatrix}
\rho \\
\rho u \\
\rho v \\
\rho w \\
E_t
\end{bmatrix}
\]

\[
E = \begin{bmatrix}
\rho u^2 + p - \tau_{xx}
\end{bmatrix}
\]

\[
F = \begin{bmatrix}
\rho v^2 + p - \tau_{yy}
\end{bmatrix}
\]

\[
G = \begin{bmatrix}
\rho w^2 + p - \tau_{zz}
\end{bmatrix}
\]

and the shear stresses and heat-flux equations are given as

\[
\tau_{xx} = \frac{2}{3} \mu (2 \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} - \frac{\partial w}{\partial z})
\]

\[
\tau_{yy} = \frac{2}{3} \mu (2 \frac{\partial v}{\partial y} - \frac{\partial u}{\partial x} - \frac{\partial w}{\partial z})
\]

\[
\tau_{zz} = \frac{2}{3} \mu (2 \frac{\partial w}{\partial z} - \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y})
\]

\[
\tau_{xy} = \tau_{yx} = \mu \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right)
\]

\[
\tau_{xz} = \tau_{zx} = \mu \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)
\]
\[ \tau_{yz} = \gamma \left( \frac{\partial \nu}{\partial z} + \frac{\partial \mu}{\partial y} \right) \]
\[ q_x = -k \frac{\partial T}{\partial x}, \quad q_y = -k \frac{\partial T}{\partial y}, \quad q_z = -k \frac{\partial T}{\partial z}. \]

\( \rho \) is the fluid density and \( u, v, w \) are the fluid velocity in \( x, y, \) and \( z \) directions. \( Et \) is the total energy per unit volume, \( p \) is the pressure, \( \mu \) is the viscosity, and \( k \) is the coefficient of thermal conductivity. The governing equation can be transformed into general curvilinear coordinate where

\[ \tau = t \]
\[ \xi = \xi(x, y, z, t) \]
\[ \eta = \eta(x, y, z, t) \]
\[ \zeta = \zeta(x, y, z, t) \]

and the resulting transformed equations can be written in non-dimensional form as

\[ \frac{\partial \hat{Q}}{\partial \xi} + \frac{\partial \hat{E}}{\partial \eta} + \frac{\partial \hat{F}}{\partial \zeta} + \frac{\partial \hat{G}}{\partial \zeta} = 0 \quad (2) \]

where \( \hat{\cdot} \) indicates the transformed quantities. In order to solve Navier-Stokes equations, extensive computational time and storage is required. For this reason, the reduced equations, known as "thin-layer" or "parabolized" Navier-Stokes equations are being used. In the thin-layer approximation the viscous terms containing derivatives in the parallel direction to the surface of the body are neglected from Navier-Stokes equations. The thin-layer model requires a boundary-layer type coordinate system. Equation 2 simplifies to

\[ \hat{Q} + \hat{E} + \hat{F} + \hat{G} = \Re^{-1} \partial_{\zeta} \hat{S} \]

where all the viscous terms are contained in \( \hat{S} \). In order to solve the aerodynamic equations, ENSAERO has capability of both central-difference and upwind scheme [6]. The central difference scheme used is based on the implicit factorization algorithm of Beam and Warming [7] with the modifications by Pulliam and Chaussee [8] for diagonalization.

**AEROELASTIC EQUATIONS OF MOTION**

The aeroelastic equations of motion for a flexible wing are solved by using the Rayleigh-Ritz method. Using this technique, the aeroelastic displacements at any time are expressed as a function of assumed modes. The number of assumed modes are Finite and the amount of contribution that each mode has on the total motion is derived by Lagrange's equation. For further detail and more information see [2]-[6].

The finite element matrix form of the aeroelastic equations of motion for the elastic wing are given in general form as

\[ [M] \dot{q} + [G] q + [K] q = \{ F \} \]

where \([M],[G],[K]\) are the mass, damping, and stiffness matrices, respectively. \( \{ q \} \) is the displacement vector and \( \{ F \} \) is the aerodynamic loading vector and is computed by solving Euler or Navier-Stokes equation. Dots denote the derivative with respect to time.

**RESULTS**

A swept-tapered wing, shown in Figure 1, is used in our calculations. The aspect ratio of the wing is 3, the tapered ratio is 0.14, and the leading edge sweep angle is 51.34 degrees. The Mach number is 2.5 and Reynolds number is \( 5 \times 10^7 \). As a first step, we consider the wing to be elastic and solve the fluid and structure equations simultaneously by using ENSAERO. Total lift coefficient for this wing as a function of time is shown in Figure 2. The angle of attack is 10 degrees. The figure compares the results obtained using Euler with Navier-Stokes equations. As the figure indicates, the difference in total lift between these two options is not significant.

Figures 3, 4, and 5 compare the sectional lift obtained using Navier-Stokes and Euler equations. The wing is set into motion from the impulsive start until it reaches steady-state. The sectional lift coefficients are shown for different sections on the wing, 28%, 61%, and 90% from the root of the wing. The lift coefficients oscillate for all
cases because the wing is elastic and, in our calculations, we consider the elasticity of the wing. Again, there is not a
significant difference in the sectional lift coefficients between Euler and Navier-Stokes equations. As one would
expect, the lift coefficients of the section that is closer to the root reaches steady-state faster than the other sections.
This is more clear by comparing Figures 3, 4, and 5 where the lift coefficients are shown for the different sections of
the wing. At time= 94.3 seconds the section 28% away from the root has little oscillation and the one that is 90% away
from the root has the most.

In order to obtain the steady-state solution for an elastic wing, we have considered the flexibility of the wing
in our calculations. This requires solving fluid and structural equations simultaneously. Calculating the aerodynamic
loads on an elastic wing requires more computation and therefore, it is computationally expensive and time
consuming. In calculating the steady-state solution, often the wing is considered to be rigid. We consider the above
wing to be rigid and calculate the aerodynamic loads. Again, the angle of attack is 10 degrees. The total lift
coefficient on the wing is shown in Figure 6. The solid line is the Navier-Stokes solution and the dashed line is the
Euler solution. Comparing the lift coefficients of the rigid wing (Figure 6) with the elastic wing (Figure 2) shows
that the steady-state results differ significantly and the difference is about 19%. The sectional lift coefficient for the
rigid wing at 28° from the root is shown in Figure 7. The difference with the elastic case is about 13%. Figure 8
shows the sectional lift coefficient for the section of the wing located at 6 1% from the root. Comparing this figure
with Figure 4, one sees that the steady-state lift coefficient is 0.165 for rigid and 0.128 for elastic case. The
difference between the rigid and elastic is about 29%.

There is more flexibility near the tip; hence, the difference with the rigid case is highest near the tip. In Figure
9 the sectional lift coefficient is shown for the wing at 90% from the root, which is very close to the tip. Again, the
wing is considered to be rigid. Figure 5 demonstrates the sectional lift coefficient for the same section with the same
condition except the wing is elastic. The difference between these two are significantly large, 60%. In all cases, the
Navier-Stokes solution is given as well as Euler solution. The Figures indicate that the lift coefficients using either
options are not being significantly affected.

CONCLUSION

It was shown that the computed values of lift coefficients are not greatly affected, for the configuration we
have considered, by using either Navier-Stokes or Euler equations. The elasticity of the wing contributes to the lift
coefficients. A more rigid wing has higher lift coefficients. In case of a flexible wing, part of the energy is used to
oscillate the wing; hence, the value of the lift decreases with the increase in flexibility of the wing. The section" of
the wing that is near the tip has the highest amount of flexibility; therefore, the difference (with the rigid one) is
highest in this section. In order to obtain the lift coefficients on a wing one has to consider the elasticity of the wing
and in reducing the problem to a rigid wing some accuracy might be lost.
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Fig. 1: 2-D view of the wing used in this paper.

Fig. 2: Total lift coefficients of a flexible wing as a function of time.

Fig. 3: Lift coefficients of a flexible wing as a function of time for the section 28% from the root.

Fig. 4: Lift coefficients of a flexible wing as a function of time for the section 61% from the root.

Fig. 5: Lift coefficients of a flexible wing as a function of time for the section 90% from the root.
Fig. 6: Total lift coefficients of a rigid wing as a function of time.

Fig. 7: Lift coefficients of a rigid wing as a function of time for the section 28% from the root.

Fig. 8: Lift coefficients of a rigid wing as a function of time for the section 61% from the root.

Fig. 9: Lift coefficients of a rigid wing as a function of time for the section 90% from the root.
A new probe to change Curie temperature of PbTiO$_3$ sensors

R. S. Katiyar and Meng Jinfang *

Department of Physics, University of Puerto Rico, San Juan, Puerto Rico 00931-3343, USA

High temperature Raman spectra of nanocrystalline Pb$_{0.8}$Ba$_{0.2}$TiO$_3$, Pb$_{0.8}$Sr$_{0.2}$TiO$_3$, Pb$_{0.8}$La$_{0.2}$TiO$_3$ and PbTi$_{0.75}$Zr$_{0.25}$TiO$_3$, have been measured, as a function of particle size. There appears respectively a distinct temperature-induced soft mode phase transition in every sample whose Curie temperature can be determined from the mean-field theory. The detailed Curie temperature shift in modified PbTiO$_3$ ceramics by Ba, Sr, La and Zr, has also been investigated as a function of particle size. This study will favor preparations of high efficiency PbTiO$_3$ sensors with an adjustable Curie temperature.

I. INTRODUCTION

It is well known that pyroelectric infrared sensors show good sensing characteristics. Differing from photon sensors, they can be used at room temperature and their IR response does not depend on the wavelength of the IR radiation used. By combining these promising pyroelectric effects with sophisticated silicon IC technology, a realization of silicon monolithic IR sensor at near ambient temperature could be expected for a wide variety of applications. Nowadays, various kinds of pyroelectric materials like LiTaO$_3$ or TGS single crystals are commercially available. Among these materials, PbTiO$_3$ is a good candidate for IR detector because it has a large spontaneous polarization $P_s$ (75uC/cm$^2$) and a small dielectric constant ($\epsilon_0$) along the polarization axis. PbTiO$_3$ is a perovskite type of ferroelectric isomorphous with BaTiO$_3$ and its tetragonality (c/a=1.06) is also very large. But the Curie temperature $T_c$ of PbTiO$_3$ single crystal is quite high, around 490°C. For better sensitivity of detectors, the Curie temperature must be close to the operating temperature. In this sense, if the Curie temperature of PbTiO$_3$ could be reduced to about 160°C by ionic substitution, its pyroelectric efficiency at room temperature can be strongly influenced. Obviously, the decrease of the Curie temperature $T_c$ of PbTiO$_3$ can be realized by the substitution of of Pb or Ti ions. However, the substituted composition must have a suitable quantity in order to have appropriate $T_c$ with high property coefficients. The experimental results show that the part substitution of Ba for Pb will lead to a decrease in $Q$ and $\epsilon_3/\epsilon_0$, but an increase in $k_p$ and a good frequency-temperature property. Practically, for materials used as ceramic wave filters and sonar emission vibration pickup, a high $Q$ will be needed. But, in general, the material with a high $Q$ has a low $k_p$. In materials with high $\epsilon$ there appears a large tan$\delta$ and the materials with high $k_p$ will probably lead to an unstable physical property. This reveals that it is very difficult to get an idea sensor with an appropriate $T_c$ and high property coefficients only by dopants. Thus, it is essential to probe other ways to resolve this contradiction. So far, effects of particle size on physical properties and the Curie temperature $T_c$ of materials have been widely received an increasing interest and attention. For example, investigations for PbTiO$_3$ show that its Curie temperature can be lowered to room temperature as particle size is decreased to 12.6-20 nm. In this paper, we have made a detailed study for the modified PbTiO$_3$ by Ba, Sr, La and Zr as a function of particle size using Raman scattering spectroscopy.

II. EXPERIMENTAL

Nanocrystalline Pb$_{0.8}$Ba$_{0.2}$TiO$_3$ (PBT20), Pb$_{0.8}$Sr$_{0.2}$TiO$_3$ (PST20), Pb$_{0.8}$La$_{0.2}$TiO$_3$ (PLT20) and PbTi$_{0.75}$Zr$_{0.25}$TiO$_3$ (PZT25) with different particle sizes were separately prepared, using a sol-
gel process in which barium acetate, lanthanum acetate, strontium acetate, lead acetate, zirconium and titanium butoxide were used as the precursor materials. The processes involved dissolving the metal-containing compounds in the solvent, hydrolyzing and polycondensing the resulting solution into various gels, and finally heat treating these gels at different temperatures and for different time intervals to form nanocrystalline powders. Chemical phase analysis was done using powder XRD measurements. The average grain size was calculated from the full width at half maximum (FWHM) of the (111) diffraction peak using the Scherrer equation \[ d_{\text{XRD}} = \frac{K\lambda}{\beta(\theta)\cos\theta} \] where \( \lambda \) is the x-ray wavelength, \( \beta(\theta) \) is the FWHM of the diffraction line, \( \theta \) is the angle of diffraction, and the constant \( K \approx 1 \). Raman spectra of the samples were measured using a Spex-1403 Raman spectrometer with a double monochromator, a standard photon-counting technique and an Ar+ ion laser.

III. RESULTS AND DISCUSSIONS

Raman spectra of PBT20, PST20, PLT20 and PZT25 with particle sizes of 60 nm, 37 nm, 54 nm and 44 nm are respectively shown in Fig. 1a-d. These spectra reveal the tetragonal structure of nanocrystalline materials at room temperature, similar to one observed for bulk PbTiO3 (PT)\textsuperscript{12}. In earlier work, Ishikawa et al. had investigated samples with different average sizes as a function of temperature \textsuperscript{13}. The \( T_C \) was indirectly measured as the temperature at which the frequency (\( \omega_s \)) of the soft E(TO) mode (\( \omega_s \rightarrow 0 \) as \( T \rightarrow T_C \)) vanished. \( T_C \) was found to decrease with decreasing particle size with \( d_{\text{crit}} \approx 12.6 \text{ nm} \). On the other hand, in the case of bulk materials, the first phase transformation in PbZr\(_x\)Ti\(_{1-x}\)O\(_3\) (PZT) system was found to occur at \( x=0.52 \) \textsuperscript{12-15}, whereas no phase transformation was observed in bulk Pb\(_{1-x}\)Sr\(_x\)TiO\(_3\) (PST) and Pb\(_{1-x}\)Ba\(_x\)TiO\(_3\) (PBT) systems as \( x \) is increased from 0.0 to 1.0 \textsuperscript{16-17}. Recent investigations on nanocrystalline PST, PBT, PZT and PLT with particle sizes of 37 nm, 60 nm, 44 nm and 54 nm have shown that a phase transformation occurs at \( x=0.7, 0.7, 0.4 \) and 0.4 respectively \textsuperscript{18-20}. According to these facts mentioned above, the samples used in present experiment are confirmed to have a tetragonal ferroelectric structure at ambient temperature.

From Fig. 1, it is found that the low frequency phonon mode of every sample, the E(TO) soft mode, shows a decrease in frequency, i.e. “softening”, and widening in linewidth, on increasing temperature, as observed in pure bulk PbTiO\(_3\). The dependence of the squared frequency of the soft mode upon temperature for PBT20, PST20, PLT20 and PZT25 is respectively displayed in Fig. 2a-d, revealing a nearly linear temperature dependence, in accordance with the soft mode theory in the mean-field approximation \textsuperscript{21}.

It should be noted that, because of a strong stray light in these materials, especially in PBT20, it is very difficult to measure the lowest frequency of the soft mode close to \( T_C \). This is merely done by extrapolation of the observed data. The Curie temperature of pure PbTiO\(_3\) is found to decrease on decreasing the particle size. Thus, it is reasonably considered that PBT20, PST20, PLT20 and PZT25 also undergo a similar temperature-induced soft mode as in pure PbTiO\(_3\).

A detailed particle size dependence of the Curie temperature in the above mentioned materials has been performed and illustrated in Fig. 3a-d. One may notice that the transition temperature from cubic (CP) to tetragonal (TP) is shifted towards a lower temperature with decreasing particle size in nanocrystallines.

A careful observation reveals that the particle size corresponding to a Curie temperature of 20 °C in PBT20 and PST20 is smaller than that in PLT20 and PZT25. The particle size dependence of Curie temperature in PZT25 is also found to have a slow change above the particle size of 40 nm, which differs from that in PBT20, PST20 and PLT20. This may originate from many factors, for example, different chemical properties of Ba, Sr, La and Zr as well as their different ion radii (Ba\(_{2+}\) ~ 0.143 nm, Sr\(_{2+}\) ~ 0.127 nm, La\(_{3+}\) ~ 0.122 nm, Zr\(_{4+}\) ~ 0.079 nm) will lead to various distortions of TiO\(_6\) octahedra thereby changing the short-range forces responsible for the phase transitions. In addition, the particle size dependence of \( T_C \) may result from different substitution forms of Ba, Sr and La ions for Pb ions at A sites, and Zr for Ti ions at B sites in ABO\(_3\) perovskite oxides.
The softening and widening of the soft mode caused by decreasing particle size, as observed by increasing pressure, have been measured in many nanocrystalline materials including PbTiO$_3$. As particle size of materials is decreased, the surface stress on particles will produce an additional effect on atoms inside particles due to some interfaces and spherical particle distribution. The additional effect is similar to that of hydrostatic pressure on atoms. Hence, the decrease of the Curie temperature with reducing particle size results from effects of surface stress of spherical particles.

IV. CONCLUSIONS

High temperature Raman spectra for PBT20, PST20, PLT20 and PZT25 with various particle sizes have been measured and their Curie temperature can be determined by the temperature dependence of the squared frequency of the soft mode which is consistent with the mean field approximation. The Curie temperature is found to shift towards a lower temperature with decreasing particle size and it depends upon the substitution forms of doping ions for the ions at A and B sites in ABO$_3$ perovskite materials. The surface stress from small particles plays an important role in lowering Curie temperatures relative to the corresponding bulk materials. Our study will offer a physical basis for preparing PbTiO$_3$ sensors with an adjustable Curie temperature.
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Fig. 1 Raman spectra of nanocrystalline materials at various temperatures

A. Pb$_{0.8}$Ba$_{0.2}$TiO$_3$
B. Pb$_{0.8}$Sr$_{0.2}$TiO$_3$
C. Pb$_{0.8}$La$_{0.2}$TiO$_3$
D. PbTi$_{0.75}$Zr$_{0.25}$O$_3$
Fig. 3 The particle size dependence of Curie temperature for nanocrystalline...
Fig. 2 The temperature dependence of the squared frequency of the soft mode
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An Integrated Remote Sensing and Geophysical Analysis of the Upper Crust of the Southern Kenya Rift

G. Randy Keller and Silas Simiyu

Pan American Center for Earth and Environmental Studies
University of Texas at El Paso
El Paso, Texas 79968

INTRODUCTION

The southern Kenya Rift (Figure 1) has been the target of a number of recent geophysical and geological investigations. This is due in part to the Kenya Rift International Seismic Project (KRISP) which has focused attention on the region, but is also the result of the Kenya Power Company's geothermal exploration efforts. These studies have created a large new database which has not been fully exploited to study upper crustal structure. The results presented here are the result of the combined analysis of satellite imagery, new gravity measurements, drillhole data from geothermal areas, KRISP seismic data, and geologic constraints to conduct an integrated analysis of upper crustal structure. Our focus on the upper crust is different from the previous studies motivated by the KRISP effort which have targeted lithospheric scale structure. The combination of all of these data allows us to pursue a level of detail which has not been possible previously. Our approach included simultaneous 2-D modeling of first arrivals from KRISP seismic lines in the area (Figure 1) and 2 1/2-D modeling (Cady, 1980) of gravity profiles along these lines, modeling of gravity profiles across key features where drill holes (Simiyu, 1994; Mwaura, 1990) provided important constraints, and construction of satellite images and gravity maps to provide a view of the lateral extent of features revealed in the modeling. Throughout this process, whatever supporting data which were available were employed as constraints. The models produced should be considered as geologic cross sections constructed with the aid of geophysical data not as geophysical models whose details can be defended on the basis of a single data set.

The classic rift valley in southern Kenya is a 50-70 km wide volcanic filled depression bounded by major normal faults and is largely located within the Proterozoic Mozambique mobile belt. Rifting is thought to have been initiated above a basement shear system that marks the contact between the Archean craton and the mobile belt (e.g., Smith, 1994; Smith and Mosley, 1993).

The latest volcanic activity within the rift valley occurred in the axial region and resulted in the formation of caldera volcanoes and volcanic cones (Figure 1). Menengai,
which is the most northern volcano within the Nakuru–Naivasha basin, is located about 60 km north of Eburru and consists almost exclusively of strongly peralkaline oversaturated trachytes. Eburru, is dominated on the surface by pantellerites, and pantelleritic trachytes, but trachytes are more abundant with depth. Syenite intrusive were encountered at the bottom of some of the holes drilled in the volcanic complex for geothermal exploration, The Elmenteita and Ndabibi basaltic fields are located northeast and south of Suswa (Figure 1) respectively and both lie on the N–S axial fault system.

**GRAVITY ANALYSIS**

Analysis of the gravity field shows that the regional negative anomaly over the Kenya rift between 10 N and 3° S is approximately two dimensional striking NS with its major axis displaced slightly to the west of the rift valley. There is also a NW–SE trend in the central part of the study area south of latitude 10 S. The traditional Bouguer anomaly map of the region is dominated by the regional gravity low due to deep structures which are not of interest in this study.

In order to better define shallow features of interest in this study, a variety of bandpass filters were applied to the Bouguer anomaly values. The maps for wavelengths of 30–150 km and 50–1500 km were chosen for further analysis. The 30–150 km bandpass map does not include long wavelength (>150 km) features associated with the deep mantle anomalies of the Kenya dome. Wavelengths less than 30 km were also removed since such short wavelength anomalies are caused by very shallow sub-surface inhomogeneities beneath individual gravity stations. We feel that this map best depicts the features targeted in this study. In particular, the axial gravity high is very well defined as a narrow (20 ± 5km) gravity high extending from Lake Baringo to Lake Naivasha. South of Lake Naivasha, this anomaly widens to a maximum of 40 km at Suswa and dies 30 km south of the Suswa volcano, At Lake Magadi and further south, the rift valley occurs within a broad gravity low which may indicate either that more low-density fill is present, the rift beneath Magadi developed on a different crustal type, or the crust at Lake Magadi has not been magmatically affected in the same way as in the northern sector.

Our next step was to extend the seismic results employing gravity data for which the geographic coverage was extensive. The gravity modeling employed a 2 1/2-D forward modeling scheme. In this study, densities and depths to particular interfaces were constrained using seismic and drilling data to maximum extent possible. Five gravity profiles were constructed across the apex of the Kenya dome. The location of these profiles was governed by data coverage and location of seismic and drill hole constraints.
DISCUSSION AND CONCLUSIONS

Results from this study show that the southern Kenya rift has a complex crustal structure consistent with the complex tectonic history that the region has undergone. Because of the deep drill holes associated with geothermal exploration, the best constrained cross-section can be drawn through the Olkaria region (Figure 2). In this area, Bosworth (1989) attributed the sinuous course of the rift to the en-echelon arrangement of faults defining a series of asymmetric half grabens (basins) where the half graben change polarity at accommodation zones. In his model, extension is accommodated along major listric detachments of lithospheric extent which alternate in polarity along the length of the rift. They suggested that the major detachment fault in the Nakuru–Naivasha sub-basin is the Sattima fault which lies on the eastern margin at the Aberdare Range. This study suggests a different model since we show the rift graben to be deepest in front of the western margin at the Mau escarpment as opposed to the eastern rift margin. This rift basin fill geometry is clearly shown on the modeled gravity profiles across the Naivasha and Suswa areas and the seismic model north of Suswa volcano. The overall implication of this result is that the southern and central Kenya rift valley contains three large, asymmetric rift basins with east directed polarity. This result is different from the Western branch of the East African rift system where polarity reversals are well documented (Rosendahl, 1987). We suggest in this study that uniform asymmetry with east-dipping detachment faults in the southern and central Kenya rift is related to inherited mechanical anisotropies in the basement. It is therefore consistent to conclude from this study that there is an intimate relationship between rift trend, detachment geometry and pre-existing lithospheric grain.

Simultaneous visualization of the satellite and gravity data shows the presence of a series of gravity highs coincident with the locations of large volcanic centers. Apart from the intrusions at these volcanic centers, the entire upper crust of the southern Kenya rift shows evidence of magmatic injection by dike swarm activity (Swain, 1992) because seismic velocities and densities are higher than in adjacent areas. Thus, the crust has been extensively modified both by dike injection an intrusion of discrete magma bodies.
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Figure 1: index map of southern Kenya rift showing volcanoes, faults, and gravity profile shown in Figure 2.
Figure 2: Interpreted cross-section along the gravity profile shown in Figure 1
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Abstract

Measurements are never absolutely accurate; as a result, after each measurement, we do not get the exact value of the measured quantity; at best, we get an interval of its possible values.

For dynamically changing quantities $x$, the additional problem is that we cannot measure them continuously; we can only measure them at certain discrete moments of time $t_1, t_2, \ldots$. If we know that the value $x(t_j)$ at a moment $t_j$ of the last measurement was in the interval $[x^-(t_j), x^+(t_j)]$, and if we know the upper bound $D$ on the rate with which $x$ changes, then, for any given moment of time $t$, we can conclude that $x(t)$ belongs to the interval $[x^-(t_j) - D \cdot (t - t_j), x^+(t_j) + D \cdot (t - t_j)]$. This interval changes linearly with time, and is, therefore, called a linear interval function.

When we process these intervals, we get an expression that is quadratic and higher order w.r.t. time $t$. Such "quadratic" intervals are difficult to process and therefore, it is necessary to approximate them by linear ones.

In this paper, we describe an algorithm that gives the optimal approximation of quadratic interval functions by linear ones.

1 Introduction: intervals, linear and quadratic interval functions, and why it is necessary to approximate

The need for indirect measurements. In many real-life problems, we are interested in the values of a quantity $y$ that is difficult or impossible to measure directly. For example:

- in astrophysics, we cannot directly measure the mass or the temperature of the star;
- in geophysics, we cannot directly measure the amount of oil in a given area, etc.

In all these situations, we measure some related quantities $x_1, \ldots, x_n$ that can be measured directly, and then use the known relationship $y = f(x_1, \ldots, x_n)$ between $x_i$ and $y$ and the results $\tilde{x}_i$ of measuring $x_i$ to estimate $y$ as $\tilde{y} = f(\tilde{x}_1, \ldots, \tilde{x}_n)$. For example:

- to measure the temperature of the star, we measure its brightness $x_1, \ldots, x_n$ on different wavelengths, and then try to fit the resulting spectrum into a black-body radiation spectrum corresponding to the temperature $y$;
- to estimate the amount of oil $y$ in a given area, we measure the geophysical characteristics of different parts of it, and use known equations to estimate $y$.

In contrast to a direct measurement of $x_i$, this two-stage process of direct measurements followed by data processing is called indirect measurement.

In space sciences, and especially in their applications to environmental and earth sciences, indirect measurements are the main method of measurement.
The main problem: estimating accuracy of the result of data processing. After the data processing is over, the main problem is: how accurate is the result \( \bar{y} \) of data processing?

For example, suppose that we estimate the amount of oil in a given area, and we got \( \bar{y} = 100 \text{ mln ton} \). Our further actions will depend on the accuracy of this result:

- if the accuracy is high, e.g., if the actual amount of oil is 100 ± 1, then we will probably start drilling;
- however, if the accuracy is low, and the actual value if, say, 100 ± 100, then it may make more sense to undertake further, more accurate, measurements.

The inaccuracy in \( y \) comes from two sources:

1. First, the model \( y = f(x_1, \ldots, x_n) \) that is used in data processing is often inaccurate. This inaccuracy is the easiest to take into consideration: if we know the upper bound \( \Delta m \) on the error \( y - f(x_1, \ldots, x_n) \) of this model, and if we know the values of \( x_i \), then we can conclude that the actual value of \( y \) belongs to the interval \( [\bar{y} - \Delta m, \bar{y} + \Delta m] \), where \( \bar{y} = f(x_1, \ldots, x_n) \).

2. Second, the measurement results \( \bar{x}_i \) are also inaccurate and therefore, may differ from the actual values of the measured quantities \( x_i \). This error is much more difficult to estimate, and this is what we will be doing in the present paper.

**Intervals.** Measurements are never 100% precise. Thus, if, as the result of measuring a certain quantity \( x_i \), we get a measurement result \( \bar{x}_i \), it does not necessarily mean that the actual value \( x_i \) of this quantity is exactly equal to \( \bar{x}_i \).

The manufacturer of the measuring instrument usually supplies it with the upper bound \( \Delta_i \) for the measurement error \( \Delta x_i = \bar{x}_i - x_i \); in other words, the manufacturer guarantees that \( |\Delta x_i| \leq \Delta_i \).

In this case, if we have measured a quantity \( x_i \) and the measurement result is \( \bar{x}_i \), then the only information that we have about the actual value is that this actual value cannot differ from \( \bar{x}_i \) by more than \( \Delta_i \), i.e., that this actual value must be within the interval \( [\bar{x}_i - \Delta_i, \bar{x}_i + \Delta_i] \).

If we know these intervals, then the set \( Y \) of possible values of \( y = f(x_1, \ldots, x_n) \) can be described as follows:

\[
Y = \{ f(x_1, \ldots, x_n) | x_1 \in [\bar{x}_1^-, \bar{x}_1^+], \ldots, x_n \in [\bar{x}_n^-, \bar{x}_n^+] \}
\]

(1)

**Comments.**

- Sometimes, in addition to the upper bound for the error, we know the probabilities of different error values. However, in many real-life cases, we do not know these probabilities, and the upper bound \( \Delta_i \) is the only information about the measurement error \( \Delta x_i \) that we have.

- Computations that take this interval uncertainty into consideration are called *interval computations* (see, e.g., [1, 2]).

**Linear interval functions.** In some cases, the values \( x_i \) do not change with time. In these cases, the only inaccuracy is caused by the inaccuracy of the direct measurement.

However, in many real-life situations, the measured values change with time. For such dynamically changing quantities \( x_i \), there is an additional source of uncertainty: namely, we cannot measure a quantity continuously; we can only measure it at certain discrete moments of time \( t_1, t_2, \ldots \). Hence:

- If we are interested in the value \( x_i(t_j) \) at one of the moments of time \( t_j \) in which we have actually measured \( x_i \), then the inaccuracy of the direct measurement is the only source of the measurement error, and we get the interval \( [x_i^-(t_j), x_i^+(t_j)] \) of possible values of \( x_i(t_j) \).

- However, if we are interested in the value \( x_i(t) \) of the quantity \( x_i \) at a moment of time \( t \) in which no direct measurement of \( x_i \) was performed, then we must use one of the measured values, and get an additional error component caused by the change of \( x_i \) between the moment \( t_j \) of the last measurement and the desired moment \( t \). There are two methods to take this additional error into consideration:

  If we know the upper bound \( D_i \) on the rate with which \( z \) changes, then, for any given moment of time \( t \), we can conclude that \( \bar{x}_i(t_j) - D_i \cdot (t - t_j) \leq x_i(t) \leq x_i(t_j) + D_i \cdot (t - t_j) \). Hence, from the fact that \( x_i^-(t_j) \leq x_i(t_j) \leq x_i^+(t_j) \), we conclude that the value \( x_i(t) \) belongs to the interval \( [x_i^-(t), x_i^+(t)] \), where \( x_i(t) = x_i(t_j) \cdot D_i \cdot (t - t_j) \) and \( x_i^+(t) = x_i^+(t_j) + D_i \cdot (t - t_j) \).
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In some cases, simultaneously with measuring the values \( x_i(t_j) \), we can directly measure the rate \( \dot{x}_i(t_j) \) with which these values change; e.g.,

- simultaneously with measuring coordinates \( z_i(t) \) of a robot, we can measure its velocity \( \dot{z}_i(t) \);
- simultaneously with measuring the velocity \( z_i(t) \), we can measure the acceleration \( \ddot{z}_i(t) \); etc.

In these cases, if we know the interval of possible values \([\dot{x}_i^{-}(t_j), \dot{x}_i^{+}(t_j)]\) of the rate, and we know that the upper bound \( S_i \) on the second time derivative, we can conclude that:

- for all \( t \in [t_j, t_{j+1}] \), the values \( \dot{z}_i(t_j) \) belong to the intervals \([v, v^+]\), where

\[
\dot{v} = \dot{x}_i^{-}(t_j) - S_i (t_{j+1} - t_j) \quad \text{and} \quad v = \dot{x}_i^{+}(t_j) + S_i (t_{j+1} - t_j),
\]

and therefore, that

- for each of these moments of time, the actual values of \( x_i(t) \) belong to the interval \([z^{-}(t), z^{+}(t)]\), where \( z^{-}(t) = x_i^{-}(t_j) - v^- (t - t_j) \) and \( z^{+}(t) = x_i^{+}(t_j) + v^+ (t - t_j) \).

In general, the only information that we have about the actual value of \( x(t) \) is that \( x(t) \in x(t) = [x^{-}(t), x^{+}(t)] \). In other words, instead of a single interval, we have an interval function that assigns an interval \( x(t) \) to each moment of time \( t \).

In our cases, the endpoints \( z^{-}(t) \) and \( z^{+}(t) \) of this interval are linear functions and therefore, it is natural to call this interval function linear interval function.

For linear data processing, linear interval functions remain linear. If the algorithm \( f(x_1, \ldots, x_n) \) is a linear function, then, as a result of applying this algorithm to the interval linear functions, we get an estimate \( \dot{x}(t) \) that is either a linear or a piece-wise linear function of time \( t \).

In [3, 4, 5], such linear interval functions were effectively used in electrical and electronic engineering analysis of circuits with linear elements.

For non-linear data processing, we need an approximation. In most real-life situations, however, data processing algorithms are non-linear. As a result, if we start with the intervals for \( x_i(t) \) that are linear in time \( t \), we end up with intervals for \( y(t) \) whose dependence on \( t \) is much more complicated. For example:

- if we add or subtract two intervals that are linear in time, we still get the result that is linear in time; but

- if we multiply two intervals that are linear in time, then their endpoints also get multiplied, and, as a result, we get an interval function \([y^{-}(t), y^{+}(t)]\) in which the endpoints are quadratic functions of time (i.e., we get quadratic interval functions).

If we multiply more, we get cubic, quartic, etc. functions. In principle, there is nothing wrong with this complexity, except for the fact that while a linear interval function requires only 4 numbers to store (2 coefficients of the lower endpoint and 2 coefficients of the upper endpoint), quadratic functions require 6 coefficients, cubic functions require 8, etc. The more complicated the function becomes, the more memory we need to store these coefficients, and the longer it takes to process these functions.

Thus, since we are often limited both in processing time and in memory (especially if the processing is done in an on-board computer), we must approximate the given complicated interval function by a simpler one.

In other words, if we have an interval function \( y(t) = [y(t), y^{+}(t)] \) that is known to contain the actual value \( y(t) \), we want to be able to find a simpler interval function \( z(t) = [z(t), z^{+}(t)] \) that for each \( t \), contains the entire interval \( y(t) \) and is, thus, guaranteed to contain the actual value \( y(t) \).

Of course, this approximation comes at a trade-off: we simplify the expression, but we make the interval wider (and therefore, lose some information). Therefore, the narrower the approximating interval function, the better.

What we are planning to do. The simplest approximation problem of this type is the problem of approximating a quadratic interval function by linear ones. In this paper, we will present an optimal solution to this problem.
2 When is the approximation optimal? Mathematical formulation of the problem

Definition 1. Let an interval \([t, t^+]\) be fixed.

- By an interval function, we mean a mapping \(x\) that puts into correspondence to each number \(t \in [t, t^+]\) an interval \(x(t) = [x^-(t), x^+(t)]\).
- If both functions \(x^-(t)\) and \(x^+(t)\) are linear functions of \(t\) (i.e., if \(x^\pm(t) = x^\pm_0 + x^\pm_1 \cdot t\)), we say that the interval function is linear.
- If both functions \(x^-(t)\) and \(x^+(t)\) are quadratic functions of \(t\) (i.e., if \(x^\pm(t) = x^\pm_0 + x^\pm_1 t + x^\pm_2 t^2\)), we say that the interval function is quadratic.

We say that a linear interval function \(z(t) = [z(t), z^+(t)]\) approximates a quadratic interval function \(y(t) = [y^-(t), y^+(t)]\) if \(y(t) \subseteq z(t)\) for all \(t\).

Comment. The narrower the intervals, the better. So, our goal is to minimize the worst-case width of the approximating interval, i.e., the value \(W(z) = \max_{t \in [t^-, t^+]} (z^+(t) - z^-(t))\).

We will see that in some cases, for a given quadratic interval function \(y(t)\), there are several approximating linear interval functions \(z\) with the same value of \(W(z)\). If two different approximating functions have the same worst-case widths, then it is reasonable to choose the one for which the best-case width \(w(z) = \min_{t \in [t^-, t^+]} (z^+(t) - z^-(t))\) is the smallest. Thus, we arrive at the following definition:

Definition 2.

- For every interval function \(z(t)\):
  - by its worst-case width, we mean a value
    \[ w(z) = \max_{t \in [t^-, t^+]} (z^+(t) - z^-(t)). \]
  - by its best-case width, we mean a value
    \[ w(z) = \min_{t \in [t^-, t^+]} (z^+(t) - z^-(t)). \]

- Let a quadratic interval function \(y\) be fixed. We say that a linear function \(z\) is an optimal approximation of \(y\) if the following conditions are satisfied:
  - first, \(z\) is an approximation of \(y\).
  - second, among all linear approximations to \(y\), the function \(z\) has the smallest value of the worst-case width \(W(z)\);
  - third, if there exist several linear approximations \(u\) to \(y\), with the same smallest value of the worst-case width \(W(u)\), the function \(z\) has the smallest value of the best-case width \(w(z)\).

What we are planning to do. In this paper, we will describe the optimal linear approximation to an arbitrary quadratic interval function.

The resulting formulas will depend on the signs of the coefficients \((y^-_2\) and \(y^+_2\)) at the quadratic term \(t^2\). In each of the resulting four cases, we will describe the geometric idea that leads to the optimal approximation, and give the explicit formulas for this approximation.

3 Case 1: \(y^-_2 \leq 0, y^+_2 \geq 0\)

Derivation of the solution. In this case, both functions \(y^-(z)\) and \(y^+(z)\) are "pointing inward".

If \(z(t)\) is a linear interval approximation to the given quadratic interval function, then, from \(y(t) \subseteq z(t)\), it follows, in particular, that \(z^-(t) \leq y^-(t)\) for all \(t \in [t^-, t^+]\); therefore, \(z^-(t^-) \leq y^-(t^-)\) and \(z^+(t^+) \leq y^+(t^+)\).

Since \(y^-_2 \leq 0\), the quadratic function \(y(t)\) is concave and hence, from \(z^+(t) \leq y(t)\) and \(z^-_2(t) \leq y(t^-)\), i.e., from the fact that the line \(z(t)\) lies below the two endpoints of the graph of \(y(t)\), it automatically follows that the entire graph of \(y(t)\) is above the line \(z(t)\). So, it is sufficient to guarantee that at the endpoints, the values \(z(t^\pm)\) do not exceed the corresponding values of \(y(t^\pm)\).
For fixed $z^+(t)$, the resulting intervals are the narrowest when the line $z(t)$ is at the highest possible location. Thus, to minimize the widths of the intervals, we must move both points $z^-(t^\pm)$ up as much as possible. The highest possible location for $z^-(t^-)$ is $y(t)$, and the highest possible location for $z^+(t^+)$ is $y^+(t^+)$. Thus, $y(t)$ is a straight line going through $y^-(t^\pm)$, i.e., a secant.

Similarly, $z^+(t)$ is a secant of $y^+(t)$.

**Solution.** In the optimal approximation, the function $z^-(t)$ is the secant of $y^-(t)$, i.e., a straight line whose endpoints are the endpoints of the quadratic function $y(t)$ on this interval. Similarly, $z(t)$ is a secant of $y^+(t)$, i.e.,

$$z^-(t) = y^-(t^-) + \frac{y^+(t^+) - y^-(t^-)}{t^+ - t^-} \cdot (t - t^-) \quad (2)$$

$$z^+(t) = y^+(t^-) + \frac{y^+(t^+) - y^+(t^-)}{t^+ - t^-} \cdot (t - t^-). \quad (3)$$

### 4 Case 2: $y^-_2 < 0, y^+_2 < 0$

**Derivation of the solution.** The arguments given for Case 1 show that in this case, the function $z^-(t)$ is still the secant. With $z(t)$ fixed, it is sufficient to find the upper function $z^+(t)$ for which the resulting approximation is optimal.

Let us first guarantee that the worst-case width is indeed the smallest possible. If this width is equal to $W_0$, this means that $z^+(t) \leq z(t) + W_0$, and therefore, that $y^+(t) \leq z^+(t) \leq z^-(t) + W_0$. Thus, to guarantee that $W_0$ takes the smallest possible values, we must choose $W_0$ as the smallest possible value for which $y(t) \leq z(t) + W_0$ for all $t \in [t^-, t^+]$. In other words, as $W_0$, we take the maximum of the function $y^+(t) - z^-(t)$ on the interval $[t^-, t^+]$.

The maximum of the concave quadratic function $y(t) - z(t) = (y^+_2 - z^-_2) + (y^+_2 - z^-_2) \cdot t + y^+_2 t^2$ is attained at the point where its derivative is equal to 0, i.e., at the point

$$t_m = -(y^+_2 - z^-_2)/(2y^+_2). \quad (4)$$

If this maximum is attained at the internal point $t_m$ of this interval, then at $t_m$, the line $z^-(t) + W_0$ is a tangent to $y^+(t)$, and therefore, there is no way to find a lower line without increasing the worst-case width $W(z)$. So, in this case, $z^+(t) = z^-(t) + W_0$.

If the maximum is attained in one of the endpoints, e.g., at $t^+$, then, we can, keeping the straight line $z^+(t)$ at the point $(t^+, y^+(t^+))$, lower its other end and still get the same worst-case width. The lowest value of the best-case width is attained when we lower the other end to the lowest possible position in which it is still above $y^+(t)$, i.e., to the position of a tangent to $y^+(t)$.

**Solution.** For the optimal approximation, the lower line $z^-(t)$ is a secant (2). To determine the upper line $z^+(t)$, we apply the formula (4) to compute the value $t_m$. Then:

* If $t_m \in [t^-, t^+]$, we take $z^+(t) = z^-(t) + (y^+(t_m) - z^-(t_m))$.
  * If $t_m > t^+$, then $z^+$ is the tangent to $y^+$ at $t^+$:
    $$z^+(t) = y^+(t^+) + (y^+_2 + 2y^+_2 \cdot t^+)(t - t^+). \quad (5)$$
  * If $t_m < t$, then $z^+$ is the tangent to $y^+$ at $t$:
    $$z^+(t) = y^+(t^-) + (y^+_2 + 2y^+_2 \cdot t^-)(t - t^-). \quad (6)$$

### 5 Case 3: $y^-_2 > 0, y^+_2 > 0$

This case is similar to case 2, so we can immediately give a solution:

**Solution.** For the optimal approximation, the upper line $z^+(t)$ is a secant (3). To determine the lower line $z^-(t)$, we compute the value $t_m = -(y^+_1 - z^-_1)/(2y^+_2)$. Then:

* If $t_m \in [t^-, t^+]$, we take $z^-(t) = z^+(t) - (z^+(t_m) - y^-(t_m))$. 
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If \( t_m > t^+ \), then \( z \) is the tangent to \( y \) at \( t^+ \):

\[
z^-(t) = y^-(t^+) + (y_1^- + 2y_2^- t^+)(t - t^+).
\]

(7)

If \( t_m < t^- \), then \( z^- \) is the tangent to \( y \) at \( t^- \):

\[
z^-(t) = y^-(t^-) + (y_1^- + 2y_2^- t^-)(t - t^-).
\]

(8)

6 Case 4: \( y_2^- < 0, y_2^+ < 0 \)

Derivation of the solution. In this case, both functions \( y^-(x) \) and \( y^+(x) \) are "pointing outward".

As a first step of constructing the optimal linear approximation \( z(t) \), let us first make sure that we have the smallest possible value of the worst-case width. For every \( t \in [t^-, t^+] \), from \( y(t) \subseteq z(t) \), we can conclude that the width of \( z(t) \) is at least as large as the width of the interval \( y(t) \). Thus, the worst-case width \( W(z) \) of the approximating linear function \( z(t) \) cannot be smaller than the worst-case width \( W(y) \) of the original (quadratic) interval function \( y \). Since we are minimizing \( W(z) \), it is therefore desirable to choose \( z \) in such a way that its worst-case width is exactly equal to \( W(y) \).

The worst-case width \( W(y) \) is a maximum of the quadratic width function \( y^+(t) - y^-(t) \) on the interval \([t, t^+]\). By differentiating this difference, one can easily get an explicit expression for this maximum point \( t_M \) (see below).

If this maximum point \( t_M \) is inside the interval \([t, t^+]\), then at this point \( t = t_M \), both approximating lines \( Z(t) \) and \( z^+(t) \) must be tangent to the corresponding functions \( y^-(t) \) and \( y^+(t) \), because otherwise, in at least one of the directions, the width will increase.

If this maximum \( t_M \) is attained at one the endpoints, e.g., for \( t^+ \), then we must have \( z^-(t^+) = y^-(t^+) \) and \( z^+(t^+) = y^+(t^+) \). In this case, to guarantee the smallest possible best-case width, we must place \( z(t) \) as low as possible (i.e., along the tangent to \( y^+ \)), and \( z^-(t) \) as high as possible, i.e., similarly, along the tangent to \( y^-(t) \).

As a result, we arrive at the following formulas:

Solution. Compute \( t_M = \frac{-\left(y_1^+ - y_1^-\right)}{2(y_2^+ - y_2^-)} \). Then:

- If \( t_M \in [t^-, t^+] \), then \( z^- \) is the tangent to \( y^- \) at \( t_M \), and \( z^+ \) is the tangent to \( y^+ \) at \( t_M \): \( z^-(t) = y^-(t_M) + (y_1^- + 2y_2^- t_M)(t - t_M) \) and \( z^+(t) = y^+(t_M) + (y_1^+ + 2y_2^+ t_M)(t - t_M) \).

- If \( t_M > t^+ \), then \( z \) is the tangent (7) to \( y \) at \( t_+ \), and \( z^- \) is the tangent (5) to \( y^+ \) at \( t_+ \).

- If \( t_M < t^- \), then \( z^- \) is the tangent (8) to \( y \) at \( t_+ \), and \( z^+ \) is the tangent (6) to \( y^+ \) at \( t_- \).
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Abstract

How can we represent knowledge inside a computer? For formalized knowledge, classical logic seems to be the most adequate tool. Classical logic is behind all formalisms of classical mathematics, and behind many formalisms used in Artificial Intelligence.

There is only one serious problem with classical logic: due to the famous Gödel's theorem, classical logic is algorithmically undecidable; as a result, when the knowledge is represented in the form of logical statements, it is very difficult to check whether, based on this statement, a given query is true or not.

To make knowledge representations more algorithmic, a special field of logic programming was invented. An important portion of logic programming is algorithmically decidable. To cover knowledge that cannot be represented in this portion, several extensions of the decidable fragments have been proposed. In the spirit of logic programming, these extensions are usually introduced in such a way that even if a general algorithm is not available, good heuristic methods exist.

It is important to check whether the already proposed extensions are sufficient, or further extensions is necessary. In the present paper, we show that one particular extension, namely, logic programming with classical negation, introduced by M. Gelfond and V. Lifschitz, can represent (in some reasonable sense) an arbitrary first order logical theory.

1 Introduction

Intelligent data processing is extremely important in space applications. One of the main problems with space-related data processing is that the amount of data grows so fast that, by some estimates, only about 10% of the data is being processed.

We humans also get lots of information, but our brain is accustomed to filtering out the irrelevant information and processing only the relevant one. To use this experience, we need to use intelligent data processing techniques.

For that, we must be able to represent our knowledge in the computer in such a way that we will be able to use this knowledge for processing data.

Classical logic is the natural way of representing human knowledge, but classical logic is non-algorithmic. How can we represent knowledge inside a computer?

For formalized knowledge, the most adequate tool seems to be classical logic (see, e.g., [6, 2, 1]). Classical logic is behind all formalisms of classical mathematics, and behind many formalisms used in Artificial Intelligence.

There is only one serious problem with classical logic: due to the famous Gödel's theorem, classical logic is algorithmically undecidable; as a result, when the knowledge is represented in the form of logical statements, it is very difficult to check whether, based on this statement, a given query is true or not.

Logic programming: an attempt to make logic algorithmic. To make knowledge representations more algorithmic, a special field of logic programming was invented.

Extensions of traditional logic programming. An important portion of logic programming is algorithmically decidable.
To cover knowledge that cannot be represented in this portion, several extensions of the decidable fragments have been proposed.

In the spirit of logic programming, these extensions are usually introduced in such a way that even if no general algorithm is not available, good heuristic methods exist.

**An important problem: are the existing extensions sufficient?** It is important to check whether the already proposed extensions are sufficient, or further extensions is necessary.

**What we are planning to do.** In the present paper, we show that one particular extension, namely, logic programming with classical negation, introduced by M. Gelfond and V. Lifschitz [3, 4], can represent (in some reasonable sense) an arbitrary first order logical theory.

Moreover, we will capitalize on the fact that logic programming can describe *transitive closure* that cannot be represented in traditional first order logic, and show that this logic programming formalism can describe extensions of first order theories obtained by adding this notion of a transitive closure.

The preliminary results of this paper first appeared as a draft [5].

**The structure of this paper.** To make this result more accessible to general readers, we will briefly recall the main definitions of classical logic and of logic programming with classical negation.

2 Basic definitions

2.1 Classical (first-order) logic: a reminder

**Definition 1.** Suppose that we are given three sets $C$, $V$, and $P$ with $|C| \leq \aleph_0$, $|V| \leq \aleph_0$, and $|P| \leq \aleph_0$, and a function $ar$ from $P$ to the set $\mathbb{N}$ of non-negative integers.

- Elements of the set $C$ will be called constants and denoted by $c_1, \ldots, c_n, \ldots$.
- Elements of the set $V$ are called variables and denoted by $x_1, \ldots, x_n, \ldots$.
- Elements of $P$ will be called predicate symbols and denoted by $P_1, \ldots, P_n$.
- The value $ar(P_i)$ will be called the arity of a predicate $P_i$:
  - a predicate of arity 1 is called unary;
  - a predicate of arity 2 is called binary;
  - a predicate of arity 3 is called ternary;
  - etc.

- By an *atom*, we mean an expression of the type $P(x, \ldots, y)$, where $P \in P$, each of the symbols $x, \ldots, y$ is either a *constant* or a variable, and the number of these symbols $x, \ldots, y$ coincides with the *arity* of the predicate symbol $P$.

- If all the symbols $x, \ldots, y$ in the definition of an atom are constants, then this atom is called a ground *atom*.

- By a *first order formula* we mean a closed formula $A$ that is formed from atoms by using logical connective ($\lor$, $\land$, $\lnot$, $\rightarrow$, $\equiv$) and quantifiers $\forall x_i$ and $\exists x_i$.

- By a *first order theory* $T$ we will mean a finite set of first order formulas $\{A_1, \ldots, A_t\}$.

**Definition 2.** For an arbitrary first order theory, we can define a *model* as a set $U$ (called a Universe), and relations $\bar{P}_i$ on this set $U$ (for all $P_i$ that occur in $T$) that satisfy all the formulas $A_j$ from the theory $T$.

We say that a formula $\bar{P}$ follows from $T$, and denote it $T \models \bar{P}$, if $\bar{P}$ is true in all models of $T$.  
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2.2 Adding transitive closure (TC) to the first order logic

Definition 3.

- By a TC-formula we mean either a (closed) first order formula, or an expression of the type TC($P_i$, $P_j$), where $P_i$ and $P_j$ are binary predicates.
- By a TC-theory we mean a finite set of TC-formulas {$A_1$, ..., $A_l$}.
- For a TC-theory $T$, by its first order part, we mean the set of $M$ first order formulas from $T$.
- By a model of a TC-theory $T$ we mean such a model of $T$, that if $TC(P_i, P_j) \in T$, then $P_i$ is a transitive closure of $P_j$.
- If a formula $F$ is true in all models of a TC-theory $T$, then we say that $F$ follows from $T$, and denote it by $T \models F$.

2.3 Facts and queries

Motivations. Each theory represents a general description of the objects that we are interested in. E.g., it may describe a linear ordering. To be more specific, we must add some knowledge about our specific object. This knowledge is usually presented in the form of facts, i.e., atomic statements.

After we add this knowledge, we may ask whether some basic statement is true for the resulting theory or not. So, we arrive at the following definition:

Definition 4.

- By a fact we mean a ground atom or its negation. Facts will be denoted by $F_1$, ..., $F_n$...
- By a query we also mean a ground atom or its negation. Queries will be denoted by $Q$.

Comment. In logic, what, we call a fact, or a query, is usually called a literal.

2.4 Definitions of generalized logic programs: a reminder

In the present paper, we consider logic program with classical negation in the sense of [3, 4].

We want to formulate logic programs that are equivalent to first order theories. It turns out that for that purpose, we must use additional (auxiliary) constants, predicates and functional symbols. So, we arrive at the following definitions:

Definition 5. Suppose that in addition to the sets $C$, $V$, and $P$, we have denumerable sets $R$, $B$, and $3$, and a function $arity : F \rightarrow N$ such that for every $n \in N$, there are infinitely many $f \in 3$ with $arity(f) = n$,

- Elements of the set $B$ will be called auxiliary constants and denoted by $b_1$, ..., $b_n$...
- Elements of the set $R$ will be called auxiliary predicates and denoted by $R_1$, ..., $R_n$...
- Elements of $F$ will be called auxiliary functional symbols and denoted by $g$, ..., $s_n$.... For each $f \in F$, the value $arity(f)$ is called an arity off.
- A term is defined in the usual manner, starting from constants, auxiliary constants and variables, and applying function symbols of appropriate arity.
- By a generalized atom we mean an expression of the type $P(t_1, ..., t_n)$, where $P \in P \cup R$ is a predicate or auxiliary predicate of arity $n$, and $t_i$ are terms.
- A generalized literal is a generalized atom $p$ or the expression of the type $\neg p$, where $p$ is a generalized atom; an expression $\neg p$ is called classical 1 negation.
- A rule is an expression of the type $A \leftarrow B_1, ..., B_m$, where $A$ is a generalized literal, $m \geq 0$, and each of $B_i$ is either a generalized literal, or an expression of he type not $p$ for some generalized literal $p$.
- Rules with $m = 0$ are called facts. A fact $A \leftarrow$ can also be written as $A$.
- A finite set of rules is called a generalized logic program, or a logic program with classical negation. Such programs will be denoted by $P$, $P_i$, etc.
We say that a query \( Q \) is true for a program \( P \) (and denote it by \( P \models Q \)) if \( Q \) belongs to any consistent answer set of \( P \) (in the sense of [3, 4]).

Comments

- Please note that in the formulation of the query, we only allow the symbols from the original theory, auxiliary symbols are not allowed.

- Since in this paper, we will only use logic programs with classical negation, we will call them, without confusion, simply logic programs.

3 Main result

**THEOREM.** There exists an algorithm that transform every TC-theory \( T \) into a logic program \( P_T \) with classical negation so that for an arbitrary finite set of facts \( \{F_1, \ldots, F_n\} \), and for an arbitrary query \( Q \), \( Q \) is true in \( T + \{F_1, \ldots, F_n\} \) if and only if \( Q \) is true in \( P_T + \{F_1, \ldots, F_n\} \).

Comment. We would like to emphasize once again that we allow the use of auxiliary predicates, constants and function symbols while describing the rules of the logic program, but not in queries or facts. So, in this Theorem, we still apply Definitions 4 to describe facts and queries. According to these definitions, facts and queries are ground atoms (or negations of ground atoms) that are formed only from the original predicate symbols \( P_i \) and original constants \( c_i \).

4 Description of the algorithm and the main idea of the proof

Let us describe the algorithm that transform a theory into a logical program.

4.1 Case of first order theories

At first, we will consider the case when the TC-theory does not contain any statements about the transitive closure, i.e., when it is actually the first order theory. We will illustrate this case on the example of the following theory that describes dense order:

\[
\forall x, y, z (x < y \land y < z \rightarrow x < z);
\]

\[
\forall x, y (x < y \rightarrow \neg y < x);
\]

\[
\forall x (\neg x < x);
\]

\[
\forall x, y \exists z (x < z \land z < y).
\]

Step 1: general description. First we make a skolemization of the axioms of the given first-order theory (for definitions, see, e.g., [6, 2, 1]).

Step 1: example. In our example, skolemization leads to the following axioms (universal quantifiers are, for simplicity, omitted):

\[
x < y \land y < z \rightarrow x < z;
\]

\[
x < y \rightarrow \neg y < x;
\]

\[
\neg x < x;
\]

\[
x < f(x, y) \land f(x, y) < y.
\]

Step 2: general description. Every axiom is represented in conjunctive normal form [6, 2, 1], and each of the resulting conjunctions is written separately.
Step 2: example. In our example, we will get the following set of disjunctions:

\((-x < y) \lor (-y < z) \lor (x < z)\);
\((-x < y) \lor (-y < x)\);
\((-x < z)\);
\((x < f(x, y))\);
\((f(x, y) < y)\).

Step 3: general description. On this step, we translate every disjunction al V . . . V a into the following n rules:

\(a_n \leftarrow \neg a_1, \neg a_2, \ldots, \neg a_{n-1}\).
\(a_{n-1} \leftarrow \neg a_1, \neg a_2, \ldots, \neg a_{n-2}, a_n\).
\cdots

\(a_1 \leftarrow \neg a_2, \ldots, a_n\).

Step 3: example. In our example, we will get the following program (in classical logic, it is a usual practice to have a predicate symbol like < in between the arguments, but in logic programming, the predicate symbol is usually in front; to follow this tradition, we will use a notation \(L(x, y)\) instead of \(x < y\):

\(L(x, z) \leftarrow L(x, y), L(y, z)\).
\(-L(y, z) \leftarrow L(x, y), \neg L(x, z)\).
\(-L(x, y) \leftarrow L(y, z), \neg L(x, z)\).
\(-L(x, y) \leftarrow L(y, x)\).
\(-L(y, x) \leftarrow L(x, y)\).
\(-L(x, x)\).
\(L(x, f(x, y))\).
\(L(f(x, y), y)\).

Step 4: general description. Finally, to obtain a program \(P_T\) that is "equivalent" to the original theory \(T\) (in the sense of Theorem 1) we add, for each of the predicates \(P(x, \ldots, y)\) from the resulting program, two statements called Closed World Assumption (CWA):

\(P(x, \ldots, y) \leftarrow \neg \neg P(x, \ldots, y)\).
\(\neg P(x, \ldots, y) \leftarrow \neg \neg P(x, \ldots, y)\).

Step 4: example. In particular, in our example, we add the following two statements:

\(L(x, y) \leftarrow \neg \neg L(x, y)\).
\(\neg L(x, y) \leftarrow \neg \neg L(x, y)\).

Idea of the proof. We need to prove that for any finite set of facts \(\{F_1, \ldots, F_n\}\), and for an arbitrary query \(Q\), \(Q\) is true in \(T^+ = \{F_1, \ldots, F_n\}\) if and only if \(Q\) is true in \(T^+ = \{F_1, \ldots, F_n\} + \neg Q\) is inconsistent.

For classical logic, \(Q\) is true in \(T^+ = \{F_1, \ldots, F_n\}\) if and only if \(Q\) is true in \(T^+ = \{F_1, \ldots, F_n\} + \neg Q\) is inconsistent. The inconsistency of the theory is equivalent to the inconsistency of its skolemization, so, it is sufficient to check whether the skolemized version \(S(T)\) is inconsistent, i.e., whether \(Q\) is deducible from the theory \(T'' = S(T) + \{F_1, \ldots, F_n\}\), i.e., whether \(Q\) is true in all models of \(T''\). It is sufficient to consider Herbrand models of \(T''\).

It is easy to show that every Herbrand model of \(T''\) is a consistent answer set of the corresponding logic program (minimality follows from the present of the two close world assumptions), and vice versa, every consistent answer set represents a Herbrand model of \(T''\). This observation concludes the proof.
4.2 Theories with transitive closure

If a theory $T$ contains statements about transitive closure, then we need to add the following additional step to our algorithm:

**Step 5.** If the original theory $T$ contains the expression $TC(A,B)$ for some binary predicate symbols $A$ and $B$, then we:

- add an auxiliary predicate $\alpha_{AB}$ to the set $R$ of auxiliary predicates; and
- add the following rules to the logic program obtained on Step 4:

$$
\alpha_{AB}(x, y) \leftarrow B(x, y).
\alpha_{AB}(x, y) \leftarrow B(x, y), \alpha_{AB}(y, z).
A(x, y) \leftarrow \alpha_{AB}(x, y).
\neg A(x, y) \leftarrow \neg \alpha_{AB}(x, y).
\neg \alpha_{AB}(x, y) \leftarrow \neg \alpha_{AB}(x, y).
$$

Comment. It is easy to show that the "standard" way of representing transitive closure in logic programming will not work. Indeed, traditionally, the fact that predicate $\text{anc}$ (ancestor) is a transitive closure of the predicate $\text{par}$ (parent) is expressed as follows:

$$
\text{anc}(x, y) \leftarrow \text{par}(x, y).
\text{anc}(x, y) \leftarrow \text{par}(x, z), \text{anc}(z, y).
\neg \text{anc}(x, y) \leftarrow \neg \text{anc}(z, y).
$$

However, if we add the facts

$$
\neg \text{par}(a_i, a_j) \leftarrow
$$

for all $i, j$, and

$$
\text{anc}(a_1, a_2) \leftarrow
$$

then we get $P + F \models \neg \text{anc}(a_1, a_2)$, but in this model, the transitive closure $\text{par}^*$ is empty, and is, therefore, different from $\text{ans}$.

4.3 General comment

The proof given above shows that the correspondence between theories and logic programs is even more straightforward than follows from our Theorem: Namely, if we add a new axiom $A_{i+1}$ to the theory $T$, then a logic program that corresponds to the resulting theory $T'$, can be obtained from $T$ by adding rules that correspond to $A_{i+1}$.
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I. INTRODUCTION

This work describes the development of an experimental radiation testing environment to characterize the Single Event Upset susceptibility of the 486-DX4 microprocessor. Single event upsets (SEUs) are of particular concern to highly-reliable computer systems operating in radiation environments, such as in space or in nuclear reactors. A single event upset occurs when ionizing radiation strikes a sensitive junction in an operational integrated circuit [1]. An excess amount of energy is deposited at the junction, causing a change in its logic state (i.e., a “bit flip”). This upset is generally a soft error which can be corrected by reprogramming the affected location. The impact to the system however, can lead to data corruption or program flow anomalies, depending on the location and nature of the upset. They may either go completely unnoticed if the upset location is never used, or they may lead to catastrophic results if a critical register or logic function is altered [3].

Therefore, SEU testing and analysis techniques are needed to effectively evaluate a device’s potential for reliability and resiliency before it is utilized in the harsh environment of space. The goal of this research was to develop an integrated SEU testing environment using a cyclotron facility and an advanced SEU monitoring system. The Texas A&M Cyclotron Institute was used to provide the radiation environment, with heavy ions being used as the source. The 486-DX4 microprocessor was the first device tested because it is currently under consideration for use in a data management system aboard the International Space Station. This research encompasses both experimental and analytical techniques, and yields a characterization of the 486-DX4’s behavior for various operating modes.

II. TEST PHILOSOPHY & METHODOLOGY

A. Objectives

While previous radiation testing has generally focused on the device level, our approach is to test the device in a manner that is consistent with the actual application environment in which it is to be used. For the 486-DX4 testing, this includes using a PC-based system board with all associated peripherals to host the processor, however only the processor will be exposed to the radiation beam. This will allow the CPU (or any other system component) to be tested in an integrated fashion, just as it would be configured for operation in its intended environment. This same setup can also be used for testing other devices in future tests, such as memory modules, microcontrollers, etc.

The major objectives of the 486-DX4 cyclotron test were to: (1) establish the radiation upset characteristics for the 486-DX4 microprocessor, (2) calculate the upset capture cross-section of each device using several ion beams, (3) determine the SEU and latchup thresholds, (4) identify the error modes observed in each processor, and (5) test different chip implementations of the 486-DX4 using two different vendors. Two devices from each vendor were tested, and are referred to in this paper as Vendor A and Vendor B.
B. Hardware and Software Setup

To carry out our objectives, a comprehensive hardware and software test system had to be constructed. The hardware consisted of a 486 mother board with a custom-designed extender socket. This socket flipped the chip over on its back and allowed the radiation beam to directly bombard the CPU through a hole in the bottom of the socket. The lid of the CPU chip had to be removed in order to allow sufficient energy to penetrate the silicon die. Test data was acquired by using a video monitor and an HP 16500B logic analyzer with modified signal acquisition cables. Test stimulus and control was achieved using the motherboard, a video monitor, keyboard, two power supplies, and the logic analyzer.

A current-limiting power supply was used to power the test board, and would be the primary means of detecting latchup conditions. The current limit was set at 100 mA above the nominal current draw. Separate power supplies were used to power the disk drives and the +/-12 volts and -5 volts on the test board. An external hard disk drive was connected outside the test chamber, and stored all test programs as well as the test data. A thermocouple was attached to the device under test and monitored at the test control station. If the temperature of the device ever exceeded 85 degrees Celsius, it would be powered down and allowed to cool. Refer to Figure I for an illustration of the cyclotron hardware test setup.

![Figure I - Hardware setup for the radiation test](image)

Six software programs were written to test the 486-DX4. Four programs were used to test the processor’s application register set and two were used to exercise certain fictional units. Approximately 76% coverage of the application register set was obtained, and the fictional units tested were the ALU, FPU, and I/O buffers. Whenever an SEU was detected, the test conditions were recorded including the fluence (total number of particles until upset), device configuration, test program, ion, and LET.

The register set was tested by first writing a test pattern into all covered registers (either $FF$, $00$, $AA$, or $55$), and then continuously checking them for errors. After each iteration through the loop...
a "heartbeat" character was displayed on the video monitor to indicate the program is still 'functioning. When a miscompare was detected, the radiation beam was stopped and the register and location of the upset was determined. The corrupted register was then written to main memory where the logic analyzer would read the register contents off the processor data pins. At this point, the correct pattern would be rewritten into the corrupted register and immediately read back. If a latchup condition was present the rewrite operation would fail and we would see the corrupted value again. If no latchup was detected, the beam was restarted and the program would continue checking all registers for errors again.

To test the ALU and I/O fictional units, the processor would perform a series of additions, subtractions, multiplications, and divisions. These results would be simultaneously written to a file for off-line analysis. A heartbeat character was also displayed on the video monitor to indicate which particular operation was being performed, as well as give a good health status check.

The FPU fictional test was done with a program obtained from one of the vendors, which performed stack checks, integrity checks, environment checks, as well as performed the same operations as in the ALU test.

C. Cyclotron Test Procedure

The Texas A&M University superconducting K-500 cyclotron facility was used to provide the heavy-ion radiation environment for the SEU testing. The ions used in the first test were Krypton (Kr), and Xenon (Xc), which provided linear energy transfer (LET) values of 25.1, and 43.1 (MeV cm²/mg) respectively. A follow-up test is scheduled for November, 1996, which will use different ion beams.

The test board was mounted inside the cyclotron test chamber and positioned so that the radiation beam only irradiated the device under test (DUT). Translational movement over the X, Y, and Z axes plus angular control of the beam arrival angle was available during the test runs. All the data, test and power cables are routed into the chamber via a 50-pin D connector interface block. The test system was then closed and repressurized to an atmosphere of approximately 10⁻⁴ torr. When this was achieved, the ion beam was fine-tuned and focused before testing could commence. A shutter at the chamber entrance was used to control the precise time the beam was applied or removed to the DUT. The test procedure began each data run by rebooting the processor and loading a test program into memory. The test program would begin executing before the radiation beam was applied to the processor, and continue running until an error was detected or the program terminated.

III. TEST RESULTS

The first 486-DX4 radiation test was performed in September, 1996. Four microprocessors were tested producing a total of 135 data runs. Approximately 25 data runs were produced for each device. The test sequence was to first run all the test programs with the processor's internal L1 cache enabled, then with L1 disabled. This procedure was repeated for all four test devices and then again for each beam. The first ion beam used was Xe followed by Kr.

Eight distinct error modes were observed and were categorized into the following classes:

1. SEU errors explicitly detected by test software: found only in the application registers
2. data errors: most likely due to instruction or data upsets in the internal cache
3. program-flow anomalies: test program experienced abnormal control flow
4. program hangs: test program stopped working (i.e., program crash)
5. floating-point unit failures: failures explicitly detected by the FPU test program
6. system errors: upsets in a system-level register or instruction
7. processor reboot: upsets that caused the processor to initiate a reboot
8. latchup: detected by the power supply reaching its current limit value during an error
A. Data Discussion

Analysis indicates that **program-hangs are** the primary error mode for Vendor A, occurring 53.2% of the time. The cause for this was due to an illegal operation performed by the processor, such as would happen if a segment register, instruction pointer, or memory operand was upset. **SEU-errors** and **program-flow-errors** were the next two frequent error modes, occurring 17.8% and 9.3%, respectively. SEU-errors were detected in the register test by failing the test pattern compare. Program-flow-errors were observed when incorrect output messages or ascii "garbage" were displayed on the screen. The origin for these errors were probably the same as for program-hangs, but the location was such that the program could keep running. System-errors were observed only 6.5%, and were evidenced by error messages such as "internal stack overflow", "memory allocation error", or "no ROM basic." The FPU.fail errors was observed 1.9%, and could only be detected when running the FPU test program.

Other errors were observed when running this test, primarily program-hangs and data errors. Reboot errors did not occur very often (1.90/0), and were usually seen in conjunction with another error. Only one latchup error was detected for Vendor A, and this occurred when running Xe (LET=43.1 MeV cm²/mg), thus Vendor A's latchup threshold is very near this LET. Figure 2 gives the upset cross-section of Vendor A for each of the two ion beams used. This illustration is a measure of the error rate for the device, and details of its calculation are given below in section B.

The primary error mode for Vendor B was **latchup**, occurring 100% of the time with Xe, and 47% of the time with Kr. No valid cross-section data was obtained using Xe, because the device would instantaneously latchup as soon as the beam was applied. From this testing, Vendor B was very susceptible to latchup and has a much lower threshold than compared to Vendor A. No destructive latchup was observed. Vendor B’s chip is fabricated using a smaller feature size than Vendor A, so this may indicate that smaller feature sizes are directly proportional to higher upset rates, but further testing is required for confirmation. With the exception of latchups, program-hangs were also the most frequent error mode observed (36.80/0). The other errors seen in Vendor B were: SEU-errors, program-flow-errors, FPU-fail, and system-errors, each with a frequency of approximately 2.6°/0. Figure 3 shows the upset cross-section of the two ion beams for Vendor B.

The upset rate for all devices was found to be **higher** when the processor's internal L1 cache was enabled. This was expected since the test program and data are stored onboard the processor, and thus more vulnerable to radiation upsets. Figure 4 shows the processor’s performance with the cache enabled versus disabled for Vendor A. Note that there is about an order of magnitude difference between these two operating modes, which is a significant difference in expected upset rate. Of course, with the cache disabled you lose performance, thus a trade-off must be made.

The data suggests that the testing performed was with the processor near the **saturation level**. This point occurs where any further increase in the linear energy transfer (LET) produces no increase in the cross-section upset rate. To conclude this 486-DX4 testing, it is very important that the initial part of the curve (x-intercept) be determined. This region is called the **critical LET**, and is the threshold at which the first occurrence of radiation-induced errors are observed. The goal of the follow-up radiation test in November, will be to find the critical LET of the 486-DX4.

B. Error Rate Calculation

To predict the error rate that can be expected in a radiation environment, an upset cross-section must be found by summing the total fluence for each unique error mode per device. In other words, the total number of particles were accumulated up to the first occurrence of each distinct error mode per device. The cross-section is then computed as:

\[
\text{cross-section} = \frac{\text{# of failures}}{\text{total fluence to error}}
\]
where the # of failures is one for each upset. For subsequent errors, the total fluence is just the number of particles between each error for a particular error mode. A plot of this data versus the LET of each data point represents the capture upset cross-section that can be used to predict the susceptibility of the device to radiation. In Figures 2-4, the LET values for each beam have been expanded to allow easier interpretation of each error mode. Note the widely scattered values that cover several orders of magnitude. The reasoning for this, it is believed, is since the 486-DX4 is such a complex device, it is assumed to have many different failure modes that only manifested themselves in the eight error modes detected in this testing.

Figure 2: 486-DX4 Upset Cross-section vs. LET for Vendor A

Figure 3: 486-DX4 Upset Cross-section vs. LET for Vendor B
IV. CONCLUSIONS

From this testing, results indicate that the 486-DX4 is more susceptible to upsets with the internal L1 cache enabled versus disabled. Results also show that Vendor B has a much lower latchup threshold than Vendor A. However, with the amount of test samples taken, and the varied degree in the upset cross-section, more testing should be done to corroborate these findings. The critical LET threshold will also need to be experimentally determined before a complete SEU analysis of the 486-DX4 can be made.

In summary, we believe this research is valuable to the future of digital devices that are used in space. As highly-reliable systems become more complex, traditional design evaluation & validation techniques that rely on experience and prior knowledge become impractical. It is therefore imperative to obtain accurate upset rates and behavior data at both the component level and the system level. Using a cyclotron as a fault-injection source provides a realistic means of simulating the space environment, and at a fraction of the cost of an actual spaceflight.
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Abstract

The opening of the NASA Pan American Center for Environmental and Earth Sciences (PACES) at the University of Texas at El Paso made it possible to organize the student Center for Theoretical Research and its Applications in Computer Science (TRACS).

In this abstract, we briefly describe the main NASA-related research directions of the TRACS center, and give an overview of the preliminary results of student research.

1 Preamble

The opening of the NASA Pan American Center for Environmental and Earth Sciences (PACES) at the University of Texas at El Paso made it possible to organize the student Center for Theoretical Research and its Applications in Computer Science (TRACS).

This center was one of the sponsors of the student regional conference in Computational Sciences SC-COSMIC (October 1996, El Paso, TX) [7], and it was instrumental in bringing the 1997 Annual ACM Symposium on Theory of Computing to El Paso.

The main emphasis of this center is not only on today's engineering problems, but also on the fundamental problems that can eventually be of use in different areas of practice, in particular, in the area of space exploration. In this abstract, we briefly describe the main NASA-related research direction of the TRACS center, and give an overview of its results.

2 Space-related computations: specific features, specific problems

How are computations and data processing related to space research different from computations in other application areas? There are many differences, regarding the input, the computational resources available for these computations, and the desired result.

Input. Many on-Earth computations deal with the reasonably well known areas, for which a lot of information already exists. Most space missions are, to the large extent, missions into the unknown. As a result, in computations related to space mission, there is usually a much smaller amount of a priori information.

The amount of information coming from the space missions is, usually, also much smaller than usual. There are several reasons for that; the three main reasons are:

- first, each additional sensor on-board costs a lot to launch and to maintain, and therefore, the designers try to keep the total number of sensors reasonably low;
- second, the more accurate and more reliable sensors are usually more complicated, weigh more, require more energy and other resources, and are usually less robust in the sense that may require too many...
additional resources to protect them against the often hostile space environment; therefore, the sensors that are actually launched are often not the most accurate and the most reliable;

- finally, each additional bit of information has to be collected and transferred to the Earth, creating an additional burden on the spaceship communication system.

**Computational resources.** Processors launched into space (or placed on board of a planetary rover) must take as small amount of space, energy, etc., as possible. As a result, we must be able to perform all necessary computations on the available *limited* computational resources.

**Desired result.** Since space missions are usually very expensive, every potential error is very costly, and in manned space missions, errors are simply inadmissible. So, space-related computations must be 100% reliable.

### 3 Due to these specific features, problems of space-related computations are, in general, computationally intractable

**Interval computations.** First of all, in space-related computations, we need the *guaranteed* results. Together with the fact that the input comes from not 100% accurate sensors, this means that we have to estimate the accuracy of the results of data processing, while in traditional computing, accuracy is usually not an issue.

This bring up the importance of computations that take this inaccuracy into consideration and lead to guaranteed results. Due to the fact that we want not simply a *numerical estimate* of the desired quantity, but an *interval* within which the actual values of this quantity is *guaranteed* to lie, the corresponding area of theory of computing is called *interval computations*.

The problems become computationally intractable. In interval computations, there are important theoretical results, but it turns out that if we take the inaccuracies of the input data into consideration and require the results to be 100% reliable, then even the simplest tasks such as solving a linear system become, in general, computationally intractable (N P-hard) [10, 1].

What can we do?

### 4 How can we solve computationally intractable problems?

**First approach: finding classes of solvable problems.** The fact that the problem is computationally intractable means that there is no general algorithm for solving these problems. Therefore, a natural approach is to find classes of problems for which there are feasible algorithms. In this, theory of computing, with its large experience of designing new algorithms, can be of great help.

In particular,

- for general interval data processing, theory-motivated algorithms are presented in [11];

- for a specific problem of chemical identification, a problem that is very important for space exploration, algorithms based on theoretical ideas are presented in [4, 3].

**Second approach: using human intelligence.** In many real-life situations, the problem that we must solve does not belong to any of the classes for which feasible algorithms are known. In some of these cases, we know that human experts can often solve these problems really well. How can we describe the experience of these experts in such a way that the computer will be able to understand this knowledge and use it in data processing?

Here, there are three types of theoretical problems:

- is a certain type of formalism *sufficient* for a certain class of problems?

- what is a computational *complexity* of using this formalism?

- how can we make the resulting computations faster?

In TRACS, all three types of problems are analyzed:
• **Sufficient.** In [12], it is shown that one of the logic programming formalisms is sufficient to represent reasonably general type of knowledge. In [13], a similar problem of sufficiently is analyzed for robots.

• **Complexity.** In [5], it is shown that even if we manage to describe all the knowledge in terms of an expert system, the computational problems related to using this expert system are, in general, computationally intractable.

• **Faster.** In [9], a fast algorithm is developed for an important particular class of fuzzy data processing algorithms.

**Third approach: trying to make the existing computers faster.** If the existing algorithms are too slow, and no expert knowledge is available, then we can try to speed up the computers.

The design of a faster computer usually involves lots of engineering problems and heuristic methods, but, as it is shown in [8], theory of computing, with its experience of evaluating the computational abilities and computational times of different hypothetic computational devices, can definitely help in selecting the most promising design of a real-life computer.

**Fourth approach: looking for radically new ways of computing.** If the existing computers cannot solve our problems, then maybe some radically new ways of computing will be more helpful. In particular, one way to speed up computations is to miniaturize the computers.

At TRACS, we have looked into the potential abilities of chemical computers [6] that operate on the level of molecules and quantum computers [2] that operate on the level of elementary particles. Based on the results of this analysis, both approaches seem to be very promising.
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Introduction

Concentration of nitric oxide in the upper atmosphere has been measured with the Halogen Occultation Experiment (HALOE) instrument in the Upper Atmosphere Research Satellite (UARS). The database from this experiment contains NO volume mixing ratios at altitudes up to about 145 km at intervals of 5 km and covers up to 80 degrees in latitude on either side of the equator. The time period covered is from October 91 to February 1996. This period started with high solar activity, F10.7 = 250 down to 75 now. In this report observations in the 30-50 km and 80-140 km ranges will be analyzed both for the equatorial zone 30 N to 30 S and for the region poleward of 50 degrees. The purpose of this investigation is to study the solar cycle variation of nitric oxide in the atmosphere.

Earlier experiments with the Solar Mesosphere Explorer (SME) satellite showed that the variation in the NO density at 110 km correlated with both long-term variation in solar activity for the time period 1982-86, a period of high and decreasing solar activity [Barth et al., 1988; Barth, 1992]. Barth claims that the NO concentration is correlated with solar rotation also but presents no quantitative evidence. Furthermore, the UV measurements of NO are known to have systematic errors because optical depth effects were neglected. Kuze and Ogawa (1988, and references therein) claim evidence for variation of nitric oxide with solar cycle, based on rocket measurements. The HALOE data are the longest daily record, to date, of NO measurements with the same instrument. They provide global coverage also.

Observations

From October 91 to date HALOE instrument has made several (up to 30) observations each day of NO. Fifteen of these are at sunrise with the tangent point in one hemisphere and the other ten at sunset in the other hemisphere. The volume mixing ratio, pressure, temperature, and NO data uncertainty have been derived from the UARS data as a function of altitude and latitude. These data are available from the NASA/LARC data center. From these data, the vertical column densities of NO and their associated uncertainties were derived. The column densities were separated into two altitude ranges, 30-50 km and 80-140 km. For each of these altitude ranges, daily averages were obtained for two latitude regions - equatorial zone from 30 N to 30 S and merged polar regions with latitudes poleward of 50 N and 50 S. Further, sunrise and sunset data were separately analyzed. The variation of latitude of sunset or sunrise is about 1° each day. The uncertainty of the mean column density was estimated from that of the individual measurements, assuming that they were not correlated. The uncertainties in the daily averages of vertical column densities are less than 20%. This report used version 17 of the retrievals. Version 18 became available even as this report is being written. It is believed
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that version 18 values may differ from the version 17 values by no more than 15%. Therefore changes in NO column densities by more than 15 % are robust.

Results

Figures 1-4 shows plots of daily averages of NO vertical column densities obtained during the last five years. The data analyzed are from October 1991 to February 1996. The conclusions one can draw about solar cycle variation from an examination of the figures are: (i) there is no variation with solar cycle at low altitudes (30-50 km), (ii) the variation at high altitudes (80-140 km), from high solar activity (October 1991) to its low value (February 1996) is a factor 3 at low latitudes and about the same in the polar regions. The secular variation in the polar regions is masked to some extent by the very large scatter in the sunset results. Another conclusion is that the scatter in the column densities is larger in the polar regions than in the equatorial belt. There is a difference between the sunrise and sunset values in all the regions investigated except the high altitude equatorial values. Atmospheric chemistry models predict little or no difference between sunset and sunrise densities of NO at high altitudes (> 80 km) and the results here are in general agreement with that. But at low altitudes the models predict differences of less than 20 % whereas the observed value are 50% at least. Finally a close examination of the daily averages show a tendency for the value to increase as one goes toward the equator (slopes in the points). This may be an instrumental effect in version 17 which is expected to be removed from version 18 data.

Future work

It is planned to estimate quantitatively the coefficients of correlation of each set of column densities with the indices of solar activity, F 10.7, solar x-ray flux from YOHKOH satellite, and the geomagnetic indices Ap and Kp. In addition more detailed comparison with models of atmospheric chemistry will be made to understand the sunrise-sunset differences.
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Fig. 1. Daily average of NO vertical column density versus day from September 12, 1991 for combined latitudes poleward of 50 N and 50 S and for altitudes 80-140 km.
Fig. 2. Daily average of NO vertical column density versus day from September 12, 1991 for combined latitudes poleward of 50°N and 50°S and for altitudes 30–50 km.
Fig. 3. Daily average of NO vertical column density versus day from September 12, 1991 for equatorial zone between 30 N and 30 S and for altitudes 80–140 km.
Fig. 4. Daily average of NO vertical column density versus day from September 12, 1991 for equatorial zone between 30 N and 30 S and for altitudes 30-50 km.
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Abstract
NASA is planning to send numerous unmanned planetary missions to explore the space. This requires autonomous robotic vehicles which can navigate in an unstructured, unknown, and uncertain environment. Landmark based navigation is a new area of research which differs from the traditional goal-oriented navigation, where a mobile robot starts from an initial point and reaches a destination in accordance with a pre-planned path. The landmark based navigation has the advantage of allowing the robot to find its way without communication with the mission control station and without exact knowledge of its coordinates. Current algorithms based on landmark navigation however pose several constraints. First, they require large memories to store the images. Second, the task of comparing the images using traditional methods is computationally intensive and consequently real-time implementation is difficult. The method proposed here consists of three stages. First stage utilizes a heuristic-based algorithm to identify significant objects. The second stage utilizes a neural network (NN) to efficiently classify images of the identified objects. The third stage combines distance information with the classification results of neural networks for efficient and intelligent navigation.

1. Introduction

Mobile robot navigation based on landmark detection is an emerging area of research and is particularly significant for autonomous vehicles used to explore planetary surfaces. This becomes even more important if the mobile robot has to navigate in an unstructured, unknown and obstacle ridden environment. The additional intelligence incorporated in the navigational algorithm results in better path planning, avoidance of limit cycle operation (going to the same place or looping around a particular place) and hence lower power consumption. Traditional goal-oriented algorithms, which rely on accurate position and orientation determination, depend on a pre-planned path and consequently are unsuitable for this application. Implementation of landmark navigation using classical image processing techniques, however, poses several constraints. Recording hundreds of landmark images requires vast amounts of memory and storage space. Furthermore processing these images to identify landmarks is a computationally intensive task.

Neural networks (NN) have shown considerable promise in classifying images and require less memory. The classification of significant images as landmarks is performed in the learning mode of the neural network when it updates its neuron interconnection weights. Ultrasonic sensory data of the distances of the significant objects in a particular landmark is recorded. This serves as reaffirming information when the robot is trying to detect the already learnt landmarks. Detecting relevant objects and images is another problem. This we propose to approach using an existing

\footnote{This work was supported in part by NASA contract \# NCCW-0087.}
U.S. patented technology developed for *Fuzzy Control of Video Printer*. This technology uses the fuzzy logic based algorithm to detect relevant objects to improve the quality of the color. This entire method of using neural network with ultrasonic sensory data warrants limited memory requirements and can be implemented in real-time as it is computationally less intensive. Incorporating the emerging technology of neural network for detecting landmarks is a new and innovative method with practical application. Ultrasonic sensors can be replaced by laser range finders or any other distance sensors if ultrasonic sensors do not work on some planetary surfaces (e.g. devoid of atmosphere).

2. Related Work

In 1996, NASA will launch the Mars Pathfinder spacecraft, which will carry an 11-kg rover to explore the immediate vicinity of the lander [1]. At present the rover navigation is divided into four major functions: goal destination, rover localization, hazard detection and path selection. There is significant room for improvement of the navigational algorithm by adding extra degrees of intelligence. This can be done by incorporating a landmark based navigation algorithm. Using fuzzy logic and neural network based methods, the efficiency, robustness, adaptability and accuracy of navigation can be vastly enhanced. This will allow autonomous operation without communication from the lander and reduction of power consumption by selecting shorter paths by avoiding limit cycle operation of the rover.

There are several approaches to local positioning of mobile robots using landmark detection. These approaches generally apply only to structured environments or pre-defined landmarks. Nishizawa, et. al. [2] describe a local positioning scheme using landmark detection where the landmarks are reflectors placed sparsely in the ceiling of the robot’s work space. They then utilize the Maximum Likelihood Estimation technique to eliminate the gradual error accumulation caused by the integration of the odometer measurement. Fukuda et. al. [3] uses a fuzzy template matching to recognize edges of air conditioning outlets in the ceiling to be used as landmarks. A NN then determines if the object is an air conditioning outlet. This information is then compared with the map of the robot’s work space in order to position the robot. In [4], Jung proposes a robot vision system modeled after human’s, where peripheral vision and central vision are processed separately for a more efficient detection. Luo and Potlapalli [5] utilize fractals to recognize landmarks in an outdoor environment. Since fractals are inherently scale invariant, the algorithm is robust to changes in light intensity and viewing direction of the landmark. Krotkov and Hoffman [6] developed a quantitative model of surface geometry in order for a safe, power efficient locomotion over the natural, rugged terrain. Ricotta and Liotta [7] describe a real time visual landmark tracking system for mobile robots. They discuss image processing techniques to track “relevant” objects in the robot surroundings and keep desirable objects within the robot’s field of view. In [8-10], other approaches to landmark detection in structured environments are discussed.

Fuzzy logic has already been applied to data fusion. Murphy [11] describes a sensory fusion effects architecture for robot navigation. Also, he discusses the utility of biological and cognitive insights for sensory fusion. Abidi, et. al. [12,13] use fuzzy logic to integrate several sensory data and to enhance the recognition capability of an autonomous system by yielding meaningful information which are otherwise unavailable or difficult to acquire by a single sensory modality. Zhang et. al. [14] applied fuzzy logic for integration of deliberative and reactive strategies, where
programming at the task level in a partially known environment is divided into two consecutive steps: sub-goal planning and sub-goal guided plan execution. In [15], Song et. al. describe an integration routine for an ultrasonic sensor and a CCD camera. They utilize an extended discrete Kalman filter to fuse raw sensory data and to provide a more reliable representation for environment perception.

3. Fusion of information for landmark detection

3.1 Significant Objects and Landmarks

The primary function in this method of landmark detection is to identify relevant or significant objects. The digital image frame from the camera is used as an input to a fuzzy logic based object identification algorithm. This algorithm decides whether the image can be classified as a distinguishable significant objects. This information depends on the environment in which the mobile robot is supposed to navigate. Such significant objects are represented by a sharp contrast or color variation in the image. In the actual settings, these landmarks need to be reaffirmed by other sensory information such as distance measurements. This can be done by using ultrasonic sensors or laser range finders. This means the object can only be considered for a landmark only if the position sensor can determine the distance from the object. A landmark can be a single object or a collection of several significant objects. By having several objects the identity of the landmark can be made unique. A sensory fusion algorithm based on fuzzy rule-sets can be used to fuse the information on a particular landmark. Figure 1 shows a landmark consisting of several

![Figure 1: Landmark, significant object and robot path](image-url)
objects. We propose the use of ultrasonic sensors for implementation of the landmark detection algorithm. Figure 1 describes the significant object, landmark and mobile robot path. As the robot is traversing the unknown path, it continuously monitors the terrain. It looks for significant objects which can be considered as landmark.

3.2 Classification of landmarks using Neural Network

A multi-layer perception Neural Network (NN) has been extensively used to classify images. Once the fuzzy logic algorithm detects a valid object, the NN is trained to recognize this a particular object. Several images associated with the landmark is trained to the NN’s memory by a back-propagation training algorithm. After the NN has successively learnt a landmark the robot can look for another landmark. The NN is trained to recognize several landmarks while the robot is traversing a terrain. Although there is no set size for the NN for learning a particular set of landmarks, it is generally based on the size of training data; the NN size increases as the number of images to be classified increase. In this proposed method a multi-layer network with two hidden layers. The number of neurons in the input layer is determined by the number of pixels in the image. The output layer neurons would correspond to the maximum number of landmarks to be detected.

Even though the usage of neural networks allows for reduction of memory requirements in identification of landmarks compared to actual storage of images, a large number of landmarks require an increased network size. Therefore, the mobile robot’s allotted onboard memory will dictate the network size and consequently the number of landmarks which can be detected.

Figure 2 shows the flowchart of the comprehensive landmark detection algorithm. A combination of visual image and distance information is used to detect a landmark. A fuzzy logic based algorithm identifies significant objects. At the same time the sonar measures the distance of the object. If the distance can be accurately measured then the neural network starts the learning algorithm and classifies the significant object as a landmark. For any particular landmark several nearby objects are classified and the distance and orientation information are measured. A landmark thus is determined by fusion of image information with the distance information by a fuzzy logic based fusion algorithm.

3.3 Hardware and Software

The facilities at NASA ACE will allow us to develop the software for simulations as well as for future experimental validation. The digital camera will be directly interfaced with a Pentium-based personal computer. We have access to several possible platforms of mobile robots which includes an in-house built mobile robot, LOBOT, a Cybermotion’s NAVMASTER, and Angelus Research’s WHISKERS Intelligent Autonomous Vehicle. These mobile robots are equipped with several sensors including ultrasonic sensors. Visual C++ will be used for basic software development. We will use an adaptive fuzzy logic control algorithm, Dynamic Fuzzy, which has already been developed. Lab Windows will provide a user friendly visual interface.
Figure 2: Flow Chart of the Landmark Detection Algorithm

4. Conclusions

This paper discusses a proposal to identify landmarks using a combination of fuzzy logic based significant object recognition algorithm and a neural network for classifying the landmarks. The landmarks are detected and defined by a combination of visual and distance information which are fused together for effective navigation. The proposed scheme will be implemented on real-time using the available mobile robot test-beds. An additional application of this method is related to robots on the factory floor. Using this method, the robots can identify parts in an assembly line to decide on a particular task. This eliminates the necessity of positioning the parts accurately which in turn allows a more flexible robotic assembly.
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Abstract

A major problem of fuzzy control when handling complex and large-scale systems is that the number of rules grows exponentially with respect to the number of sensory input variables of the controller. This problem can be dealt with by application of rule-base reduction methods like sensory fusion and hierarchy. The above mentioned reduction methods were applied to a classical control problem: the inverted pendulum problem. Tuning of the scaling factors was realized by means of a gradient descent method. Satisfactory performance was achieved with a fuzzy logic controller of only 5 rules.
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I. INTRODUCTION

If fuzzy control is applied to large-scale systems one of the major problems of this control method becomes clear, namely the number of rules grows exponentially with the number of input variables. Indeed, if we want to keep the completeness property of a rule-base, a conventional fuzzy controller with n input variables would result in \( r = m^n \) rules, with \( m \) the number of Linguistic terms per input. It is necessary, for an easier implementation of a Fuzzy Logic Controller (FLC) and for real-time constraints, to reduce the number of rules. This problem can be dealt with by application of rule-base reduction methods.

In section II, sensory fusion and hierarchical approaches are briefly reviewed. In Section III, the above mentioned reduction methods were applied to the well-known inverted pendulum problem. Tuning of the scaling factors was done with the help of a gradient descent method. Section IV concludes the paper.

II. RULE-BASE REDUCTION METHODS

In the last couple of years several rule-base reduction methods [1], [2], [3] have been proposed. In what follows the use of sensory fusion and hierarchical structures for rule-base reduction will be discussed. It will be shown that a combination of these both methods gives the most interesting results. In that case, the FLC consists of sub controllers that have only 2 inputs at the most and 1 output, which leads to an easier rule base writing.

A. Sensory fusion

The sensory fusion approach consists in combining sensor signals before injecting them as input for the FLC. These variables are often fused linearly (see Fig. 1).

It is assumed, in Fig. 1, that the input signals of the FLC are represented by \( m = 5 \) linguistic labels. \( a, b \) and \( c \) are positive parameters dictated by physical considerations, designers knowledge or experience.

Using sensory fusion, the reduction has a lower bound if all variables could, somehow, be fused. However, it is clear that all variables cannot be combined trivially. Every combination has to be reasoned and explained. In practice, only 2 variables are fused: generally the error and the change of the error.
B. Hierarchical structures and fusion

The hierarchical fuzzy controller (see Fig. 2) was first introduced by Raju et al. [2]. By this hierarchical structure, the number of rules will increase linearly (not exponentially) with the number \( n \) of system variables. Deciding where the variables are put into the hierarchy is an extremely important but difficult process, mostly based on knowledge of the system and sensitivity analysis. In practice, the variables are classified in accordance to their importance.

Combining both methods discussed above [1] leads to the so-called ‘Hierarchical and sensory fusion approach’ (see Fig. 3). Here, the variables are simply combined first, as in Fig. 1, and are then organized into a hierarchical structure similar to that of Fig. 2.

In Fig. 4 the performances of the different approaches for rule reduction are expressed graphically.

One may note that ideal sensory fusion which could be obtained by fusing all variables, is impossible.
in practice. Let us recall that the fusion of an error signal \( e \) and its derivative \( \dot{e} \) is usually exceedingly successful.

### III. Application to the Inverted Pendulum

In order to validate the rule-base reduction methods that have been proposed, these will be applied to the inverted pendulum (Fig. 5).

The input variables of the fuzzy controller are the angle \( \theta \) and the angular velocity \( \Delta \Phi \), together with the error in position \( e \) given by \( e = r - r_{\text{ref}} \) (where \( r \) is the position of the cart and \( r_{\text{ref}} \) the reference position) and the change of error \( \Delta e \). The FLC's output variable is the control signal \( u \in [-10V, +10V] \).

The objectives are to control the pendulum in position and by the meantime to keep the pole balanced.

Tuning of the FLC scaling factors is done through the minimization of a quadratic criterion

\[
J = \sum_{t=t_{\text{begin}}}^{t=t_{\text{err}}} \left( \frac{1}{2} g_{11} \cdot [r(t) - r_{d}(t)]^2 + \frac{1}{2} g_{22} \cdot \Phi(t)^2 \right)
\]

by use of a gradient descent method.

\( r_{d} \) is a rough reference model for the position and is the result of a linear interpolation between four time points (see Fig. 6): the delay time \( (r) \), the rise time \( (t_r at 10\%) \), the establishment time \( (t_e at 2\%) \) and the end time of the transitory period \( (t_o) \). The chosen time parameters for the position reference model are the following ones: \( r = 0.36s, \ t_r = 2.5s, t_e = 3.5s \) and \( t_o = 5s \).

Results obtained with our two fuzzy controllers will be compared using the following criteria:

- A quadratic position error index: \( J(e_r) = \int_0^{t_r} g_{11} \cdot e_r^2 \cdot dt \)

- A quadratic angle error index: \( J(e_\Phi) = \int_0^{t_o} g_{22} \cdot e_\Phi^2 \cdot dt \)

- A quadratic input cost index: \( J(u) = \int_0^{t_o} u^2 \cdot dt \)
A. Sensory fusion approach

A logical way of fusing the input variables is given by:

\[ X_\Phi = a \Phi + b \Delta \Phi \quad (a > 0, \ b > 0) \]
\[ X_e = c \varepsilon + d \Delta \varepsilon \quad (c > 0, \ d > 0) \]

If \( X_\Phi \) is zero, this means that the cart is stable in setpoint, or that it is moving towards it. The same holds for \( X_e \). If \( X_\Phi \) is zero the angle is stabilized or approaching zero. Thus, stabilizing \( X_\Phi \) and \( X_e \) stabilizes the system. The larger the absolute value of \( X_\Phi \) and \( X_e \), the more the position of the cart and the angle are in 'danger'. Therefore, \( X_\Phi \) and \( X_e \) can be referred to as the angle emergency and the position emergency, respectively [3].

One can easily write the following five rules to control the pendulum both in position and angle:

- **R1**: If \( X_\Phi \) is Negative Then \( u_5 \) is Negative.
- **R2**: If \( X_\Phi \) is Positive Then \( u_5 \) is Positive.
- **R3**: If \( X_\Phi \) is Zero And \( X_e \) is Negative Then \( u_5 \) is Negative.
- **R4**: If \( X_\Phi \) is Zero And \( X_e \) is Zero Then \( u_5 \) is Zero.
- **R5**: If \( X_\Phi \) is Zero And \( X_e \) is Positive Then \( u_5 \) is Positive.

Let us examine the third rule (\( R_3 \)) in more details: 'If \( X_\Phi \) is Zero And \( X_e \) is Negative Then \( u_5 \) is Negative'. This negative control action implies \( X_\Phi > 0 \) and therefore (Rule \( R_2 \)) \( u_5 \) becomes positive in order to balance the pole. The position of the cart increases as desired.

The five previous rules can be written in a more compact form in the following rule base table:

| \( X_\Phi \) | N | Z | P |
| \( X_e \) | N | Z | P |

**TABLE I**

**FLC RULE-BASE \( \rightarrow u_5 \)**

The evolution of the input/output gains and evolution of the performance criteria are given in the following table:

<table>
<thead>
<tr>
<th>FLC based on sensory fusion</th>
<th>Input/Output gains</th>
<th>Performance criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>Initialized</td>
<td>11.45</td>
<td>2</td>
</tr>
<tr>
<td>Tuned</td>
<td>11.98</td>
<td>2.33</td>
</tr>
</tbody>
</table>

**TABLE II**

**EVOLUTION OF FLC INPUT/OUTPUT GAINS AND THE PERFORMANCE CRITERIA**

The response to a 30 cm position reference before and after tuning is given in Fig. 8. Performances obtained with the five rules FLC are very satisfying.
**B. Hierarchical structure**

The chosen hierarchical structure (see Fig. 9) introduces a second FLC, resulting into two FLCs connected in series.

**Fig. 9. Hierarchical fuzzy controller**

*FLC*$_1$ combines the position emergency $X_e$ and the angle $\Phi$ to calculate a first control signal. *FLC*$_1$ rule base is similar to the one written for the sensory fusion based FLC. The function of *FLC*$_2$ is to keep the pole balanced by calculating the correct control signal associated with the previous control value and the angle velocity. *FLC*$_1$ rule base and *FLC*$_2$ rule base are given in Table III.

<table>
<thead>
<tr>
<th>$\Phi$</th>
<th>N</th>
<th>Z</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_e$</td>
<td>N</td>
<td>N</td>
<td>Z</td>
</tr>
<tr>
<td>$\Delta \Phi$</td>
<td>N</td>
<td>Z</td>
<td>P</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta \Phi$</th>
<th>N</th>
<th>Z</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{2\theta}$</td>
<td>N</td>
<td>N</td>
<td>Z</td>
</tr>
<tr>
<td>$u_{3\theta}$</td>
<td>P</td>
<td>Z</td>
<td>P</td>
</tr>
</tbody>
</table>

**TABLE III**

**Hierarchical FLC rule-bases**

The evolution of the input/output gains and evolution of the performance criteria are given in Table IV.
The response to a 30 cm position reference before and after tuning with the hierarchical fuzzy controller (14 rules) is given in Fig. 10. One can notice that this response is very similar to the one obtained with the FLC based on sensory fusion. The results are very slightly improved compared to the previous FLC containing only five rules (compare Table II and Table IV).

![Fig. 10. Hierarchical FLC](image)

### IV. Conclusion

In fuzzy control, using reduction methods and learning techniques can help the control designers. When facing large scale system it is interesting to reduce the FLC complexity in order to facilitate its synthesis using fusion and hierarchy. Satisfactory results have been obtained on the inverted pendulum with only five rules.
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1. INTRODUCTION

A variety of niobate crystals have found their places in nonlinear optical applications as well as in laser devices. In recent years much attention has been paid to study the ultrafast optical response in a variety of photorefractive crystals such as KTaO₃ and KNbO₃ crystals¹, glasses², semiconductors and polymers³ for applications in optical switching, information processing, optical computing, and all-optical device systems. Third-order optical nonlinearity is the most important property for realization of all-optical switching. Therefore experiments have been performed on the third order susceptibility using a variety of techniques such as the third-order harmonic generation, EFISH and degenerate four-wave mixing (DFWM). The latter has been conducted with a variety of pump wavelengths and with nanosecond, picosecond and femtosecond pulses.

Niobate crystals, such as potassium niobate KNbO₃, potassium tantalate niobate KTN family (KTaₓ₋ₙNbₓ₋ₙO₃), strontium barium niobate SBN (SrₓBaₓ₋ₙNb₂O₆) and potassium-sodium niobate SBN (KNSBN) are attractive due to their photorefractive properties for application in optical storage and processing. The pulsed probe experiments performed on these materials have suggested two types of time responses. These responses have been associated with an coherent response due to X(3) and a long lived component due to excited state population. Recent study of DFWM on KNbO₃ and KTN family reveals that the long lived component of those crystals depends on the crystal orientation. A slowly decaying signal is observable when the grating vector K is not perpendicular to the C-axis of those photorefractive crystals⁴, otherwise the optical response signal would be only a narrow coherent peak with FWHM equal to the cross-correlation width of the write beam pulses. Based on this understanding, we study the photodynamical process of a variety of niobate crystals using DFWM in a Kₙ₋₁ C geometry with a ps-YAG: Nd laser operating at 532nm. However, the discrepancies in numerical estimations of X(3) in these materials and other nonlinear optical media⁵ have resulted in a number of discussions⁶. In order to better understand the photodynamical process of niobate crystals after a short pulse excitation we analyze the factors governing the coherent signal and present the DFWM spectra of niobate crystals.

2. EXPERIMENTAL

Host materials SBN:61, KNaSBN:75 (potassium-sodium SBN) and mixed KTN (KTaₓ₋ₙNbₓ₋ₙO₃) niobate crystals with 0 ≤ x ≤ 0.84 and x = 1 were used in the experiment. The samples were poled along the C-axis, and cut with the C-axis along one of the surfaces. A single 25 ps pulse from a mode-locked, Q-switched Nd:YAG laser operating at 10 Hz was frequency doubled to λ=532 nm and split into three pulses. These pulses were then spatially overlapped in the sample in the conventional backward propagating degenerate four-wave mixing geometry (see Fig. 1) with the counter propagating beam acting as the probe. The pulses were co-linearly polarized, with the pump beam/probe beam intensity ratio of 10:1. The scattered light was monitored by a Molelectron Joule meter and the output was stored in a computer. The arrival of the probe beam relative to the simultaneously arriving pump beams was controlled by a computer driven optical delay line. At the sample, the three beams had a nearly Gaussian spatial profile with a radius of 250 μm for the pump beams and 200 μm for the probe beam. The smaller probe beam radius reduces effects due to the spatial nature of the induced grating, particularly, effects arising from the Gaussian profile of the pump beams and variations due to pump beams crossing angle 20. The temporal and spatial overlap of the three beams at zero delay was determined by optimization
Fig. 1. Setup of DFWM experiment using CS\textsubscript{2} as a standard.

of the instantaneous response signal from a CS\textsubscript{2} sample. The value of 2\theta was varied between 3.20-30.4°. The polarization configuration of the four pulses including signal was (ssss). Further details of the laser system and optical delay lines are given in refs\textsuperscript{1}.

3. DFWM spectra measurement

3.1 DFWM spectra of host niobate crystals

Fig. 2 is the time-resolved DFWM spectrum obtained from KNbO\textsubscript{3} crystal at the different orientation angle \(\phi\), where \(\phi\) is the angle between \(K_s\) and C-axis of the crystal. The spectrum of \(+90^\circ\) also represents a common feature of instantaneous optical response signal of all poled (single domain) SBN and KSBN niobate crystals in the \(K_s \perp C\) geometry. This signal is associated with the third-order susceptibility of the material. It arises from fast, coherent processes. The FWHM of the signal is close to the autocorrelation width of three pulses, similar to that of a CS\textsubscript{2} reference sample. No signal broadening is observed. The probe pulse, with intensity equal to 10% of the total laser intensity, was passed through an optical delay line, and was incident on the sample in a backward configuration. The sophisticated optical delay line used can reach an accuracy of 15 fs. When crystal is rotated or \(\phi\) decreases a slowly growing response signal observed starting from \(\phi = 75^\circ\). The spectrum is now composed of two signals: a sharp coherent signal with a peak at zero-delay, and a slowly rising signal component. The latter reaches its maximum intensity at \(\phi = 0^\circ\) (\(K_s / C\)). It reflects movement of the dynamic lattice due to creation of free-carriers. In the bright region of the grating produced by crossing two write-pulses inside the sample the carriers are created in the conduction band which consists of \(d_{z^2}\) orbitals of Nb electrons, leaving behind holes in the valence band, which consists of \(p\pi\) orbitals of oxygen electrons. Under the action of intense internal electric field (single domain crystal) induced in the poling process along the C-axis, those free-carriers are caused to drift along the C-axis direction until trapped at Nb\textsuperscript{5+} sites, forming Nb\textsuperscript{4+} or so-called Nb\textsuperscript{4+}-hole small polarons\textsuperscript{5}. They cause a temporal lattice distortion in C direction, and consequently alter the index of refraction along \(K_s\) by a factor of \((\cos\phi)\). As \(\phi\) decreases to \(0^\circ\) (\(K_s / C\) geometry), the coherent signal component is superimposed with the long lived slow component resulting in signal width completely masked. On the other hand, if the geometry is \(K_s \perp C\) or \(\phi = 90^\circ\), however, the resultant lattice distortion has no contribution along the \(K_s\) direction, and thus no slow component could be observed.

The change in susceptibility \(\Delta \chi\) is related to \(A_n\), and the change in the index of refraction is:

\[ \Delta \chi = \Delta[(n + i \kappa c/2\omega)^2 - 1] \] (1)
where \( \omega \) is the angular frequency of the write-beams. \( \Delta \chi \) is also a function of lattice distortion \( \Delta r \), and is expressed as

\[
\Delta \chi = \Delta N (3r^2/\xi + 1) \Delta r \cos \phi.
\]

3.2. ADJUSTMENT OF PUMP-PULSES IN DFWM

Under a good experimental condition the obtained DFWM spectrum of the CS\(_2\) standard shows a sharp coherent peak at zero time delay followed by an oscillating signal as shown in the insert of Figure 1. The relative delay between the two write pulses was carefully adjusted by monitoring the peak intensity of CS\(_2\) reference sample. A subtle variation in the relative delay was found to give a significant change in the obtained DFWM spectra. As shown in Fig. 2, the coherent signal of CS\(_2\) changes its profile as well as the peak intensity if the relative delay between the two pump pulses changes. The peak intensity of the signal at the zero delay is -15 times stronger than that at -60ps (pulse B arrives in advance) or at -1-60ps (pulse A arrives in advance). Its width (FWHM) is about a half of the width at 60ps delay. The observed dependence of the DFWM signal on the relative delay times between the two write beam pulses can be described as follows. The two write-pulses are assumed to have Gaussian temporal distributions with pulse widths \( 2\tau \), and to cross spatially inside the sample. The intensity of pulse A is expressed as

\[
I_A = I^0_A \exp \left(-\left(\frac{t}{\tau}\right)^2\right)
\]

where \( t = 0 \) is defined at the pulse peak. If the time delay between the two write-pulses is \( \Delta t \), the intensity of pulse B at time \( t \) is therefore written as

\[
I_B = I_B^0 \exp \left[-\left(\frac{t + \Delta t/2}{\tau}\right)^2\right]
\]
The intensity at the peak of the interference pattern between the two write-pulses can be expressed as:

\[ I = I_a(t) - I_b(t) + \Delta I \]  \hspace{1cm} (5)

where,

\[ \Delta I = A_A A_B \exp[-\left(\frac{\Delta t}{2 \tau_p}\right)^2] \exp[-\left(\tau - t_p\right)^2] \]  \hspace{1cm} (6)

and \( A_A, A_B \) are the magnitudes of the electric fields of the pump beams A and B respectively. Taking \( I_a = I_b \), the interference intensity is then expressed as

\[ I = I_a \left[ 1 + \exp[-\left(\frac{\Delta t}{2 \tau_p}\right)^2] + 2 \exp[-3/2 \left(\frac{\Delta t}{2 \tau_p}\right)^2] \right] \]  \hspace{1cm} (7)

Using the power-law dependence measured for the diffraction efficiencies of \( \text{CS}_2 \), the normalized diffraction intensities versus \( \Delta t \) are found to be in good agreement with Fig. 3. Eq.(7) shows how important the fine adjustment of \( \Delta t \) is. If the laser pulse width used in DFWM is in nanosecond range the misalignment \( \Delta t \) of the two write pulses arising from the path difference is not significant. If the pulse width is in picosecond or femtosecond range, however, a little inadvertency may cause a significant discrepancy in \( \chi^\prime \) measurement.

4. CONCLUSION.
In DFWM measurement of niobate crystals the host excitation caused by two-photon absorption may form small polarons in samples, resulting in a broader, long lived, and slowly decaying signal. Using DFWM in a $K_0 1 C$ geometry the signal broadening of the coherent response can be eliminated. Regarding to $X^{(3)}$ measurement for different niobate crystals, the pump-pulse adjustment in DFWM measurement is crucial. It can be optimized using a CS$_2$ reference sample.
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1 Introduction

Program analysis techniques and tools are essential to the development process because of the support they provide in detecting errors and deficiencies at different phases of development. The types of information rendered through analysis includes the following: statistical measurements of code, type checks, dataflow analysis, consistency checks, test data, verification of code, and debugging information. Analyzers can be broken into two major categories: dynamic and static. Static analyzers examine programs with respect to syntax errors and structural properties [17], This includes gathering statistical information on program content, such as the number of lines of executable code, source lines, and cyclomatic complexity. In addition, static analyzers provide the ability to check for the consistency of programs with respect to variables. Dynamic analyzers in contrast are dependent on input and the execution of a program providing the ability to find errors that cannot be detected through the use of static analysis alone. Dynamic analysis provides information on the behavior of a program rather than on the syntax [17]. Both types of analysis detect errors in a program, but dynamic analyzers accomplish this through run-time behavior.

This paper focuses on the following broad classification of dynamic analyzers:

- Metrics
- Models
- Monitors

Metrics are those analyzers that provide measurement. The next category, models, captures those analyzers that present the state of the program to the user at specified points in time. The last category, monitors, checks specified code based on some criteria. The paper discusses each classification and the techniques that are included under them. In addition, the role of each technique in the software life cycle is discussed. Familiarization with the tools that measure, model and monitor programs provides a framework for understanding the program's dynamic behavior from different, perspectives through analysis of the input/output data.

2 Metrics

The term metrics is defined as the measure of properties of systems [14]. Metrics are used to measure the quality of a program, control productivity of software projects, and attempt, to predict the effort in developing software [2]. In addition, errors can be detected in programs through the use of statistical information. According to [14], metrics should have the following properties to be useful:

1. Automatable: the metrics must be processed automatically.
2. Feasible: the cost of gathering metrics must be feasible in cost and time in order to be useful.
3. Understandable: the metrics must have theoretical and empirical foundations and clear meaning.
4. Sensitive: the metrics should be sensitive to all the factors that affect the quality to be estimated and not those that, are unrelated.

5. Applicable: the metrics should be applicable to any programming language and to a large class of systems, and not to any particular stage of the lifecycle.

6. Useful: metrics should not measure values but should provide feedback concerning software activities.

7. Flexible: a variety of metrics is needed to provide users with a broad picture of the properties of the system.

While static metrics generate information about variable anomalies and program content, dynamic metrics produce data on program interconnections and variable behaviors [9]. One category of dynamic metrics, coverage analyzers, records information concerning logic, statements, control paths, decision conditions, dataflow and iteration. A few are discussed next. Control path coverage analyzers record the control paths covered by each test case [5]. Statement coverage analyzers check that every statement in the program is executed by the test data set at least once. Decision coverage analyzers verifies that each predicate decision assumes a true and a false outcome at least once during testing on a test suite. Clearly, coverage measures are categorized as dynamic analyzers because they require execution of the program in order to collect the metrics. Even though the general notion of coverage provides a simple methodology for developing test suites, many errors may still escape detection [17].

Reliability measures, another category of dynamic metrics, generate a probability measure that a software fault does not occur during a specified time interval [14]. These measures provide information concerning the number of failures during a specified amount of runs and the totality of failures within a specified interval.

Performance measures produce a statistic on the overall performance of a program. Measures of this type include estimating the stability and reliability of a program [9] [14]. An example of a performance measure that approximates the stability of a program is Yau and Collofello's Logical Stability Metric [9]. This calculation is used to determine the expected impact of a modification of a variable in a module. The stability metric reflects the result of changing a single variable in a module and the impact of the change on the behavior of the program. The authors' basic argument is that maintenance breaks down to changes in variables regardless of how complex the task.

3 Models

Observing the state of a program throughout different points of execution time provides valuable information to the person analyzing a program. Models provide a systematic method to accomplish this end. By supplying the users with the ability to test, hypothesis and draw conclusions about program behavior, models support the evolution of programs over time [3].

Interpreters, a category of models, execute and translate programs at the same time. This is an advantage because many interpreters show the likely place and cause of errors [13]. Interpreters are made up of four basic components [16]:

1. an engine to interpret the program,
2. memory that contains the pseudocode to be interpreted,
3. representation of the control state of the interpretation engine, and
4. a representation of the current state of the program being simulated.

As a result, the state of the machine can be observed through the execution of the program with the provided input. Because interpreters depend on execution and input, they are categorized as dynamic analyzers.

Prototypes, the second category of models, provide a mechanism to learn more about the problem and the problem solution through a partial implementation of the system [4]. Prototypes enable potential users to experiment with the system relatively early in the development process. Essentially, this allows users to provide feedback to designers on whether the behavior of the system is as expected and to determine user needs [4]. Prototyping is often viewed as a way of progressively developing an application and at the same time understanding the requirements [8]. The cost of the system is reduced because prototypes can be produced early in the development process without implementing the entire system. Prototypes are viewed as the first version of the system. Two types of prototypes are throwaway and evolutionary. Throwaway
prototypes are those that are discarded after it is used. Evolutionary prototypes are those that continually changed over time until it behaves as expected (becoming the final product)[4]. The evolutionary prototype is more cost effective because it is not destroyed after it is used [4]. A prototyping environment is provided through Computer-Aided Prototyping (CAPS) [11], being developed at the U.S. Naval Postgraduate School. CAPS is comprised of the following tools that aid the development of a prototype: a graph data model, change merging facility, automatic generators for schedule and control code and automated retrievals for reusable components.

Debuggers aid in locating, analyzing, and correcting errors by providing the user with the ability to examine a program by executing code one line at a time. These tools allow the users to inspect the execution of a program in detail, to control the time that each instruction takes to execute, and to control the progress of the computation [3]. The history of execution can be generated along with the state of variables and the machine. This trace facilitates the collection and manipulation of information [3].

A few examples of debuggers are YODA[12], TSL [12], and EBBA Event Based Behavioral Abstraction) [1]. The YODA system stores Ada event histories as Prolog facts. Predicates in Prolog define the common temporal relationships. This system has the capability to specify when variables can be updated, what, values variables can take on when updated and the communication between variables. The TSL system automatically checks specifications against the events produced by an Ada tasking program. In addition, it uses Ada semantics to ensure that pairs of events appear in the correct order in the event history. These debuggers provide a method to detect errors in concurrent Ada programs [1 2].

The debugging tool EBBA is also based on event histories. A distinguishing feature of this approach is its ability to model system behavior through clustering and filtering. Clustering expresses behavior as composite events whereas filtering removes from consideration those events that are not needed for the behaviors being investigated [1].

4 Monitors

Programs often need to meet certain criteria in order to provide the desired functionality. Monitors provide the ability to examine code against criteria imposed by the user or the designer to check for satisfiability. The aim is to monitor the reliability and quality of software systems.

The first category of monitors, assertion checkers, are those tools that support automatic runtime detection of software faults during debugging, testing and maintenance [15]. Through the use of assertion checkers, developers are provided with the capability to incorporate assertions in programs in order to ensure that they are not violated throughout execution. Assertions are defined as formal specifications that describe the properties of programs using mathematical notation. In other words, assertions specify what a system is supposed to do instead of how to implement it. Assertion checkers verify that assertions are maintained throughout, runtime. A few tools that fall under the category of assertion checkers follow.

The annotation language ANNA (ANNotated Ada) is used to embed assertions into Ada programs and performs consistency tests to determine if the computation satisfies the specified properties. ANNA has the ability to ensure that assertions are maintained throughout the execution of a program. Features of ANNA include the following [10]:

- generates consistency checks from annotations on types, variables, subprograms, and exceptions,
- uses incremental theorem proving to check algebraic specifications at runtime and
- constructs large software systems based on algebraic specification of system models.

Based on ANNA, the Annotation Preprocessor (APP) for C programs is a replacement for the standard preprocessing pass of the C compiler. In addition, APP provides a mechanism to define how assertion violations will be handled during execution and the level of checking that is to be done [15]. An assertion in APP specifies a constraint that is related to some state of computation. Constraints are specified using C's expression language. APP converts each assertion into a runtime check in order to test for violations of constraints. In this way, APP provides a convenient method to specify and maintain assertions.

FORMAN (FORmal Annotation), an assertion language, has the capability to express assertions on events and sequences of operations and events [6]. Included in FORMAN is the ability to describe universal assertions on the program. Assertions can be collected into libraries to increase the level of automation to encounter errors. FORMAN includes a flexible language for trace specification based on event patterns...
and regular expression [1]. In addition, FORMAN has the capability to express both general operational assertions and declarative assertions.

Another language, Behavioral Expressions (BE), provides the capability to write assertions about sequences of process interactions. It also has the functionality to describe allowed sequences of events as well as some predicates [1]. Events are used to describe process communication, termination, connection, and detachment of process to channels. BE performs evaluations of assertions at runtime.

Context monitoring [7] is an approach that provides the developer with tools to manage and communicate across personnel, application domain knowledge about the properties on and relationships between objects being modeled by a software system. Knowledge about the data, the intended context in which programs will run and other knowledge about the program is captured through integrity constraints. The constraints are elicited from domain experts, customers, analysts, designers and programmers using established methods. The constraint satisfiability mechanism dynamically monitors a program to ensure that the constraints are being enforced by the program. If a violation occurs, the user is notified and, because links exist between the constraints and the documents that support the constraint, the user can identify the source of the constraint. This approach is distinguished from the others because the constraints are not embedded in the program code, but are maintained in a repository.

5 Summary

<table>
<thead>
<tr>
<th>Classification</th>
<th>Techniques</th>
<th>Principal Life Cycle Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Coverage measures</td>
<td>Testing</td>
</tr>
<tr>
<td></td>
<td>Reliability measures</td>
<td>Implementation</td>
</tr>
<tr>
<td></td>
<td>Performance measures</td>
<td>Maintenance</td>
</tr>
<tr>
<td>Models</td>
<td>Interpreters</td>
<td>Implementation</td>
</tr>
<tr>
<td></td>
<td>Prototypes</td>
<td>Testing</td>
</tr>
<tr>
<td></td>
<td>Debuggers</td>
<td>Requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Design</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Implementation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maintenance</td>
</tr>
<tr>
<td>Monitors</td>
<td>Assertion checkers</td>
<td>Requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Implementation/Maintenance</td>
</tr>
<tr>
<td></td>
<td>Context monitoring</td>
<td>Testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Design</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Implementation/Maintenance</td>
</tr>
</tbody>
</table>

Figure 1: A Classification of Dynamic Analyzers.

Examining runtime behavior is an important step in error detection and analysis. Data gathered from runtime behavior can provide insight into errors which may not be detected through static analysis. Metrics, models and monitors all produce different types of dynamic information about programs and, depending on the technique, support different aspects of the software life cycle (see Fig. 1). Metrics generate statistical information about variables and program interconnections. Models monitor the state of the machine at specified times during program execution. Monitors oversee that criteria specified by designers or users are not violated. Even though dynamic analyzers alone do not supply enough data about programs to localize all errors, they do furnish information that static analyzers do not.
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Abstract
In this paper a fixed state feedback control law which minimizes upper bounds on linear-quadratic performance measures for \( m \) distinct plants is studied. Previous work \cite{luke} by the authors demonstrated a convex semidefinite programming solution thereby guaranteeing global optimality. The present work extends that result by proposing an algorithm which reduces the conservatism of the minimum guaranteed-cost upper bounds for each of the \( m \) performance measures.
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1 Introduction
The problem considered here is the design of a fixed state feedback control law \( u(t) = -Kx(t) \) which minimizes an upper bound on the performance measures

\[
E \left\{ \int_0^\infty \left[ x_j^T(t) Q_j x_j(t) + u_j^T(t) R_j u_j(t) \right] dt \right\}
\]

for \( Q_j > 0 \) and \( R_j > 0 \), each associated with one of the plants described by state space equations

\[
\dot{x}_j(t) = A_j x_j(t) + B_j u_j(t)
\]

for all \( j \in I_m \triangleq \{1, \ldots, m\} \). In (1) the expectation operator \( E\{\cdot\} \) is taken over random initial conditions satisfying \( E\{x(0)\} = 0 \) and \( E\{x(0)x^T(0)\} = I \). We refer to this as a simultaneous performance design problem.

The paper begins with the convex reformulation of the Chang and Peng \cite{chang} guaranteed-cost control method discussed in Luke, et al. \cite{luke}. The problem can be solved, albeit conservatively, using widely available semidefinite programming software (El Ghaoui, et al. \cite{ghaoui}; Nesterov and Nemirovskii \cite{nesterov}; and Vandenberghe and Boyd \cite{vandenberghe}). Further, the property of convexity guarantees that any solution found will be globally optimal. However the guaranteed-cost upper bounds on performance measures (1) were kept invariant over all systems \( j \in I_m \) in order to achieve that convexity. These invariant bounds necessarily introduce conservatism to the solution and the goal of the present work is to reduce conservatism while retaining problem convexity.

The problem appears to be approachable in at least two ways. The first involves a search for a parameterization of the simultaneously stabilizing gain matrix \( K \) such that nonconvexity does not arise. This effort would be similar to that suggested by Kar \cite{kar} in a somewhat different context. But it may limit the reduction in conservatism because the search would be constrained to the set of all variable gain matrices \( K \) satisfying the pattern imposed by the parameterization. The second method involves a decomposition of the larger nonconvex problem into a set of two convex, but coupled, systems. We deal with the latter option and follow a direction suggested by the work of Grigoriadis and Skelton \cite{grigoriadis}. This course of action also
tends to limit the reduction in conservatism and this limiting action is analyzed herein. Finally an example
frequently appearing in the literature is used to demonstrate a significant reduction in the guaranteed-cost
upper bounds, compared to what was previously achieved.

2 Convex Guaranteed-Cost Control

Using the methods of guaranteed-cost control developed by Chang and Peng [3], it is possible to show
(Dorato, et al. [4]) that an upper bound on the performance measures (1) involving the transient state
response \( x_j(t) \) and the control effort \( u_j(t) \) are optimized for each of the systems by assigning to each an
integral quadratic performance function (1). The expectation operator taken over all initial conditions \( z(0) \)
results in

\[
E \left\{ \int_0^\infty [x_j^T(t)Q_j x_j(t) + u_j^T(t)R_j u_j(t)] \, dt \right\} \leq \text{tr} \{ P \}, \forall j \in I_m
\]

(3)

where the single matrix \( P = P^T > 0 \) satisfies each of the \( m \) matrix Lyapunov inequalities

\[
(A_j - B_j K)^T P + P (A_j - B_j K) + Q_j + K^T R_j K < 0
\]

(4)

for all \( j \in I_m \). The existence of such a \( P = P^T > 0 \) is also sufficient to guarantee that the state feedback
control law \( u_j(t) = -Kx_j(t) \) simultaneously stabilizes the \( m \) distinct plants (2). See Boyd, et al. [2, pp. 100-101]. It turns out that this guaranteed-cost control problem can be reduced to a convex programming
problem, the advantage being that any converged solution is guaranteed to be globally optimal. Consider
the change of variables used by Bernussou, et al. [1]: for some real matrix \( Y = Y^T > 0 \), let \( P = Y^{-1} \) and
\( K = XY^{-1} \). An equivalent convex programming problem can be formulated as the following Optimization
Problem 2.1 (see [8]),

**Optimization Problem 2.1 (Conservative Gain)**

\[
\min_{X,Y,Z} \text{tr} \{ Z \}
\]

(5)

for real matrix variables \( Y = Y^T > 0 \) and \( Z = Z^T > 0 \), subject to \( m + 1 \) separate linear matrix inequality
constraints

\[
\begin{bmatrix}
-Y A_j^T - A_j Y + B_j X + X^T B_j^T & Y \\
Y & Q_j^{-1}
\end{bmatrix} > 0,
\begin{bmatrix}
X^T & 0 \\
0 & R_j^{-1}
\end{bmatrix} > 0,
\begin{bmatrix}
Z & I & Y
\end{bmatrix} > 0
\]

(6)

for all \( j \in I_m \). The optimal gain is calculated as \( K^* = X^* (Y^*)^{-1} \).

An example found in Paskota, et al. [10]; Luke, et al. [8], and others is used to demonstrate Optimization
Problem 2.1 and to produce a point for comparison with results of reduced conservatism to follow in Section
3. A static state feedback gain \( K \) is sought which simultaneously stabilizes four different operating points
of an airplane trajectory in the vertical plane. The operating points are specified with a set of \( m = 4 \) state
differential equations (2) assuming a scalar input \( u \). The state coefficient matrices are

\[
A_1 = \begin{bmatrix}
-0.9896 & 17.41 & 96.15 \\
0.2648 & -0.8512 & -11.89 \\
0 & 0 & -30
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
-0.6607 & 18.11 & 84.34 \\
0.08201 & -0.6587 & -10.81 \\
0 & 0 & -30
\end{bmatrix}
\]

(7)

\[
A_3 = \begin{bmatrix}
-1.702 & 50.72 & 263.5 \\
0.2201 & -1.418 & -31.99 \\
0 & 0 & -30
\end{bmatrix}, \quad A_4 = \begin{bmatrix}
-0.5162 & 26.96 & 178.9 \\
-0.6896 & -1.225 & -30.38 \\
0 & 0 & -30
\end{bmatrix}
\]

(8)

and the control coefficient vectors \( b_j \) are

\[
b_1 = \begin{bmatrix}
-97.78 \\
0 \\
30
\end{bmatrix}, \quad b_2 = \begin{bmatrix}
-272.2 \\
0 \\
30
\end{bmatrix}, \quad b_3 = \begin{bmatrix}
-85.09 \\
0 \\
30
\end{bmatrix}, \quad b_4 = \begin{bmatrix}
-175.6 \\
0 \\
30
\end{bmatrix}
\]
The state coefficient matrices $Q_j$ and control coefficient matrices $R_j$ used in objective functions (1) are each set to an identity matrix of appropriate dimensions. Using numerical interior point programming methods discussed by Nesterov and Nemirovskii [9], LMITOOL by El Ghaoui, et al. [5], and the semidefinite programming software package SP by Vandenberghe and Boyd [11], the results turn out to be

$$X^* = \begin{bmatrix} -0.2593 \\ 0.0061 \\ 0.0560 \end{bmatrix}^T, \quad Y^* = \begin{bmatrix} 3.3514 & -0.3781 & -0.1083 \\ -0.3781 & 0.0659 & 0.0208 \\ -0.1083 & 0.0208 & 0.0387 \end{bmatrix}, \quad Z^* = \begin{bmatrix} 1.2380 & 7.7939 & 1.2021 \\ 7.7939 & 70.9534 & -4.1972 \\ 1.2021 & -4.1972 & 33.3622 \end{bmatrix},$$

indicating an optimal performance matrix bound of

$$\text{tr}\{P^*\} = \text{tr}\{(Y^{-1})^*\} = 105.3.$$ (9)

The optimal gain vector $K^* = X^* (Y^{-1})$ is

$$K^* = \begin{bmatrix} -0.2063 & -1.8247 & 1.5305 \end{bmatrix}.$$ (10)

### 3 Distinct Performance Bounds

Now the use of distinct scalar functions $\text{tr}\{P_j\}$ is addressed to bound each of the integral quadratic performance indices (3). Consider the simultaneously stabilizing gain matrix $K$ satisfying $K = X_1 Y_1^{-1} = \ldots = X_m Y_m^{-1}$ and rewrite Optimization Problem 2.1 as the following Optimization Problem 3.1.

**Optimization Problem 3.1 (Nonlinear Problem)**

$$\min_{K,\{(X_j,Y_j,Z_j):Y_j = Y_j^T > 0,\ Z_j = Z_j^T > 0\}} \sum_{j=1}^m \text{tr}\{Z_j\}$$ (11)

for real matrix variables $K$ and $\{(Y_j,Z_j):Y_j = Y_j^T > 0,\ Z_j = Z_j^T > 0\} \in \mathbb{L}$, subject to $2m$ separate nonlinear matrix inequality constraints

$$\begin{bmatrix} -Y_j A_j^T - A_j Y_j + B_j K Y_j + Y_j K T B_j^T & Y_j & Y_j K^T \\ Y_j & Q_j^{-1} & 0 \\ K Y_j & 0 & R_j^{-1} \end{bmatrix} > 0, \quad \begin{bmatrix} Z_j & I \\ I & Y_j \end{bmatrix} > 0$$ (12)

for all $j \in I_m$.

Using distinct matrix bounds on the performance functions has the advantage of reducing conservatism in the solution but has the disadvantage of the loss of matrix constraint convexity. Such convexity is required for the application of the interior point algorithms. However, the reduction in conservatism can be recovered to some extent with a decomposition of the nonconvex Optimization Problem 3.1 into a coupled set of convex problems. We consider the following Algorithm 3.2 to be a numerical analog of the alternating projections method of Grigoriadis and Skelton [6].

**Algorithm 3.2**

**Step 1** Guess initial values of the $3m + 1$ matrix optimization variables $K$ and $\{(X_j,Y_j,Z_j):Y_j = Y_j^T > 0,\ Z_j = Z_j^T > 0\}$ and a scalar variable $t$. Calculate fold $= \text{tr}\{Z_1\} + \ldots + \text{tr}\{Z_m\} + t$ for use in a convergence tolerance test in Step 4.

**Step 2** Minimize the magnitude (that is, the maximum singular value) of the simultaneously stabilizing gain matrix $K$ for fixed values of matrices $\{(X_j,Y_j,Z_j)\}_{j \in I_m}$. Vandenberghe and Boyd [12] show that this minimization can be posed in terms of linear matrix inequalities as

$$\min_{K,t} t$$

subject to the linear matrix equality constraints

$$X_j = K Y_j, \ \forall j \in I_m$$ (13)
for given matrix pairs \(\{(X_j, Y_j)\}_{j \in I_m}\); and subject to the linear matrix inequality constraint

\[
\begin{bmatrix}
tI & K \\
K^T & tI
\end{bmatrix} > 0.
\]

The converged values of variables \(K\) and \(t\) are then saved for use as fixed quantities in Step 3.

**Step 3** Minimize the guaranteed-cost bounds for each of the \(m\) systems by

\[
\min_{(Y_j, Z_j)} \sum_{j=1}^{m} \text{tr}\{Z_j\}
\]

subject to the \(2m\) linear matrix inequality constraints

\[
\begin{bmatrix}
-Y_j A_j^T - A_j Y_j + B_j K Y_j + Y_j K^T B_j^T & Y_j \\
Y_j & Q_j^{-1}
\end{bmatrix} > 0, \quad \begin{bmatrix}
Z_j & I \\
I & Y_j
\end{bmatrix} > 0
\]

for given \(K\) from Step 2 for all \(j \in I_m\). Save the converged values of optimization variables \(\{Y_j\}_{j \in I_m}\) for use as fixed quantities in a return to Step 2. Calculate matrices \(X_j = K Y_j\) for all \(j \in I_m\), also for use as fixed quantities in Step 2.

**Step 4** Check for convergence: let \(f_{\text{new}} = \text{tr}\{Z_1\} + \ldots + \text{tr}\{Z_m\} + t\). If \(f_{\text{new}} - f_{\text{old}}\) < \(\varepsilon\) (some user-defined tolerance), then stop. Otherwise let \(f_{\text{old}} := f_{\text{new}}\) and go to Step 2.

An immediate and obvious wrinkle is that constraints (13) specify an overdetermined system. For example, in the flight trajectory problem described in Section 2, constraints (13) involve four matrix equations (twelve scalar equations) in three scalar unknowns (three components of the gain \(K\) array). However it is well known that linear matrix inequalities (13) admit at least one solution \(K\) if \(\text{rank}(Y^T) = \text{rank}(\begin{bmatrix}Y^T & X^T\end{bmatrix})\) where \(X := [X_1, \ldots, X_m]\) and \(Y := [Y_1, \ldots, Y_n]\). Analysis of the example problem using MATLAB indicates that the ranks are in fact equal. Further, we find that solution \(K\) is unique because \(Y^T\) has full rank.

It is already known that there is at least one solution, namely the “conservative” \(K^* = X^* (Y^*)^{-1}\) from optimization Problem 2.1, assuming \(X := X_1 = \ldots = X_m\); \(Y := Y_1 = \ldots = Y_m\); and \(Z := Z_1 = \ldots = Z_m\). Step 2 can thus be replaced entirely, obviating the need for iteration. Also since \(K\) is constant in Step 3, the sufficient condition matrix Lyapunov inequality (4) becomes, after replacing matrix variable \(P\) with distinct matrix variables \(\{P_j\}_{j \in I_m}\),

\[
(A_j - B_j K)^T P_j + P_j (A_j - B_j K) + Q_j + K^T R_j K < 0.
\]

This is already a linear matrix inequality and Algorithm 3.2 is therefore simplified to the following Algorithm 3.3.

**Algorithm 3.3**

**Step 1** Solve the “conservative” (optimization Problem 2.1) and calculate the resulting gain matrix \(K\) as

\[
K = XY^{-1}.
\]

Save the converged value of \(K\) and use it as a fixed quantity in Step 2. Use the resulting conservatively optimized values of \(X\), \(Y\), and \(Z\) as initial guesses of the matrix variables \(\{(X_j, Y_j, Z_j)\}_{j \in I_m}\), respectively, in Step 2.

---

1 A solution \(z\) to an overdetermined system \(Ax = b\) exists if \(\text{rank}(A) = \text{rank}(|A\mid Y)\). This is due to the fact that the equality of ranks implies that \(b\) is in the column space of \(A\). The solution is unique if \(A\) is of full rank because that implies that the null space of \(A\) is of dimension zero. If \(A\) were not of full rank then there would exist a nonzero vector \(z \neq x\) contained by the null space of \(A\). Vector \(z\) would be a solution of \(Az = b\) because \(b = A(x + z) = Ax + Az\). Since \(z\) is in the null space of \(A\), \(Az = 0\), leaving \(Ax = b\).
**Step 2** Minimize the guaranteed-cost bounds for each of the \( m \) systems by

\[
\min \left\{ \sum_{j=1}^{m} \text{tr}\{P_j\} \right\}
\]

subject to the \( m \) linear matrix inequality constraints

\[-A_j^T P_j - P_j A_j + K_j^T B_j^T P_j + P_j B_j K - Q_j - K_j^T R_j K > 0\]

for all \( j \in I_m \).

The example used above for the “conservative” Optimization Problem 2.1 is revisited for use with the noniterative Algorithm 3.3 of reduced conservatism so that results can be compared. The optimized matrix variables turn out to be

\[
P_1^* = \begin{bmatrix}
0.0726 & -0.3125 & 0.1774 \\
-0.3125 & 1.8192 & -0.9305 \\
0.1774 & -0.9305 & 0.5175
\end{bmatrix}, \quad P_2^* = \begin{bmatrix}
0.0479 & -0.5360 & 0.3625 \\
-0.5360 & 7.2761 & -4.6376 \\
0.3625 & -4.6376 & 3.0744
\end{bmatrix},
\]

\[
P_3^* = \begin{bmatrix}
0.2593 & 1.6214 & 0.6648 \\
1.6214 & 12.9840 & 3.3934 \\
0.6648 & 3.3934 & 2.0399
\end{bmatrix}, \quad P_4^* = \begin{bmatrix}
0.1472 & 0.1014 & 0.8008 \\
0.1014 & 0.5332 & 0.5158 \\
0.8008 & 0.5158 & 4.5380
\end{bmatrix},
\]

The maximal guaranteed-cost bound over all \( m = 4 \) systems is calculated as

\[
\max_{j\in I_4} \text{tr}\{P_j^*\} = 15.3
\]

a reduction of an order of magnitude (at least for this example) over the conservative bound (9). Note that the ability to simultaneously control all \( m \) systems with the single gain matrix \( K \) is retained.

### 4 Summary

This paper demonstrates a decomposition of the convex linear-quadratic simultaneous performance design method that can produce a significant reduction in solution conservatism. Previous work by the authors is reviewed, numerical analysis and simplification of the decomposition is provided, and examples are given for the purpose of comparison.
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ABSTRACT

A state-of-the-art, slow motion dual axis servo control system used on the Hubble Space Telescope’s Star Selector Subsystem is presented. It utilizes optical encoders with integral DC torque motors to provide precise, digital rate control over a range of 0.5 arcsecond/second (0.0333 revolution/day) to 16,384 arcseconds/second (0.759 revolution/minute) and 21-bit absolute-position words to an accuracy of 2.0 arcseconds peak-to-peak. In the fine-tracking mode the system provides position tracking to the order of 0.1 microradian.

INTRODUCTION

In order to accomplish extremely precise pointing and stabilizing, the Hubble Space Telescope [1,2] uses a combination of rate gyros, reaction wheels, star trackers and interferometric fine guidance sensors. The gyros provide a reference frame so that the Space Telescope “knows” its initial orientation and the position to which it must be moved. On command from the ground, the reaction wheels (23 inches or 59 cm in diameter) are accelerated or decelerated to slew the Space Telescope to a new object. Star trackers then use known pre-selected bright stars to ascertain the pointing direction to within about half an arc-minute (one-sixtieth of the apparent diameter of the full moon). Two of the three interferometric fine guidance sensors begin to function when a guide star has been brought within an area covering about 60 square arc-minutes (about one-tenth of the moon’s apparent area). The fine guidance sensors, acting through the rate gyros and the reaction wheels, point the Space Telescope at the target to within 0.02 arc-second. This is like pointing at the face of a U.S. quarter dollar as seen from 150 miles (or 240 Kilometers) away. In addition to pointing accuracy, pointing stability is an equally vital critical factor. Over a 24 hour period, the pointing direction must not waver by as much as that quarter’s width. This stability is necessary for the Space Telescope to collect and integrate light from very distant target objects for up to 10 hours. (For 14 out of the 24 hours, the Sun, Moon, Earth or Van Allen radiation belts can interfere with data-taking and interrupt the continuous integration of target light).

The Star Selector Servo Subsystem is a part of the Fine Guidance System (FGS) of the Space Telescope. It is used in conjunction with the fine guidance computer to locate and position lock onto particular stars. In order to find the star of interest, the Star Selector Servo Subsystem is either scanned or commanded to particular position by the FGS through use of the velocity inputs using the position feedback from encoders to ascertain pointing direction. Once the star is within the capture range of the fine guidance sensor, the output of the FGS is used for feedback control. The near continuous position control of the Star Selector Servo Subsystem allows a fine lock to the FGS to within 0.1 microradians, thus providing the highly stable reference required for pointing the telescope.

Conventional servo systems utilizes a DC or digital tachometer as the feedback device for comparison with a reference signal with the resultant error signal being used to drive the motor. A major limitation of this approach is that the feedback signal gets so slow or so erratic as to become unusable at extremely slow or stopped conditions. To overcome this limitation the Star Selector Servo Subsystem uses the ULTRA-LOC® technique [3,4] which is a carrier-based servo system utilizing a signal that is the result of an encoder interpolation technique known as the
Optical Resolver®. With this interpolation technique, a logic-level square signal, referred to as a Phase Variable (PV) is generated such that its phase relationship to the input carrier signal (ωc) is a linear function of the shaft position (θ). The PV signal forms the basis for both high-resolution encoding and the ability to provide ultra-smooth rotational control at incredibly slow sidereal speeds. The following sections provide a mathematical analysis of the ULTRA-LOC® technique and a functional description of the Star Selector Servo Subsystem.

**Mathematical Representation of System Operation**

As mentioned previously, the ULTRA-LOC® technique uses a carrier-based optical resolver to create a continuous feedback signal even if rotation is stopped. The signal is similar to the signal received from magnetic resolvers except that carrier frequencies and resolutions are several times higher [5].

The master oscillator in Figure 1 drives the carrier frequency generator which creates the signals Sin ωat and Cos ωat which are used to modulate the optical resolver. The resolver disk contains N cycles of each sine and cosine waveforms which, when the shaft is rotated, create the signals:

\[
\sin (N \frac{d\theta}{dt}) = \sin (N \omega_c t) \quad \text{and} \quad \cos (N \frac{d\theta}{dt}) = \cos (N \omega_c t)
\]  

where \( \omega_c \) is the angular speed of shaft rotation. If \( \sin (N \omega_c t) \) is used to modulate \( \cos (\omega_c t) \) and \( \cos (N \omega_c t) \) is used to modulate \( \sin (\omega_c t) \) and the two modulated signals are added together, the resulting signal may be described by the following expression:

\[
\sin (N \omega_c t) \cos (\omega_c t) + \cos (N \omega_c t) \sin (\omega_c t) = \sin (\omega_c + N \omega_c) t = \sin (f_c + N f_0)
\]

where \( f_c \) = carrier frequency and \( f_0 \) = rotational frequency. The master oscillator is also used to drive a digitally controlled frequency synthesizer whose output is defined by:

\[
f_0 = f_c \left[ 1 + \left( \frac{M}{2^{18}} \right) \right]
\]

where \( M \) is an integer obtained from the computer data bus with a range of: \(-\left(2^{18}\right) \leq M \leq \left(2^{18} - 1\right)\) and includes 0.

The outputs of the resolver and the synthesizer are fed to a phase comparator that generates an analog error signal for frequency and phase differences between the two signals. This error signal after amplification and compensation is used to drive the motor until a null is reached. If the two signals are of equal frequency then:

\[
f_0 = f_c \left[ 1 + \left( \frac{M}{2^{18}} \right) \right] = f_c + N f_0 \quad \text{or} \quad f_0 = \left( \frac{M f_c}{2^{18}} \right) = f_c + N f_0
\]

where: \( f_0 = \) rotational frequency (Rev/sec), \( f_c = \) carrier frequency (Hz), \( N = \) number cycles sine/cosine contained on disk (cycle/Rev) and \( M = \) speed multiplier variable from computer.

For an example of a speed control system, let \( f_c = 32.768\text{KHz} \) (2^{15} Hz) and \( N = 2048 \) cycles/rev. (2^{11} ≡ rev), then \( f_0 = \left( \frac{2^{15} M}{2^{29}} \right) = M/2^{14} \) Rev/sec, since \(-\left(2^{15} \right) \leq M \leq \left(2^{15} - 1\right), then the speed range is for \( M = \left(2^{15}\right), f_0 = -2^{29}/2^{29} = -2 \) Rev/sec (maximum reverse speed), for \( M = \left(2^{15} - 1\right), f_0 = 2^2 - 1 / 2^{29} = 32.767 / 16.384 = 1.999387 \) Rev/sec (maximum forward speed), then slowest non-zero speed is \( M = 1, f_0 = 1 / 2^{29} = 2^{14} 0.000061035 \) Rev/sec or 0.0036621 RPM.
This represents the step size by which the speed maybe incremented. Various combinations of \( f_x \) and \( N \) maybe used to determine the required speed range or step size. \( N \) maybe any number, but powers of two are commonly used in order to extend the resolution of the absolute binary position word as well as provide speed control [6].

**System Description**

The Star Selector Servo Subsystem is a modular, dual-axis servo system consisting of two encoder-motor assemblies, two remote electronic units and one dual servo unit (see Figure 2). The dual servo unit is 15.06 cm x 22.86 cm x 15.39 cm H, the remote unit is 21.59 cm x 17.78 cm x 12.85 cm H the encoder-motor is 27.94 cm diameter x 15.06 cm H (excluding mounting feed and cable protrusions). All units are designed for conduction cooling as required for space-borne equipment. The mechanical parts of the encoder-motor assemblies are fabricated from beryllium; each assembly has a mass of approximately 9.55 Kg. The electronic boxes are made of 6061 -T6 aluminum for mass of 3.18 Kg for the remote unit and 5.9 Kg for the servo unit.

![Figure 2. Star Selector Servo Subsystem](image)

The system accepts two 16-bit velocity words along with motor on/off and controls. The output is two 21-bit binary position words. As shown in the block diagram (Figure 3), the servo unit provides the reference signal, the basic motor control function and a one’s complementor circuit for reversing the encoder output word. The dual servo unit also provides electrical interface for the subsystem. The remote units provide encoder translation electronics and the servo loop control. Each encoder-motor assembly provides position readout and motor function, motor commutation, signal preamplification and motor servo power amplifier functions.

**Encoder-Motor Assembly**

The encoder-motor assembly is a key element of this subsystem. The encoder provides 15 bits of Gray code for “coarse” information a set of sine/cosine outputs encoded at 16,384 cycles/revolution for “fine” information and a set of sine/cosine tracks encoded at 12 cycles/revolution for motor commutation. The gray code data is obtained from a single read station utilizing an edge-emitting LED pulsed at 3.0 Amperes for approximately 15 microseconds. The light passing through the Gray code tracks and their complements is detected by a 30-cell monolithic photocell array. Preamplifier and comparator circuits contained in the encoder transform the photocell signals into logic level pulses.
The fine tracks are used to extend the encoder word to 21-bit resolution using the Optical Resolver interpolation technique. This method of interpolation allows the sine and cosine tracks to modulate an input carrier to obtain signals similar to those obtained from a magnetic resolver. To accomplish this, the four fine LEDs are driven with a 6,628 KHz sine wave carrier signal. Two voltage-to-current amplifiers driven from a three-pole active filter provide this function. Four optic stations are used to cancel errors that might be introduced by bearing runout, variation in disk flatness or variations in code pattern. One count on a 21-bit encoder represents 0.618 arcseconds or 2.94 microradians on a 25.4 cm dia. code disk.

The signals from the four fine read stations are preamplifier and summed within the encoder to provide the following calibrated signals:

$$A = \cos (\omega_0 t) \sin (N\theta) \quad \text{and} \quad B = \sin (\omega_0 t) \cos (N\theta)$$

These two signals are further processed in the remote unit to accomplish the extended resolution and provide the servo feedback function. The two sinusoidal motor commutation signals are amplified through calibrated preamplifiers in order to provide a low ripple torque signal to a two-phase, 24-pole brushless DC torque motor. The encoder-motor assemblies also contain two drive amplifiers for driving the motor.

Dual Servo and Remote Units

Each remote unit provides the subsystem with encoder translation and servo loop control, while the dual servo unit
provides electrical interface and the input control functions for the servo. The functionality of the dual servo and remote units are intertwined and therefore discussed concurrently in the following sections.

**Analog Resolver Section**

The two modulated carrier signals from the encoder are passed through a phase shifter and filter section to obtain the signals Sin (ωt) Sin (Nθ). These two signals are combined according to the trigonometric identity Sin X Cos Y - Cos X Sin Y = Sin (X-Y) to yield the function:

\[ C = \text{Sin} (\omega t - N\theta) \]  

This signal is transformed into a logic level square wave signal by means of a zero crossing comparator. This square wave signal is referred to as the Phase Variable (PV) because the phase position of its leading edge, relative to the leading edge of the input carrier square wave, represents the fine position of the shaft. The carrier signal is derived from the MSB of a divide by 256 counter driven from the master oscillator. The phase of the PV signal relative to the counter MSB is proportional to the shaft angle. This phase angle is measured by latching the 8-bit count at the time the PV signal transitions from low to high. A digital offset is then added to the digitized position to align it to the coarse or Gray code data.

Coarse data is stored in a 15-bit register in Gray code form. The data word is then transformed into natural binary and passed to a binary adder for merging with the fine data. After the data is translated and merged, the resultant 21-bit encoder word is stored in the output storage register. This occurs approximately 10 microseconds after the leading edge of PV allowing time for the data to propagate through the merging logic. A marker pulse is provided at each data update so that data transfer during output transitions may be avoided. The 21-bit encoder data word is buffered by line drivers and passed over a 10.7 meter paired cable to the dual servo unit. A one's complement circuit in the servo unit provides direction control of the encoder count.

**Servo Loop Control**

As previously mentioned, the PV signal serves as the feedback for servo loop control (see Figure 4). This signal is phase locked to a synthesized square wave generated in the dual servo unit which has the output frequency:

\[ f_R = f_c (1 + M/2^{23}) \]  

where \( f_R \) reference frequency, \( f_c \) carrier frequency and \( M \) 16-bit signal velocity number. Both the reference signal and the carrier are obtained from the master oscillator contained in the dual servo unit to make the basic carrier reference exactly the same in both units.

Since the phase of the PV signal in relation to the fixed carrier is equal to \( -N\theta \), the frequency of PV will be shifted as the shaft is turned. It will shift up if the shaft is turned in the counter-clockwise direction and down for clockwise rotation. If the encoder PV output frequency is considered with the shaft turning, it would be shown as:

\[ f_{pv} = f_c + Nf_s \]  

where \( f_c \) = shaft frequency and \( N \) = number of Sine/Cosine cycle on the disk (16,384). If this signal is put into frequency and phase lock with the signal from the reference generator such that \( f_{pv} = f_R \), then:

\[ f_c + Nf_s = f_c (1 + M/2^{20}) \quad \text{where:} \quad Nf_s = f_c M/2^{20} \quad \text{and} \quad f_s = (M/2^{20}) f_c \]  

The rotation of the shaft is now locked to the velocity word input of the reference generator, even if the velocity word is zero. Furthermore, the shaft velocity is directly proportional to the carrier frequency. Since a crystal-controlled oscillator is used to generate the carrier frequency and to drive the synthesizer, the average rotational speed of the shaft is to the same precision as that of the oscillator.

It should be noted that the frequency synthesizer uses a 13-bit binary word to generate a triangular analog waveform. This waveform is smoothed to a near Sine wave and then zero-detected to produce the square wave.
The carrier frequency selected for the Star Selector Servo Subsystem is 6,62804 KHz. This selection was made to obtain the desired units of velocity (0.5 arcsecond/sec steps) and to maintain a low delta f PV (± 207 Hz) at the maximum velocity. This carrier frequency maybe verified by application of equation mentioned above.

The servo loop incorporates a three-state phase detector followed by a low pass smoothing filter and PID compensated amplifier section. The compensated error signal is then passed through analog multipliers to combine it with the two commutation phases. The two-phase output is then passed to the two motor amplifiers contained in the encoder-motor assembly. This is a type 111 servo loop having a -3dB point at approximately 150 Hz and a positional gain of 1.625 oz-in/arc-sec.

The non-linear bearing friction characteristics observed over small angles [8,9] were approximated in the frequency domain model by a linear spring constant (Ks) and a viscous friction damping constant (Kv). The rotor load transfer function used was:

\[
\frac{1}{JS^2 + KV S + KS}
\]

Both the viscous friction constant (Kv) and the spring constant (Ks) were determined by test. Verification of spring constant occurred during open loop frequency tests which show a natural frequency at:

\[
\frac{1}{2\pi} \sqrt{\frac{Ks}{J}}
\]
The viscous friction constant was determined by measuring the torque differential between the maximum and minimum velocity.

System Performance

Five flight-ready systems (including the qualification model) were delivered, with performance equal to or exceeding specifications. The Hubble Space Telescope was launched in April 1990, with its Star Selector Servo Subsystem on-orbit performance exceeding specifications to date. The accuracy of the encoders was characterized for both wide and narrow angle errors and is listed in Table I. The tests were conducted using a Moore Model 1440 Divided Engine and a Hewlett-Packard Model 5500 Laser Interferometer. The results are accurate to 0.2 arcsecond and 0.1 arcsecond for the wide angle and narrow angle measurements respectively.

Table I. Encoder Accuracy

<table>
<thead>
<tr>
<th>Encoder-Motor Serial No.</th>
<th>Narrow Angle Peak-to-Peak (arc-see)</th>
<th>Wide Angle Peak-to-Peak (arc-see)</th>
<th>Total Peak-to-Peak (arc-see)</th>
<th>Total RSS (arc-see)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M/E 3005</td>
<td>0.57</td>
<td>1.1</td>
<td>1.67</td>
<td>0.35</td>
</tr>
<tr>
<td>M/E 3006</td>
<td>1.11</td>
<td>0.9</td>
<td>2.01</td>
<td>0.45</td>
</tr>
<tr>
<td>M/E 3007</td>
<td>0.80</td>
<td>1.15</td>
<td>1.95</td>
<td>0.43</td>
</tr>
<tr>
<td>M/E 3008</td>
<td>0.78</td>
<td>1.0</td>
<td>1.78</td>
<td>0.36</td>
</tr>
<tr>
<td>M/E 3009</td>
<td>0.71</td>
<td>0.80</td>
<td>1.51</td>
<td>0.28</td>
</tr>
<tr>
<td>M/E 3010</td>
<td>0.80</td>
<td>1.4</td>
<td>2.2</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Independent verification of the rate response to a minimum command input was done by Lockheed Missiles and Space Co., Inc. in Sunnyvale, California, [10] and the final report stated that: “The conclusions reached from these tests were: (1) The ULTRA-LOC® Star Selector Servos do respond to LSB level (0.5 arcsecond/sec. rate commands), (2) The response to small rate commands can be measured even when the net position change is less than one encoder LSB (0.618 arcseconds), (3) Star Selector Servo response to small rate commands is (on average) proportional to commands, despite the fact that the level is within the Dahl Friction characteristic range”.

Conclusion

The design for a state-of-the-art, extremely slow motion dual axis servo control system used on the Hubble Space Telescope’s Star Selector Subsystem is presented. The control system is a closed-loop system that provides position or velocity control of a rotating shaft or table with the stability and accuracy required by the most demanding applications. It accepts rate or position inputs from computer I/O’s and provides shaft outputs that are precisely proportional to either a rotational rate or a position. The technique can be adapted to numerous applications including: rate tables, one and two axis tracking, indexing (repeated incremental positioning), Z-axis pointing and positioning (of telescopes, lasers, weapons, mirrors and other sensors), motion translation (rotary to linear or linear to rotary), inertia compensations, micromanipulation, electronic gearing, force feedback, coordinate transformation and multiple slaves (precision line shaft drives).
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Abstract

This paper describes the design and implementation of a device-independent and rendering-pipeline independent drawing subsystem for a Computational Mechanics Toolkit (CoMeT). CoMeT is an analysis environment for computational mechanics problems.

CoMeT is being designed and implemented in an object-oriented manner, C++ being the language used for implementation. Objects (or classes, in a more general manner) that function closely together are organised as subsystems and subsystems that interact closely are grouped as primary components.

The Drawing subsystem is a group of classes that work closely together to render objects in CoMeT (CoMeT Data Objects or CDOs) on the screen, and is one of several subsystems that consolidate the Job primary component.

The Drawing subsystem has been designed based on the concept of a Scene. The Scene contains displayable objects. There are Graphics Attributes associated with the each of the CDOs as well as with the entire Scene. The Scene interacts with the GUI subsystem in the Command Source primary component as well as third party graphics libraries through separate classes which handle this interaction to actually display the objects on the screen.

The presented design is one that can be used for any software which needs to display objects using a third party graphics library. The Drawing subsystem serves as a bridge between the rest of the code and the graphics library. Since only the Drawing subsystem knows about the graphics library, changing the underlying graphics library may be done with minimal effort and with minimal disruption to the rest of the code.

1 Introduction and Software Principles Behind the Design

1.1 CoMeT - a Computational Mechanics Toolkit

CoMeT is an object-oriented computational mechanics toolkit designed and implemented in Scheme and C++ programming languages. It is an analysis environment for computational mechanics problems. Geometric computations are handled by ACIS geometric modeling package [Spatial Technology Inc., 1996]. Other third party libraries such as OpenInventor [Silicon Graphics Inc., 1996] are also used in the overall implementation of CoMeT.

1.2 Overview of the Architecture of CoMeT

The atomic unit of the first level of abstraction in the architecture of CoMeT is called a Primary Component (PC). This level is the highest level view of a complex system and facilitates ease of understanding as well as the first level of modularity for ease of implementation. A PC also serves as the unit of distribution of tasks across a network of computers (e.g. in a UNIX environment the PCs of CoMeT could conceivably be separate processes). Figure 1 shows the PCs of CoMeT. A connection between two PCs indicates that communication can occur between those PCs. By design, data redundancy across PCs is minimized.
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The CommandSource PC generates commands either through the GUI (Graphical User Interface) or a script file. This allows execution of CoMeT to be controlled either interactively (by user input through the GUI) or in batch mode (using a script file). Regardless of the source of the command, the CommandSource routes it to the Session PC. The Scheme functional programming language is used to represent commands in CoMeT.

A session (run) of CoMeT can consist of one or more users creating Jobs running concurrently. At any given time there is only one current Job. Commands from CommandSource are routed by the Session PC to the current Job. Each command is executed by a Job. As each Job is a separate process, the existence of multiple Jobs in a session allows for parallel execution of multiple sequential streams of commands, one per Job.

The DatabaseServer PC provides access to and modification of model data. Multiple Jobs can access and/or modify this data simultaneously. The DatabaseServer will provide the necessary transaction management to prevent conflicts and the corruption of data.

The Drawing Subsystem is a subsystem in the Job primary component. It is responsible for displaying objects on the screen. In addition the Job primary component contains several subsystems that define and control how a problem is modeled, analyzed and visualized in CoMeT.

The Drawing subsystem is made up of several classes. These classes store and manipulate the data required by the Drawing subsystem. Several of these classes exist on a one-per-Job basis. Such classes are called singletons [Gamma et al., 1995].

1.3 Advantages of the Object-Oriented Approach to Software Design

In the real world, problems and solutions to them are composed of entities that have a certain amount of knowledge about the problem, and have certain functions they can perform with that knowledge. The entities involved in the solution often have knowledge that contributes the complete solution, and are expected to share that knowledge with other entities.

In software engineering, this means that the software design can correspond closely with the problem in the real world. Objects can correspond to the real entities and knowledge can be maintained within them. In practical terms, this means that the designers of the solution can have a greater understanding of the solution as it is designed. It also makes it easier to maintain and reuse the software for other similar problems with as few modifications as possible [Somerville, 1996].

Inheritance and data encapsulation are two features of object-oriented design. Inheritance allows new objects to be derived from older ones, as extensions, often adding new features. Data encapsulation hides the data and implementation of procedures associated with an object from the user of that object. This allows the designer to change the algorithms or procedures used to perform a certain function in an object without affecting the way others use the object.

2 Design of the Drawing Subsystem

2.1 Scene

The Drawing subsystem has been designed around the concept of creating and manipulating Scenes. Much as in a real world view, a Scene contains Drawable objects, each of which has associated GraphicsAttributes and GraphicsModes. There are also GraphicsAttributes and GraphicsModes and ViewParameters and LightingParameters associated with the entire Scene, controlling the way the whole Scene is rendered. Each displayable object, or an item in the Drawable Object List (DOL) corresponds to a CometDataObject (CDO). Apart
from a pointer to the CDO itself, each item in the DOL also contains data required for rendering that particular CDO, such as GraphicsAttributes and GraphicsModes.

2.2 Use of Object-Oriented Design (OOD) and Data Encapsulation in the Drawing Subsystem

In Fig. 2, the classes in the Drawing Subsystem are shown, with hierarchies in a tree-like manner where they exist.

The actual rendering of Drawable objects is done using a third party graphics library. It is desirable at the design stage itself to isolate the graphics library as much as possible from other components. The design strives to isolate the knowledge of the graphics library to the objects which map the Drawable objects to the appropriate graphics library objects, and the objects which translate the CDO to be rendered into the set of graphics parameters and primitives that the graphics library can understand. In the present implementation of CoMeT, OpenInventor (OIV) [Silicon Graphics Inc. 1996] is the library utilised for rendering.

The main advantage of this choice of classes is the clean manner in which data and functionality gets divided between the objects. In the entire Drawing subsystem, RenderingTools and the OIVNodeTable are the only classes which know about the third party library being used for graphics. This means that if a different library is to be used, the changes that need to be made are contained to these classes. Any information about the solid modeller used is centred in the RenderingTool classes. With this design, the Drawing subsystem becomes as independent as possible from the underlying solid modeller and graphics library. This makes it easy to change the code to use the most effective third party library in the above mentioned categories.

Adding another type of CDO to the existing type of displayable classes is also done easily. Graphicsization (generating graphics primitives for rendering) of a new CDO requires only the creation of new CDO specific GraphicsAttributes and RenderingTool classes. The CDOs themselves are kept free of any graphics functionality. The CDO-specific RenderingTools make use of the data inside the CDO to graphicsize the CDO. This is another important advantage of the current design.

3 Details of Classes in the Drawing Subsystem

3.1 Scene, Canvas and Postings

The design of the Drawing subsystem is centered around the Scene. There can be several Scenes in a Job - the list of Scenes is maintained by the Scene Tool.

Each Scene is displayed in a Viewport - this is a one-to-one relationship. The Viewport and Annotation classes are derived from the Posting class. Annotations are used for displaying text only.

All Postings are posted on a Canvas. The Canvas has its own 2-D coordinate system and also maintains the list of Postings on it. Positions of Postings on the Canvas are specified using the canvas-coordinates. Each Posting has its own local coordinate system. The 3-D coordinate system of the Scene displayed in the Viewport is mapped into the 2-D local coordinates of the Viewport. A Canvas Viewing Window object provides a visible window onto the Canvas. The size and location of the Canvas Viewing Window determines the visibility of Postings. The Postings maybe moved and resized on the Canvas.
3.2 Drawable, Display Object List and DOLItems

The DOLItem class is a convenient way of grouping together all the information required to render a CDO. Every CDO is derived also from the Drawable class in the Drawing subsystem. All Drawables support a common interface for rendering purposes. In the Drawing subsystem, a CDO is identified as a Drawable.

The GraphicsAttributes class is the base class of a number of CDO-specific GraphicsAttributes classes. The CDO-specific GraphicsAttributes class contains information about graphics attributes such as colors and fonts to be used in the rendering. The GraphicsMode class keeps track of rendering modes and shading algorithms.

The DOLItem class contains as data a pointer to a Drawable, a GraphicsAttributes (CDO-specific), a GraphicsMode and several flags which indicate the rendering status of the object.

The Scene maintains a list of DOLItems. It also has a SceneGraphicsAttribute, derived from all the CDO-specific GraphicsAttributes, and containing all the graphics attribute information associated with a Scene. This allows the Scene to set defaults to all the graphics attribute values of individual Drawables, and provide scene-wide values for all of them. Unless a graphics attribute value for an individual Drawable is specifically set, the required value is taken from the Scene GraphicsAttribute while graphicizing.

3.3 OIVNodeTable and RenderingTools

The rendering of CDOs is done using the OpenInventor or library [Silicon Graphics Inc., 1996]. OpenInventor maintains its own database of displayable objects in a scene. In OpenInventor too, there are scenes and displayable objects. However, this information is organised in the form of a tree structure, called a scene graph [Wernecke, 1994]. The components of this tree, known as nodes, store the information needed for rendering the OIV scene. Subtrees may correspond to different objects in a scene. The root node of that subtree can be used as a handle to the OpenInventor database on the object it represents.

On-screen rendering of a scene is usually done using a window created through OIV or any of the predefine viewer objects available with OIV.

As mentioned, the rendering of CDOs is done using OpenInventor. To facilitate the easy switching of graphics libraries and to preserve the independence of the main classes in the Drawing subsystem from third party libraries, knowledge about Open Inventor in the Drawing subsystem is isolated in the Rendering Tools and the OIVNode Table classes.

The OIVNode Table class maintains a mapping between each Drawable and the root node of its corresponding OIV subtree. This is done on a per-Scene basis. Given a Scene and a Drawable in it, it is easy to find the corresponding OIV subtree rootnode from the table. This table can also be used to find the corresponding Drawable and Scene given an OIVNode - this is handy when objects are picked on the screen.

The OIVNode Table class also maps Scenes to their corresponding OIV rootnodes and OIV viewers. For every Scene there is an OIV root node as a handle to the corresponding OIV scene graph, and an OIV viewer to display that particular scene graph. This is stored as a separate table in OIVNode Table.

RenderingTools are the other classes in the Drawing subsystem that know about the graphics library. RenderingTools are derived, on a per-CDO basis from a common base class and therefore support a common interface. They are the classes which actually prepare the corresponding database in the graphics library for the Drawables, and therefore need to know how the OIV subtree for each Drawable is organised and how to populate it given a Drawable. Each Rendering Tool is a 'friend' C++ class of its corresponding CDO and is responsible for graphicizing instances of that type of CDO. They also have detailed knowledge of GraphicsAttributes and admissible GraphicsModes for each Drawable-derived class. All CDO-specific Rendering Tools exist on a one-per-Job basis. They are designed and implemented as singleton classes [Gamma et al., 1995].
4 Flow of Control During the Rendering of Scenes in a Job

Figure 5: Interactions and Flow of Control in Drawing Subsystem.

Though there can be several Scenes per Job, there is always a current Scene rendering into the current Viewport of the current Job. However, when all Scenes in a Job are to be rendered, the list of Scenes maintained by the Scene Tool is traversed and each Scene in the list is asked to refresh itself.

Each Scene responds to this request by going through its DOL and asking the corresponding Rendering Tool of each DOItem’s Drawable to populate the OIV database for that Drawable. The Scene’s OIV node and the Drawable’s OIV Node are obtained from the OIVNodeTable; so is the OIV viewer into which the scene has to be rendered.

The Rendering Tool knows how to graphicsize the Drawable appropriately, and once the DOL is fully traversed, all items are in the OIV database. For efficiency purposes there are steps to avoid unnecessary graphicsization, ensure the proper inclusion of all graphics attributes and graphics modes, and remove OIV nodes no longer needed. Once every DOItem that needs to be graphicsized in the DOL of a Scene has been graphicized, the OIV viewer is asked to refresh the display. This completes the graphicsization of a Scene.

Once all Scenes are rendered into their appropriate Viewports, the rendering of the Job is complete.

5 Handling of Graphics Attributes

As mentioned, there are CDO-specific GraphicsAttributes classes, as well as a Scene GraphicsAttribute class which is derived from all of them. When a Drawable is introduced into the DOL, its own GraphicsAttributes are unset. The philosophy here is that the Scene GraphicsAttribute of the Scene should contain a valid default value for every GraphicsAttribute value possible. That default value is used for rendering till any of the Drawable’s GraphicsAttribute values are explicitly set. In a similar vein, when a scene-wide value needs to be imposed for any graphics attribute, along with setting that value in the SceneGraphicsAttribute object, the corresponding values in the GraphicsAttributes of the Drawables’ are unset, so that they are not used during the execution of next refresh command.
6 Conclusions

A Drawing subsystem has been implemented as per the design outlined in this paper. The use of OOD has been of great help in adding new classes into the subsystem or in making involved changes to one class modifying only the minimum number of other classes. Adding facilities for the rendering of a new CDO is a relatively easy matter in this design.

The main objective has been to keep the Drawing Subsystem independent of the underlying geometric modeler and the rendering library. Those are areas in which advances are made often, and if CoMeT's drawing subsystem has to keep up with the most advanced of these libraries, the changes required to convert from one to another have to be minimal. It may be concluded that this goal has been achieved in the design of the Drawing Subsystem.
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Introduction

In order to understand the impact of anthropogenic emissions upon the earth's environment, scientists require remote sensing techniques which are capable of providing range-resolved measurements of clouds, aerosols, and the concentrations of several chemical constituents of the atmosphere. The differential absorption lidar (DIAL) technique is a very promising method to measure concentration profiles of chemical species such as ozone and water vapor as well as detect the presence of aerosols and clouds\(^1\). If a suitable DIAL system could be deployed in space, it would provide a global data set of tremendous value. Such systems, however, need to be compact, reliable, and very efficient.

In order to measure atmospheric gases with the DIAL technique, the laser transmitter must generate suitable on-line and off-line wavelength pulse pairs. The on-line pulse is resonant with an absorption feature of the species of interest. The off-line pulse is tuned so that it encounters significantly less absorption. The relative backscattered power for the two pulses enables the range-resolved concentration to be computed.

Preliminary experiments at NASA LaRC suggested that the solid state Raman shifting material, \(\text{Ba(NO}_3\text{)}_2\), could be utilized to produce these pulse pairs. A Raman oscillator pumped at 532 nm by a frequency-doubled Nd:YAG laser can create first Stokes laser output at 563 nm and second Stokes output at 599 nm. With frequency doublers, UV output at 281 nm and 299 nm can be subsequently obtained. This all-solid state system has the potential to be very efficient, compact, and reliable.

Raman shifting in \(\text{Ba(NO}_3\text{)}_2\), has previously been performed in both the visible and the infrared. The first Raman oscillator in the visible region was investigated in 1986 with the configurations of plane-plane and unstable telescopic resonators.\(^3\) However, most of the recent research has focused on the development of infrared sources for eye-safe lidar applications.\(^4,5\)

Current Experiments

We have recently completed an initial set of measurements with the Raman oscillator in the visible region.\(^6\) The experimental apparatus for these tests is shown in figure 1. A compact, Q-switched frequency-doubled Nd:YAG laser serves as a pump laser for the Raman oscillator. Its PRF can be set at 30/N Hz by triggering
the Q-switch on every Nth flashlamp pulse. A half-wave plate (HWP) and polarizer cube (P) combination provides variable attenuation for the pump beam. The two lens-telescope provides control over the pump beam collimation and diameter. The Raman oscillator consists of a high reflector (HR), an output coupler (OC) and the Raman medium. The Ba(NO₃)₂ crystal (1x1x5 cm) is mounted in a sealed housing filled with index-matching fluid. The exit windows are A-R coated. The HR is a mirror which is 99.5% reflective at the Stokes wavelengths, but 90% transmissive for the 532 nm pump beam. Three sets of output couplers were designed to optimize the generation of first Stokes and second Stokes wavelengths separately and both Stokes wavelengths simultaneously. Doubling crystals convert the visible wavelengths into the UV.

Figure 2 is a plot of output energy from the Raman oscillator at the second Stokes wavelength vs. 532-nm pump energy for two pulse repetition rates. Pump energy is measured inside the resonator just before the barium nitrate crystal. There is virtually no first Stokes output for this cavity mirror configuration. The beam diameter at the crystal is 2.5 mm. Pump fluence must be maintained below the damage threshold for this material, which is approximately 8J/cm².

Figure 1. The barium nitrate Raman oscillator, configured for uv generation.
Figure 2. Output energy at the second Stokes wavelength vs. pump laser energy for two pulse repetition frequencies.

Conclusion

We are developing a compact, all-solid state UV source for DIAL measurements of ozone. We have Raman-shifted 532 nm pulses with up to 40% efficiency for the first Stokes and 48% efficiency for the second Stokes with our initial oscillator configuration. Beam divergence in the visible was measured to be 1.5 to 3.5 mrad with this particular pumping geometry.

At the conference, we will present results from our improved oscillator configurations for the visible and the UV.
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On the Implementation of a Land Cover Classification System for SAR Images using Khoros

Edwin J. Medina Rivera and Ramón Vasquez Espinosa

Abstract
The Synthetic Aperture Radar (SAR) sensor is widely used to record data about the ground under all atmospheric conditions. The SAR acquired images have very good resolution which necessitates the development of a classification system that process the SAR images to extract useful information for different applications. In this work, a complete system for the land cover classification was designed and programmed using the Khoros, a data flow visual language environment, taking full advantages of the polymorphic data services that it provides. Image analysis was applied to SAR images to improve and automate the processes of recognition and classification of the different regions like mountains and lakes. Both unsupervised and supervised classification utilities were used. The unsupervised classification routines included the use of several Classification/Clustering algorithms like the K-means, ISO2, Weighted Minimum Distance, and the Localized Receptive Field (LRF) training/classifier. Different texture analysis approaches such as Invariant Moments, Fractal Dimension and Second Order statistics were implemented for supervised classification of the images. The results and conclusions for SAR image classification using the various unsupervised and supervised procedures are presented based on their accuracy and performance.

1. Introduction
Traditionally, the source of region distribution information has been maps created by ground survey. An alternative approach could be the use of remote sensing and image processing techniques. In numerous studies such remotely sensed data has been used to accurately map vegetation, crop and other land-cover types. Most of these studies have been performed using LANDSAT, SPOT and AVHRR data, and in other cases using SAR data.

But, visible spectrum images of the ground depend on the atmospheric conditions of the area under analysis. Then, important information about the ground can not be taken all the time. A possible solution is the use of an active microwave sensor such as the Synthetic Aperture Radar (SAR).

In this paper, a land cover classification system designed for SAR images is presented. This system is built under the Khoros environment. The classification system was designed, and analyzed based on supervised and unsupervised classification approaches. The knowledge obtained with this work could highlight fundamental computational issues like memory size and CPU execution time. In addition, important parameters related to the implementation structure of some algorithms can be analyzed and possible relations can be established between them and the response of the land cover classification system.

2. Data Acquisition
The data used in this project was obtained from the Jet Propulsion Laboratory homepage. The image was created using data from the Spaceborne Imaging Radar C/X-Band Synthetic Aperture Radar (SIR-C/X-SAR) [1]. The image is a false-color composite of the Mammoth Mountain area in California's Sierra Nevada Mountains centered at 37.6 degrees north, 119.0 degrees west, (see Fig 1). It was acquired onboard space shuttle Endeavour on its 67th orbit on
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3. Supervised Classification System

Image classification systems are basically divided into two categories: supervised and unsupervised classification systems [2]. In the supervised systems, there is a supervisor to teach the system first, how to classify known set of images, and then the system goes ahead freely classifying other images. Usually it needs a priori information derived from field survey, photo interpretation and other sources about regions of the image. The supervised classification system is composed of two stages: the training and the classification stages. In the training stage, the user teaches the system how to classify the different regions of the image. This process is based on the proper selection of features and the fine tuning of several parameters of the system. The main function of the training stage is the selection of the objects which will determine the composition of the classes. First, the input SAR image is partitioned using a simple segmentation algorithm called labeling [3]. The labeling algorithm performs segmentation based on the 4 (or 8) connectivity of a given pixel with its neighbors. Second, each region of the segmented image is analyzed to extract features using a texture analysis method.

The texture analysis was performed using invariant moment, fractal dimension and Gray level cooccurrence matrix (GLCM) texture features based methods. Let's take an overview of the different techniques.

3.1 Invariant Moments

The two dimensional \((p+q)\)th order moments are defined as

\[
m_{pq} = \sum_i \sum_j i^p j^q I(i,j) \quad p, q = 0, 1, 2 \ldots
\]

where \(I(i,j)\) is the image of the object. The center of gravity or mean can be calculated from

\[
\bar{x} = \frac{m_{10}}{m_{00}} \quad \bar{y} = \frac{m_{01}}{m_{00}}.
\]

The central moments are defined as

\[
\mu_{pq} = \sum_i \sum_j (i - \bar{x})^p \cdot (j - \bar{y})^q I(i, j)
\]

which are invariant under translation.

Similarly, a more general set of invariant moments can be obtained. These are the seven low-order central invariant moments \(M1, \ldots, M7\) [4] and they are independent of size, orientation and position. The first six
moments are invariant under rotation and reflection. However, the last one, $M_7$, is sensitive to reflection. Its value changes sign for a reflected image of the object, but its magnitude remains unaltered.

### 3.2 Fractals

One important parameter used to characterize a surface is the fractal dimension. The concept of fractals is based on the continuous repetition of a mathematical pattern on a given random selected location of a space. Classical geometry is based on integer dimensions; fractal geometry, instead, deals with non-integer dimensions. That is, while a line has one dimension and a plane has two dimensions, a fractal curve will have a dimension between one and two depending on the intricacy of it. It has been proved that nature exhibits some structures similar to fractal objects and fractal models are used to synthesize and analyze different textures with good results [5]. It has been proved that there is a correlation between the roughness of the surface and the value of the fractal dimension. As the fractal dimension increases more complex is the fractal and in the same way the roughness of the texture. The fractal dimension can be obtained using the following relation,

$$D = \frac{\ln(N_r)}{\ln \left( \frac{1}{r} \right)}$$

where $r$ is the reduction ratio, $N_r$ is the number of copies and $D$ is the fractal dimension.

The estimation of the fractal dimension of an image is based on the probability that there are $m$ pixels within a window of size $L$ centered on a pixel from a particular class. For a selected range of window sizes ($L$), the window is centered on the first occurrence of the pixel belonging to a particular class. The number of pixels within a window of size $L$, belonging to a specific class are counted (including the center pixel of the window), and a histogram is formed as the window is moved over the image. This histogram produced as part of the method represents the total number of occurrences, $m$, of a class of pixels in a window of size $L$.

### 3.3 Gray-level cooccurrence matrix

The second order statistics provide a simple approach to capture the spatial relationship in a texture pattern. The GLCM considers the distribution of the intensities as well as the positions of pixels with equal or nearly equal intensity values. The GLCM is calculated as the number of times a given pair of pixels separated by a distance $d$ are found in the image according to its corresponding locations[6]. The GLCM can be computed independently for each one of the nearest neighbors based on the angles 0°, 45°, 90° or 135°. Once the cooccurrence matrix is generated the Haralick texture features can be measured. The complete list of Haralick’s features can be seen in reference [7].

### 4. Unsupervised Classification System

The unsupervised classification system does not require a supervisor to teach the system. It is based on clustering algorithms which determine the composition of the classes. Initially, $C$ points are selected to serve as candidate cluster centers. Each pixel is examined and they are assigned to the nearest candidate cluster. This assignment would be made on the basis of the Euclidean or City distance measure. A new set of means are computed from the previous grouping produced. If the new means converge with the previous ones the procedure terminates. Otherwise, the procedure returns to second step with the current mean set. The next step after the clustering process is the classification of the clusters in a particular class.

One of the most popular classification algorithms is the Weighted Minimum Distance. It can distinguish a single class from the rest of the data or multiple classes from each other. Each pixel is assigned to the nearest candidate class.
based on the minimum Euclidean Distance or minimum Euclidean Squared Distance. Another unsupervised Khoros classification algorithm is based on the Localized Receptive Field (LRF) Training/Classifier.

Localized Receptive Field is a two layer topology units which consists of a single layer of self organizing, "localized receptive field" units and a single layer of perception. The single layer of perception units use the Least Mean Square or the Adaline learning rule to adjust weights. The weights are trained and then similar images may be quickly classified based on the training data set.

5. Methodology
In the supervised classification, the SAR image was segmented in 28 different regions using the labeling algorithm based on 4-connectivity neighbors. Then, the texture analysis techniques were applied to the segmented image and a matrix of features was produced for each method. The feature under analysis had to be extracted from its corresponding matrix and a histogram of the feature through the different regions of the image was displayed. The features were the seven invariant moments, the fractal dimension, the second angular moment and contrast with horizontal neighbors. The histogram is analyzed and 4 objects were selected based on the statistical frequency of the features, see Table 1 and Table 2.

<table>
<thead>
<tr>
<th>Class</th>
<th>Object</th>
<th>Object Number</th>
<th>Feature Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>snow</td>
<td>5</td>
<td>0.2373</td>
</tr>
<tr>
<td>1</td>
<td>bare ground</td>
<td>7</td>
<td>0.2798</td>
</tr>
<tr>
<td>2</td>
<td>open water</td>
<td>21</td>
<td>0.3195</td>
</tr>
<tr>
<td>3</td>
<td>unknown</td>
<td>23</td>
<td>0.6672</td>
</tr>
</tbody>
</table>

Table 1: Prototyping table for Invariant Moments

<table>
<thead>
<tr>
<th>Class</th>
<th>Object</th>
<th>Object Number</th>
<th>Feature Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>snow</td>
<td>11</td>
<td>1.5483</td>
</tr>
<tr>
<td>1</td>
<td>unknown</td>
<td>12</td>
<td>1.6508</td>
</tr>
<tr>
<td>2</td>
<td>bare ground</td>
<td>14</td>
<td>1.7666</td>
</tr>
<tr>
<td>3</td>
<td>open water</td>
<td>24</td>
<td>1.7650</td>
</tr>
</tbody>
</table>

Table 2: Prototyping table for Fractal Dimension

Features with higher frequencies are selected as the prototype classes or training data. After the training, classification stage follows the same steps as the training stage. The SAR image is segmented in 28 regions and then the texture analysis algorithm is applied for each region of the image. The vector produced in the training and the classification stages are compared using the minimum distance classifier and the different regions were classified, (see Fig. 2).

Figure 2: Classified images using (a) invariant moments, (b) fractal dimension, (c) second angular moment and (d) contrast.
In the unsupervised classification, the K-means and the Isodata 2 algorithms were applied to the SAR image [81]. Then, the cluster centers were labeled and combined with the original image to produce a multiband image. This image was used on the Weighted Minimum distance and the Localized Receptive Field classifiers, (see Fig. 3).

Figure 3: Classified images using (a) K-means/LRF classifier and (b) ISO2/Weighted minimum distance classifier.

Conclusions
The Invariant moments approach is the simplest one and could not correctly classify the open water region. It could discriminate between snow and bare ground very well, that is, it can discriminate between well defined regions.

Fractal dimension proved to be better than the invariant moment approach to classify a region. It produced good enough results in the classification of the open water region and the time to analyze the image was comparable with the invariant moments and less than the concurrence matrix method. The fractal dimension measures quantitatively the roughness of a surface in a way similar to human perception of the texture. Unfortunately, the roughness is not the only important texture feature, because there are quite different textures with the same fractal dimension. Fractals do not take into account the distribution of pixels; so its ability to discriminate different textures is not efficient. Another important issue to keep in mind is that the range in which we plot the log Nr vs log (I/r) is linear. Real objects has a range limited by lower and upper bounds.

The matrix obtained from the cooccurrence matrix approach is a square matrix with more elements than the original image. Note, that the number of operations required to process an image is directly proportional to the size of the original image. The computational dynamic storage cost of this process depends on keeping two consecutive lines of the image data in main memory, so storage constrains are determined only by the width of the image data.
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Abstract

This paper presents a state feedback adaptive control method for position and velocity control of a direct drive motor. The proposed control scheme allows for integrating heuristic knowledge with mathematical knowledge of a system. It performs well even when mathematical model of the system is poorly understood. The controller consists of an adaptive fuzzy controller and a supervisory controller. The supervisory controller requires only knowledge of the upper bound and lower bound of the system parameters. The fuzzy controller is based on fuzzy basis functions and states of the system. The adaptation law is derived based on the Lyapunov function which ensures that the state of the system asymptotically approaches zero. The proposed controller is applied to a direct drive motor with payload and parameter uncertainty, and the effectiveness is verified by simulation results.

Keywords: Fuzzy Control, Adaptive Control, Stability, Direct Drive Motors.

Introduction

Direct drive motors have received increasing attention since they do not have a backlash or dead zone which are caused by gears. The high torque of the direct drive motor allows for the direct connection of the load to the motor axis. Since they are used in high-precision robot and machine tool applications, they must have high resistance to external disturbances. The absence of gear reduction leads to great sensitivity for the motor to variations in the load inertia. In fact, direct drive motors require more robust torque control than the conventional servo motors.

As a result, a linear controller cannot provide a good response under varying load conditions. Variable Structure System (VSS)-type self-tuning control [1], Bang-Bang control [2], and adaptive control [3, 4] have been proposed to handle such problems. However, none of the above mentioned approaches have taken advantage of the robustness of fuzzy logic in the controller design of direct drive motors.

This paper presents a state feedback fuzzy adaptive control method for position and velocity control of a direct drive motor for more robustness to system disturbances. The proposed control scheme does not require an accurate mathematical model of the system. It allows for integrating heuristic knowledge with mathematical knowledge. It performs well even when mathematical model of the system is poorly understood. The controller consists of an adaptive fuzzy controller and a supervisory controller. The supervisory controller requires only knowledge of the upper bound and lower bound of the system parameters. The fuzzy controller is based on fuzzy basis functions and states of the system. The adaptation law is derived based on the Lyapunov function which ensures that the state of the system asymptotically approaches zero. The proposed controller is applied to a direct drive motor with payload and parameter uncertainty, and the effectiveness is verified by simulation results.

Our objective is to control a Direct Drive motor (DD) to follow a desired trajectory. The high torque of DD motors allows for the direct connection of the load to the motor axis. Because of this, the motor becomes very sensitive to the load inertia applied. Therefore, we must design a controller that is robust with respect to the applied loads to the motor. In this paper a first-type adaptive fuzzy controller, i.e. one in which the adaptive parameters are linear, is used to meet our objective.

In the following section a linear model of a direct drive motor is presented. The next section shows the derivation of the first-type fuzzy adaptive controller, where stability is guaranteed by the Lyapunov based...
supervisory controller. Then simulations of the DD motor which shows robustness of the fuzzy controller to parameter variations within the model of the DD motor is shown.

Mathematical Model

A DD motor is modeled and a state-space model is developed. Figure 1 shows the control parameters, $\theta$ and $\theta$, which correspond to $\omega_1$ and $\omega_2$, respectively. The mathematical model of a DD motor is represented by the following differential equations,

$$J\ddot{\theta} + D\dot{\theta} = \tau$$

where,

- $J$ - Inertia moment of the system load and rotor
- $D$ - Coefficient of viscous friction term
- $\omega$ - Angular displacement of the motor (output)
- $\tau$ - Output torque of the motor (control input, $u = \tau$

Describing (1) in state space form we have a second-order system of the form,

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f(x, \dot{x}) + bu
\end{align*}$$

where $f$ is an unknown function, $b$ is an unknown constant, and $u$ and $y$ are the input and output, respectively. After substitution, the above equation become,

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -\frac{D}{J}x_2 + \frac{1}{J}u
\end{align*}$$

from which,

$$\begin{align*}
f(x_1, x_2) &= -\frac{D}{J}x_2 \\
b &= \frac{1}{J}
\end{align*}$$

$b$ is lower bounded and $f$ is upper bounded and both exist.

Stable Direct Adaptive Fuzzy Controller

BACKGROUND

The adaptive fuzzy controller designed for the control objective follows the work of Wang [5], refer to Figure 2 for a block diagram of the control scheme. The resulting control law is the summation of a basic fuzzy controller, $u_c$, and a supervisory controller, $u_s$,

$$u = u_c(z|\theta) + u_s(z)$$

The basic fuzzy controller, $u_c(z|\theta)$ is a fuzzy logic system of the form,

$$u_c(z|\theta) = \theta^T(x(z)).$$
Figure 2: Block diagram of direct adaptive fuzzy control system

where \( \theta \) are the adjustable parameters, and the fuzzy basis function, \( \xi(\varepsilon) \) is defined as,

\[
\xi(\varepsilon) = \frac{\prod_{i=1}^{m_1} \mu_{P_i}(z_i)}{\sum_{i=1}^{m_1} \prod_{j=1}^{m_2} \mu_{P_j}(z_j)}
\]

(10)

where \( m_1 \) is the number of fuzzy rule bases and \( \mu_{P_i} \) are the fuzzy logic rules. By substituting (8) into (3), the state equation becomes,

\[
z^{(z)} = f(a) + b[u_c(\varepsilon) + u_o(\varepsilon)].
\]

(11)

If \( f(\varepsilon) \) and \( b \) are known, we know the control,

\[
u^* = \frac{1}{b}[-f + y^{(n)}_c + k^T \varepsilon]
\]

(12)

will force the error to converge to zero, where \( (\varepsilon) = (\varepsilon, \dot{\varepsilon})^T \) and \( (k) = (k_2, k_1)^T \). Therefore, the error equation becomes, after adding and subtracting \( u^* \) to \( u \),

\[
\dot{\varepsilon} = \Lambda_\varepsilon \varepsilon + b_c[u^* - u_c(\varepsilon) - u_o(\varepsilon)]
\]

(13)

where \( \Lambda_\varepsilon \) is a positive definite matrix and \( b_c \) is a vector defined respectively as

\[
AC = \begin{bmatrix} -k_2 & 1 \\ -k_1 & 0 \end{bmatrix}
\]

(14)

\[
b_c = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

(15)

such that the values of \( k_1 \) and \( k_2 \) are chosen so the roots of \( s^2 + k_1 s + k_2 = 0 \) are in the open left half plane. Letting \( V_\varepsilon = \frac{1}{2}e^TPe \) it follows that,

\[
\dot{V}_\varepsilon = -\frac{1}{2}e^TQe + e^TPb_c[u^* - u_c(\varepsilon) - u_o(\varepsilon)]
\]

(16)

\[
\leq -\frac{1}{2}e^TQe + |e^TPb_c|[|u^*| + |u_c|] - e^T P b_c u_o.
\]

(17)

The resulting equation for \( \dot{V}_\varepsilon \) is used to construct the supervisory control. We need for \( \dot{V}_\varepsilon \leq 0 \) when \( V_\varepsilon \geq V \), (a constant defined by the user). In order to meet the above objective, a supervisory controller, \( u_s \), is designed according to the following assumptions. A function \( f^*(\varepsilon) \) and a constant \( b_L \) are determined such that \( |f^*(\varepsilon)| \leq f^U(\varepsilon) \) and \( 0 \leq b_L \leq b \). Now \( u_s \) is constructed as follows:

\[
u_s = I_v \text{sgn}(e^TPb_c)(|u_c| + \frac{1}{b_L}(f^U + |x_v^m| + |k^T \varepsilon|))
\]

(18)
where \( I^*_1 = 1 \) if \( V > \bar{V} \), \( I^*_2 = 0 \) if \( V \leq \bar{V} \).

Now the basic controller is replaced with a fuzzy logic system and an adaptive law is developed to adjust the parameter vector, \( \theta \). Next, the optimal parameter vector and the minimum approximation error are defined, respectively as,

\[
\theta^* = \arg \min_{\theta} \left( \sup_{|z| \leq M_e} |u_c(z|\theta) - u^*| \right)
\]

where \( M_e \) and \( M \) are constraints defined by the user. The error equation is rewritten as

\[
\dot{e} = \Lambda e + b_c \phi^T \xi(z) - b_c u_c - b_c w
\]

where \( \phi = \theta - \theta^* \) and \( \xi(z) \) is the fuzzy basis function defined in (10). Since \( \Lambda e \) is a stable matrix there exists a unique positive definite symmetric 2x2 matrix \( P \) which satisfies the Lyapunov equation

\[
\Lambda^T P + P \Lambda = -Q.
\]

For a more detailed description on the derivation of the adaptive fuzzy controller and the adaptive law refer to [5].

DESIGN

The first-type direct fuzzy adaptive controller, is designed to control the direct drive motor. The controller is designed to be stable in the sense of Lyapunov, where the Lyapunov equation must be satisfied. The matrix \( P \) was arbitrarily chosen to satisfy the Lyapunov equation as,

\[
P = \begin{bmatrix}
  3 & 1 \\
  1 & 1
\end{bmatrix}
\]

The Lyapunov equation was solved using matlab with the \( P \) and \( \Lambda e \) matrices as defined earlier. In our case, we chose \( k_1 = 2 \) and \( k_2 = 1 \) for the \( \Lambda e \) matrix, which placed the roots of \( s^2 + k_1 s + k_2 = 0 \) at \( s = -1, -1 \). The resulting matrix \( Q \) was

\[
Q = \begin{bmatrix}
  2 & 1 \\
  1 & 2
\end{bmatrix}
\]

a symmetric positive definite matrix, thereby satisfying the criterion for stability in the sense of Lyapunov.

The values of \( f^U(z) \) and \( b_L \) are calculated. From the state equations we see the values of \( f^U(z) \) and \( b_L \) are dependent on the \( J \) and \( D \) parameters of the motor. The parameters are motor dependent. In our case the values of \( J \) and \( D \) were chosen, respectively as \( 0.3 \leq J \leq 1.0 \) and \( 0.001 \leq D \leq 0.1 \). Therefore the values for \( f^U(z) \) and \( b_L \) are 0.001z and 1, respectively.

Next, three fuzzy sets for \( x_1 \) and \( x_2 \) whose membership functions uniformly cover \( U \) were defined as

\[
\mu_{F1}(z) = 1/(1 + e^{z+2})
\]

\[
\mu_{F3}(z) = e^{z^2}
\]

\[
\mu_{F3}(z) = 1/(1 + e^{-(z-2)})
\]

Fuzzy basis functions are constructed using the above three fuzzy membership functions according to the relation (10).

The following adaptive law adjusts the state vector \( \theta \)

\[
\dot{\theta} = \gamma e^T p_n \xi(z)
\]

where \( \gamma \) is a constant, \( e^T \) is the desired trajectory minus the actual trajectory, and \( p_n \) is the last column of \( P \).

Simulation

The adaptive fuzzy controller was simulated on Matlab using the ODE45 command to solve the differential equations. An M-file was written to describe the system of ordinary differential equations. A simulation was
run for 5 seconds using zero for the initial conditions of $x_1$ and $x_2$. A disturbance, a change in the load, was introduced after the simulation was started.

In order to simulate a change in load, the values of $J$ and $D$ were initially 0.31 and 0.0077 then were changed 1.5 seconds after the simulation started to 0.5 and 0.1, respectively. The desired trajectory is defined as

$$x_d = 0.5(0.4\pi t - \sin(0.4\pi t))$$
$$\dot{x}_d = 0.2\pi(1.0 - \cos(0.4\pi t))$$

for $x_1$ and $x_2$, respectively.

Figure 3, shows the difference between the angle of the actual position and the desired position. It is shown that the difference in the desired and actual output is negligible. After the disturbance is applied, referring to Figure 5, the controller is able to adapt within 1 second.

In Figure 4, it is shown that the actual velocity response differs only at the start of the simulation and when the disturbance is introduced to the system. Figure 4 shows the adaptive fuzzy controller is robust with respect to variations in the motor load.

Figure 5, shows the adaptive fuzzy controller is robust with respect to variations in the motor load. Looking at the graph we are able to deduce the adaptive fuzzy controller is able to stabilize the system after the disturbance is introduced within 5 seconds. The controller quickly adapts to compensate for the changing load/inertia condition.
Conclusion

In most practical systems, some type of a mathematical model is available. Although this mathematical model is often corrupted by unknown parameters, disturbances, etc., it still constitutes a very important portion of a systems engineer's knowledge base. In this paper, heuristic knowledge (fuzzy logic rule base) is allowed to combine with a model-based controller to achieve a more robust control system.

A first-type fuzzy adaptive control method was introduced for position control of a direct drive motor. The control method presented does not require an accurate mathematical model of the control system, it is capable of incorporating fuzzy control rules directly into the controller and guarantee global stability of the resulting closed-loop system in the sense that all signals are asymptotically convergent. The controller was adaptively changed by monitoring the difference between the desired trajectory and the actual trajectory.

The control method discussed was shown to be robust with respect to the load on the motor, i.e. the system can be adaptively stabilized even though the load on the motor changes.

Future research topics include experimentally verifying the results of the simulation, using the DD motor and hardware available, to run real-time experiments. Also in future research, other autonomous methods will be implemented for generating the rule bases used to design the controller.
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ENDOTHELIAL CELL MORPHOLOGY AND MIGRATION ARE ALTERED BY CHANGES IN GRAVITATIONAL FIELDS.
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INTRODUCTION: Many of the physiological changes of the cardiovascular system during space flight may originate from the dysfunction of basic biological mechanisms caused by microgravity (1-4). The weightlessness affects the system when blood and other fluids move to the upper body causing the heart to enlarge to handle the increased blood flow to the upper extremities and decrease circulating volume. Increase arterial pressure triggers baroreceptors which signal the brain to adjust heart rate. Hemodynamic studies indicate that the microgravity-induced headward fluid redistribution results in various cardiovascular changes such as; alteration of vascular permeability resulting in lipid accumulation in the lumen of the vasculature and degeneration of the the vascular wall (5), capillary alteration with extensive endothelial invagination (6). Achieving a true microgravity environment in ground based studies for prolonged periods is virtually impossible. The application of vector-averaged gravity to mammalian cells using horizontal clinostat produces alterations of cellular behavior similar to those observed in microgravity (7). Similarly, the low shear, horizontally rotating bioreactor (originally designed by NASA) also duplicates several properties of microgravity (8). Additionally, increasing gravity, i.e., hypergravity is easily achieved. Hypergravity has been found to increase the proliferation of several different cell lines (e.g., chick embryo fibroblasts) while decreasing cell motility (9) and slowing liver regeneration following partial heptectomy (10). The effect of altered gravity on cells maybe similar to those of other physical forces, i.e. shear stress. Previous studies examining laminar flow and shear stress on endothelial cells found that the cells elongate, orient with the direction of flow, and reorganize their F-actin structure, with concomitant increase in cell stiffness (11). These studies suggest that alterations in the gravity environment will change the behavior of most cells, including vascular cells. However, few studies have been directed at assessing the effect of altered gravitational field on vascular cell function and metabolism. Using image analysis we examined how bovine aortic endothelial cells altered their morphological characteristics and their response to a denudation injury when cells were subjected to simulated microgravity and hypergravity.

EXPERIMENTAL METHODS: Bovine aorta endothelial cells (BAEC) were obtained from the NIGMS/Corell Cell Repository. Cells cultured on collagen coated flasks and collagen coated microcarier beads and maintained in Dulbecco's Modified Eagle's Medium (DMEM) supplemented with 10% fetal bovine serum and 1X antibiotics.

Morphological Studies: Post confluent, Confluent and sparse BAEC were cultured in flask, confluent culture were then subjected to denudation injury, both were then centrifuged at 6G & 12G (HGrav) or clinostat rotated at 30 rpm (Mgrav). Phase contrast photomicrographs were taken at various times following injury and used to assess the morphology of cells as they moved into the denuded area. Cultures were also rinsed with Hanks Buffered Salt Solution and fixed with 10% buffered formalin/2.5% glutaraldehyde for examination by scanning electron microscopy. Sparse cultures and cultures grown on Cytodex 3 microcarier beads in the horizontally rotating bioreactor were assessed similarly.

Migration and Motility Studies: Confluent, 1-day and 4-days postconfluent (PC) cultures were subjected to HGrav (6G) and MGrav treatment, in 10% or 0.5% FBS, for 24,48, and 72 hr. At each time, an area of the culture was denuded to assess the migration of cells; cultures were kept under HGrav or MGrav following denudation. The migration of cells into the denuded area was monitored by video recording of random fields along the denuded area; cultures were recorded then returned to HGrav or MGrav conditions in the shortest time possible (5-10 min). Similar studies were conducted using sparse cultures. We also assessed the influence of increasing hypergravity (6 and 12G) and clinostat rotation on BAEC morphology and migration. Control cultures were treated similarly, except they were maintained under standard cell culture conditions and normal gravity, the clinostat control cultures were vertically rotated.

RESULTS AND DISCUSSION:

Endothelial Cell Migration: 1-D post confluent and confluent BAEC maintained in DMEM containing 10% FBS did not
show any appreciable differences in total distance migrated under control conditions, HGrav or MGrav. The migration of BAEC was affected by changes in the gravity environment when cultured in low FBS (0.5%). The migration of confluent and 1-day PC BAEC were retarded by MGrav treatment but stimulated by HGrav when compared to controls (fig. 1). The migration of 4-day PC BAEC was retarded by both MGrav and HGrav, with HGrav producing the greatest decrease in total migration. Both 12G and 6G HGrav resulted in a 30-50% retarded migration during the early response period between 2-6 hr, between 16 and 48 hr this was slightly reversed by 5-10%. Increasing HGrav from 6G to 12G showed no significant difference in migratory response for 0.5% FBS cultures, however there was a 20% difference observed in the 10% FBS cultures (fig. 2 & 6). The 30 rpm horizontally rotated clinostat MGrav simulation resulted in a 30% enhanced migration for the 0.5% FBS cultures during the early response period of 0-6 hr, conversely the 10% FBS cultures had a 30% retarded migratory response. MGrav retarded the migratory response by 50% for both the 0.5% and 10% FBS treated cultures (fig. 3 & 7).

**Morphological Assessment:** Confluent BAEC subjected to HGrav and examined by scanning electron microscopy had less surface area, fewer membrane-bound vesicles, smaller and more flattened nuclei, and membrane ruffling around the edges when compared to control cells. MGrav treated BAEC cultures were less elongated and had a more cobblestone appearance than controls. Examination of BAEC micrometer cultures subjected to prolonged horizontal bioreactor rotation, by scanning electron microscopy showed a loss of surface vesicles changes in the appearance of these cells under MGrav compared to controls (fig. 5).

**Changes in Endothelial Cell Area:** The results of the image analysis of endothelial cell motility are shown in Fig. 4. The 4-day PC BAEC have a 50% smaller mean cell area than confluent cell; this is seen for cell in 10% or 0.5% FBS. Increasing the serum from O. 5% to 10% resulted in a three-fold increase in cell area for confluent cell; PC BAEC cell area also increased but only by 40%. Analysis of cell area alteration in response to denudation under HGrav conditions, 4-day PC BAEC are nonresponsive to serum-induced increase cell area (or spreading). There a dramatic decrease in responsiveness to serum-induced increase cell area for confluent BAEC; cell area increased only 75% compared to 300% for control cells. MGrav inhibited the responsiveness of PC BAEC to serum-induced increase in cell area but resulted in an actual reversal of the serum effect with confluent BAEC. In the latter case, cells area decreased by 40% when serum levels increased from 0.5% to 10% (fig.5). The sparse cultures subjected to 24-48 hr HGrav simulations showed a differences in cell shape (circularity and rectangularity), cells spared flattened and elongated (fig. 8).
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Figure 1. Alterations in BAEC migration induced by culture under HGrav and Mgrav conditions and 0.5% FBS: Dependency of BAEC migration on the degree of confluence.

Figure 2. Alterations in BAEC migration under 6 and 12G HGrav in 10% and 0.5% FBS.

Figure 3. Alterations in BAEC migration under clinostat rotation in 10% and 0.5% FBS.

Figure 4. Changes in migrating BAEC area following culture under HGrav and Mgrav conditions: dependency on the degree of confluence and serum levels.
Figure 5. Scanning electron micrograph of BAEC cultured on Cytodex 3 microcarrier beads in the horizontally rotating bioreactor (A), and in flasks (B).
Figure 7. BAEC sheet migration after 16 hr normogravity (upper) and simulated microgravity (lower).

Figure 8. The change in BAEC morphology induced by 48 hr of hypergravity-6G (B) compared to non-centrifuged control (A). Sparse BAEC cultures were photographed under phase at a magnification of 250x.
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Abstract Increased autonomy of robots would yield significant advantages in the exploration of space. The shortfalls of computer vision can, however, pose significant limitations on a robot’s potential. At the same time, simple insects which are largely hard-wired have effective visual systems. The understanding of insect vision systems thus may lead to improved approaches to visual tasks. A good starting point for the study of a vision system is its eye. In this paper, a model of the sensory portion of the fly’s eye is presented. The effectiveness of the model is briefly addressed by a comparison of its performance to experimental data.

1 Introduction

One of the most important sources of information about our environment is certainly vision. Thus, it seems reasonable to endow robots with sight. However, computer vision has proven a difficult problem. At the same time, insects which are essentially hard-wired can solve many visual tasks. These include problems requiring pattern recognition, the tracking of objects and the selection of intercept courses [2,3,10]. Thus, the study of insect vision may lead to new approaches to visual problems.

A most important part of a vision system is its photoreceptor layer. This layer provides the sensory input and therefore sets limits on the performance of the system. Thus, a good starting point for the study of a vision system is in the most distal parts of the eye.

If one wishes to study an insect eye, the eye of the fly is an excellent choice. It is experimentally convenient and much literature on its eye has been produced. In this paper, after an introduction to the fly’s eye, a new model of its photoreceptor layer is presented. The effectiveness of the model is also addressed.

2 The distal fly’s eye

The eye of the fly is composed of a continuum of layers [1]. The most distal of these are the optical layer, the retina and the lamina ganglionaris, usually referred to as simply the lamina. The optical layer, the familiar compound structure seen at the eye’s surface, is the most visible part of the eye. The term retina as applied to the fly differs from its use in vertebrates, referring only to the portions of photoreceptors distal to their own axons. The lamina contains the remaining portions of the photoreceptors and the second-order cells upon which the receptors synapse.

The structure of the fly’s distal eye is depicted in fig. 1. The basic element called the ommatidium is composed of a pair of optical elements, the corneal facet and crystalline cone, and the retinal portions of the photoreceptors that lie immediately under this dioptric apparatus [1]. Each eye of a fly contains several thousand of these elements. The ommatidia are separated from one another by pigment cells which act as apertures and screen out stray light.

The optics are of high quality and deliver a well focused image to the tips of the photoreceptors within the ommatidium [6]. Further, because of their small size, chromatic aberrations are insignificant and depth of focus is relatively large [6,9].

As depicted in fig. 1B, the photoreceptors contained within the ommatidium, are arranged in an asymmetric trapezoid [1]. Six peripheral receptors, referred to as R1 to R6, surround a pair of tandemly arranged central ones, R7 and R8. The central receptors and peripheral receptors are in general of different types and appear to serve different functions [5].

The fly’s photoreceptor is composed of two parts, the rhabdomere and the cell body [1]. The rhabdomere acts as an absorbing waveguide [19] and transduces light into an ionic current [13]. The cell body can be further divided into three segments, the soma, the axon and the axon terminal [1]. The soma is the retinal part of the cell and receives the current generated in the rhabdomere. The terminal is the portion of the cell that transfers information onto second-order cells in the lamina. The axon is a conduit that connects the soma and terminal.

Unlike many animals with compound eyes, the fly has evolved an “open rhabdom” where every rhabdomere in the ommatidium is optically isolated from its neighbors [1]. In the fly, these rhabdomeres also do not collect light
Figure 1 An ommatidium in the fly’s eye and its axonal extensions into the next layer, the lamina. A. The ommatidium is composed of a set of photoreceptors, excluding their axons and axon terminals, and the optics immediately above them, the corneal lens and crystalline cone. Pigment cells form an aperture around this element and screen out stray light. The axonal portions of the receptors synapse with second-order cells in the lamina. B. The ommatidium as seen from the top of A.

from the same portion of space [8]. Although, as depicted in fig. 2, receptors from six, adjacent ommatidia do join together to sample similar regions. These receptors, however, do not sample concentrically [15]. The axons of these same photoreceptors, after penetrating the basement membrane, a high resistance barrier that separates the extracellular space (ECS) surrounding the ommatidia from the ECS of the lamina, also join together in the same element in the lamina [1].

In these lamina structures, new sets of R1-R6 photoreceptors are grouped. These grouped receptors are referred to as the neuro-ommatidium. The axon terminals in a single neuro-ommatidium are electrically coupled via gap junctions, allowing light induced currents in one photoreceptor to flow to the other neuro-ommatidial receptors [16]. This coupling is restricted to adjacent neighbors (i.e. R1 is coupled to R2 and R6, R2 to R1 and R3, etc.). The central receptors bypass the neuro-ommatidia, join the efferent lamina axons and continue on to the next neuropile, the medulla.

Glia1 cells perform a similar role to that of the pigment cells in the ommatidial layer above, and physically separate the neuro-ommatidial axon terminal rings from one another in the lamina, creating distinct units called cartridges [17]. This glial partitioning also results in electrical isolation of the terminal rings [18]. Current does, however, pass through the glial cells, effectively coupling these compartments as well. The neuro-ommatidia, in like number to the ommatidia, are repeated thousands of times across the eye [1].

3 Modeling

The model of a neuro-ommatidium can be formulated in two parts, one to account for the phototransduction process and the other to account for charge changes in its components. Figure 3 illustrates the nodes and layers required in this model. Phototransduction is discussed elsewhere [12].

In the equations presented in this section, the layers in the model concerned with charge changes will be referred to by number, starting with one for references to the membrane current layer. Where a node can be related to one of the photoreceptors (i.e. R1 through R6), it is assumed to be designated by the same number as that photoreceptor. When only one node is present in a layer, it is designated as node one. The notation used to refer to model quantities will be of two forms. A quantity of the form Am is a constant. A quantity of the form Amnp refers to a concept associated with processing in the mth node of the nth layer in the pth neuro-ommatidium.

Equations to describe intercellular charge changes in R1-R6 photoreceptors and the cartridge ECS can be derived from fig. 4 [12]. The resulting equations for the R1-R6 soma and terminal are
\begin{align*}
V_2 \dot{X}_{m2p} &= -B_1 X_{m2p} - B_2 (X_{m2p} - X_{m3p}) \cdot I_{in} \\
V_3 \dot{X}_{m3p} &= B (X_{m2p} - X_{m3p}) - B_3 (X_{m3p} - X_{14p}) + B_4 \sum_{i \in C} (X_{i3p} - X_{m3p})
\end{align*}

where \( C = \{ \text{mod}_6(m) + 1, \text{mod}_6(m+4) + 1 \} \).

Figure 2 The neuro-ommatidium and the sampling pattern of its photoreceptors. The ommatidial and lamina layers have been flattened. The receptors are depicted as white and black circles within the hexagonal, ommatidial facets. Those receptors in white correspond to the depicted neuro-ommatidium. The R1-R6 axon terminals of these latter receptors join together to form ring-like structures in the lamina. Inset: Every point in space is sampled by six peripheral receptors, each from a different ommatidium. A single R1, R2, etc. is used in each of these overlapped samplings.

Figure 3 The nodal structure of a model for the flow of charge within the photoreceptors and cartridge ECS of a neuro-ommatidium. The arrows are used to indicate the type of coupling that exists between the nodes.
The solutions of eqns. 1 and 2 give normalized, lumped, ionic concentrations (NLICs), relative to a lumped ionic concentration in the retinal ECS, for a receptor soma and a receptor axon terminal, respectively. \( X_{\text{mip}} \) and \( V_i \) represent the NLIC and the volume contained within an element in the \( i^{\text{th}} \) layer. \( B_i \) is a coefficient of flow conductance. \( I_{i\text{in}} \) in eqn. 1 is a lumped input current. The set \( C \) in eqn. 2 defines the terminals within the cartridge ring that are adjacent to the \( m^{\text{th}} \) terminal.

The ionic current \( I_{i\text{in}} \) driving the photoreceptor soma should be predominantly composed of \( \text{Na}^+ \) and \( \text{K}^- \) [13,14,20]. These ions are delivered by three different processes [13,20] that can be combined using the equation

\[
I_{\text{in}} = -I_{\text{m1p}}^{\text{Na}} - I_{\text{bkgnd}}^{\text{K}} + I_{\text{m1p}}^{\text{K}}.
\]

\( I_{\text{m1p}}^{\text{Na}} \) is an inward, light-induced, \( \text{Na}^+ \) current, \( I_{\text{bkgnd}}^{\text{K}} \) and \( I_{\text{m1p}}^{\text{K}} \) are also inward currents and are defined as the parts of the \( \text{K}^- \) current present in an unstimulated photoreceptor and the current above this background level in a stimulated photoreceptor, respectively. Henceforth, references to a \( \text{K}^- \) current should be understood to be concerned with only the latter of these two \( \text{K}^- \) currents. \( \text{Na}^+ \) is typically concentrated on the outside of the cell and \( \text{K}^- \) on the inside [14]. The increased flow of each into the cell has a different effect, with increased \( \text{Na}^+ \) flow reducing the lumped, inside-to-outside concentration difference and \( \text{K}^- \) flow raising it. With this in mind, the negation of \( I_{\text{m1p}}^{\text{Na}} \) in eqn. 3 does not reflect a difference in current flow direction, but instead its counter role to that \( \text{K}^- \) flow.

Taking the expected membrane current properties into account [12], a set of equations of the form

\[
I_{\text{m1p}}^{\text{Na}} = -D_1 I_{\text{m1p}}^{\text{Na}} + D_2 \frac{\text{Na}}{D_3 I_{\text{m1p}}^{\text{Na}}} * \Gamma
\]

\[
I_{\text{m1p}}^{\text{K}} = \left(D_4 I_{\text{m1p}}^{\text{Na}} + D_1 I_{\text{m1p}}^{\text{Na}}\right) * \Phi
\]

can be used to model the \( \text{Na}^+ \) and \( \text{K}^- \) currents, respectively. The \( D \) coefficients of eqn. 4 define the saturation and decay properties of the \( \text{Na}^+ \) current. \( D_4 \) in eqn. 5 defines the steady state \( \text{K}^- \) to \( \text{Na}^+ \) ratio. \( \Gamma \) in eqn. 4 is a transfer characteristic between the effective collected light power in the \( m^{\text{th}} \) photoreceptor of the \( p^{\text{th}} \) neuro-ommatidium and
the stimulation that induces the opening of the Na$^+$ channels. This latter characteristic is dependent on the phototransduction process of the photoreceptor, which records the illumination level via a photochemical reaction [5]. $\Phi$ in eqn. 5 is a function that allows for the adjustment of the $K^+$ decay rate with respect to the lighting conditions. The nature of $\Gamma$ and $\Phi$ are discussed in [12].

The final equation required for the modeling of the neuro-ommatidial photoreceptors and the cartridge ECS is the one that describe the charge dynamics of the cartridge ECS itself. This can be defined using

$$V_{4X_{14p}} = B_3 \sum_{i=1}^{6} (X_{13p} - X_{14p}) - B_5 \sum_{j \in S} (X_{14j} - X_{14p}). \tag{6}$$

The set $S$ in eqn. 6 defines the cartridges that are part of the surround of the $p^{th}$ neuro-ommatidium, i.e. the cartridge neighborhood that due to proximity and the glial coupling in the fly's lamina significantly affect the ionic concentration within the ECS of the $p^{th}$ cartridge [4,11,18].

Values for the coefficients required in the model were determined using experimental data and a fitting algorithm [12]. The model is capable of reproducing the responses seen in a fly for wide-field sinusoidal and step stimulation as well as for single photoreceptor illumination [12]. Figure 5 depicts the sinusoidal response properties of the fly and the model. The differences in the phase response are likely due to system delays that were not taken into account in the model's development. Except for this slight discrepancy, the model behavior is quite representative of that seen in the animal.

4. Conclusions

Animal vision offers the potential for the discovery of new approaches to the solution of difficult computer vision problems. The hard-wired nature of insect vision Wows the derivation of a model that captures the functionality of an animal's neurons. The equations presented here model the principles used in the photoreceptor layer of the fly's eye. This model is capable of reproducing the responses recorded in this animal under various types of stimulation.

![Figure 5](image_url)

Figure 5 The magnitude and phase of the sinusoidal responses of the model. The details of the stimulation used can be found in [12]. The upper curve (O) is the phase response and the lower curve (-) is the magnitude. The data symbolized using “•” and “•” is corresponding experimental results from [7] for fly photoreceptor phase and magnitude responses, respectively. Differences between the model and experimental phase can be attributed to system delays that were not taken into account in the model.
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ABSTRACT

Lead iodide (PbI₂) clusters were synthesized from the chemical reaction of NaI (or KI) with Pb(NO₃)₂ in H₂O, D₂O, CH₃OH, and C₂H₅OH media. The observation of the absorption features above 350 nm with the help of integrating sphere accessory strongly suggests the quantum dot formation of PbI₂ in solution. Spectral comparison between the synthesized PbI₂ clusters in solution and PbI₂ nanophasé by impregnation of PbI₂ in four different pore-sized porous silica indicates that the PbI₂ cluster size in solution is less than 2.5 nm in lateral dimension. Atomic force microscopy (AFM) measurements show that the PbI₂ clusters deposited onto three different molecularly flat surfaces are single-layered. The measured height is 1.0 ± 0.1 nm. The swollen layer thickness can be attributed to the interlayer contraction from the strong lateral interaction among PbI₂ molecules, which is supported by ab initio calculation. Raman scattering measurement of LO and TO modes of PbI₂ in bulk and in the confined state were also conducted in 50–150 cm⁻¹ region. The observed three bands at 74, 116, 106 cm⁻¹ are assigned to TO₁, LO₁, and LO₂ mode, respectively. The relatively small red-shift in LO modes may be caused by the surface phonon polaritons of PbI₂ nanophasé in the porous silica.

INTRODUCTION

The study of nanophasé materials physically confined in various hosts has attracted much attention in recent years. Depending upon the physical properties of the confining hosts and the nature of the confined materials, many unique mechanical, thermal, and optical properties have been observed and are related to the different types of confinement effects. The physical confinement, interfacial energy at the guest-host boundaries, and the reduction of the confined particle size can lead to, for example, modification of materials' hardness and depression of the melting and freezing transition temperatures. The quantum confinement of the free electrons in metals and the excitons in semiconductors can result in the observation of the colorful surface plasma resonance and the shifts of the band gap. Dielectric confinement due to the confining hosts provides the means to tune the surface plasma resonance frequencies and to enhance the nonlinear optical effects at interface by changing the dielectric constant of the confining hosts. In addition, the observation of the surface phonon polaritons is also due to the dielectric confinement effects. However, it is unfortunate that these fore-mentioned confinement effects are in effect at same time so that a clear fundamental understanding of what exact role of each confinement play is hard to be realized. Further, the often asked question of how these confinement effects modify the physical and chemical properties of the confined materials is not at all conclusive. A clear demonstration of the crossover effects from bulk state to cluster form has not yet been illustrated.

Heavy metal halides, such as PbI₂, form a unique series of layered semiconductor compounds. Besides having potential applications for γ-ray detection, the strong intralayer chemical bonding and the weak interlayer van der Waals interaction have made these materials to be good candidates for understanding the cluster formation and growth in confining media and for the study of different types of confinement effects along different crystallographic axes.

Sandroff et al. first investigated layered semiconductor clusters in various solvents. Based upon the optical absorption of a solution containing PbI₂ and BiI₃ clusters and the cluster size distribution from TEM measurements, a single layer platelet-like cluster model was proposed. The disrupt blue-shifted absorption bands below 350 nm for PbI₂ in different solvents were explained by charge carrier confinement in different-sized crystallite with a single layer thickness. Other research groups have re-examined similar systems. Disagreements have been raised in terms of the bands assignments in UV-Vis spectra which may result from the possible 1 or I⁻ presence in solution. However, no efforts have been made to understand how the band gap is truly modified when PbI₂ semiconductor changes its physical dimension from small clusters to its bulk. No solid explanation has been put forward to account for the discontinuous blue-shift of the PbI₂ clusters in solution. In addition, there has been no direct experimental evidence reported in literature to support the proposed disk-like single-layered semiconductor clusters being formed in the solution phase.

Therefore, the motivation of the present research is: i) to study cluster formation and growth mechanisms in the solution phase, which can provide information on crystal growth on earth and in microgravity; ii) to understand how the confining geometry modifies the physical and chemical properties of the restricted clusters in terms of shape, lattice parameters, as well as the thermal and optical properties; iii) to provide direct experimental evidence of the size and morphology of these layered semiconductor clusters formed in solutions; iv) to study quantum confinement effect when PbI₂ is physically confined in four different pore-sized porous glass, which serves as the feed-back to estimate the PbI₂ clusters formed in solution.
EXPERIMENTAL

I. Synthesis of PbI₂ Clusters in Solutions

As reported by others, the starting materials are Pb(NO₃)₂ and NaI or KI which were purchased from Aldrich with purity of 99%. No effort was made to further purify the materials. Two reasons why we chose NaI instead of KI in most of our experiments were the following: 1) synthesized PbI₂ clusters are insoluble in pure alcohol but NaNO₃ is. Therefore, the dilution of the colloidal suspended solution will not result in much of the alteration of the formed cluster size; 2) in order to unambiguously identify PbI₂ cluster formation and cluster sizes with AFM, the complete removal of NaNO₃ from the surfaces and maintaining the minimal perturbation to the PbI₂ clusters are critical so that SPM images can directly reflect the structural and frictional information on PbI₂ clusters themselves. Both Pb(NO₃)₂ and NaI (or KI) were prepared in same solvent with known amount of molar concentration. Lead iodide clusters were synthesized by simply mixing the two solutions in the optical cell before subject to various measurements.

II. Impregnation of PbI₂ in Well-Defined porous Glasses

In order to understand quantum confinement effect on PbI₂ particles, an alternative experiment was planned. That is, to impregnated PbI₂ in well-characterized porous glass. The detailed impregnation procedure has been reported elsewhere. Only a brief outline is given in this paper.

Gelsil porous substrates with 2.5, 5, 10, and 20 nm pore diameters were used for PbI₂ impregnation. The PbI₂ was purchased from Aldrich with 99% purity. The porous glass was first cleaned and then was placed into 10 mm inner diameter and one-end sealed quartz tube. The tube was placed into a vertical furnace. The glass was slowly heated to 450 C in 6 hrs and then was cooled down to 110 C. A sufficient amount of PbI₂ powder was loaded into a smaller glass tube with open ends. Then the tube containing PbI₂ was transported into the bigger tube where the porous glass was dried. The system was heated again very slowly to 450 C. The melted PbI₂ flew out the inner tube and emersed the porous substrates. Upon the 1 hr soaking in the molten state of the PbI₂, the impregnated porous substrate was slowly cooled back to room temperature. The sample tube was properly sealed for characterization.

III. Optical Characterization

In order to understand the solution structure and cluster formation kinetics, time resolved and static UV-Vis spectrophotometric measurements were carried out on a Rapid Scan OLIS RSM Spectrophotometer and a Hitachi 3501 spectrophotometer. With OLIS RSM, a series of spectra with time interval of 1-10 ms was collected in the spectral range of 300 - 550 nm. The spectral intensity and frequencies were analyzed as the function of time. The static electronic absorption and extinction spectra were made possible with or without an integrating sphere accessory on a Hitachi 3501 spectrophotometer. All the spectra were measured in 1000-185 mu region with 1 nm resolution.

IV. Atomic Force Microscopy (AFM)

AFM images in TappingMode, constant force, and lateral force modes were obtained with a Nanoscope III atomic force microscope from Digital Instruments. All measurements were performed under ambient conditions with typical relative humidities ranging from 50 - 60%. Well-calibrated E- and A-scanners were used in the present experiments. With A scanner, atomic scale topography images of the hexagonal sheet of SiO₂ in cleavage basal plane of Muscovite mica can be readily obtained on a freshly cleaved mica surface. By comparing the measured value of the nearest neighbor distance of the SiO₂ tetrahedral with the literature value, the lateral resolution of the A-scanner on the atomically flat surface is less than 0.02 nm. Vertical resolution of both A and E scanners in both tapping and constant force modes is less than 0.1 nm. In order to further ensure the consistency in vertical resolution, as we reported elsewhere, a freshly cleaved PbI₂ single crystal surface was imaged which resulted in the observation of half the unit cell distance on c-axis, i.e. a single molecular layer step of PbI₂ along c-axis. The step height was used as an internal height calibration. The measured single layer step height was 0.7 ±0.2 nm which is in good agreement with 0.698 nm in literature.

V. Raman Measurement

Raman scattering measurements of PbI₂ in its bulk and confined phase in porous silica were conducted with a Spex Raman spectrometer, which is equipped with a double-grating monochromator and Ti:Saphire laser pumped with Ar laser. The scattered light was collected at 90° to the excitation laser beam. Each spectrum was obtained with 2 cm⁻¹ resolution and 1 second integration time. A water cooled photomultiplier tube was used as the detector. The typical excitation energy of the laser was ~100 mW at 770 nm.

RESULTS AND DISCUSSION

526
I. Optical Characterization of Solution Structure

In order to understand solution structure and to identify possible species present in solution, efforts were made to systematically study i) solvent effect on reactants, i.e., NaI and Pb(NO₃)₂; ii) solvent effects on the reaction products, i.e., PbI₂ clusters and NaNO₃; iii) Pb: I molar ratio effect on reaction products; and iv) concentration effect on the cluster size formation. In the following section, each individual effect will be discussed sequentially.

Fig. 1 illustrates optical absorption spectra of reactants NaI and Pb(NO₃)₂ in methanol solution. Both solvent and Pb(NO₃)₂ did not show any absorption band above 250 nm. However, KI solution did show two absorption bands at 270 and 320 nm, respectively. As pointed out by Wang and Herron, the observed two peaks at 270 and 320 nm are primarily due to the absorption of I⁻ species in methanol solution. Similar spectra were also observed for NaI or KI dissolved in H₂O, D₂O, propanol methanol solution under ordinary light irradiation. Fig. 2 demonstrates the optical spectra of reaction products by mixing of NaI and Pb(NO₃)₂ with different molar concentration ratio. Three different Pb: I ratios were plotted out in this figure. They were Pb: I = 1:2, 1:3, and 1:4, respectively. As the number of iodine ions increases, the peaks at 270 nm and 320 nm increase accordingly, while a weak peak at 420 nm remained stationary. This observation further suggests that the bands at 270 nm and 320 nm were due to I⁻ complex formed in solution rather than what was believed to be the signature of PbI₂ cluster formation in solution.

In order to unambiguously identify PbI₂ cluster formation and to clarify true electronic absorption band(s) due to PbI₂ clusters in solution, we have collected both extinction and absorption spectra of PbI₂ colloidal solution at four different concentrations. The extinction spectra were obtained via simple transmission spectra, while the true absorption spectra were collected with the help of integrating sphere accessory. The extinction spectra, consistent with the work reported in the past, showed two bands at 270 nm and 320 nm. However, the absorption spectra clearly showed additional bands above 350 nm, which were not observable in extinction spectra, as shown in fig. 3. In addition, the band position shifts to the red and absorption intensity is enhanced as the PbI₂ concentration increases. When the concentration changed from 5.0 to 1.0 mM/l, the electronic absorption band due to PbI₂ clusters blueshifted from 505 nm to 420 nm. At 0.5 mM concentration, the electronic absorption due to the PbI₂ clusters was expected to overlap with the band at 320 nm.

It is known that when the physical size or dimension of semiconductors is comparable to or smaller than its exciton Bohr radius (for PbI₂, \(a_B = 1.9 \) nm), quantum confinement of the electron and hole will result in an appreciable blue-shift from its bulk band gap. Based on the effective-mass approximation (EMA) theory proposed by Brus, the absorption energy \(E(R)\) for a nanosized semiconductor particle (or quantum dot) can be estimated by the following equation:
\[ E(R) = E_g + \frac{\hbar^2 \pi^2}{2R^2} \left( \frac{1}{m_e^*} + \frac{1}{m_h^*} \right) - \frac{1.8e^2}{\varepsilon R} + \text{small term} \]  

(1)

where \( E(R) \) is the absorption band gap, \( R \) is the size of the quantum dot, \( m_e^* \) and \( m_h^* \) are the effective masses of electrons and holes, \( \varepsilon \) is the dielectric function of the semiconductor. The first term in the equation (1) is the band gap of bulk semiconductor. The second term is due to the quantum confinement of the electron and hole pair. And the third term is Coulomb interaction between the electron and hole. Clearly, the band gap of the confined semiconductor is modified by the second (\( \sim 1/R^2 \)) and the third (\( \sim 1/R \)) terms. Therefore, as the particle size changes, the band gap is changed accordingly. As illustrated in fig. 3, the absorption edge of PbI_2 clusters synthesized in methanol solutions does blueshift gradually as PbI_2 concentration decreases. If it is assumed that the lowest solution concentration has the smallest clusters, then one would expect to observe the largest blueshift in the band gap. Further, as the solution concentration increases, larger clusters are formed that result in an increasing redshift that would ultimately approach the band gap of the bulk material. This trend is consistent with what is predicted by equation (1) and therefore, the absorptions between 550-420 nm for different concentrations are attributed to quantum confined PbI_2 clusters.

I. Confirmation of the Existence of Single-layered PbI Clusters Formed in Solution

Fig. 4 shows one of the typical TappingMode AFM images of the PbI colloidal solution deposited on mica surface. It is clear that all PbI clusters have the same height of 1.0 ± 0.1 nm. In order to eliminate any possible structure alteration due to the mica surface, which can lead to false height information, the same PbI colloidal solution was used to deposits on graphite and SAM derivatized mica surfaces. The same height information was also obtained. Therefore, the 1.0 nm height of the image is considered to be the true height of the PbI clusters. It is also conceivable that the PbI clusters must be disk-like as discussed in previous section and proposed by others. Then, the PbI clusters on mica surface are orientated with their c-axis perpendicular to the mica surface. Therefore, the measured image height should reflect the layer thickness of the PbI clusters. Due to the tip convolution problem, no attempt has been made to resolve the lateral dimension of the PbI clusters. As pointed out earlier, the measured single layer thickness of the bulk lead iodide is 0.7 nm, while the height of the PbI clusters was 1.0 nm. The 1.4 times layer thickness expansion seems to be surprising. Ab initio calculation on PbI and BiI_3 clusters, on the other hand, has shown that energy-optimized interlayer and intralayer distances of PbI_2 were 11% expanded and 1% contracted, respectively, with respect that of the bulk. A geometry optimization calculation suggests that the equilibrium interlayer thickness expanded 40% while the interlayer distance was contracted by 3%. Therefore, the observed 1.4 times of the swollen interlayer is expected. As it was argued by Marino et al.: in the case of PbI_2 clusters with \( D_{3h} \) point group symmetry, the electron-rich I atoms of the top layer are arranged in head-on configuration with respect to I atoms at the bottom layer. For the bulk PbI, however, each I atom in the top layer is located directly above the midpoint between two iodine atoms positioned in the bottom layer. Therefore, it was expected that PbI clusters tend to laterally contract and to vertically expand.

Optical and AFM characterizations have provided sufficient evidence that the PbI clusters formed in methanol solution is single-layered. The lateral size of the disk-like clusters, based on the quantum confinement of the excitons, is comparable or smaller than that of the exciton Bohr radius \( a_n = 1.9 \) nm.

II. Optical Characterization of PbI Impregnated in Porous Glass

Fig. 5 showed the electronic absorption spectra of bulk PbI and the PbI physically confined in 2.5, 5, 10, and 20 nm pores of silica substrates. As expected, the PbI confined in large pores, the absorption spectrum showed a little blueshift in band gap. However, a noticeable blueshift was observed at ~505 nm when the PbI was confined in 2.5 nm pore, which is consistent with the quantum confinement theory proposed by Brus. By comparing the optical spectrum
of PbI₂ impregnated in 2.5 nm in fig. 5 with the spectrum of PbI₂ clusters synthesized in methanol solution at 5 mM concentration in fig. 3, a same absorption band edge was observed. This observation provided strong indication that the PbI₂ clusters synthesized in the methanol solution was less than 2.5 nm in size. As the concentration decreases, the cluster size gets smaller so that the absorption band of the PbI₂ clusters was further blueshifted.

Fig. 6 illustrated Raman spectra of PbI₂ bulk and confined in four different pore-sized silica host. There were three bands observed in 60 - 150 cm⁻¹ region. They are at 75, 96, and 106 cm⁻¹, respectively, which had been assigned to TO₂, LO₂, and LO optical phonon modes of PbI₂ crystals. As the pore size decreases, LO modes are broadened and the center frequencies seem to be red-shifted. The red-shift of the band at 106 cm⁻¹ is more pronounced. It is speculated that the red-shifts in LO modes may be due to the enhancement of the surface phonon modes resulting from the local electric field at guest-host interface for small particles. However, the experimental results are further from conclusive to make a claim of surface phonon observation in this system. More experiments are current underway to study surface phonon polaritons in layered semiconductor quantum dots.

CONCLUSION

Optical characterization of PbI₂ clusters synthesized in methanol solution with integrating sphere has unambiguously confirmed the PbI₂ cluster formation. A spectral comparison of the electronic transitions between the PbI₂ clusters synthesized in solution and physically confined in porous glass suggests that the cluster size in solution is less than 2.5 nm lateral dimension. This observation is consistent with the concept of strong quantum confinement sets in when the particle size is comparable or smaller than the exciton radius (a_B = 1.9 μm).

AFM measurements of PbI₂ clusters on mica, graphite, and CH₃ surfaces suggest that the clusters formed from solution synthesis are disk-like. A thickness of 1.0 ± 0.1 nm observed at 0.5 mM concentration confirms, for the first time, that these clusters are single-layered. The 40% expansion of the interlayer distance can be attributed to the finite size effect of the clusters. At small sizes, a strong interlayer chemical bonding can result in the lateral contraction with respect to the bulk value and can lead to the expansion in layer thickness.

LO and TO modes of bulk and the confined PbI₂ were also characterized via Raman scattering measurements. The observed red-shifts and spectral band broadening of LO modes (LO₁ and LO₂) may be attributed to surface phonon polaritons of PbI₂ nanophase in the porous host. However, the experimental results are not yet conclusive.
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Introduction

Researchers at the University of Texas at El Paso (UTEP) and the University of Texas at Austin (UTA) are conducting a study of significant land-use/land-cover changes that have taken place within the Rio Conchos watershed area over the past twenty years. Although seldom recognized, the Rio Conchos, which has its headwaters in the remote Sierra Madre Occidental of Chihuahua, Mexico, contributes between 23% and 27% of all the water that flows in the international Rio Grande (Rio Bravo del Norte in Mexico). The quantity and quality of the water flowing from the Rio Conchos is of critical importance to the lower Rio Grande: virtually no water from the upper portion of the Rio Grande flows into the lower half (about 100 miles downstream from the El Paso-Juarez valley the Rio Grande dries up). For all practical purposes, the Rio Conchos is the headwaters for the lower Rio Grande.

The Rio Conchos, which arises at approximately 2,400 meters in one of the wettest and highest areas in the Sierra, flows eastward through a very remote region, and eventually becomes an exotic river as it traverses America’s largest arid zone, the Chihuahua Desert, to its junction with the Rio Grande (see Figure 1). The total area of the Rio Conchos watershed is approximately 77,000 square kilometers and is considered to be one of the most threatened river systems in North America. The Conchos river system is under extreme pressure and stress due to improper logging practices, overgrazing, intensification of human use, and other land uses that are frequently environmentally abusive. An assessment of the ongoing and future threat to the environmental integrity of the Rio Conchos promises mutual benefits on both sides of the U.S.-Mexico border and is long overdue.

Project Objectives

The primary objective of this project is to develop a quantitative assessment of land-cover and land-use changes that have taken place over the past two decades within the Rio Conchos watershed and to provide the baseline for monitoring of future changes. We plan to focus our initial research efforts in those parts of the watershed that are currently undergoing the most stress. The main thrust of the research is to conduct an inventory of the land-cover types and land-use activities that can be determined from space, and to evaluate the consequences of observed and expected changes. This project will combine Landsat data with in situ information on climate and hydrology to delineate land uses and identify areas of active erosion within the study area. The area of the watershed requires ten Landsat images for use in this study. Much of the basic information on climate including a 5 megabyte data base already has been compiled by the investigators.

The integration of this information into meaningful and useful statistics, and their spatial characteristics will provide a documentable basis for projecting future impacts and consequences of human activities on the watershed. This study not only represents a much needed baseline, but will serve to educate and to motivate the formulation and/or enforcement of regulations for sustainable multiple use within the watershed. In particular it is essential that the extent and type of land-cover and land-use changes, precipitation distribution including seasonality and variations, reservoir siltation, and watershed efficiency involving seasonality, evaporation, and infiltration be identified and quantified.
Research Methods and Products

1) Inventory and evaluation of previous research. Emphasis will be on the inventory, collection, and evaluation of available data and information from this work.

2) Document climatological and hydrological characteristics of the study area based upon satellite imagery, and ground and aerial reconnaissance.

3) Examine Landsat coverage of the watershed, and determine land-cover, land-use and identify areas of active erosion and possible pollution sources.

4) Measure the storage capacity for Boquillas reservoir. A comparison of the original reservoir dimensional data with that of the present will permit reasonable estimates of erosion rates based upon the added deposition material. This information will be used to relate slope, soil, and land-cover changes to erosion rate.

The product of the research proposed here will be land-use/land-cover maps for two years approximately 20 years apart and land-use and land-cover change maps for that period for portions of the basin with the most sensitive physical setting and undergoing the most rapid change.

Background

Approximately a third of Mexico’s major rivers have their origins in the Sierra Madre. More than a dozen of the largest and most valuable irrigation districts in nine states, including Texas, derive a substantial proportion if not all of their water from the Sierra Madre. The Rio Conchos is by far the largest river having its origin in Mexico that reaches the United States. The most important recent threat to the well being of Mexico’s most important watershed was a forestry project formulated by the World Bank in the late 1980’s. Although the project was promoted as forestry development, it was in effect a logging scheme that was fraught with problems, misconceptions, inconsistencies, and evidence of shortsightedness. Their climatic information, for example, included rainfall and snow accumulations that were far above average and a growing season-tree growth cycle that was very unrealistic. This project was to serve as a model for other logging projects in Mexico. As a result of substantial pressure from environmental and human rights organizations, the project appears to be on hold. Other plans to exploit resources in the watershed will come with or without the World Bank’s involvement. Land-use/land-cover information is sorely needed to provide the framework for analysis of impacts of proposed development plans.

Responses and Consequences

Although most of the study area is considered very remote, the completion of the railroad across the Sierra Madre in 1961, followed by three decades of road building under the GranVision Plan has resulted in very rapid changes in land-cover conversion. The very rough, rugged terrain in the Sierra is largely the result of downcutting into the elevated plateau surface. This has produced five canyons deeper than the Grand Canyon of Arizona. The combination of thin soils, steep slopes and rapid runoff particularly in the upper reaches of the Rio Conchos make the area very fragile to any form of exploitation or development activities. Erosion is already a major problem. Stripping the mountain of the remaining forest would fill the already heavily silted reservoirs and seriously impact, if not eliminate, irrigation agriculture in north-central Mexico and the lower Rio Grande.
Analysis of Remotely Sensed Imagery for Change Detection

Landsat MSS and TM imagery will be the primary sources of remotely sensed data for establishing land-cover/land-use in this study. Although it is only available for recent years, space-based radar imagery will also be evaluated for use in refining future mapping. Additional ancillary and contextual data will also be incorporated where possible in the classification and change detection process. Because the features which are being analyzed differ, analysis of the imagery will require application of an integrated set of approaches for both classification and detection of change. Some areas are comprised of large homogeneous regions of similar spectral response characterized by relatively simple boundary geometry while others will be complex features at multiple scales, consisting of a composite of classes of different sizes. Spectral signatures of multiple targets are often similar at given times of the year, but can be discriminated via multitemporal analysis. Additionally, textural information, ancillary information from field acquisitions, knowledge of class context, and estimates of probable changes in specific classes can dramatically improve results.

We propose to utilize a suite of feature extraction and image segmentation and classification algorithms applied at both the region and pixel levels in the study. Specifically, we propose to use a multiresolution feature extracting spatially contiguous features such as areas of deforestation and anthropogenic change in conjunction with a combination of spatial/spectral clustering and supervised maximum likelihood algorithms applied at both a “global” and localized regional level to analyze spectral data. We will also investigate incorporation into our Geographic Information System (GIS).

The proposed region of study is spatially extensive and some classes are large enough to justify use of AVHRR data from the NOAA satellites for multitemporal analysis. We propose to incorporate temporal signatures derived form several years of AVHRR data acquires and temporally reconstructed by the University of Texas Center for Space Research to establish regional level temporal cycles, determine trends in large scale land cover, and resolve problems in vegetation classification. Additional, this sequence will provide data on temporal variation of vegetation signatures and thereby be useful for computing leaf area index (LAI) for rainfall/runoff models.

Finally, because land surface topography plays a central role in hydrology, ecosystem dynamics, biogeochemical cycling, weather, and climate in this area, it will be necessary to utilize topography for land cover classification as well as for determining runoff characteristics and for estimating erosion. Although the U.S. Geological Survey (USGS) has developed digital elevation models (DEMs) for most of the United States (30 m horizontal resolution; 7-15 m vertical resolution), including the state of Texas, a DEM does not exist for the Rio Conchos basin in Mexico.

End-Users of Information From This Project

The remotely sensed imagery, land use and ground cover maps, climatic data, etc., will be placed in a user-friendly Geographic Information System (GIS) in the UTEP Pan American Center for Earth and Environmental Studies (PACES) which has established collaboration with the Center for Health Applications of Aerospace Related Technology. This will allow various universities, organizations, agencies and other end-users to have ready access to the source material and information generated from this project. A GIS format will make the use of this information user-friendly to customers on both sides of the border. It will be especially important to the Border Environmental Cooperation Commission (BECC) as it evaluates projects proposed for funding through NAFTA.
Figure 1. The Rio Grande Basin showing the junction of the Rio Conchos with the Rio Grande (Rio Bravo del Norte in Mexico). The shaded area outlines the Rio Conchos watershed.


1. Introduction

Thioperoxy (XSO or XOS) radicals exist in a variety of chemical environments, and they have as a consequence drawn some interest. HSO, an important species in the chemistry of the troposphere, has been examined both experimentally [1-3] and theoretically [4, 5]. The halogenated (X = F, Cl or Br) peroxy species and isovalent thioperoxy species have been studied less, but they too are potentially interesting because oxidized sulfur species and halogen sources are present in the atmosphere [6]. Learning the fate of XSO and XOS radicals is important to understanding the atmospheric oxidation chemistry of sulfur compounds. Of these, FSO [7, 8] and CISO [8, 9] are particularly interesting because they have been directly detected spectroscopically.

Recent studies [10, 11] in our laboratory on the photochemistry of thionyl halides (X₂SO; where X = F or Cl) have suggested new ways to generate XSO species. The laser-induced photodissociation of thionyl fluoride, F₂SO, at 193 nm and thionyl chloride, Cl₂SO, at 248 nm is characterized by a radical mechanism [10, 11],

\[ X₂SO \rightarrow XSO + X. \]  

The structure of FSO has been characterized experimentally by Endo et al. [7] employing microwave spectroscopy. Using the unrestricted Hartree-Fock (UHF) self-consistent field (SCF) method, Sakai and Morokuma computed the electronic structure of the ground \( ^2A'^\) and the first excited \( ^2A' \) states of FSO [12]. Electron correlation was not taken into account in their study.

In a laser photodissociation experiment, Huber et al. identified CISO mass spectrometrically [13]. CISO has also been detected in low temperature matrices by EPR [9] and in the gas phase by far IR laser magnetic resonance [8]. Although the structure of FSO is known in detail, the only study, experimental or theoretical, of CISO has been an \textit{ab initio} HFSCF study by Hinchliffe [14]. Electron correlation corrections were also excluded from this study.

In order to better understand the isomerization and dissociation dynamics of the radical species, we have performed \textit{ab initio} correlated studies of the potential energy surfaces (PES) of CISO and its isomer C1OS at the QCISD(T)/6-31G' level of theory [15]. For FSO and FOS, more extensive QCISD/6-31G(2d,p) calculations have been possible, and the results are summarized here.

2. Structure and spectroscopic properties of FSO and FOS in the ground \( ^2A'^\) state

The geometry optimizations and harmonic frequency analyses of the isomers FSO and FOS were done with the Gaussian92 suite of programs [16]. The importance of including d- and f-polarization functions in basis sets for accurate calculation of the equilibrium geometries of fluorine- and sulfur-containing species is documented [17], and adequate sets were employed. The equilibrium geometries and harmonic vibrational frequency analyses of the isomer radicals in the ground \( ^2A'^\) state were determined.
by the UHF method with QCISD electron correlation correction based on the UHF reference state. A “frozen core” exclusion of the inner shells from the QCISD calculations was adopted. The optimum geometry of the closed-shell FSO' ion was also computed with the same 6-311G(2df) basis at the QCISD level in order to obtain an accurate estimate of the adiabatic ionization energy of FSO.

Table 1 shows the optimized geometry of ground state FSO determined at the UHF/6-311G(2df) and QCISD/6-311G(2df) levels of theory. The results of our calculations on FSO are to be found, respectively, in the first and third rows. In their UHFSCF calculations, Sakai and Morokuma [12] computed the electronic structures of the ground \(3^A^g\) and first excited \(1^A^c\) states of FSO. They employed 4-31G basis sets and augmented them with s- and p-type Gaussian bond polarization functions. Their results are reproduced in the second row of Table 1 for comparison. To our knowledge, there has been no \textit{ab initio} correlated study on this system prior to our own. Endo et al. [7] carried out a microwave spectroscopic study of ground state FSO and determined its geometry and fundamental vibrational frequencies. The fourth row of Table 1 displays the experimental bond lengths and bond angle.

<table>
<thead>
<tr>
<th></th>
<th>F-S (Å)</th>
<th>S-O (Å)</th>
<th>(\angle_{\text{FOS}} (°))</th>
<th>Total energy (a. u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF This work</td>
<td>1.564</td>
<td>1.423</td>
<td>107.4</td>
<td>-571.8555</td>
</tr>
<tr>
<td>Sakai(^a)</td>
<td>1.560</td>
<td>1.443</td>
<td>107.9</td>
<td></td>
</tr>
<tr>
<td>QCISD This work</td>
<td>1.604</td>
<td>1.454</td>
<td>108.0</td>
<td>-572.5015</td>
</tr>
<tr>
<td>Experiment(^b)</td>
<td>1.6023</td>
<td>.4523</td>
<td>108.3</td>
<td></td>
</tr>
<tr>
<td>FSO(^*)</td>
<td>1.472</td>
<td>1.361</td>
<td>110.8</td>
<td>-571.5045</td>
</tr>
<tr>
<td>QCISD This work</td>
<td>1.510</td>
<td>1.401</td>
<td>111.5</td>
<td>-572.1517</td>
</tr>
</tbody>
</table>

\(^a\)Ref. [12] \(^b\)Experiment: Ref. [7]

The bond lengths and angle of FSO\(^*\) at the UHF and QCISD levels are displayed in the last two rows of Table 1. Experimental work by Endo \textit{et al.} [7] as well as \textit{ab initio} SCF studies have shown FSO to be a \(n\)-radical with a spin-doublet ground \(3^A^g\) state. The unpaired electron is in the SO antibonding \(\pi^*(4a^\dagger)\) orbital. FSO\(^+\), absent the unpaired electron in the antibonding orbital, exhibits shortened S-O and F-S bonds.

Accurate estimation of the adiabatic ionization potential of FSO is important to the interpretation of multiphoton ionization experiments. In such experiments, FSO\(^+\) is produced by ionization via a highly excited valence or Rydberg state of FSO, a state which may well have almost the same nuclear configuration as does FSO\(^*\). At the QCISD level the difference in total energies of FSO (−572.50 15 a.u.) and FSO\(^*\) (−572.1517 a. u.) gives an accurate estimate (probably within ±0.1 eV with the basis sets employed) of the adiabatic ionization potential of FSO. The computed estimate, 9.52 eV, falls into a range which indicates that two-photon ionization spectroscopy is feasible with commercially available lasers.

Table 2 presents the geometry of isomeric FOS radical, determined at the UHF/6-311G(2df) and QCISD/6-311G(2df) levels. There are no reported experimental data for the species. With FSO, QCISD
correlation correction brings the calculated bond lengths and angle closer to experimental, by 0.04Å and 0.6°, respectively, than they are at the UHF level. In FOS, the effect of electron correlation on geometry is greater. A change of 0.15Å in the F–O bond length is introduced by including correlation. Taking the FSO results as a guide, one expects the QCISD geometry of FOS to be accurate to within 0.01Å and 1°, respectively, in the bond lengths and the angle. The S–O bond is longer and weaker in FOS than in FSO. The local minimum in the triatomic potential surface which corresponds to FOS lies 83.7 kcal/mole above the global, FSO, minimum. In two other thioperoxo radicals (XSO–XOS; where X = H and Cl) which have been studied, XSO is also more stable than XOS. In HSO–HOS [5], HSO is the mom stable isomer by only 5.4 kcal/mol, whereas CIISO [14] is 42 kcal/mol more stable than CIOS. The uncertainty in the reported values of the enthalpy of formation of FSO leads to a range of values for the reaction $F(2P) + SO(X^3Σ^-) → FSO(2A^1Σ^+)$.

There is a corresponding range of reaction enthalpies reported, from 75 [18] to 86 kcal/mol [19], depending on the origin of the value for dissociation of $FSO(2A^1Σ^+)$ to $F(2P)$ and $SO(X^3Σ^-)$ employed. The product $F(2P) + SO(X^3Σ^-)$ state is the lowest-dissociation asymptote correlating with the $2A^1Σ^+$ ground state of FSO or FOS. Assuming the upper limit value to be correct, the local minimum corresponding to the FOS isomer lies only a few kcal/mol below the dissociation asymptote leading to $F(2P) + SO(X^3Σ^-)$.

Table 2. UHF–QCISD/6-311G(2df) optimized geometries of ground state FOS.

<table>
<thead>
<tr>
<th></th>
<th>F-O (Å)</th>
<th>S-O (Å)</th>
<th>$\angle_{FSO}$ (°)</th>
<th>Total energy (a. u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>This work</td>
<td>1.374</td>
<td>1.589</td>
<td>110.9</td>
</tr>
<tr>
<td>QCISD</td>
<td>This work</td>
<td>1.526</td>
<td>1.557</td>
<td>110.9</td>
</tr>
</tbody>
</table>

Table 3 displays the computed harmonic frequencies of FSO and the experimentally observed fundamentals [7]. The S–O and F–S harmonic frequencies computed at the QCISD/6-311G(2df) level are higher by 20 - 30 cm$^{-1}$ than the corresponding experimental values. The experimentally observed S-O stretching frequency in FSO is larger than the frequency (1148 cm$^{-1}$) of isolated SO. The S–O bond length in FSO is also shorter by 0.03Å than that in diatomic SO (1.481–). The S–O bond in FSO is strengthened by the presence of the electronegative fluorine, which reduces repulsion among the nonbonding electrons on oxygen and sulfur.

Table 3. QCISD/6-311G(2df) harmonic vibrational frequencies (in cm$^{-1}$) of FSO and FOS.$^*$

<table>
<thead>
<tr>
<th></th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSO</td>
<td>Calculated</td>
<td>1240</td>
<td>791</td>
</tr>
<tr>
<td></td>
<td>Observed$^b$</td>
<td>1215</td>
<td>763</td>
</tr>
<tr>
<td>FOS</td>
<td>Calculated</td>
<td>911</td>
<td>491</td>
</tr>
</tbody>
</table>

$^*$ $\omega_1$, $\omega_2$, and $\omega_3$ correspond, respectively, to the S–O and F–S stretching, and the F–S–O bending frequencies of FSO, and, respectively, to the S–O and F–O stretches and the F–O–S bend of FOS.

$^b$Experiment: Ref. 7
The FOS harmonic frequencies appear in the last row of Table 3. There is a substantial difference in the S–O stretch of the two isomers; the frequency in FSO is larger by about 300 cm$^{-1}$ than in FOS. This difference is consistent with the finding that the S–O bond in FSO is shorter and stronger than in FOS. The computed F–S stretching frequency in FSO is also larger by about 300 cm$^{-1}$ than the F–O stretch in FOS. The low F–O frequency in FOS indicates that the bond is substantially weaker than the F–S bond in FSO and consistent with the fact that the potential energy surface is flat near the local FOS minimum region.

3. Structure and spectroscopic properties of CISO and CIOS in their ground $^2A^\text{a}^\prime$ state

A $\textit{a b initio}$ correlated calculations were performed on the $^2A^\text{a}^\prime$ Cl–S–O potential surface in the region of the CISO + CIOS isomerization in order to understand the energetic of the process. About two hundred QCISD/6-31 G* and QCISD(T)/6-31 G* calculations were performed with the Gaussian92 system to map the surface in the region of interest.

Analysis of the computed potential surface has yielded minimum energy structures and spectroscopic properties of ground state CISO and CIOS. As with the FSO isomers, the optimum geometry of singly ionized, closed-shell CISO$^+$ was also computed. At the optimum geometry, a single QCISD(T) calculation was performed to more accurately estimate the total energy. Tables 4 and 5 show the QCISD/6-31G* optimized geometries of ground state CISO, CISO$^+$ and CIOS.

CISO, like FSO, is bent with an unpaired electron in arc* orbital. Similar to the case with FSO, removing the unpaired electron in CISO forms a CISO$^+$ ion with shorter S–O and S–Cl bond lengths. Mulliken population analysis reveals a rather large formal charge on the sulfur.

Table 4. QCISD/6-31G* optimized geometries of ground state CISO and CISO$^+$. Reported total energies are QCISD(T).

<table>
<thead>
<tr>
<th>Cl–S (Å)</th>
<th>S–O (Å)</th>
<th>$\angle_{\text{Cl–S–O}}$ (°)</th>
<th>Total energy (a. u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CISO</td>
<td>2.0864</td>
<td>1.4957</td>
<td>109.3</td>
</tr>
<tr>
<td>CISO$^+$</td>
<td>1.9564</td>
<td>1.4500</td>
<td>112.0</td>
</tr>
</tbody>
</table>

Population analysis reveals some of the differences in charge distribution between CISO and CIOS, FSO and FOS, and between the chloro- and fluoro- pairs. In both CISO and FSO there is a relatively electropositive atom, S, flanked by a quite negative oxygen and halogen. In FSO the halogen is as electronegative as O, whereas in CISO it is much less so. Charge flows from the sulfur to the oxygen and halogen; in about equal amounts in FSO but more to O than Cl in CISO. The two molecules are therefore somewhat ionic, with large dipole moments. At the HF level the ordering of the dipole moments is FSO $>$ CISO $>$ FOS $>$ CIOS. The S–O bond order in CISO is about 75% greater than the Cl–S. In FSO the S–O bond order is twice that of the F–S bond.

In CIOS and FOS the bond orders of the two bonds in each are equal. The effect on bonding, then, of having the most, rather than the least, electronegative atom in the center of each molecule is to reduce the S–O bond from a double to a single bond. There are differences in the actual details of the charge distributions in the two species. In CIOS a very electronegative atom is flanked by two larger
atoms of roughly equal electronegativity, while in FOS there is a relatively electropositive atom at one end of the molecule, with two highly electronegative atoms bonded to each other at the other end. The charge on the sulfur, as the Mulliken gross atomic population, is positive and the same in both molecules. It is reduced in magnitude from the values for FSO and CISO. In FOS, F and O both carry the same negative charge, smaller in magnitude than the charges on those atoms in FSO, and reflecting the fact that they are bonded to each other. In CIOS the central oxygen carries quite a large negative charge; Cl is positive to only a slightly lesser extent than S.

Table 5. Optimized geometry of C IOS.

<table>
<thead>
<tr>
<th>Cl–O (Å)</th>
<th>O–S (Å)</th>
<th>θ Cl–O–S</th>
<th>Total energy (a. u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCISD</td>
<td>1.7893</td>
<td>1.6331</td>
<td>116.7</td>
</tr>
</tbody>
</table>

* Total energy computed at the QCISD(T)/6-31G* level of theory.

Table 6 shows the harmonic frequencies of the two isomers. The S–O stretch in C IOS is about 300 cm⁻¹ lower in energy than it is in CISO, exactly as the corresponding frequencies differ in the FSO–FOS pair (see Table 3). The lower frequency reflects the weakness of the S–O bond in XOS relative to XSO which has been cited above. However, the Cl–O stretch in C IOS is about 100 cm⁻¹ higher in energy than is the Cl–S stretch in CISO. In this pair of frequencies the CISO–ClOS pair reverses the tendency seen in FSO–FOS. The best explanation of the reversal lies in the contrast in atomic electronegativities of the atoms involved in the Cl–S, Cl–O, F–S and F–O bonds discussed above.

Table 6. Harmonic frequencies (cm⁻¹) for the CISO radical and its isomer ClOS determined at the QCISD/6-31G* level of theory.*

<table>
<thead>
<tr>
<th></th>
<th>ω₁</th>
<th>ω₂</th>
<th>ω₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>CISO</td>
<td>1098</td>
<td>479</td>
<td>294</td>
</tr>
<tr>
<td>ClOS</td>
<td>771</td>
<td>602</td>
<td>309</td>
</tr>
</tbody>
</table>

* ω₁, ω₂, and ω₃ correspond, respectively, to the harmonic S–O and Cl–S stretches and the Cl–S–O bend in CISO. For ClOS, they correspond to the S–O and Cl–O stretching and Cl–O–S bending frequencies.
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4. References

Introduction

It is estimated that *Apis mellifera scutellata*, a honey bee subspecies from Africa, now extends over a 20 million square kilometer range that includes much of South America and practically all of Central America, and recently has been introduced to the southern United States. African honeybees were introduced into Brazil in 1956 by a Brazilian geneticist, Mr. Warwick Kerr. At the insistence of the Brazilian Ministry of Agriculture, in 1957, 26 colonies were accidentally released in a eucalyptus forest outside São Paulo. The swelling front of the bees was recorded as traveling between 80 and 500 kilometers a year. David Roubik, one of the original killer bee team members estimated that there were one trillion individual Africanized/African honey bees in Latin America. An estimate that is thought to be conservative.

Behavioral Characteristics

Honey bees are not native to the Americas and were introduced during the 1600’s by settlers, hence the name European Honey Bees, *Apis mellifera ligustica* (EHB). The freed honey bees and their progeny encountered a hospitable dwelling in Brazil and flourished, in contrast to the EHB that did not fare as well due to their introduction from a much milder climatic background. The behavioral characteristics that distinguish the two species are swarming and absconding. Swarming occurs when the queen and many hive members break off to form a new colony, and leave the original colony with a young queen, who repopulates the hive. EHB’s swarm perhaps once a year, whereas African bees swarm frequently when flowers are abundant. Absconding is when African honey bees gather honey in the nest and abandon the hive en masse and scout for a more suitable locale, in contrast to EHB’s which rarely abscond. Since European and Africanized honey bees are members of the same species *A. mellifera*, they interbreed freely. This has enabled the African bee to do well genetically. The original 26 colonies released represented a bottle neck effect for the introduced bees, where available allelic variations would theoretically lead to extirpation, yet the EHB mating with the African honey bee, hybridized to form an Africanized Honey Bee (AHB). This interbreeding has been detrimental to the EHB population, and has provided the African stock with more genetic variability. Bees that carry a genetic code from the African bee subspecies that are found in the nests of the EHB tend to disrupt hive activity because of the swarming and absconding nature of African bees. Evolutionary pressures for *A. m. scutellata*, include apivarous animals such as man, birds, lizards, badgers etc. as well as nectar availability and climatic factors. Another characteristic commonly known by the public is the excessive level of colony defense by the AHB. All honey bees respond to what they perceive as threats to the nest, however, AHB do so more readily and more vigorously than EHB. The honey bees react to an alarm pheromone called an alarm odor, which is triggered by threats such as vibrations and rapid movement. Once a bee stings it leaves behind its intestines which releases the alarm odor. AHB react in higher numbers than do the EHB and at much longer distances. In Mexico over 1,000 stingings, which include 58 humans deaths, and many domesticated animals have been reported up to 1991. It is important to recognize that AHB colonies are unpredictable and have a greater potential for excessive stinging.
Migration Patterns

The migration of AHB from its introduction outside São Paulo to the United States was completed in less than 35 years. Migration of AHB's farmed out in all directions, and AHB's began to attract attention for it's intense nest defense, and frequent nature of absconding and swarming. Scientists are still questioning how far north the AHB will survive in the United States, as they have the ability to survive different climates. One of the first recordings in the U.S. of these insects was on the southern tip of Texas, in October 15, 1990.

Managed and feral honey bee colonies harvest large quantities of nectar and pollen within kilometers of their nesting sites. These bees are highly developed foraging machines that pollinate many types of plants, including vegetables, fruit trees and flowers. They produce honey and one third of our daily diet from crops that are pollinated through entomophily, by honey bees. Impact on American beekeeping and agriculture from the migrating AHB is unpredictable and is dependent on apiculturists being able to be reactive to the AHB introduction into the southern U.S. Beekeeper that adapt to new conditions will be able to do better and prosper. Some suggested responses involve Quarantines of colonies that must now be regulated, Requeening annually to be assured that apiaries are free of African genetic influence, Training of Beekeeping Hobbyist to ensure safety and African free bee nests, and finally Public health and education awareness programs since there is potential danger from AHB's.

The Killer Bee Research Group at the Pan American Center for Earth and Environmental Studies is developing a geographical information system to assist in the monitoring of the northward migration of the AHB. The geographical information system is a computerized database system containing several layers of data related to factors which influence the spread of the AHB. These data layers are in turn referenced geographically to a base map which provides a natural visualization of the complex interactions among factors influencing bee migration. Remotely sensed data from the Advanced Very High Resolution Radiometer is being processed and entered into the geographical information system. A companion work in this conference [4] addresses the technical aspects surrounding the development of the geographical information system.

Economic Impact

Estimates according to the U.S. Department of Agriculture concerning the overall impact of AHB migration on beekeeping and crop production range from $26 million to $58 million annually for beekeeping alone, Annual crop losses are estimated at $93 million. In some parts of Central America, unmanaged AHB reduced honey production of domestic bees by 60 to 70 percent or more, due to competition of available nectar. This will also impact other bee products which include wax, pollination rental of bees and packaged bees.

Summary and Future Work

The distribution of the AHB in the United States depends on many factors such as ultimate levels of hybridization with existing populations, domestic and feral. Where in the U.S. the northern limit of the AHB will lie is still a matter for extensive speculation. Many studies remain to be done where conclusive trends and scenarios can be understood, regarding the potential range of the AHB in the U.S.
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Analysis of Texture Using the Fractal Model*
William Navas and Ramón Vásquez Espinosa

Abstract
Properties such as the fractal dimension (FD) can be used for feature extraction and classification of regions within an image. The FD measures the degree of roughness of a surface, so this number is used to characterize a particular region, in order to differentiate it from another. There are two basic approaches discussed in the literature to measure FD: the blanket method, and the box counting method. Both attempt to measure FD by estimating the change in surface area with respect to the change in resolution. We tested both methods but box counting resulted computationally faster and gave better results. Differential Box Counting (DBC) was used to segment a collage containing three textures. The FD is independent of directionality and brightness so five features were used derived from the original image to account for directionality and gray level biases. FD can not be measured on a point, so we use a window that slides across the image giving values of FD to the pixel on the center of the window. Windowing blurs the boundaries of adjacent classes, so an edge-preserving, feature-smoothing algorithm is used to improve classification within segments and to make the boundaries sharper. Segmentation using DBC was 90.8910 accurate.

1. Introduction
The idea behind fractal geometry is that a fractal surface or boundary, when examined in finer detail repeats itself. In other words, a part of it resembles the whole but at a different scale. It can be observed that most of the shapes generated by natural phenomena have this property of self-similarity, lead Mandelbrot[1] and others ([5], [6], [7]) to think that they can be modeled better using fractal geometry rather than Euclidean. Clouds, rivers, coastlines and trees are examples naturally occurring fractals. Our analysis is based on the assumption that most textures exhibit self similarity. Thus, the measurement of fractal dimension (FD) can be used as a discriminator, given that the textures have different degrees of roughness.

2. Fractal Dimension
Traditionally we have regarded points, lines, shapes and objects as having 0, 1, 2, 3, . . . dimensions. Hausdorff and Besicovitch not only found that there could be fractional dimensions, but they redefined the whole concept. The Hausdorff/Besicovitch dimension is defined as:

\[
D = \frac{\log(N_r)}{\log(\frac{1}{r})} \tag{1}
\]

where \(N_r\) is the number of copies of the seed and \(r\) is the size of the copy relative to the seed also known as the scaling factor. This means a fractal surface can have a dimension between 2 and 3, and a fractal curve can have a dimension between 1 and 2. Fractal dimension of surfaces can be estimated using the a variety of methods, some of which are the Blanket Method and the Differential Box Counting Method.

The methods described by Mandelbrot[1] for measuring the length of a fractal curve can be expanded to 2 dimensions case and applied to images. One approach is to estimate the surface area of the texture at varying resolutions. As the resolution \(\varepsilon\) increases, surface area, \(A(\varepsilon)\), also increases. Plotting, \(A(\varepsilon)\) vs. \(\varepsilon\) on a log-log scale yields a line whose slope is the gradient \(g\) of the fractal dimension. The gradient is defined as:

\[
g = D - D_T \tag{2}
\]

where \(D\) is the fractal dimension, \(D_T\) is the topological dimension and \(g\) is the gradient. If the object is a curve \(D_T = 1\), for a surface \(D_T = 2\).

Another approach to measure FD is to quantify how much area a curve occupies; or, for the two dimensional case, how much space a surface occupies at a given resolution.

* This work was partially supported by NASA Grant NCCW-0088.
This is can be done effectively by the box counting method in which the size of the box relate to a given scale, r. And the number of boxes, \( N_r \), that contain points of the surface, is related to the area. The slope of the curve generated by plotting \( \log(N_r) \) vs. \( \log(1/r) \) yields \( D \).

3. The Blanket Method

This method is a two-dimensional derivation of the Sausage Method explained in[1], and it is discussed by Peleg in (2). We will use this approach to classify textures 3 textures taken from the Brodatz Album[3] and one synthetic and compare them with other images. By measuring the area, \( A(\varepsilon) \) at decreasing resolution (increasing \( \varepsilon \)) and estimating its derivative on a log-log scale,

\[
\frac{d \left( \log(A(\varepsilon)) \right)}{d \varepsilon} \log(\varepsilon)
\]

we obtain a set of features which contains information about the surface’s self-similarity, and its roughness. Since all surfaces are not fractals, the plot of eq.3 does not yield a straight line. We will take advantage of this fact and use the whole curve as a signature for identifying a particular texture. Each point generated by equation 3 is a feature of the texture that is fed to a minimum distance classifier for identification.

3.1. Feature Extraction

Blankets above and below the surface are defined by:

\[
u_e(i,j) = \max_{m,n}(u_{e-1}(i,j) + 1, \max_{(m,n) \neq (i,j)} u_{e-1}(m,n))
\]

\[
l_e(i,j) = \min_{m,n}(u_{e-1}(i,j) + 1, \min_{(m,n) \neq (i,j)} l_{e-1}(m,n))
\]

The point is to calculate the volume between the two surfaces. One approach is to integrate the difference between \( u_e \) and \( l_e \) then divide by the thickness which is \( 2\varepsilon \). But the blankets are not symmetric and this information is lost at integration. A better approach is to measure the upper and lower volumes independently; from the surface to the blanket. If \( \varepsilon \) increases by one, then the area is the difference between the current volume and the one calculated in the previous iteration. The signatures are the slopes of the best fitting line among every three points of the area. For \( N \) area measurements the signatures will have \( N-2 \) points. Comparisons were done calculating the distances squared between all textures taking into account upper and lower signatures for each textures.

\[
D(i,j) = \sum_x \left( \left( S_x^+(\varepsilon) - S_j^+(\varepsilon) \right)^2 + \left( S_x^-(\varepsilon) - S_j^-(\varepsilon) \right)^2 \right)
\]

3.2. Blanket Method Results

Table 1 shows results of the minimum distance classifier. Minimum distances are in bold. It is evident that the two images having the same texture content are the ones that show the smallest difference between their features. For these textures, the fractal signature could discriminate to which class a given texture pertains.

Table 1 shows differences between the features of training (rows), and the features of the textures to be classified (columns).

<table>
<thead>
<tr>
<th></th>
<th>hmpaper 1</th>
<th>pigsk 1</th>
<th>weave 1</th>
<th>Synth 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>hmpaper 2</td>
<td>0.0414</td>
<td>0.8504</td>
<td>0.4571</td>
<td>0.4616</td>
</tr>
<tr>
<td>pigsk 2</td>
<td>0.5997</td>
<td>0.0589</td>
<td>0.6037</td>
<td>0.3991</td>
</tr>
<tr>
<td>weave 2</td>
<td>0.4573</td>
<td>0.7324</td>
<td>0.0255</td>
<td>0.7775</td>
</tr>
<tr>
<td>Synth 2</td>
<td>0.4383</td>
<td>0.4027</td>
<td>0.7421</td>
<td>0.0522</td>
</tr>
</tbody>
</table>

Table 1. Distances between all textures.
4. Differential Box Counting

Differential Box counting is an approximation of the Blanket Method. Referring to Eq. 1, \( N_r \) determined as follows: An image of size \( M \times M \) is scaled down to a size \( S \times S \) where \( M/2 > s > 1 \) and \( s \) is an integer, and \( r \) is \( S/M \). The \((x,y)\) space is partitioned into an \((i,j)\) of size \( S \times S \). On each grid \((i,j)\) there is a column of \( S \) boxes. We let the maximum and minimum gray levels of the \((i,j)\)th grid fall on the \( r \)th and \( k \)th box respectively so that:

\[
n_r(i,j) = l - k + 1
\]

\[
N_r = \sum_{(i,j)} n_r(i,j)
\]

\( Nr \) is calculated over 3 values of \( r \). \( D \) is obtained substituting on eq. 1 and doing a linear regression.

4.1. Segmentation

Experiments show that the Blanket method is less discriminating than DBC so we used DBC for segmentation as described in Chaudhuri[4]. Since FD does not account for directionality nor absolute gray level, four images were generated from the original. They are called: High Gray, Low Gray, Horizontally and Vertically Smoothed. These preprocessed images are called \( I_1, I_2, I_3, \) and \( I_4 \), respectively. This images are derived from \( I \), which is the original image. The features correspond to the FD of \( I_i \), where \( i = \{1,2,3,4,5\} \).

4.2. Features

The first feature is the fractal dimension of the original image calculated on overlapping windows of size \((2w+1)\times(2w+1)\). Since the resulting FD will be between 2 and 3, it is normalized by subtracting 2 so that values for feature \( I_1 \) will be: \( f(i,j) = FD - 2 \).

For features 2 and 3 the FD of \( I_1 \) and \( I_2 \) are taken. These are defined by the following rules:

\[
I_2(i,j) = \begin{cases} 
I_1(i,j) - L_0, & \text{if } I_1(i,j) > L_1 \\
0, & \text{otherwise}
\end{cases}
\]

\[
I_3(i,j) = \begin{cases} 
255 - L_0, & \text{if } I_1(i,j) > 255 - L_1 \\
I_1(i,j), & \text{otherwise}
\end{cases}
\]

For features 4 and 5 the FD of \( I_4 \) and \( I_5 \) are taken. These are:

\[
I_4(i,j) = \frac{1}{2w+1} \sum_{k=-w}^{w} I_1(i,j+k)
\]

\[
I_5(i,j) = \frac{1}{2w+1} \sum_{k=-w}^{w} I_1(i+k,j)
\]

4.3. Methodology

A sliding window of 17x17 pixels scanned the five features of the image in steps of three pixels. The original image was 254x254x256. W=17 was convenient because it can be subdivided into quadrants of 8x8 neighboring a center pixel \((i,j)\). \( N_r \) can be easily calculated for \( r = \{1/2, 1/4, 1/8\} \). The resulting measurement of \( D \) is assigned to the point \((i,j)\) at the center of the window. The training samples taken from the original image were analyzed by DBC and \( D \) was calculated for all them.

Once the FD is calculated a feature smoothing algorithm is applied. This reduces the misclassification that occurs on the boundaries between one texture and another caused by sliding window over two different textures. The filter used works on the spatial domain. It uses a window divided into 4 quadrants. The mean of the quadrant that has the smallest variance is the assigned to the pixel at the center of the window. The technique is known as Edge Preserving Noise Smoothing Quadrant (EPNSQ).
Finally the minimum distance classifier compared distances squared between features of the original image and the mean of the features of the training set samples. Figure 1 shows a block diagram of the whole process.

![Block diagram of the segmentation process.](image)

4.4. Segmentation Results

The following results were obtained using the method specified on section 4.3. An accuracy of 90.8% on the 3-texture mosaic was achieved. Using only the first feature, the percentage of area correctly classified was 80.3%. To measure accuracy the segmentation map was compared against the actual class map which was crafted by manually specifying the texture class on each sample point.

![Original Image](image)

![Segmented Image](image)

The second image used was an aerial photograph, taking samples of the water, vegetation, and agricultural drainage trenches. Psychovisual inspection reveals high correlation between the perceived textures on figure 4 and the segmentation map on figure 5.

5. Conclusion

Through these experiments we could compare the banket method and DBC methods in terms of quality and speed. DBC is faster but segmentation was fair no post-filtering of the features had been applied. The
EPNSQ filter greatly improves classification as it denoises features within a segment while preserving its boundary.

The fractal dimension alone is not enough to characterize texture. On the Blanket Method, upper and lower blankets are used independently as features to account for asymmetry of FD measured on the top side vs. the FD measured on the under side. For DBC, the original image was decomposed into low gray, high gray, vertically smoothed and horizontally smoothed, so that FD could account for gray-level biases and directionality. This does not assure that two different textures will have the different, but is better than having the original image only. More features can be used at the expense of a linear increase in processing time.
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Abstract

Robots have become more and more sophisticated. Every robot has its limits. If we face a task that existing robots cannot solve, then, before we start improving these robots, it is important to check whether it is, in principle, possible to design a robot for this task or not. For that, it is necessary to describe what exactly the robots can, in principle, do.

A similar problem — to describe what exactly computers can do — has been solved as early as 1936, by Turing. In this paper, we describe a framework within which we can, hopefully, formalize and answer the question of what exactly robots can do.

1 Formulation of the problem

The question of "what can be computed" is, basically, solved. One of the fundamental problems of the traditional theory of computing is: what can, in principle, be computed? As an answer to this question, Turing developed, in 1936, the notion of a Turing machine: a one-dimensional tape with a bead that moves along it. More complicated computational devices have been proposed since then, devices that use sophisticated memory and sophisticated operations, but whatever can be computed on any of them can still be computed on a Turing machine (slower, but still computed). In this sense, Turing machine does a pretty good formal answer to the question “What can, in principle, be computed?” (for details, see, e.g., [2]).

A new question: what can be done? In the beginning, computers were mainly used for computing. Even when the ultimate goal was to change something in the world, the computer would only generate the instructions, and then these results will be used in the actual control.

Nowadays, a human being is more and more out of this loop. Computers (especially computers employed by robots) are directly linked to motors that move the robot and to the actuators that make the robot change the world.

For such computer-equipped robots, the same question appears: what are the limits of their ability? In plain English, what exactly can the robots do?

What is known and what needs to be done. Although this question seems to be very fundamental, surprisingly, it has been formulated very recently, in [1].

The main reason why this question has never been analyzed before is that robots are mainly done by practical people, in a manner that mixes precise methods and heuristics. Only recently, when robots have become more and more complicated, and we can no longer rely on our intuitive understanding of what they do, robot designers started to appreciate the value of theoretical methods.

In particular, in [1], the question of what can, in principle, be achieved by a robot is formulated for a very specific (and probably, reasonably limited) formal theory of robots. As a result, the main emphasis of this paper is not so much on the analysis of what can be clone by a robot, but on checking whether the theory of robots used in this paper is general enough.

So the question remains: if we allow most, general robots, what can these robots do?
In this paper, we describe a potential framework for answering this question.
2 Towards the desired formalism

The main objective of a robot is to change the state of the world. Therefore, we are interested in knowing which states can be changed to which. In order to describe that, we must first describe, from the robot's prospective, what are the possible states of the world.

First approximation: 2-D world. For simplicity, let us first consider a robot on a surface (e.g., on Earth). In this case, to describe the actual state of the world, we must describe what happens at each point of this plane. If we fix a coordinate system, then we are interested in knowing, for every pair of real numbers \( x \) and \( y \), what exactly happens at a point with coordinates \((x, y)\).

Discreteness in space. In reality, all robot's sensors and actuators have only limited spatial accuracy \( Ax \). As a result, from the viewpoint of this robot, there is no way to distinguish between, a point \((x, y)\) and, e.g., a point \((x + \Delta x/2, y - \Delta x/2)\). In other words, a robot cannot distinguish between the events that happen within a square cell of size \( \Delta x \times \Delta y \). Hence, to describe the state of the world as it is viewed by a robot and as it can be changed by a robot, all we have to do is describe what exactly is happening within each of these cells.

As the first of such cells, we can take a cell centered in \( O \), i.e., a cell \((-\Delta x/2, \Delta x/2) \times (-\Delta x/2, \Delta x/2)\). In this case, all other cells have as centers points of the type \((i \cdot Ax, j \cdot \Delta x)\) with integer \( i \) and \( j \). Thus, instead of the two real numbers, different cells can be characterized by two integers, and the state of the Universe can be characterized by describing, for each cell, what is happening in it.

Each cell can have only finitely many states. How to describe what is happening in each cell? In reality, there are infinitely many possible things that can happen within each cell. However, in reality, each robot has only finitely many sensors, and each sensor has only finitely many different states. As a result, the number of different sensor reading is finite. Hence, from the viewpoint of how a robot sees the world and what this robot can do, we can distinguish between only finitely many different states of each cell.

Let us denote the set of all possible states of each cell by \( \Sigma \).

How to describe the state of the world? Resulting description. As a result of the above analysis, we can describe the state of the world by describing, for each pair of integers \( i \) and \( j \), in which exactly state \( \sigma \in \Sigma \) the corresponding cell is. In mathematical terms, the assignment of a state \( \sigma \in \Sigma \) to every pair \((i, j)\) \(\in\mathbb{Z} \times \mathbb{Z}\) is called a function. Therefore, a state of the world can be described by a function from the set \( \mathbb{Z} \times \mathbb{Z} \) of all pairs of integers into the set \( \Sigma \) of all cell states.

We are interested in doable tasks. In our analysis, we are interested in doable tasks, i.e., in tasks that a robot can perform during a finite amount of time. During a finite period of time, the robot can only change the state of finitely many cells; therefore, when we describe what a robot can do, we can restrict ourselves only to the contents of finitely many cells.

In other words, when we describe possible states of the world, it is sufficient to consider only the situations in which only finitely many cells are non-empty, and all the others are empty. In mathematical terms, we get the following definition:

Definition 1. Let a finite set \( \Sigma \) be given that contains the symbol \( \Lambda \). Elements of this set will be called states of a cell.

Let \( \mathbb{Z} \) denote the set of all integers. By a state of the world \( s \), we mean a function \( s : \mathbb{Z} \times \mathbb{Z} \rightarrow \Sigma \) such that for all but finitely many pairs of integers \((i, j)\), \( s(i, j) = \Lambda \). The value \( s(i, j) \) is called a state of the cell \((i, j)\). If \( s(i, j) = \Lambda \), we say that the cell \((i, j)\) is empty.

The state of the robot. To complete the description of the state of the world, we must also describe where the robot is, and what state the robot is in.

A robot is a finite machine; therefore, it can be in only finitely many different states. Similarly to the description of the Turing machines [2], let us denote the set of all possible states of the robot by \( K \). This set must include the initial state \( s_0 \) in which the robot starts, and the halting state \( h \) in which the robot reports that the task is done.

The location of a robot at any given moment of time is described by two coordinates \( i \) and \( j \).

Definition 2. Let a finite set \( K \) be given that contains two elements \( s_0 \) and \( h \). Elements of the state \( K \) will be called states of the robot; \( s_0 \) will be called the initial state, and \( h \) will be called the final state.

By a configuration, we mean a tuple \((s, k, i, j)\), where \( s \) is a state of the world, \( k \) is a state of the robot, and \( i \) and \( j \) are integers.
The robot is the only active agent in the world. For simplicity, we assume that the robot is the only active agent in the world.

This assumption immediately excludes situations like a fire in the plant where, in addition to the robot moving things and trying to extinguish the fire, there is another powerful agent — the fire itself — which drastically changes the states of different cells (by burning their contents).

However, in space applications, this assumption is quite reasonable: a rover moving on the surface of the lifeless planet (e.g., on the Moon or on Mars) is, basically, the only active agent there.

Within this assumption, the only changes in the world are the changes that this robot causes.

**How can a robot change the state of a cell?** In the Turing machine, the changes were easy to describe: the states of each world cell were simply symbols written on a tape. We could always write or delete a symbol.

For a robot, the situation is not so easy: a state of a cell can mean, e.g., that there is a block in this cell, or two blocks stacked on top of each other. There is no way that a robot can simply change the state of a cell from a block in it to "empty": this would mean that a robot can somehow "eliminate" the block. It is even more improbable that a robot will be able to "create" a new block out of nothing. All it can do is either transform the contents of the cell, or move it.

Let us describe the situation accordingly.

**States that are simply marks and states that describe physical contents of each cell.** First of all, in our description of the state of the cell, we must distinguish between the marks that can be easily rewritten, overwriten, etc., and the states that describe the physical contents of the cell.

**Definition 3.** Let $M \subseteq \Sigma$, be given that contains $A$. Elements of the set $M$ will be called marks, and elements of the remaining set $P = \Sigma - M$ will be called physical states.

**How a robot changes things.** A robot can easily make a mark, but it cannot convert one block into two. To take these restrictions into consideration, we can describe which cell states can be transformed into which. If we can transform a state $\sigma$ into a state $\sigma'$, and if we can also transform a state $\sigma'$ into a state $\sigma''$, this means that we will be able, in two steps, to transform the state $\sigma$ into the state $\sigma''$. Therefore, it is reasonable to require that this "transformability" relation is transitive.

We are mainly interested in non-destructive transformations, so it is also reasonable to assume that if $\sigma$ can be transformed into $\sigma'$, then we can always "undo" this transformation and transform $\sigma'$ back into $\sigma$.

Thus, the "transformability" relation must be an equivalence relation.

**Definition 4.** Let $\equiv$ be an equivalence relation on the set $P$.

We will extend this relation to the entire set $\Sigma$ by assuming that $\sigma \equiv \sigma'$ for every two elements $\sigma, \sigma' \subseteq M$. If $\sigma \equiv \sigma'$, we will say that a state $\sigma$ can be transformed into a state $\sigma'$.

**A robot can move things.** To be able to describe how a robot moves things around, we must divide its states into states in which a robot is not carrying anything, and states in which it "piggybacks" some things from the cell.

Ideally, we would like the robot to be able to carry each state intact, but in reality, it may be necessary first to rearrange the things, i.e., to apply one of the possible transformations. Thus, within the set $P$ of all "physical" states of a cell, we must select a subset $C$ consisting of all "carryable" states.

In this case, in order to describe the state of the robot, we must describe two things: in what exactly the state the robot itself is, and what exactly it is carrying. In other words, the set $K$ of all robot states is equal to the set of all pairs (proper state, carry-on).

**Definition 5.** Let $C$ be a subset of the set $P$ with the property that every element $\sigma \subseteq P$ is equivalent to one of the elements from the state $C$. Elements of the set $C$ will be called carryable states.

We assume that the state $K$ is a Cartesian product $K = K_0 \times C \cup \{A\}$; if a robot is in a state $k = (q, \sigma)$, we will say that it is in a proper state $q$ and carrying an object $u$.

**When can one state of the world be transformed into another state.**

**Definition 6.** Let $s$ and $s'$ be two states of the world. We say that $s$ can be (in principle) transformed into $s'$ if in both states, the total number of physical cells (i.e., cells $(i, j)$ for which $s(i, j) \subseteq P$) is the same, and these cells can be placed in one-to-one correspondence in such a way that each cell state $s(i, j)$ corresponds to an equivalent cell state.

**What can a robot do.** When a robot is in a certain state, it can, first, stay or move. Second, it can change the state of the cell on which it is currently looking. Third, if the cell is empty and the robot is carrying
something, it can download its carry-on onto the cell (maybe, rearranging it along the way). Vice versa, if the cell is empty, then the robot can load its contents on itself (maybe, rearranging it so that it will fit on the robot). As a result, we get the following definition:

**Definition 7.** Let $M$ be a set consisting of five elements $L, R, F, B,$ and $S$ that will be called, correspondingly, "move left", "move right", "move forward", "move back", and "slay". By a transition junction, we mean a mapping

$$b : K_0 \times C \times \Sigma \rightarrow K_0 \times C \times \Sigma \times M$$

that satisfies the following property: If $b(q, c, \sigma) = (q', c', \sigma', m)$, then:

- either $c = c'$ and $\sigma = \sigma'$;
- or $c = \Lambda$, $\sigma' \in M$, and $c' = \sigma$;
- or $c \neq \Lambda$, $c' = \Lambda$, and $\sigma = \sigma'$.

**Main result.** The step-by-step transformation of the robot is defined accordingly (similar to [2]). Now, we can formulate the main result:

**THEOREM.**

- Let $R$ be a robot (described by Definitions 1–7). For every state $s$, let us denote by $F(s)$ the state into which this robot transforms $s$. Then, $F$ is a computable mapping from the set $S$ of the states of the world into itself such that for every state $s$, this state $s$ can be, in principle, transformed into $F(s)$.

- Let $F : S \rightarrow S$ be a computable mapping such that for every state $s$, this state $s$ can be, in principle, transformed into $F'(s)$. Then, there exists a robot that for every starting state $s$, transforms it into $F(s)$.

**Idea of the proof.** The technical description of this proof will take too much space, so we will restrict ourselves to describing the main idea of this proof.

Since in every state, only finitely many cells are used, we reserve two potentially infinite areas: one area will serve as a Turing machine tape on which the robot will simulate the computations necessary to decide what to move where, and another will serve as a storage area, where objects will be stored one by one, with a possibility to easily access each of them.

Starting with the borderline elements of the configuration $s$, we take the contents of each cell one by one and carry them to the storage area. After all these elements are in storage, we carry them back one by one, filling the elements of the new configuration row by row and column by column so that at each moment of time, we will have easy access. (This is somewhat similar to assembling a ready-made home.).

**For space applications, we must consider a 3-D problem.** For space applications, especially for applications to the Space Station, we need robots that operate in a 3-D world.

All our definitions and results can be easily modified for this case: the main modification is that now we need three coordinates $(i, j, k)$ (and not two, as before) to identify a cell.
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Introduction

The University of Texas at El Paso (UTEP) in conjunction with the Jet Propulsion Laboratory (JPL), North Carolina A&T and California State University of Los Angeles participated during the summer of 1996 in a prototype program known as Minority University Systems Engineering (MUSE). The program consisted of a ten week internship at JPL for students and professors of the three universities.

The purpose of MUSE as set forth in the MUSE program review August 5, 1996 was for the participants to gain experience in the following areas:

1. Gain experience in a multi-disciplinary project.
2. Gain experience working in a culturally diverse atmosphere.
3. Provide field experience for students to reinforce book learning.
4. Streamline the design process in two areas: make it more financially feasible; and make it faster.

The MUSE program review also provided the primary goals of the MUSE project per university, JPL and students:

1. The university goals were to develop school curricula to reflect system engineering styles so as to keep academia abreast of the changes in industry.
2. JPL’s goal is to devise a faster, cheaper and more effective way to design satellites by teaming with academia and industry.
3. The student’s goal was to gain experience working in a multi-disciplinary and multi-cultural environment while gaining knowledge of system engineering.

To execute the purposes and goals of the MUSE program, the participants were involved in conceptually designing a satellite, which was named by these same participants as URANIA.

This paper focuses on showing how some students attending UTEP, did during the internship at JPL in order to meet the purposes and goals of the MUSE program as set forth in the MUSE program review. The students participated in the ten week internship held in its entirety at JPL. JPL provided laboratory space for the MUSE participants at one particular location within the laboratory. The classroom provided by JPL was used by the MUSE group as a project central
where all the project activities were discussed and completed with the frequent visits into the different engineering labs at JPL for guidance and advise on the different stages of the project. The project activities included learning about JPL standards and policy, JPL engineering presentations, leadership discussions provided by JPL personnel and the overall activities that went into the conceptual design of the satellite.

A JPL system engineer was always on duty at the MUSE lab providing the proper guidance for the MUSE group in order to achieve the project goals at the proposed timelines. JPL engineers in no way ever took over the project instead these engineers presented suggestions and viable solutions to the different problems and questions encountered by the students and faculty. The students presented their progress, three times during the internship, to reviewing engineers; the final presentation was to an official JPL review board. Each presentation provided the MUSE group with communication experience as well as with technical questions and suggestions directed at improving the quality and extent of the design work.

**Program Objectives**

Students participating in the internship were handed the MUSE UNISAT Program guidelines (white paper) for informational and planning purposes only for the MUSE Summer 96 workshop at JPL. The guidelines included a description of opportunity, the program objectives, MUSE UNISAT program constraints, guidelines and requirements, proposal submission information and proposal evaluation, selection and implementation. From this white paper the students began to lay the baseline design of URANIA.

**URANIA Mission and Science Objectives**

URANIA was to be a low earth orbit resource satellite designed to be launched as a secondary payload in order to decrease cost and use off-the-shelf technology in order to decrease design cycle and cost. At the end of the summer program URANIA had the following characteristics:

1. Shape is to be a Hexagonal cylinder of dimensions (30X40X40) cm.
2. Mass- 30 Kg
3. Stabilization- Gravity gradient boom
4. Processor- A80186
5. Memory- 600 Mbit DRAM
6. Power- 17W BOL, 16.5 W EOL
7. Mission Life- 1 year required and 3 year goal
8. Orbit- Inclination 42°
   - Altitude 1100 Km
   - Duration 112 min

The science payload instruments for URANIA are as defined in the white paper a cloud imager, a Global Positioning System, and an infrared camera. It was this conceptual URANIA that the MUSE participants had developed at the end of the summer program. Also included in the
design were the organization, schedule and cost plan as well as technical proposal report. These were all prepared and completed by the MUSE participants having only the white paper as a guideline but most of all, having the availability of the expertise provided by the JPL engineers and administrators.

The students divided themselves up in a way in which each student participated in three of the nine subsystems of the satellite while choosing to be a cognizant engineer for one of those subsystems. Each subsystem group was attached to one or two JPL engineers, experts in that subsystem, to provide the necessary advice and tools needed to develop the particular subsystem. While each student was busy developing and designing the particular subsystems assignments it was system engineering which was emphasized rigorously by the JPL system engineers since it played the major role in integrating the subsystems of the satellite and the science instruments. Finally, each of the cognizant engineers was responsible for progress presentations on the assigned subsystem.

The following part of the paper will elucidate a student’s experience as a participant in the MUSE program and some technical background on his design involvement with the URANIA satellite providing a conclusion on what the learning experience meant to the student.

MUSE Experience Introduction

This summer my major involvement in the MUSE program came as a system engineer for URANIA where I helped maintain the focus of the design work on the various subsystems of the satellite as well as keeping track of the tradeoffs made of each subsystem and finally developing a satellite power profile graph. I was also involved in the development of the thermal control subsystem of URANIA by being the cognizant engineer which meant that I was responsible for presenting the progress of this subsystem throughout the summer. It also meant that I was the one responsible for making sure that guidelines and deadlines were met as well as to provide information about the subsystem whenever necessary to the system engineers, I also participated in the development of the power subsystem of the satellite by providing the power subsystem cognizant engineer with assistance in trying to define the power consumption and power available to the satellite from the given guidelines and system constraints and by generating a solar incident angle graph. As a mechanisms subsystem engineering assistant I provided help in determining the satellite boom design and its role as an energy provider to the satellite. Finally, I also helped generate a technical proposal report.

System Engineer

The system engineering group met several times during the week to discuss deadlines, project alterations, system implications, tradeoffs and subsystem engineering requirements. The deadlines were measured by using the presentation dates as milestones as to when certain expected work should be completed. Project alterations were brought up to compare to a system restriction or guideline and to make sure that implications of such an alteration only altered the system within the constraints already set. If such an alteration or lack of one had to be made then it had to be documented as a tradeoff. For the subsystem engineering requirements a list of
questions and suggestions was gathered from each of the review board presentations. The list was organized and prepared for each of the subsystems and it was then presented to each of the cognizant engineers for execution and answers.

The system engineering group also met periodically with all the members of the subsystems to update and revise information and requirements of each of the subsystems. The meetings were designed to consolidate subsystem information so that each subsystem would know what the other was up to as far as tradeoffs and alterations were concerned.

Finally, I developed a power profile graph of the system by gathering energy requirements and consumption for each of the subsystems. The power profile becomes one the main tools available to the system engineer because it allows for verification of the power used by any system and thus it acts as a guide in deciding for re-allocation of power as needed. I generated the graph using an excel spreadsheet to make calculations from energy data gathered from each of the subsystems. Another tool I developed as a URANIA system engineer was a table for modes of operation of the satellite. Several modes of operation such as launch, spacecraft stabilization and typical orbit were considered for power consumption, this helped the system engineering group determine if such modes of operation were within power constraints of the system.

**Thermal Subsystem**

The thermal subsystem design was developed under the guidance of Ray Becker a JPL thermal engineer. Becker provided a presentation on basic thermal physics and design considerations. Becker also suggested that a preliminary thermal analysis be completed by using thermal simulation software and developing a spreadsheet which would house the thermal software output file from which temperature data could be extracted. The thermal constraint as provided by the white paper was to make it a passive system in which no active thermal elements such as radiators and heaters would be used for temperature control of the satellite. Instead the thermal analysis would be used to provide for proper placement of the satellite components and correct usage of thermal paints and heating sensors thus providing passive temperature control.

1. **TRASYS Implementation**

   Using TRASYS thermal software a three dimensional space craft figure is created as input using TRASYS commands.

   A space craft external surface layout is then considered where the different materials present in the surface will be considered for solar absorptivity and emissivity.

   Worst case orbital angles as well as nadir pointing data and spacecraft altitude is also inputted.

   TRASYS is now executed and heat fluxes data is generated.

2. **Temperature Data Generated**

   Using an Excel spreadsheet the TRASYS output data is analyzed by manipulating the heat fluxes data and generating spacecraft temperatures for each of the points considered in the TRASYS thermal simulation.

   Finally orbital average temperatures are generated and compared against the worst case orbital angles, where the following was true for URANIA:
At an orbital angle of 70° the orbital average temperature was found to be 277K.
At an orbital angle of 0° the orbital average temperature was found to be 289K.

3. Conclusion and Future Works

The preliminary thermal analysis provided a safe temperature range for operation of the spacecraft, although not complete, the analysis was used by the URANIA group as an indicator that passive temperature control could be achieved.

Left to do is a conduction analysis where the internal components of the spacecraft and their heat fluxes will be considered so that with the combination of the conduction and preliminary thermal analysis data may generated which will provide knowledge for the proper placement of thermal blankets and paints and thermal sensors or component rearrangement.

Power Subsystem

My role in the power subsystem was to provide the cognizant engineer with the power profile data needed so that the various calculations to determine solar cell array and battery type and amount could be determined. I also provided the cognizant engineer with a solar incident graph used to determine the amount and duration of sunlight available for the solar cell array. The power profile data was the same as the one used to generate the power profile graph which was used in the power subsystem calculations to determine energy efficiency of the batteries and solar cell array. The excel spreadsheet used to analyze the TRASYS output file was also used to generate a solar incident graph. Since a three dimensional spacecraft had been generated for the thermal simulation there was flux data available for each side of the figure thus each flux intensity corresponded to a certain solar incident angle.

Mechanism Subsystem

The satellite will contain a minimum amount of mechanisms, this is reduce probability of mechanism failure resulting in elimination of redundant or backup systems. As of the end of the summer program the mechanism proposed for URANIA were the cloud imager lens cover, an actuated pinpuller which would be used release the third mechanism which is the boom. My involvement with this subsystem came in doing research work for the boom and with making suggestions about how to position the boom and make use of its surface area where solar cells could be positioned to provide added power to the spacecraft.

Conclusion

The MUSE program at JPL provided me the opportunity to gain insight and appreciation for system engineering and its vital role in industry. It also allowed me to perform in the same stage with members of other cultures. It was this cultural diversity which provided the primary element of the learning experience by way of each of the members bringing into the group their own ideas, abilities and scientific mannerisms which left the doors wide open for engaging in an all out effort to execute the project from various cultural angles.
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The Super LightWeight Tank (SLWT) team was tasked with a daunting challenge from the outset: boost the payload capability of the Shuttle System by safely removing 7500 lbs. from the existing 65,400 lb. External Tank (ET). Tools they had to work with included a promising new Aluminum Lithium alloy, the concept of a more efficient structural configuration for the Liquid Hydrogen (LH2) tank, and a highly successful, mature Light Weight Tank (LWT) program.

![Diagram of External Tank](image)

**Figure 1. External Tank**

The 44 month schedule which the SLWT team was given for the task was ambitious by any measure. During this time the team had to not only design, build, and verify the new tank, but they also had to move a material from the early stages of development to maturity. The aluminum lithium alloy showed great promise, with an approximately 29% increase in yield strength, 15% increase in ultimate strength, 5% increase in modulus and 5% decrease in density when compared to the current 2219 alloy. But processes had to be developed and brought under control, manufacturing techniques perfected, properties characterized, and design allowable generated. Because of the schedule constraint, this material development activity had to occur in parallel with design and manufacturing. Initial design was performed using design allowable believed to be achievable with the Aluminum Lithium alloy system, but based on limited test data. Preliminary structural development tests were performed with material still in the process of iteration. This parallel path approach posed obvious challenges and risks, but also allowed a unique opportunity for interaction between the structures and materials disciplines in the formulation of the material.
While the change from 2219 Aluminum to 2195 Aluminum Lithium for the pressure vessels, i.e. liquid hydrogen (LH2) and liquid oxygen (LO2) tanks, was the primary weight savings tool, it was not sufficient by-itself. Additional changes made in order to achieve the required weight savings included: use of Aluminum Lithium 2090 for the mechanically fastened skin-stringer panels in the Intertank, optimization/machining of the Thermal Protection System (TPS) foam, optimization of the monocoque thickness on the LO2 tank barrels and ogives and the LH2 tank forward and aft domes, optimization of the LO2 aft dome, and, the most significant structural design change, redesign of the LH2 barrel panels from a skin-stringer configuration to an orthogrid stiffened configuration.

Structural Verification Approach

These changes presented the structural verification team with the challenge of defining a structural verification program which protected the flight safety of the Shuttle program, yet met the program's stringent cost and schedule constraints. The team had established the ground rule that all structural verification would be tied to either a test, or flight history of the current LWT. Obviously the technical ideal was a program similar to the original ET verification program, with dedicated structural test articles (STA's) for each major element, i.e. LH2 tank, LO2 tank and Intertank. This approach however, was not feasible given the program's constraints. The question then became, "What tools do we have available for verifying the structure, and how can we make the best use of them?". This question led the team into one of the most innovative structural verification programs ever defined.

The team began by looking at each structural subassembly and their failure modes. An example of this would be barrel 4 of the LH2 tank which exhibits the following critical failure modes: strength in proof, stability of the +Z axis during liftoff and post-staging, stability of the ±Y axis during liftoff, and stability of the -Z axis during prelaunch. Each of these failure modes had to be verified by a test. As the team worked their way through the structural subassemblies, a program took shape which included a variety of elements: subassembly component testing, maintaining Standard Weight Tank (SWT) or LWT thickness and design, independent structural analysis, proof testing of the LO2 and LH2 tanks, protoflight testing of the LH2 tank, and testing of a dedicated Aluminum Lithium Test Article (ALTA).

Existing Data Base and Design Ground Rules

The obvious advantage that the SLWT verification team had was the wealth of test and flight data from the original SWT and the current LWT. Although many things were changing for the SLWT, many things remained the same. Outer mold line, interface hardware, and load introduction points were unchanged. And although some loads did increase due to other performance enhancements on the Shuttle System - most notably the change from 104°/0 thrust to 106°/0 for the Space Shuttle Main Engines (SSME's) - the load mix was not significantly changed. The team utilized this data base in developing the verification plan. An example of this was the ground rule for maintaining equal or greater stiffnesses in the LH2 tank ringframes. The testing that was performed on the SWT showed that the ringframes were large enough to enforce nodes, and that general stability of the LH2 tank across ringframes was not a critical failure mode. Although some chords were changed from 2219 to 2195 and some web thicknesses reduced, the chord and frame geometry's were maintained, resulting in equivalent or, taking into account the increased modulus of 2195, greater frame stiffnesses than in the LWT. This allowed the team to concentrate on panel stability of the orthogrid design vs. general instability of the LH2 tank. The team also fell back on the existing data base in areas where a test was not feasible. An example of this was the LO2 tank aft ogive regions critical for flight stability. The only technically adequate test for these regions would be a test of a complete LO2 tank; a prohibitive test from both the cost and schedule standpoint. In these regions the membrane thicknesses were maintained at the LWT thicknesses, even though analysis showed that a reduction in thickness was possible. In this way the capability of the SLWT LO2 tank for this failure mode was maintained at better than the LWT capability because of the increased modulus of 2195.
Subassembly Component Testing

The subassembly component tests allowed the team to target a specific design or material change with a test. An example of a subassembly component test was the Intertank skin-stringer/joint compression tests. Two of these articles representative of different areas of the Intertank were tested; both having .080" thick 2090 Aluminum Lithium skins, but one demonstrating the .063" thick 2090 formed stringers and the other demonstrating the .080" thick 2024 extruded stringers. The test articles were 137.5" long and 33.24" wide and included the skin panel, five hat stringers, two end chords, and two intermediate frames. The articles were mounted in a test fixture and the aft ends deflected radially .625" to simulate the cryogenic shrinkage of the LH2 interface. The aft end was chilled with LN2 to -320 ° F and an axial compressive load was applied. The articles were loaded to failure, and in both cases, successfully carried the required ultimate load. In all, 13 different subassembly tests were performed, many with two or more articles of different configurations. Additional examples are: Intertank intermediate frame beaded web tests - one with .025" thick web and one with .032" thick web, LO2 slosh baffle web test, and a cryogenic environments test which subjected a section of the LH2 barrel panel design to hi-axial stresses at -423° F.

The subassembly component testing also highlights an important philosophy which was implemented on the SLWT structural test program. This was: all structural testing which utilized a dedicated test article would be performed to failure in order to find the true capability of the hardware. Test to failure was considered important for a number of reasons. First it protected the program in the event of loads increases. If load increases were proposed, and analytical margin was available which would allow the higher loads to be accepted, the hardware would still be adequately test demonstrated. Second, the data from the instrumentation and final failure load could be used to correlate and refine analysis methods. This had implications not just for the SLWT program but also for future programs. And third, it was recognized that with new designs, and particularly with a new alloy, failure modes and characteristics may be different. It was deemed important to know not just the load at which the structure would fail, but also the manner in which it would fail. This is particularly true given the laminar nature of the short transverse direction of the aluminum lithium alloys. Strict attention was given to looking for any coupling of failure modes.

Independent Analysis

The ground rule was to base all structural verification of the SLWT on test. However this ground rule was deviated from in two areas. The deviations were allowed on a case by case basis, and with additional requirements imposed. The structures which deviated from the ground rule were required to maintain an analytical factor of safety of 2.0 versus the normally required factor of safety of 1.25 to 1.4 for the SLWT. An additional, independent analysis of the hardware was also required. The two areas which were allowed to deviate from the test ground rule were the LO2 tank aft ogive and barrel in areas critical for unpressurized pre-launch stability, and the aft end of the Intertank thrust panel which is critical for staging stability. In both cases the original LWT design and thicknesses resulted in high factors of safety, and the structures team was confident that the thicknesses could be reduced safely. The structure was resized by Lockheed Martin (the External Tank prime contractor) maintaining a factor of safety of 2.0. Independent analyses were then performed by Marshall Space Flight Center (MSFC) for the Intertank thrust panel, and by Langley Research Center (LaRC) for the LO2 tank, to verify the analytical factors. Confidence in the analyses was gained by correlation to test data. The aft end of the Intertank thrust panel was tested to failure under axial loads. This data was used to correlate the models and provided complimentary rationale for verification of the redesign. The LO2 analysis was correlated by analyzing the buckling of the LO2 tank forward ogive which occurred during testing of the original SWT Ground Vibration Test Article (GVTA). The analysis accurately predicted the location of the buckle, at the proper load level with a reasonable imperfection.

Proof Tests

Both the LO2 and LH2 tanks have always undergone proof tests on the SWT and LWT programs, and proof testing will continue for the SLWT program. The LO2 tank proof test is a
room temperature hydrostatic test with the addition of a vacuum under the aft dome to increase the delta pressure on the dome. The LH2 tank proof test is a room temperature GN2 test with mechanical loads applied to the Orbiter and SRB attach points at the aft end of the tank. These loads are reacted by a load head at the front of the tank. Because the proof pressures and loads are determined based upon fracture mechanics considerations, and the strength increase is greater then the fracture toughness increase for cryogenic flight temperatures, the room temperature proof tests result in a strength demonstration above limit load. The verification team determined that the minimum test demonstrated factors of 1.12 for every LH2 tank and 1.17 for every LO2 tank, adequately verified the strength of the pressure vessels.

LH2 Tank Stability Verification

The major change for the SLWT occurred in the LH2 tank. Although the ringframe stiffnesses and the longerons which transfer the Orbiter loads into the tank were unchanged, both the configuration of the barrel panels and the material were changed. The material was changed from 2219 to 2195, and the design from a skin-stringer stiffened structure to an orthogrid. The orthogrid design also varied around the circumference of the tank, with different pocket sizes and rib heights resulting in three basic panel designs. The loading of the LH2 tank also varies; including axial load, bending moment, and shear, as well as concentrated loads from the Orbiter and Solid Rocket Boosters (SRB’s). While the strength of the LH2 tank was adequately demonstrated in the proof test, stability of the LH2 tank’s various panel configurations with the appropriate load profiles also had to be verified. Two test programs were used to verify the stability of the LH2 tank: protoflight testing of each LH2 tank, and a dedicated Aluminum Lithium Test Article (ALTA).

Protoflight Testing

Protoflight testing consists of two test conditions. One protoflight test case was configured to demonstrate stability of the longeron regions in barrels 1 and 2. The testing is performed in the proof test facility, which has the capability of imposing mechanical loads into the tank at the Orbiter and SRB attach points. As an ultimate demonstration of stability is not possible without over stressing the tank and making it unusable for flight, the testing is performed to 115% of flight limit load. In addition to the protoflight test case for stability of barrels 1 and 2, a test case for stability of the aft dome is also performed. The critical load case for the aft dome is driven by the “pinch” loads induced by the rigidly held SRB’s as the LH2 tank is filled and the tank attempts to shrink to a smaller diameter. One hundred and fifteen percent of these “pinch” loads are applied during the protoflight testing. The protoflight stability tests will be performed on every LH2 tank.

The protoflight testing highlights another philosophy incorporated by the verification team. Additional risk to the Shuttle during flight was not an option. Confidence in the structural integrity of the vehicle had to be secured in the verification program. The protoflight testing for the SLWT does represent some additional risk to the program when compared to the LWT testing; that being increased risk of losing the LH2 tank and proof facility. But the risk is confined in the ground testing.

The ALTA

The most innovative element of the SLWT structural verification program was the ALTA. The primary purpose of the ALTA was to demonstrate the ability of the orthogrid panel configurations to withstand the SLWT ultimate loads. However the team pushed far beyond that basic goal.

Figure 2. shows the basic configuration of the ALTA. The barrel is representative of barrels 3 and 4 in the LH2 tank and contains the three basic orthogrid configurations. These orthogrid configurations are also representative of the panels on the -Z axis of barrels 1 and 2 (the opposite side of the tank from the longerons). Therefore, between the protoflight test and the ALTA, the entire LH2 tank is demonstrated. Also included on the ALTA was an aft dome from the LO2 tank. The SLWT team had identified the possibility of additional weight savings from the LO2 tank aft dome if a test could be performed. However, a test of the type needed had never been performed before. The LO2 aft dome is stability critical during the end of flight when the Shuttle is accelerating
at 3 g’s and the LO2 surface level is falling through the dome. This induces hoop compression in the
dome and drives the critical stability margins. To test the dome to the required ultimate condition
required a fluid with a specific gravity of 4.2, or 35 lb./gal. This fluid would have to be pumped into
the tank against the stabilizing pressure and then flow back out of the tank. A fluid which would
meet these requirements had never been made before. After preliminary conversations with people
in the oil drilling industry, the challenge was accepted and a lighter redesigned LO2 tank aft dome was
included on the ALTA. The ALTA pressure vessel was completed with a 2219 LWT LH2 forward
dome. With the ALTA the team had designed a test article which verified major portions of not just
one, but two of the SLWT pressure vessels, as well as accepting the challenge to push the boundaries
of test technology.
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Figure 2. ALTA configuration

The team knew that the program had only one dedicated structural test article, and that they
had to glean all the information possible from it. Therefore, the testing of the ALTA was designed
not just to qualify the hardware, but to maximize the knowledge gained. The testing started with a
pneumatic proof test performed at the Michoud Assembly Facility (MAF) in New Orleans where the
ET’s are built. The ALTA was then sent to the Marshall Space Flight Center (MSFC) for structural
testing. The testing was performed in a refurbished Saturn test stand which was capable of applying
axial loads, bending moments, and shears, as well as pneumatic pressurization. The ability to fill the
LO2 aft dome with water and the High Density Fluid (HDF) was also provided.

Structural testing was performed over a period of three months and started with the
application of influence loads. Axial load, bending moments, and shears were applied one at a time
to check that the response of the structure was as predicted, and to verify the instrumentation. A
radial load was also applied to the barrel panel at the LO2 feedline support fitting to verify the
transverse stiffness of the barrel panel. Application of limit load cases were then started.

As stated previously, barrel 4 of the LH2 tank was subject to 4 failure modes. The strength
failure mode had already been tested during the proof test at MAF. The three stability cases were
tested on the ALTA at MSFC. By applying the appropriate combinations of axial, shear, and
moment, the critical load cases were tested for the +Z, -Z, and ±Y axis panels. First, all three cases
were tested to limit flight loads, and then all three were performed to the ultimate flight loads. With
the conclusion of the ultimate flight cases the LH2 orthogrid barrel panels - with the exclusion of the
barrel 1 and 2 longeron region which are verified in the protoflight testing - were fully verified.

With the verification of the LH2 barrel completed, testing was performed on the LO2 aft
dome. The dome was first filled with water to simulate a proof test fill condition. The dome was
then tested with the HDF. This test was believed by many to be the riskiest test performed in the
SLWT program, not from a SLWT structure viewpoint but from the viewpoint of the ability to
perform the test. The Baroid Company was under contract to provide the fluid, pump it into ALTA
and then drain it. The fluid used was a mixture of water, a polymer suspending agent, and steel fines.
Challenges encountered with the fluid were: the mechanism needed to mix the fluid, the equipment
needed to pump it, and its ability to flow out of the tank. Working together, NASA, Lockheed Martin, and the Baroid Company met these challenges with the use of concrete trucks, a concrete pump, and the injection of air into the drain line. With these challenges met, the HDF test of the LO2 aft dome was successfully performed. Both the dome and the test set-up performed as expected.

With the completion of the barrel panel tests and the LO2 dome test, the ALTA had performed its function of verifying the appropriate SLWT hardware. However, the verification team maintained its commitment to gain all the information possible, and to test to failure. In fact, not just one, but three capability tests were performed on the ALTA barrel panels. The liftoff capability test was performed first and the ability of the barrel panel to both carry additional mechanical body loads, and remain stable with decreased pressure was demonstrated. The mechanical body loads were first increased to 125% of the ultimate, or 175% of the limit, design loads. The body loads were then decreased to the ultimate loads and the pressure decreased. Next, the prelaunch capability test was performed. As the prelaunch case was an unpressurized condition, the case consisted of demonstrating the mechanical loads to 125% of the ultimate, or 162% of the limit, load case. The final capability case was the Post Staging load case. The mechanical loads were first increased to 115% of the ultimate, or 146% of the limit, design load condition - the capability of the test stand. The mechanical loads were then decreased to ultimate and the pressure decreased from the design pressure of 31.8 psi. The structure performed linearly until approximately 20 psi, at which time non-linearity was observed in the strain gage readings. Final collapse occurred at ultimate loads and 9 psi pressure. The testing proved the robust design of the orthogrid barrel panels, as well as providing insight into the failure mechanisms of the 2195 Aluminum Lithium. Table 1 shows the load conditions which were tested to capability.

<table>
<thead>
<tr>
<th>Flight Condition</th>
<th>Design Ultimate Load Condition</th>
<th>Capability Load Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pressure (psi)</td>
<td>% of Limit Body Loads</td>
</tr>
<tr>
<td>Liftoff</td>
<td>17.6</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td>Prelaunch</td>
<td>0.0</td>
<td>129.5</td>
</tr>
<tr>
<td>Post Staging</td>
<td>31.8</td>
<td>126.5</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>9.0</td>
<td>**</td>
</tr>
</tbody>
</table>

* Denotes approximate condition at which non-linearity was observed in the gages.
** Denotes condition at which final collapse occurred.

Table 1. ALTA capability conditions

Conclusion

The SLWT verification team was handed the challenge of assuring the adequacy of the SLWT structure to safely perform its mission. They met that challenge and more. They demonstrated the ability to bring together a verification program utilizing a combination of current data bases, design ground rules, analysis, component testing, protoflight testing, and innovative, cost effective, dedicated structural test articles. They pushed the state of the art of test technology. They looked beyond the current program requirements and expanded the data base in structures technology. They looked to the future and squeezed all the information possible out of each test. They performed their task and more.
Force Model for Control of Tendon Driven Hands

Edward Pena
David E. Thompson, Phil

NASA Center for Autonomous Control Engineering
Department of Mechanical Engineering
The University of New Mexico
Albuquerque, NM 87131

Abstract

Knowing the tendon forces generated for a given task such as grasping via a model, an artificial hand can be controlled. A two-dimensional force model for the index finger was developed. This system is assumed to be in static equilibrium, therefore, the equations of equilibrium were applied at each joint. Constraint equations describing the tendon branch connectivity were used. Gaussian elimination was used to solve for the unknowns of the Linear system. Results from initial work on estimating tendon forces in post-operative hands during active motion therapy were discussed. These results are important for understanding the effects of hand position on tendon tension, elastic effects on tendon tension, and overall functional anatomy of the hand.
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1 Introduction

From studying the functional anatomy of the hand, robotic and prosthetic manipulators have developed to complex designs such as tendon driven manipulators. Although tendon driven hands are complex and difficult to implement, they have many advantages. A tendon driven manipulator allows for a much lighter and streamlined design by placing the actuators in regions more proximal to the hand (e.g. forearm or shoulder area) as opposed to installing them along the joint axes. As a result, more power can be focused on moving the load rather than driving the weight of the motors themselves. The load of the manipulator becomes of greater importance in prosthetics, where the client may be a 50 year old amputee rather than a robotic arm on the assembly line in a manufacturing plant. Those tendon driven systems that make use of elastic elements also offer the advantage of reducing failures such as wear and tear on linkages and joints due to frequent impact of end effector.

To further designs of artificial hands, a better understanding of the biomechanics of the human hand must be considered. Therefore, a kinetic model of the human hand is necessary to understand the forces within the hand as well as for control of future artificial hands. If a model existed that predicted the tendon forces that are present when a hand is subjected to external loads, then this hand can now be controlled. By using the model to predict the forces in the tendon for various tasks such as grasping, manipulating, and pushing, the known tendon forces can be used as the input to a neural network and trained to recognize a specific task. After the network is trained, the manipulator can then be controlled for similar tasks as ones used to train the system. For a model to be accurate in predicting the tendon forces in the hand, it is necessary to have the proper biomechanics included. For example, the model must include the proper axes of finger/hand if acceptable grasp is to be obtained. Also, the proper moment arms and considering the elastic property of muscle/tendon unit is very important to insure accurate results of tendon force.
2 Background

The goal of artificial hands in the fields of robotics and prosthetics has always been the same. Each field is still on the quest for the most anthropomorphic hand. Because of stiff design restrictions imposed upon prosthetic hands (e.g. size, weight, functionality, and appearance), the advancement in technology towards a truly anthropomorphic hand has been very slow. In comparison, robotic hands not having those severe design restrictions have risen to a much higher level of dexterity as their hand designs have become more anthropomorphic. These designs contain multi-fingered hands and actuation and power transmission through tendons much like the human hand.

Two tendon driven hands considered the pioneers in the field of robotic hands are the Stanford/JPL Hand (Salisbury Hand) [1] and the Utah/MIT Hand [2]. Although both of these designs showed many anthropomorphic characteristics, they lack anatomically correct joints and tendon configurations; as a result the kinematics and the dexterity of the hand are limited. Recent work on an anatomically correct finger model, the ASU finger [13], emphasizes the importance of human anatomy. This model was used for experiments in motion/control, excursion, and pathomechanics of the finger.

Future work in tendon driven anthropomorphic hands will take advantage of new developments in artificial muscles and advances in kinematics of human hands and arms [7, 8, 9]. A tendon-driven system can naturally make use of advances in artificial muscles such as the ionic polymer gel muscle [10, 11, 12]. With these promising new artificial muscles, the objective of making an artificial hand as anthropomorphic as possible is not far away.

Initial work on a model for estimating tendon forces during active motion therapy has been done [4, 3]. A simplified model was used to predict tendon forces that were generated during post-operative active motion hand therapy. In therapy the patients were required to actively resist a load placed on their finger. The wrist and joints of the fingers are restricted to movements in the flexion/extension axis of rotation. It is this model that will be presented and discussed in this paper.

3 Development of Model

3.1 Definition of Model Elements

Our model is based on the musculoskeletal anatomy of the human finger, the index finger. This finger contains four bone segments (metacarpal, proximal phalanx, middle phalanx, distal phalanx) and four joints (carpometacarpal (CMC), metacarpophalangeal (MP), proximal interphalangeal (PIP), and the distal interphalangeal (DIP)). There are seven muscle/tendon that control its motion and function, extensor digitorum communus (ED C), extensor indicis (EI), flexor digitorum profundus (FDP), flexor digitorum superficialis (FDS), ulnar interosseous (UI), radial interosseous (RI), and lumbrical (LUM) muscles. Tendons are attached to the end of muscles and run along the surface of bone spanning multiple digits finally inserting into the periosteum (fibrous outer layer of bone). As the tendon is followed distally from the muscle it is found to have a complex arrangement where a tendon may bifurcate into tendon branches or even coalesce into a fibrous sheath as is found in the aponeurosis. Figure 1 shows the skeletal system for the index finger and an example of muscle and tendon complex, the FDP.

3.2 Mechanical Analysis

Different mechanical analogs are used in our model in accordance to the physiologic functions and anatomic constraints of finger joints. The tendon assembly (tendon and tendon sheaths) are modeled as frictionless cable-and-pulley system, and the bone segments in the hand are modeled as rigid links. Each joint is modeled as hinge pins, and since only rotations about the z-axis are considered, modeling only one degree of freedom for the two more proximal joints (CMC and MP) is valid.
There are four joints in our finger model (hinge pins) and therefore, for degrees of freedom. The joints of the finger also called articulations are the functional junction between the digits. The finger is viewed as a kinematic chain and when it is subjected to a load, it is also a closed kinematic chain.

There is a total of five coordinate systems used to define the model, one fixed coordinate system and four moving coordinate systems. The fixed coordinate system is located at an arbitrary position away from the finger. The moving coordinate systems are located at the center of the joint axes for all joints (CMC, NIP, PIP, DIP). A moving coordinate system at each joint is used to easier define the location and orientation of tendon and applied force(s). It also facilitates the ease of defining reaction forces, moments, and relative rotation between digits. The underlying assumptions and conditions for our model include the following:

1. Normative hand model
2. Force along tendon is constant
3. Moment arms are constant
4. No subluxation of joints during isometric exercise (Stability of joints maintained)
5. Insertion bands of intrinsic muscles/tendon have a single line of action
6. Radial and ulnar lateral bands as well a radial and ulnar interossei are combined using their average moment arm

### 3.3 Mathematical Model

The entire system is said to be in static equilibrium, implying that each joint must also be in static equilibrium. Therefore, the equations of equilibrium at each joint can be expressed as

\[
\sum_{i=1}^{n} [F_{\text{tendon}}]_{i} + \sum_{j=1}^{m} [F_{\text{external}}]_{j} + F_{\text{reaction}} = 0 \quad (1)
\]

\[
\sum_{i=1}^{n} [M_{\text{tendon}}]_{i} + \sum_{j=1}^{m} [M_{\text{external}}]_{j} = 0 \quad (2)
\]
The elastic component of resistance due to soft tissue varies with the joint angle. Llorens [15] approximated this with a three piece elastic model as in Equation 3 and illustrated in Figure 2.

\[
k = \begin{cases} 
50g - \text{cm/degree} & \alpha < \alpha_e \\
15g - \text{cm/degree} & \alpha_e \leq \alpha \leq \alpha_f \\
50g - \text{cm/degree} & \alpha > \alpha_f 
\end{cases}
\] (3)

The constraint equations are equations that describe how tendon system is interconnected. As an example, in the aponeurosis we find a network of tendons connected together at several points (nodes). Therefore these equations will appear in the form:

\[
\text{Vectoral sum of tendon forces} = \text{Vectoral sum of other tendon forces}
\]

or as a specific example at the MP-joint:

\[
F_{\text{extensor}} + F_{\text{interossei}} + F_{\text{lumbrical}} = F_{\text{Lateral Bands}} + F_{\text{Central Stip}}
\] (4)

We end up with \( n \)-equations and \( n \)-unknowns. The entire system is linear, and can be expressed as

\[
[A]x = b
\] (5)

where \([A]\) is the coefficient matrix, \(x\) is the solution vector of unknown forces, and \(b\) is the vector for values of RHS of equation 4. Since the system is linear, we can use the technique of Guassian Elimination, which transforms the coefficient matrix \([A]\) to a lower times the upper triangular matrix, the process called LU decomposition. Once in this form, the unknowns are easily solved using back substitution.
4 Results

There were two cases considered to examine our model: tendon forces with varying joint angle, and tendon forces with the elastic component of soft tissue added. The first case was to demonstrate the effect of finger position on tendon tension. With the wrist extended, the fingers were placed in a neutral position (no force in tendons) then the fingers were moved into extension only allowing rotation about the MP joint. Calculations were performed with incrementing values of MP joint angle (35-80 degrees) to determine the force generated in the EDC. It was found that as the angle increased into extension, the force in the EDC increased significantly from 0-g to 1200-g. If the wrist was slightly flexed, the forces in the EDC would decrease because wrist motion influences a change in the length of the flexor tendons resulting in a change of resting angles for the joints.

The second case was considered to demonstrate the elastic effects at the end of motion. An external load of 50g was applied to the middle of the terminal phalanx while the hand was maintained in a tightly flexed fist. This situation allows considerable elastic restoring moments to be generated by large flexion angles. Calculations were performed to determine the flexor tendons (FDS, FDP) forces. The results showed that even for a very small applied load, large forces were generated in the flexor tendons (2050-g FDP and 1650-g FDS). It is important to note that these forces exceed the gapping strength at repair site of the tendon (1600-g).

From the results of these two cases, recommendations for finger loading to insure least potential of rupturing repaired tendons can be made. For example, it is wise not to approach the end limits of range of motion for joints to avoid high levels of generated tendon forces.

5 Conclusions

A two-dimensional force model for the index finger was developed, and results from initial work on estimating tendon forces in post-operative hands during active motion therapy were discussed. The results showed that there is a significant effect on tendon force for varying joint positions and elastic resistance. It was shown that the magnitude of tendon force in the EDC tendon reached as high as 1200-g under no load for finger extension about MP joint, and the magnitude of force for the FDP tendon reached as high as 1650-g for finger in flexed fist position. With these findings guidelines for active motion therapy were established.

The results are important for understanding the effects of hand position on tendon tension, elastic effects on tendon tension, and overall functional anatomy of the hand. Although it is important to note that this model is very naive because it lacks complexity in certain aspects. One aspect is the assumption of constant moment arms may not be a valid assumption especially for the larger joints (wrist). Another aspect is including a model for the muscle/tendon actuator. Currently, this model defines the tendon force as the total force in the tendon instead of total force being defined as the sum of the tendon and muscle forces. Including the model for the muscle/tendon actuator would account for these components, but it would add another level of complexity to the model. The addition of these aspects to the model will be explored in future work.

An extension for the application of this model is the use of the model to predict required force input of an anthropomorphic exoskeletal structure to reduce fatigue of astronauts during tasks that require hand function. This continues to be an ongoing problem for NASA, and recently there has been an effort made in exploring the use of artificial muscles embedded into the space suit to aid the mobility of astronauts hands [11, 12].
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INTRODUCTION

In the Mid-Tertiary, the crust of southwestern North America was extensively modified by magmatic activity. In places, the crust can be thought of as almost boiling. The magmatic activity during this time resulted from large-scale asthenospheric upwelling of magma in a complicated back arc setting. Further upwelling occurred in the Late-Tertiary. The primary surficial manifestation of this upwelling is the Rio Grande rift which extends from Northern Colorado southward into Northern Mexico. From a physiographic viewpoint, the Rio Grande rift is an extensional feature following the crest of an uplift on which the Southern Rocky Mountains are situated. In the Rio Grande rift, distinct crustal thinning (about 5 km relative to adjacent areas) is documented from Albuquerque, NM southward. The thinnest crust found to date is located west of El Paso, TX and is approximately 28 km thick. In contrast with East Africa, the crustal thinning in the Rio Grande rift is gradual from the rift valley floor to the rift valley shoulders, perhaps reflecting the pre-rifting thermal regime.

Situated on the western shoulder of the Rio Grande rift are several large-scale (on the order of tens of kilometers across) volcanic and magmatic centers including the Datil-Mogollon volcanic field in southwestern New Mexico, the Jemez caldera in north-central New Mexico, the San Juan volcanic field in south-central Colorado, and the Princeton Batholith in central Colorado. These centers are anomalous not only because of their proximity to the Rio Grande rift but because they exhibit unusually low gravity signatures suggesting a large volumetric emplacement of silicic material in the crust. For example, geophysical studies by the UTEP group shows that the crust beneath the Datil-Mogollon volcanic field has been modified extensively and appears to contain a batholith comprising approximately 20% of the crustal material.

Thus, the rift and volcanic centers share much in terms of their tectonic evolution. This evolution has effected the lithosphere pervasively, and the associated modification of the crust has been complex. Tectonism and magmatism in this region are intimately connected and can not be studied separately. An integrated geophysical
and geological modeling approach is demanded. Such an approach must include gravity, magnetic, seismic, petrologic, topographic, and satellite data. An integrated approach is used here to ascertain the extent and magnitude of surficial and crustal aspects of Tertiary magmatism in proximity to the Rio Grande rift.

SILICIC MAGMATISM AND VOLCANISM

Several major volcanic fields dominated by silicic magmatism were formed during Mid-Tertiary time. Because these volcanic fields are well exposed, remote sensing plays a significant role in discerning and mapping the extent of the surficial aspects of these magmatic and volcanic centers. Mid-to Late-Tertiary volcanism in the southern Rocky Mountains extended from northern Colorado, into New Mexico, and merged southward with the Sierra Madre volcanic field in Northern Mexico (Figure 1). Commonly termed the "ignimbrite flareup," much of this volcanism occurred during middle to late-Oligocene times when large volumes of rhyolite to quartz latite ash-flow tuffs erupted. The talc-alkaline lavas and pyroclastic ejects from this period are believed to have merged together and covered most of central and southwestern Colorado (Lipman et al., 1970; Steven, 1975) The bulk of the volcanism associated with the ignimbrite flareup is separated into a number of individual volcanic fields (39-mile, Latir, San Juan, Questa, Raton-Clayton, Jemez; Lipman, 1996).

RIFT-RELATED BASALTIC MAGMATISM

The formation of the Rio Grande rift is viewed as having post-dated Mid-Tertiary magmatism. In fact, the formation of the Rio Grande rift and the later stages of the ignimbrite flareup were synchronous (Figure 2). Subsequent magmatism near the axis of the Rio Grande rift was basaltic. Magmas during this period were clearly rift-related, volumetrically small, and mostly mantle-derived with little crustal modification. These facts agree with geophysical measurements. This basaltic-phase of magmatism is characterized by the Jemez volcanic field, the Ocate volcanic field, Raton-Clayton volcanic field, Taos Plateau volcanic field, and Springerville volcanic field. Graphing the occurrence of Mid-Tertiary magmatic events temporally suggests a rough NW to SE progression of magmatism and volcanism in Mid-Tertiary time. Compositionally, pre-Jemez magmatism and volcanism was largely intermediate talc-alkaline rocks. Late-Tertiary magmatism in the southern Rocky Mountains was dominated by hi-modal compositions of basalt and high-silica rhyolites (Christiansen and Lipman, 1972). Almost all of the high-silica and granite centers during late-Oligocene and Miocene times occurred west of the Rio Grande rift. The voluminous Questa Granites of New Mexico are the only exception.
CURRENT EFFORTS

The Datil-Mogollon volcanic field has been studied extensively and as noted above is characterized by low-crustal density suggesting the emplacement of a batholith of largely silicic material representing about 20% of the total crustal volume. The Jemez caldera is currently the focus of the JTEX study. JTEX is a cooperative geophysical study being conducted jointly by University Texas at El Paso, Purdue University, and Los Alamos National Laboratory. Satellite imagery is being used to help constrain the extent of the caldera, its magmatism and rectify topographic information with subsurface measurements. By combining digital topographic and potential field data, correlations between surface and subsurface features not previously apparent are clarified. Future efforts will include similar studies of the San Juan volcanic field and the Mount Princeton Batholith.

CONCLUSION

Prior to the initiation of rifling in Southern Colorado and Northern Mexico volcanism was largely dominated by talc-alkaline felsic compositions during Mid-Tertiary time. Post-rift magmatism was composed of bimodal suites of mafic and silicic compositions. Magmas from area of the rift axis were dominantly basaltic and lacked any significant crustal signature suggesting they were derived directly from the upwelling aesthenosphere. Obviously, tectonism and magmatism combined to significantly alter the composition of the crust in this region.

Several large silicic centers of magmatic activity located adjacent to western side of the Rio Grande rift developed and appear from geophysical measurements to have altered and contributed a significant component to the crust. These centers are being investigated by integrating heretofore separate geophysical, topographic, and geologic database in an attempt to correlate surficial manifestations with subsurface measurements.
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Figure 2. Occurrence of major Mid-Tertiary magmatic and volcanic centers proximal to Rio Grande rift.
EXTENDED ABSTRACT

Time critical applications require high processing speeds and fast reconfiguration of membership function parameters. Often these requirements present a dichotomy to designers and trade off results in severe consequences to the applied solution. In addition, the behavioral complexity of control systems determines the characteristic of the controller. To cope with a wide range of applications where processing speed is of prime interest, parallel architecture of the inference processor is the most direct solution.

In this paper, considering that the primary aim of hardware implementation is the realization of high speed processing, we introduce a look-up table approach, which can realize high speed fuzzy-logic inference. Figure 1 shows a block diagram of hardware implementation of the membership function generator (MFG). Although this architecture can be extended to a multiple input multiple output generator, our primary interest is the realization of the circuit in Figure 1.

Figure 1. Block Diagram of the Proposed MFG
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The look-up table approach is shape independent and can be used to realize generalized membership function as shown in Figure 2.

![Diagram of generalized shape](image)

**Figure 2. Generalized Shape to be generated by the circuit in Figure 1**

With the stipulation that $V_a < V_b < V_c < V_d$, the general functions to be realized are $l(v)$ and $r(v)$. The left function is

$$l(v) = f\left(\frac{V_{in} - V_a}{V_b - V_a}\right).$$

The right function is

$$r(v) = g\left(\frac{V_d - V_{in}}{V_d - V_c}\right).$$

The system in Figure 1 consist mainly of three parts; processor, scalar and shape generator. The role of processor is in horizontal shift along the $v$ axis. A brief description is as follows: when $V_a < V_b$, outputs of comparators $C_1, C_2, C_3$, and $C_4$ are all zero, thus switch I is closed and $V_{out} = 0$. When $V_b > V_a > V_c$, then switch II is closed and the contents of the shaping RAM is being addressed by scaled version of voltage difference $V_a - V_b$. When $V_c > V_a > V_d$, then switch II is closed and $V_c$ is generated at the output. In analog fashion, because of simplicity it is possible to describe the operation of lower part of the circuit. In this case voltage difference $V_a - V_c$ is being processed to address content of Shaping RAM.

The role of the scalar is to generate scaled version of $V_a - V_c$ or $V_a - V_b$. Scaled number values of $1/(V_a - V_b)$ and $1/(V_a - V_c)$ are stored in a RAM. Multiplying is done by multiplying DAC. The shape generator consists of a programmable look-up table (RAM), address lines, inclusion/exclusion logic and DAC. Several shapes are stored in the RAM where the address line are used to choose the shape of a particular slope. The output of the RAM is a digital word which is the degree of belonging of the input, referred to here as the fuzzy byte. The inclusion/exclusion logic is an XOR gate array that when invoked takes the ones complement of the fuzzy byte from the RAM, essentially inverting the shape when desired. The DAC converts the fuzzy byte to an analog voltage to be processed by the rest of the fuzzy inference engine.

Details of the circuit realization of the system shown in Figure 1 using Pspice simulations are also described in the paper.
Molecular Control of Polymeric Chains to Obtain a Geometrically Favorable Polyimide for Compressive Strength Studies
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INTRODUCTION

Rodlike polyimides which display heterocyclic ring linkages are among the high performance polymers developed over the last two decades. The aromatic polycondensates such as, polyamides are useful candidates for high temperature and high load bearing applications. As a result, there is an increasing interest in such high performance polymeric materials due to the requirements of the automotive and aerospace industries.

Aromatic polyamides have exceptional chemical resistance, high thermal and thermooxidative stability. They exhibit excellent tensile and impact strength. Processing of these polymers is generally quite difficult thus limiting their utility. These limitations are due to the strong enthalpic interactions and chain rigidity exhibited by polyamides, which result in their inherent insolubility and infusibility. In addition to poor processability, polyamides exhibit poor compressive strength when fabricated into films and fibers. The poor compressive strength of the films and fibers of high performance polymers is the cause of performance deficiencies encountered in their applications.

The primary approach employed to decrease interchain interactions or to reduce polymer chain stiffness involves a variety of structural modifications. This includes the introduction of bulky substituents, flexible alkyl side chains, noncoplanar moieties, and kinked and double kinked comonomers into the polyimide backbones. However, such modifications generally result in the trading of high performance properties for increase processability of polyamides.

Holiday and White showed that the compressive strength of polymers is dependent on secondary valence forces. To this end, rigid rod multidimensional polymers have been synthesized by Dotrong et al. and Polk et al. These approaches resulted in planar conformations and a mixture of three-dimensional and planar polymer systems, respectively.

In an effort to address the issues of processability and poor compressive properties, we sought to prepare processable three-dimensional polyamides as excellent candidates for improved compressive strength in films and fibers. Our approach to improve processability led to the syntheses of polyamides containing the hexafluoroisopropyl group and the bicyclic ring (bicyclo[2.2.2]oct-7-ene-2,3,5,6-tetracarboxylicdianhydride) to increase volubility, while maintaining thermal stability and liquid crystallinity in polymers.

Star-like (three-dimensional) polyamides were prepared based on the 2,7-diamino-9,9-bis(4-amino-phenyl)fluorene star-like central unit. A study of the bond angles of 2,7-diamino-9,9-bis(4-aminophenyl) fluorene shows that the 9,9-phenyl substituents are at 113°, while the bond angles between the phenyl units and the five membered ring of the fluorene molecule are approximately 107°. Therefore, the geometry at the C9 position of the fluorene unit is almost tetrahedral (sp3) confirming a three-dimensional fluorene based molecule as the central unit orientating the polymer chains to give the star-like polyamides.
EXPERIMENTAL

The Star-like Fluorene Unit

Synthesis of 2, 7-diamino-9, 9-bis(4-aminophenyl) fluorene The star-like fluorene unit, 2,7-diamino-9,9-bis(4-aminophenyl)fluorene was prepared by refluxing 2,7-dinitro-9-fluorenone (7.4x10^{-1} mmol) with aniline (2.44x10^3 mmol) in the presence of aniline hydrochloride (2.22x10^2 mmol) for 24 h under nitrogen atmosphere. The nitro functionalities were reduced by refluxing in ethanol in the presence of hydrazine monhydrate with 10% Pal/C under nitrogen atmosphere for 24 h. A precipitate was collected by filtration, washed and dried in a vacuum oven to yield 2,7-diamino-9,9-bis(4-aminophenyl)fluorene (80.59 % yield), m.p. 316-317 °C (lit. 319.5 °C). Infrared spectrum (KBr, cm^{-1}) 3426, 3338, 3217 (1 °N-H); 3057 (aromatic C-H); 1625, 1306, 1203, 1176 (aromatic N-H); 1518, 1471, 1438 (aromatic C-C); 821 (para substitution); 683 (trisubstitution). Proton NMR spectrum (DMSO-d$_6$) 5.48, 4.92 (2H, NH$_2$); 6.79 (4H); 7.27 (4H); 6.47 ppm (6H). $^{13}$C NMR spectrum (DMSO-d$_6$) 564.31 (9,9-disubstituted C); 114.03, 120.59, 123.16, 123.54, 128.13, 129.77, 143.28, 148.00, 148.06, 155.15 (aromatic carbon atoms). Anal. Calcd for C$_{25}$H$_{22}$N$_4$: C, 79.34; H, 5.86; N, 14.80. Found: C, 79.07; H, 5.94; N, 14.67.

Polymer Syntheses

The synthesis of the linear and star-like polyamides utilized a modification of the condensation polymerization method described by Becker and Schmidt. Structural representations of the primary diamines and dianhydrides used in the typical syntheses of the linear and star-like polyamides are presented in Table 1.

Synthesis of the Linear Polyimide Typically, a thoroughly dried 500 mL three-necked round bottom flask equipped with a mechanical stirrer, a nitrogen inlet tube, a reflux condenser with a drying tube, a thermometer and a bubbler was flushed with nitrogen. Primary diamine (16.2 mmol) and dry LiCl were dissolved in anhydrous NMP (100 mL) in the round bottom flask with stirring while maintaining a positive nitrogen flow. A solution of the dianhydride (17.82 mmol) in an equal volume of anhydrous NMP was rapidly injected into the reaction flask. The mixture was stirred at 0 °C for 1 h, and slowly heated to 30-35 °C for an additional 24 h, and finally heated to 190 °C for 24 h. Approximately 30 % of the polymer solution (60 mL) was removed, precipitated in water, washed two times with ethanol and extracted with methanol in a Soxhlet apparatus for 48 h. After drying at 60 °C for 24 h, the linear polyimide was obtained.

Synthesis of the Star-like Polyimide Typically, 2, 7-diamino-9, 9-bis(4-aminophenyl)fluorene (2.7 mmol) in anhydrous NMP (110 mL) was added to the remaining polymer solution of the linear polyimide and stirred at 190 °C for 72 h. The polymer solution was added to water to give a precipitate. The precipitate was washed two times with ethanol and extracted with methanol in a Soxhlet apparatus for 48 h. After drying at 60 °C for 24 h, the star-like polyimide was obtained.

Wide angle X-ray diffraction (WAXD) measurements were made using a Rigaku RU200 X-ray diffractometer equipped with a Satton camera. Nickel filtered CuK$_{\alpha}$ radiation was used at 50 K$
u$/170 nA. Intensities were extracted from the X-ray films using a Joyce-Loeble Scandig 3 densitometer.
### Table 1. Monomers Used in the Syntheses of Linear and Star-like Polyamides

<table>
<thead>
<tr>
<th>POLYIMIDES</th>
<th>DIAMINE</th>
<th>DIANHYDRIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear I</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
</tr>
<tr>
<td>Star-like II</td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td>Linear III</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>Star-like IV</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
</tr>
<tr>
<td>Linear V</td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
</tr>
<tr>
<td>Star-like VI</td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>Linear VII</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
</tr>
<tr>
<td>Star-like VIII</td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
</tr>
</tbody>
</table>

### RESULTS AND DISCUSSION

The structures of the linear and the corresponding star-like polyamides were confirmed via elemental analysis, FTIR, proton and \(^{13}\)C NMR spectroscopy. The characteristic imide absorption at 1782, 1729 and 1374 cm\(^{-1}\) were observed in the infrared spectra of the linear and star-like polyamides. The chemical shifts observed between \(\delta\) 164.63 and 175.37 ppm in the \(^{13}\)C NMR spectra of the linear and star-like polymers correspond to the carbon atom of the imide carbonyl. \(^{13}\)C NMR spectra of the star-like polyamides exhibit an additional chemical shift at \(\delta\) 64 ppm corresponding to the quaternary carbon of the fluorene based central unit, Figure 1.

Thermal characterizations of the polymers were determined by differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA) in air and under an argon atmospheres. The DSC curves of the linear polyamides I, III, V and star-like polyamides II, IV, VI revealed glass transition temperatures from 266 to 389 °C in air and under an argon atmospheres. Under an argon atmosphere, the DSC curve of linear polyimide VII exhibits an exothermic transition at 396 °C, corresponding to the enthalpy of recrystallization, and an onset of decomposition at 401 °C. In air, the DSC curve of VII indicates an exothermic transition at 392 °C, corresponding to the enthalpy of recrystallization, and a decomposition transition at 398 °C. The DSC curve of the corresponding star-like polyimide VIII exhibits an onset of decomposition at 401 °C in air and under an argon atmosphere.
Figure 1. $^{13}$C NMR spectrum of star-like polyimide $VIII$ in dimethyl sulfoxide-d$_6$

The TGA curves of the linear and the corresponding star-like polyamides indicated thermal stability ranging from 400 to 508 °C in air and argon atmospheres. The temperatures correlating to the onset of decomposition, 5 % and 10 % weight loss of the linear and star-like polyamides under argon and air atmospheres are presented in Table 2. In general, the linear polyimides are more thermally stable than the corresponding star-like polyamides.

<table>
<thead>
<tr>
<th>Polyimide</th>
<th>Decomposition temperature °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>onset</td>
</tr>
<tr>
<td></td>
<td>argon</td>
</tr>
<tr>
<td>linear</td>
<td>405</td>
</tr>
<tr>
<td>star-like</td>
<td>357</td>
</tr>
<tr>
<td>linear</td>
<td>454</td>
</tr>
<tr>
<td>star-like</td>
<td>338</td>
</tr>
<tr>
<td>linear</td>
<td>400</td>
</tr>
<tr>
<td>star-like</td>
<td>354</td>
</tr>
<tr>
<td>linear</td>
<td>357</td>
</tr>
<tr>
<td>star-like</td>
<td>363</td>
</tr>
</tbody>
</table>
The introduction of hexafluoro groups and the bicyclic ring resulted in an improvement in the volubility of the linear and star-like polymeric systems containing these features. The polyamides $III, IV, V$ and $VI$, containing the hexafluoro group and polyamides $VII$ and $VIII$, containing the bicyclic ring and hexafluoro groups exhibit increased volubility in comparison to the polyamides $I$ and $II$ which do not contain these fictional groups. The polyamides, which displayed an improvement in volubility, were found to be soluble at 270 w/v concentration in organic solvents and in strong acids at room temperature, Table 3. In general, the star-like polyamides were found to exhibit greater volubility relative to the corresponding linear polyamides suggesting that the star-like polymer systems are not crosslinked.

The inherent viscosities are relatively low indicating that the polyamides are of low molecular weight. However, the viscosity of the star-like polyamides were found to be approximately twice that of the corresponding linear polyamides.

Table 3. Solubility Properties and Inherent Viscosity Measurements of the Linear and Star-like Polyamides

<table>
<thead>
<tr>
<th>Polyimide</th>
<th>$\eta_{inh}$/g/dL</th>
<th>TMU</th>
<th>THF</th>
<th>DMF</th>
<th>DMAc</th>
<th>DMSO</th>
<th>NMP</th>
<th>$H_2SO_4$</th>
<th>VISA</th>
<th>m-C</th>
<th>Py</th>
<th>TCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear $I$</td>
<td>0.12$^a$</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>++</td>
<td>-</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>star-like $II$</td>
<td>0.18$^a$</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>linear $III$</td>
<td>0.11$^b$</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>star-like $IV$</td>
<td>0.22$^b$</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>linear $V$</td>
<td>0.17$^b$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>star-like $VI$</td>
<td>0.21$^b$</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>linear $VII$</td>
<td>0.16$^b$</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>star-like $V/II$</td>
<td>0.24$^b$</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

$++=$ soluble; $+==$ partially soluble; $--=$ insoluble

Volubility measurements at 2 % w/v concentrations at room temperature, ‘inherent viscosity measured in concentrated sulfuric acid at 30 °C; TMU, tetramethylurea; THF, tetrahydrofuran; DMF, dimethylformamide; DMAc, dimethylacetamide; DMSO, dimethyl sulfoxide; NMP, N-methyl-2-pyrrolidinone; MSA, methane sulfonic acid; m-C, m-cresol; Py, pyridine; TCE, 1, 1,2,2-tetrachloroethane.

The X-ray diffraction scans of the linear polyimide $I$ and its multidimensional analogue, polyimide $II$, exhibit semicrystalline diffraction peaks, while all the other polymers show a broad halo, indicative of amorphous nature. In the X-ray scan for linear polyimide $I$, there are four prominent peaks, centered at 4° (12.7 Å), 14° (6.24 Å) and two centered at 20°, with d-spacing of 4.62 and 4.20 Å, respectively. The crystal structure for this polymer has not yet been determined, but the peak at 4°, with a d-spacing of 12.7 Å, can likely be attributed to the layer lines corresponding to the ordering of the chemical repeat units along the chain axis. It is noted that star-like polyimide $II$ display d-spacings identical to that of linear polyimide $I$. Efforts to determine the crystal packing of these polymers are underway.
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Abstract

This paper presents a Genetic Algorithm (GA) based methodology for optimal capacitor placement for a general radial distribution circuit. The solution approach can optimally determine (I) the locations to install (or replace, or remove) capacitors and (II) the types and sizes of capacitors to be installed (or replaced), such that a desired objective function is minimized while the voltage constraints are satisfied. A ten-bus radial distribution feeder was used to show the effectiveness of the proposed method.
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Introduction

Optimum use of transmission lines is a planning objective of utility companies, but difficult to realize due to many constraints. Transmission line impedance elements can have an effect on the voltage at all points along the line. This effect varies with line loading and length. Transmission loss increases as more power is transferred through the line and also compounded by the line sagging due to heat increase of the conductors. Furthermore, there is the problem of voltage collapse and major blackout or shutdown of the system due to overloading of the line. Voltage collapse occurs due to gradual shifting of the equilibrium point from a region of stability to an unstable region. The main reason for voltage collapse is the lack of proper reactive support at the receiving end of the transmission line.

The performance of transmission lines can be improved by reactive compensation of a shunt type. The term compensation refers to the installation of reactive power-producing devices to achieve a desired effect in the electric power system. These effects include improved stability performance and transmission line power flow. The devices in our case are connected in parallel, or shunt, at particular points on the load side of the line. Shunt capacitance supplies reactive power to counteract the inductive load and as a result, the voltage level at the load is increased and the power loss is reduced due to a decrease in current.

Optimal capacitor placement has been approached in several ways. Chiang, Wang, and Darling (1995) used the system solution algorithms and numerical techniques. One model used a fuzzy-based approach where two membership functions have been used, one for power loss and the other for voltage sensitivity (Chin and Lin, 1995). Another model proposed to minimize...
an objective function using simulated annealing and a greedy search technique and the problem
is formulated as a combinatorial optimization problem with a non-differentiable objective
function (Wang, et al, 1995). Other methods utilized the 2/3 rule, dynamic programming, a
voltage-independent model, non-linear programming, and mathematical equations (Chin and
Lin, 1994).

Methodology

The objective in capacitor placement in a distribution feeder, is to ensure that a proper
voltage profile is maintained when minimizing the power loss. Planners must determine the
proper size and optimal location of the capacitors such that the load is served as inexpensively as
possible, while ensuring a reliable supply of power. Due to its size, the optimization problem
can only be solved approximately or through heuristics approaches because of the CPU time
required.

In this paper we have presented an evolutionary strategy algorithm (ie., genetic
algorithms) to find the optimum size and location of the shunt capacitor of a radial distribution
feeder when minimizing the power system loss and improving the voltage profile. The
evolutionary strategy is based on the mechanics of biological evolution. GA is a search and
optimization technique based on the Darwinian theory of natural selection and survival of the
fittest. This optimization technique differs from conventional optimization techniques in several
ways:

1. GA searches the solution space from many different points simultaneously in parallel.
2. the selection is based on optimizing a cost function.
3. random search is employed, the new generations only concentrate on solutions that
   have been successful and survived.

In GA, when a parent spawns a new generation of children, only the best child survives
to become parent in next the generation. This is similar to evolution of biological species where
during evolution only the “best” survives from generation to generation.

Reactive power compensation can be achieved by the use of fixed or switched capacitors.
If all variables are considered, the capacitor placement problem may become very complicated
due to many non-linearities involved in the system. In this paper, only fixed capacitor placement
is considered. To further simplify analyses the following assumptions are made: the system (a)
is a balanced three phase system, (b) has time invariant loads, and (c) uses negligible line
charging currents in comparison to capacitor banks in the distribution feeder.

Figure 1 shows an m-bus system where bus i contains a load and a shunt capacitor. The
components are defined as follows:

- $y_{i,i+1} = 1/(R_{i,i+1} + jX_{i,i+1})$: line admittance between buses $i$ and $i+1$;
- $R_{i,i+1}$ and $X_{i,i+1}$: resistance and reactance of the line;
- $P_i$ and $Q_i$: real and reactive power at bus $i$;
- $y_{ci}$: shunt capacitor admittance at bus Z.

Figure 1. Single-line diagram of the distribution feeder
Our goal is to minimize the total cost of power loss in the feeder and the cost of shunt capacitors installed in the feeder. All load points are assigned some capacitor value randomly, then a power flow program is initiated to determine the new voltage profile. Next, the objective function is evaluated with the new values of the voltages to determine whether any improvement in cost is achieved in the current generation or not. This process continues until a global, or near global minimum is obtained for the cost function. The cost function consists of two terms: one is the cost of transmission line loss and the other is the cost related to the capacitor. The cost function is given as:

\[
\text{Cost} = K^P P_{\text{Loss}} + \sum_{j=1}^{\infty} K_j^C Q_j^C
\]

Where

\[
P_{\text{Loss}} = \sum_{i=0}^{m-1} P_{\text{loss}(i,i+1)}, \quad K^P
\]

and \( j \) represents the selected buses, Also, \( K_j^C \) and \( Q_j^C \) are the cost in dollars per kilovar and the size of the capacitor in kilovar, respectively, and are charted in Table 2 in the Results and Conclusions section of this paper. Finally,

\[
P_{\text{loss}(i,i+1)} = R_{i,i+1} \left[ \frac{|V_{i+1} - V_i|}{y_{i,i+1}} \right]^2
\]

and \( V_{i+1} - V_i \) is the voltage drop between the buses \( i \) and \( i+1 \). The admittance is defined as

\[
y_{i,i+1} = \frac{1}{R_{i,i+1} + jX_{i,i+1}}
\]

between buses \( i \) and \( i+1 \) respectively and are summed on the denominator of the above equation. The objective function in GA (OBJ) is then \( \frac{1}{\text{Cost}} \).

**Procedure**

In this paper, we employed GA with individuals consisting of integer-valued alleles. Every individual in the population is represented as a possible set of capacitors to be added to the existing bus. Therefore, individuals contain several integers, each ranging between the values of 1 (equivalent to 150kvars) and \( M \) (equivalent to 150Mkvars), where \( M \) is the maximum number of buses. The actual values that the integer values represent are multiples of 150kvars. Once GA randomly creates a population of these integer sets, or individuals, the values are analyzed to determine the power loss across the circuit. Also, we used single-point crossover with a crossover probability of 0.6, a mutation probability of 0.001, and a string length of 9 for each individual. In order to calculate power loss, line parameters such as resistance and inductance between buses, and real and reactive power at each load are needed. The power analysis routine also generates the power loss associated when the additional capacitors which are added to the circuit. GA would then create a new generation by crossing over and mutating the individuals of the old population. Again, the numbers would be analyzed for power loss and total cost. This cycle continues until an optimal, or near optimal solution is found whereby the power loss and cost is minimized subject to a specific range of voltage values across each bus.
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Results and Conclusions

A test case of a ten bus radial feeder (nine load buses, shown in Figure 2) was taken for simulation and the line parameters are given in Table 1. The base values are as follows:

- base voltage = 23 kV
- base power = 13.057 MVA
- base impedance = 40.5141 kΩ

To obtain the per unit value of a measurement we used the equation,

$$\text{per unit value} = \frac{\text{actual value}}{\text{base value}}$$

Table 1

<table>
<thead>
<tr>
<th>From Bus #</th>
<th>To Bus #</th>
<th>R (per unit)</th>
<th>X (per unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.00304</td>
<td>0.01</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.000345</td>
<td>0.0149</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.0184</td>
<td>0.0297</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.0172</td>
<td>0.015</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.0489</td>
<td>0.0426</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.0223</td>
<td>0.0195</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.0507</td>
<td>0.0287</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.118</td>
<td>0.067</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.1319</td>
<td>0.0747</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>I</th>
<th>Q₀(kvar)</th>
<th>K₀($/kvar)</th>
<th>Q₁(kvar)</th>
<th>K₁($/kvar)</th>
<th>Q₂(kvar)</th>
<th>K₂($/kvar)</th>
<th>Q₃(kvar)</th>
<th>K₃($/kvar)</th>
<th>Q₄(kvar)</th>
<th>K₄($/kvar)</th>
<th>Q₅(kvar)</th>
<th>K₅($/kvar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>150</td>
<td>0.500</td>
<td>10</td>
<td>1500</td>
<td>0.183</td>
<td>19</td>
<td>2850</td>
<td>0.183</td>
<td>1950</td>
<td>0.183</td>
<td>1950</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>300</td>
<td>0.350</td>
<td>11</td>
<td>1650</td>
<td>0.167</td>
<td>20</td>
<td>3000</td>
<td>0.180</td>
<td>1950</td>
<td>0.180</td>
<td>1950</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>450</td>
<td>0.235</td>
<td>12</td>
<td>1800</td>
<td>0.170</td>
<td>21</td>
<td>3150</td>
<td>0.183</td>
<td>1950</td>
<td>0.183</td>
<td>1950</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>600</td>
<td>0.220</td>
<td>13</td>
<td>1950</td>
<td>0.177</td>
<td>22</td>
<td>3300</td>
<td>0.188</td>
<td>2250</td>
<td>0.174</td>
<td>2250</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>750</td>
<td>0.276</td>
<td>14</td>
<td>2100</td>
<td>0.178</td>
<td>23</td>
<td>3450</td>
<td>0.188</td>
<td>2250</td>
<td>0.174</td>
<td>2250</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>900</td>
<td>0.183</td>
<td>15</td>
<td>2250</td>
<td>0.188</td>
<td>24</td>
<td>3600</td>
<td>0.188</td>
<td>2400</td>
<td>0.174</td>
<td>2400</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1050</td>
<td>0.228</td>
<td>16</td>
<td>2400</td>
<td>0.188</td>
<td>25</td>
<td>3750</td>
<td>0.188</td>
<td>2550</td>
<td>0.174</td>
<td>2550</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1200</td>
<td>0.235</td>
<td>17</td>
<td>2700</td>
<td>0.188</td>
<td>26</td>
<td>3900</td>
<td>0.188</td>
<td>2700</td>
<td>0.174</td>
<td>2700</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1350</td>
<td>0.179</td>
<td>18</td>
<td>0.179</td>
<td>0.179</td>
<td>27</td>
<td>4050</td>
<td>0.179</td>
<td>0.179</td>
<td>0.179</td>
<td>0.179</td>
</tr>
</tbody>
</table>
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Development of Chemically Specific Polymer Coatings for Piezoelectric Mass Sensors. A Nitric Acid Specific Sensor Based on Simple Materials.

Steven Pollack and Kahsay Habte, Department of Chemistry, the Polymer Science and Engineering Program and the Center for the Study of Terrestrial and Extraterrestrial Atmospheres, Howard University, Washington, DC 20059

The determination trace gas concentration in the upper atmosphere can be accomplished either via remote sensing or through airborne instrumentation. The former situation requires that the molecule of interest possess a chromophore of sufficient molar absorptivity and a well established absorption band where there are no interferences from other atmospheric components. The latter situation calls for a robust, compact device which is chemically specific, has a high sensitivity and may need to have a high dynamic range.

Piezoelectric mass sensors provide for a number of these latter attributes(1). These sensors rely on changes in the resonant vibrational frequency of a mechanical element in response to its effective mass. These elements can take various forms and the vibrational modes span frequencies from 8 to 400 MHz. In most cases the governing relationship which relates the mass sensing capability of these devices to their resonant frequency is the Sauerbrey equation(2)
where $\Delta m$ is the change in mass of the sensor, $f_0$ is the resonant frequency of the oscillator and $\Delta f$ is the observed change in frequency. Two type of resonators are currently under study in our laboratories. The first is based on the bulk shear mode oscillation of a thin AT-cut quartz crystal.

The electrodes (black) are typically gold and are applied on opposing faces of the crystal. This is commonly referred to as a quartz crystal microbalance (QCM). The first harmonic of the typical QCM is at 10 MHz and based on the physical constants of the materials it has a $\Delta f/\Delta m$ sensitivity of 1 rig/Hz. To create specificity, a suitable coating is applied (gray area). An alternative resonator is the surface acoustic wave sensor or SAW.
Here a slab of piezoelectric material has a pair of interdigitated electrode (IDEs) applied to opposite ends. A surface localized vibration induces an alternating current voltage in the right-hand IDE. This is amplified and fed back to the left hand IDE which in turn stimulates this vibration in the surface, traveling to the right-hand IDE. These type of devices are also referred to as analog delay lines. Here the frequency of this surface acoustic vibration is on the order of 300 MHz with the potential for a 1000-fold increase in sensitivity over the QCM. Again, a coating (gray area) is needed to make the sensor chemically specific.

There has been a great deal of effort undertaken to find coatings which are selective for a variety of gases(3, 4). Coatings can be either low molar mass materials or polymeric in nature. The latter materials have the advantage of forming thin robust films. Several polymer coatings had been proposed. For example, the co-polymer of styrene and 2-vinylpyridine had been utilized as a
sensor for hydrochloric acid vapor. Here the specificity relies on the acid-base interaction of the gas and the pyridine moiety, the styrene acting as a diluent and for its film forming properties.

However, it was noted that in use, other acidic gases, most notably, nitric acid also gave a positive response. Additionally, it was observed that the adsorption of HCl was reversible, while that of nitric acid was not. Given that observation, we postulated that the nitric acid was reacting with the polymer, not through acid-base chemistry, but via an aromatic electrophilic substitution route. In light of this, we developed coatings which would exhibit an enhanced propensity to this nitration reaction, those based on electron-rich benzene rings, but not containing the basic pyridine moiety. In this way, we would provide a sensor for nitric acid that would not respond to hydrochloric acid. Our initial polymer was based on 3,4-dimethoxystyrene as a copolymer with styrene (PS/PDMS) (again for film forming properties control).
Polymers (of 50:50, 75:25 and 25:75 molar percent concentration) were prepared via conventional free-radical polymerization in toluene using azobisisobutyronitrile as initiator. The polymers were precipitated with methanol and dried in vacuo. Coating was accomplished via a spray deposition from toluene solutions using the change in frequency of the QCM as a monitor of coating thickness. After coating, the sensors were attached to oscillator circuits and placed in a flow cell. The PS/PDMS coatings exhibited no mass uptake when exposed to ozone, sulfur dioxide, carbon dioxide or hydrogen chloride vapors. When exposed to nitric acid vapor, the film registered an increase in mass. We also prepared a polystyrene homopolymer film coated sensor as a negative control. We assumed that no response would be observed. Instead, we observed a positive response for nitric acid in this system. After several experiments, we concluded that the styrene moiety was sufficiently electron rich to react with the nitric acid vapor allowing for nitration. We are now exploring the sensitivity of this sensor as well as confirming the nitration mechanism as the mode of reaction. We are also investigating the
potential use of this sensor for other applications where the detection of nitric acid vapor could be important. A first application is in monitoring HNO₃ release for determining the degradation of nitrocellulose based films and movies in archival storage.
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Investigations on nanocrystalline thin films of CdSe for potential sensor device applications
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Both as-deposited (AD) and after-annealing (AA) films, prepared using chemical deposition (CD) technique, have been studied by a combination of spectroscopic and structure determining techniques. AFM analysis of both AD- and AA-CdSe samples shows a wide distribution of grain size in the AD samples which becomes narrower after annealing, while the X-ray diffraction studies reveal an improvement in the crystallinity of the annealed samples. Photoluminescence spectra of the AD samples shows a weak but broad band at ~2.2 eV (Strongly Confined Band) and ~1.7 eV (Weakly Confined Band), due to the size distribution of constituent nano-clusters. Raman spectra of AD-CdSe showed, in addition to the LO and TO modes of CdSe, a surface-optic (SO) mode at ~ 250 cm⁻¹; which originates due to the molecular-like small nano-clusters and disappears after annealing. Creation of surface states, leading to a maximum red-shift of the PL band to 1.68 eV, has been observed with high excitation laser powers.

During the last ten years thin films of CdSe have attracted much attention for the great fundamental[1-3], experimental[4-5], and applied[6-8] interests which they present. Bulk CdSe has a band gap of 1.73 eV. Blue-shift of the band-gap, with decrease in grain size, in the nanocrystalline phase of CdSe, has been extensively studied. Large variation of the band-gap of this material in the visible region make it a potential applicant in the preparation of solar cells and other visible light sensors. In addition, creation of localized surface states, as observed in our experiment-leading to a red-shift of the band-gap-can find applications in near-infra-red sensing devices.

The films deposited on glass, were prepared using chemical bath deposition (CBD) technique as described elsewhere[9]. Annealing of the AD films was done at 400°C in air. XRD measurements were carried our using D5000 X-ray diffractometer from Siemens Co. with CuKα (1.54 Å) X-ray radiation. Nanoscope 111 AFM from Digital Instruments, Santa Barbara, CA was used for all AFM measurements. Raman and PL measurements were performed using Jobin-Yvon T64000 Spectrophotometer with subtractive pre-monochromators coupled to the third spectograph/monochromator with 1800 grooves/mm grating. Coherent Innova 99 CW Ar⁺ laser was used to provide 514.5 and 488.0 nm excitation wavelength. The normal laser power used in the experiments was about 2 m W to minimize heating and consequent changes in the crystalline state, amorphization, or oxidation of the sample. Both Raman and PL measurements were made in the -180° backscattering geometry. Data analyses were done using the software packages; namely Peak fit (Jandel Scientific Software), Auxum 4.1 (TriMetrix inc.), and Origin 4.1 (Microcal Software, Inc.).

AFM analysis of both AD- and AA-CdSe samples showed a wide distribution of grain size (2-100 nm) in the AD samples which become narrower (2-25 nm) after annealing, while the X-ray diffraction studies reveal an improvement in the crystallinity of the annealed samples.

Fig. 1A and 1B show the Raman spectra of AD and AA samples, respectively. A LO mode at ~205 cm⁻¹, whose halfwidth decreases in the AA samples due to the improved crystallinity after annealing, is observed in all the six samples. An interesting phenomenon of the disappearance of ~250 cm⁻¹ surface optic (SO) mode after annealing is seen. The presence of SO mode in AD samples reflects the molecular-like behavior of small amorphous nano-clusters.

Effect of confinement of quantum dots (QDs) on exciton has been studied both theoretically and experimentally[1-5]. The exciton spectrum of QDs depends mainly on the
quantum size effect on the conduction and valence states. Two limiting cases according to the ratio of the size of the nanocrystal, $R$, to the effective Bohr radius, $\alpha_{\text{e}}^*$ ($56 \text{ Å}$ for CdSe), of the exciton in the bulk material have been discussed by Efros and Efros.\[1\] In the limit $R \ll \alpha_{\text{e}}^*$, the strong confinement regime, the size quantization energy of the electron and the hole greatly exceeds the Coulomb interaction energy. Thus, in strong confinement regime the confinement of electron and hole can be treated separately with the Coulomb interaction between them as a perturbation. While, in the opposite limit $R \gg \alpha_{\text{e}}^*$, the weak confinement regime, the translational motion of the exciton is confined. Both strong and weak confinements result in a separation of the exciton energy levels, thereby, leading to a blue-shift of the PL band. AFM results of both AD and AA samples show a wide distribution in the size of QDs (2-100 nm), which encompasses both strong and weak confinement regimes as described above. Thus, in order to correlate our FL results with the theory we will consider both, strong as well as weak, confinement regimes. Energy of the exciton, in the weak confinement regime is known to show following behavior.\[2\]

$$E(R) = E_{h\text{v}} + \frac{\hbar^2 \pi^2}{2MR^2} \quad (1)$$

Where $M = m_e + m_h$ is the total mass of the exciton. While in the strong confinement regime, the dependence of exciton energy on the QD size is given as follows.\[3\]

$$E(R) = E_{h\text{v}} + \frac{\hbar^2 \pi^2}{2R^2} \left[ \frac{1}{m_e} + \frac{1}{m_h} \right] - \frac{1.8e^2}{\varepsilon R} \quad (2)$$

Where $\varepsilon$ is the dielectric constant of CdSe. From eq’ (1) and (2), it is seen that the exciton energy, in both regimes, is proportional to $1/R^2$. However, the energy change with varying nano-cluster size is more pronounced in the strong confinement regime as compared to the weak confinement regime due to the low mass, $m_e$, of the carrier, which lies in the denominator of eq’ (2). Thus, any small variation of mean size of the QD in the strong confinement regime will be strongly reflected in terms of a large shift of PL-SCB. In the light of above discussed theoretical model we will discuss our FL results.

Fig. 2A shows the PL spectra of three AD samples in the energy range of 1.35 to 2.35 eV. The broad band centered at -1.73 eV arises due to large nano-clusters and shows a weak quantum confinement effect. Thus, we name this band as weakly confined band (WCB). The origin of high energy band at 2.3, 2.1, and 2.0 eV in AD-4h, AD-8h, and AD-16h samples respectively, can be reasonably associated with the small nano-clusters; and thus, the high energy band shows a strong quantum confinement effect, accordingly we assign this band as strongly confined band (SCB). For all three AD samples, the peak position ($\nu$), intensity ($I$), and halfwidth ($\Delta\nu_{1/2}$), of both bands is shown in Table 1. Weak intensity of the two bands reveals amorphous character of the QDs, while large halfwidth of the bands indicate a polydispersity among the constituent QDs. The results of calculation of the mean radius and size-dispersion of the QDs using eq’ (2) are shown in Table 1.

Following are the conclusions drawn about the three AD-CdSe samples: (A). The mean size of the QDs in the strong confinement regime increases with the increasing deposition time of the film, while the mean size of the QDs in the weak confinement regime is independent of the deposition time of the sample. Also, the rate of increase of mean QD size in the strong confinement regime decreases with increasing deposition time. (B). Dispersion in the QD size increases with increasing deposition time. The phenomenon of increase of QD size and dispersion with increasing deposition time is explained by Hodes et al.\[4\] as a function of Cd$^{2+}$ and HSe in the deposition solution.

PL spectra of three AA samples are shown in Fig. 2B; Annealing results in the following changes in the PL spectra: (a) The intensity of WCB, which is very weak in AD samples,
increases significantly for all three samples with the WCB of AA-8h being most intense. In addition, WCB becomes asymmetric with its tail extending toward the high energy side. (b) As a result of annealing, the SCB decreases in intensity and shows a high energy shift in the AA-8h and AA-16h samples (not shown). (c) A weak band on the low energy wing of intense WCB appears (not shown).

As a result of annealing, crystalline quality of bigger QDs improves, however, the smaller QDs don't seem to show any improvement in their crystalline quality. The decrease in the intensity as well as asymmetry of SCB in the AA samples can be explained as follows. During the annealing, some grains of CdSe acquire sufficient energy to dissociate themselves from very small and very large unstable nano-clusters to form stable medium-sized nano-clusters, thereby making both type of nano-clusters smaller. Thus, the annealing process results in the narrowing and shifting of the grain size distribution of CdSe toward the lower size. In the course of annealing some of the smaller nanocluster completely merge to the bigger ones; and thus a reduction in the density and size of small-sized nanoclusters (QDs) is encountered. Hence, the decrease in the intensity of the SCB in AA samples occurs due to a reduction in the density of the small-sized QDs. On the other hand, the asymmetry in the WCB is introduced as a result of a decrease in the mean size of the QDs in the weak confinement regime.

The band, on the low energy tail of WCB, at 1.41 eV has been associated with the presence of Cl and Se vacancies (V_{Se}) by Garcia-Jimenez et al. The appearance of this band due to Cl impurity, in our case, is ruled out; since the ESCA studies of all of the films does not show any trace of Cl on the film surface. On the other hand, the annealing of AD films can result in the creation of Se vacancies. Thus, we associate the band at 1.41 eV to the presence of Se vacancy.

Fig. 2C shows the effect of different excitation laser power on the PL spectra of AA-16h sample. With increasing laser power, the WCB is observed to show a red-shift in its peak position and its intensity decreases. The PL spectra of AA4h, AA8h, and all three AD samples (not shown) exhibit a similar dependence of excitation power. It is known that annealing of the AD-CdSe films done at temperatures greater than 400°C results in a degradation of the film quality. Exposure of the film spots to high laser powers, for which the spot temperature goes beyond 400°C, leads to a degradation of the nanocrystals contained within the spot and consequently the PL intensity decreases. Thus, with increasing excitation laser power, which causes an increasing degradation of the film's crystallinity, a decrease in the PL intensity is observed.

With increasing laser power the WCB shows a red-shift in its peak position and with an excitation laser power of 12mW the peak of WCB of AA 16h shifts to 1.68 eV. This phenomenon suggests the creation of surface states in the forbidden gap. Existence of localized surface states in the forbidden gap of nano-clusters has been discussed by Brus. More recently, an analogous situation in the nano-crystalline BaTiO₃ has been observed, where the origin of surface states were attributed to Ti-O dangling bonds. With high excitation laser power, which results in a degradation of nano-crystals present in the sample and an oxidation of the surface, similar dangling bonds of Cd and Sc involving oxides are expected to form which may give rise to a continuous distribution of surface states, as observed in the present experiment. However, a thorough investigation of behavior and origin surface states will require PL studies at low temperatures.

In conclusion, the CdCdSe thin film has been found to show a quantum confinement effect. Using PL and Raman results, we have demonstrated a simultaneous existence of bulk and nano-cluster/crystal phase in the AD as well as AA samples. The PL data, together with AFM and XRD results, give a very precise quantitative estimation of size distribution and crystallinity of the grains in the sample. With our PL experiments, performed using high excitation power, we
established that a red-shift in the band-gap (E_g < 1.73 eV) can be achieved with the creation of surface states in the forbidden gap. We have shown that the spectroscopic and structure determining techniques when applied together can be a very sensitive and precise tool to observe the quantum confinement effect in the CdSe nano-crystals.
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Table I: Spectral data for luminescence in six samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>WCB1</th>
<th>WCB2</th>
<th>SCB1</th>
<th>SCB2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
</tr>
<tr>
<td></td>
<td>(I, Δv_{1/2})</td>
<td>(1, Δv_{1/2})</td>
<td>(I, Δv_{1/2})</td>
<td>(I, Δv_{1/2})</td>
</tr>
<tr>
<td>AD-4h</td>
<td>14420</td>
<td>18600</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(54, 2892)</td>
<td>(134,2958)</td>
<td></td>
<td>0.86</td>
</tr>
<tr>
<td>AD-8h</td>
<td>14110</td>
<td>16710</td>
<td>3.34</td>
<td>18470</td>
</tr>
<tr>
<td></td>
<td>(229, 1948)</td>
<td>(332, 1844)</td>
<td></td>
<td>2.61</td>
</tr>
<tr>
<td>AD-16h</td>
<td>13850</td>
<td>16230</td>
<td>3.67</td>
<td>17470</td>
</tr>
<tr>
<td></td>
<td>(135, 1567)</td>
<td>(253, 1362)</td>
<td></td>
<td>2.95</td>
</tr>
<tr>
<td>AA-4h</td>
<td>13940</td>
<td>14220</td>
<td>17740</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7276, 862)</td>
<td>(3460, 1503)</td>
<td></td>
<td>(120, -4000)</td>
</tr>
<tr>
<td>AA-8h</td>
<td>13950</td>
<td>14250</td>
<td>17730</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(17000, 834)</td>
<td>(8170, 1445)</td>
<td></td>
<td>(150, -4000)</td>
</tr>
<tr>
<td>AA-16h</td>
<td>13720</td>
<td>14160</td>
<td>17000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1 1220, 928)</td>
<td>(4624, 1526)</td>
<td></td>
<td>(90, -4000)</td>
</tr>
</tbody>
</table>

v, I, and Δv_{1/2} represent the peak frequency (cm⁻¹), the peak intensity (counts/sec), and half-width, in that order. And R and σ represent mean radius (nm) and dispersion (nm) of the QD-size, respectively.
The AA-8h and AA-16h spectra have been shifted upwards by 10 and 20 counts/sec, respectively, while the AA-4h and AA-16h spectra have been shifted upwards by 3 and 6 counts/sec, respectively.

Fig. 1: Raman spectra of (A) AD and (B) AA samples. For clarity, the AD-8h and AD-16h spectra are shown in A and the AA-4h and AA-16h spectra are shown in B.
Fig. 2: PL spectra of A) QD films deposited for 1. 4h, 8h, 16h. C) QD-16h film.
B) AA films deposited for 1. 8h, 4h, 16h. C) QD-16h film.
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Abstract

The reaction of HOCl + HCl → Cl2 + H2O in the presence of Cl has been studied using ab initio methods. This reaction has been shown to have a high activation barrier of 46.5 kcal mol⁻¹. The chlorine anion, Cl⁻ is found to catalyze the reaction, viz. two mechanisms. The first involves Cl⁻ interacting through the concerted four-center transition state of the neutral reaction. The other mechanism involves the formation of a HCl·HOCl·Cl⁻ intermediate which dissociates into Cl2 + Cl⁻ + H2O. The steps are found to have no barriers. The overall exothermicity is 15.5 kcal mol⁻¹.

Understanding the underlying chemistry behind stratospheric ozone depletion is central to finding ways of curtailing further loss of ozone in the Antarctic Ozone Hole. One of the major reaction processes implicated in the catalytic removal of ozone is the heterogeneous reaction of HCl with ClONO2 to give HNO3 and Cl2.¹ ² ³ The Cl2 can subsequently photolyze to produce Cl atoms which can then participate in homogeneous catalytic cycles for ozone destruction through

\[
\begin{align*}
\text{Cl} & \quad + \quad \text{O}_3 \quad \rightarrow \quad \text{ClO} \quad + \quad \text{O}_2 \quad \quad \quad (1) \\
\text{ClO} & \quad + \quad \text{O} \quad \rightarrow \quad \text{Cl} \quad + \quad \text{O}_2 \quad \quad \quad (2) \\
\text{net:} & \quad \text{O} \quad + \quad \text{O}_3 \quad \rightarrow \quad 2\text{O}_2 \quad \quad \quad (3)
\end{align*}
\]

Recent field measurements of HCl and ClO concentrations in the stratosphere show that the reaction of HCl with ClONO2 is critical in determining the winter and spring chlorine budget.
within the polar vortex. However, extensive experimental studies suggest that the heterogeneous reaction of HCl with ClONO₂,

\[ \text{HCl} + \text{ClONO}_2 \rightarrow \text{HNO}_3 + \text{Cl}_2 \]  

may not occur in one step but two viz.\textsuperscript{6,7,8}

\[ \text{ClONO}_2 + \text{H}_2\text{O} \rightarrow \text{HOCI} + \text{HNO}_3 \]  

\[ \text{HOCl} + \text{HCl} + \text{Cl}_2 + \text{H}_2\text{O} \]  

The net reaction of steps 5 and 6 is reaction 3.

A key step is the reaction involving HOCl with HCl (reaction 6). Experimentally,\textsuperscript{9} this reaction is known to be slow in the gas-phase; but little is known about the details of the energetic that could explain the slow rate. Abbatt et al.\textsuperscript{5,7} have asserted that reaction 6 can occur on polar stratospheric cloud (PSC) particles. However, the existence of solvated chlorine in the form of Cl⁻ on PSC particles has been suggested.\textsuperscript{5,6,7} This has raised the question of whether Cl⁻ can catalyze the reaction of HOCl with HCl (reaction 6). In this paper we use \textit{ab initio} calculations to ascertain if Cl⁻ can lower the activation barrier for the HOCl - HCl reaction.

The geometries of reactants, products and transition states have been optimized using the \textit{ab initio} MP2 method.\textsuperscript{10} Two basis sets have been used for optimization: 6-31G(d) and 6-311++G(2d,2p) which includes diffuses- and p-functions and an extra set of d-functions on all heavy atoms. The diffuse functions are added because we believe these to be essential for accurate description of geometries and energetic for anions. Single point energies have been calculated using the CCSD(T) method with the extend 6-311++G(3df,3pd) basis set.

Geometries of the transition state for the reaction of \textit{HOCl} + HCl \rightarrow Cl₂ + H₂O is shown in Figure 1a. The number without the asterisk are geometric parameters that have been calculated at the MP2/6-31G(d) level, and the numbers with the asterisk are at the MP2/6-311++G(2d,2p). The transition state is a four-center reaction. The HCl approaches HOCl orienting the hydrogen...
of the HCl toward the oxygen of HOCl. The HCl bond length increases from the length of the HCl bond in isolated hydrogen chloride. The ClO bond length also increases from that in HOCl. The transition state is a non-planar structure. The four atoms involved in the four-center ring is out-of-plane by 5.9°. Moreover, the hydrogen on HOCl is out of the plane of the C1OH' group by 98°. The transition state is a true first-order saddle point, with one negative frequency.\(^{11}\) The relative energetic are given in Table 1. The experimental heat of reaction\(^{12}\) at OK for the HOCl + HCl reaction is -18.0 kcal mol\(^{-1}\). At the CCSD(T)/6-311++G(3df,3pd) level we predict a value of -15.4 kcal mol\(^{-1}\), which is in reasonable agreement with the experimental results. The calculated barrier of the same level of theory is 46.5 kcal mol\(^{-1}\). Such a high barrier suggest that the homogeneous reaction will be very slow which is consistent with the experimental observations.

In the presence of Cl\(-\), the anion prefers completing through the hydrogen not involved in the four-center ring. The anion has a dramatic effect on the transition state. The transition state along with structural parameters are given in Figure 1b. The transition state is also a first-order saddle point with one imaginary frequency.\(^{13}\) Comparing the HC1 bond, this bond is longer in the transition state involving the anion than without the anion present. The ClO bond in the transition is significantly elongated as a result of the Cl\(-\). It is also interesting to note that the atoms in the four center ring is more out-of-plane than in the neutral reaction; 24.0° versus 5.9°, respectively. These changes in the transition state for HOCl + HCl involving Cl\(-\) compared to without the Cl\(-\) indicate that the transition state occurs earlier in the entrance channel. The structural changes in the transition state also suggest that breaking the ClO bond in HOCl and the HCl bond in HCl in the transition state is easier by the presence of the Cl\(-\). The activation barrier for HOCl + HCl + Cl\(-\) formation is 8.3 kcal mol\(^{-1}\) at the CCSD(T)/6-311++G(3df,3pd) level. The activation barrier for the neutral reaction (3) is found to be very high and the reaction is slow. However,
involvement of Cl anion dramatically changes the potential energy surface. These calculations show that the involvement of the anion lowers the neutral barrier by 38.2 kcal mol$^{-1}$. Moreover, these calculations suggest that the anion could play a significant role in reducing the energetic of the HOCI + HCl reaction.

While exploring the potential energy surface of the HOCI + HCl reaction in the presence of Cl-, we found an alternate mechanism for the formation of the Cl$_2$ + H$_2$O products. A stepwise mechanism involving the formation of anion complexes such as Cl·HOCI and Cl·H$_2$O was found. The Cl·HOCI anionic complex reacts with HCl in a barrier-less process to form a Cl·HOCI·Cl intermediate. This intermediate is shown in Figure 2. At the MP2/6-31G(d) level, the ClO bond in the Cl·HOCI·Cl intermediate is elongated nearly 0.6 Å from the ClO bond in HOCI, and the HCl bond is elongated by 0.7 Å from the uncomplexed HCl. We have performed a vibrational frequency analysis to determine if the intermediate is a saddle or minimum energy point on the potential energy surface.$^{14}$ The vibrational energy calculations reveal that the structure has all real and positive frequencies. The energy of the intermediate formation from the reaction of HCl + HOCI and Cl is calculated to be -37.3 kcal mol$^{-1}$ at the MP2/6-31G(d) levels, and reduces to -38.0 kcal mol$^{-1}$ at the CCSD(T)6-311++G(3df,3pd) level. The formation of Cl$_2$ + H$_2$O + Cl requires 22.5 kcal mol$^{-1}$ at the CCSD(T) level. As a result, one can view an alternate mechanism for HCl + HOCI catalysis by Cl$^-$ as involving a step-wise mechanism first involving the formation of a Cl·HOCI complex which then attaches to HCl forming an HCl·HOCI·Cl$^-$ intermediate. The next step involves the detachment of Cl$_2$ and Cl·H$_2$O complex. At low temperatures this mechanism involving the HCl·HOCI·Cl$^-$ intermediate may be preferable. We should point-out that such an attachment/detachment mechanisms has been suggested for the reaction of HCl with ClONO$_2$ catalyzed by NO$_3^-$.
More importantly, the present calculations suggest that anions, such as Cl-, can play a major role in promoting the reaction of HOCl with HCl. The energetic effects on the HOCl + HCl reaction are considerable. Moreover, anions such as nitrate and/or sulfate which are important ions in atmospheric aerosols may play similar roles in the energetic of the HOCl with HCl reaction.
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<table>
<thead>
<tr>
<th>Level of Theory</th>
<th>( \text{HOCl} + \text{HCl} \rightarrow \text{Cl}_2 + \text{H}_2\text{O} )</th>
<th>( \text{[HOCl} + \text{HCl} + \text{Cl}^\ddagger )</th>
<th>( \text{Cl} + \text{HOCl} + \text{HCl} \rightarrow \text{Cl}_2 \cdot \text{HOCl} \cdot \text{Cl}^\ddagger )</th>
<th>( \text{HCl} \cdot \text{HOCl} \cdot \text{Cl} \rightarrow \text{Cl}_2 + \text{H}_2\text{O} + \text{Cl}^\ddagger )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP2/6-31G(d)</td>
<td>-10.1</td>
<td>52.3</td>
<td>8.1</td>
<td>-37.3</td>
</tr>
<tr>
<td>MP2/6-311++G(2d,2p)</td>
<td>-16.8</td>
<td>49.7</td>
<td>10.3</td>
<td>-41.4</td>
</tr>
<tr>
<td>CCSD(T)/6-311++G(3df,3pd)(^*)</td>
<td>-15.5</td>
<td>46.5</td>
<td>8.3</td>
<td>-38.0</td>
</tr>
<tr>
<td>Experiment</td>
<td>-8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^*\) Geometries from the MP2/6-311++G(2d,2p) level are used.
Figure Captions

Figure 1. (a) Transition state for $\text{HCl} + \text{HOCl} \rightarrow \text{Cl}_2 + \text{H}_2\text{O}$ for the neutral reaction. Numbers without asterisk are calculated at the MP2/6-31G(d) level, numbers with the asterisk are at the MP2/6-311++G(2d,2p) level of theory.

(b) Transition state for $\text{HCl} + \text{HOCl} + \text{Cl} + \text{Cl}_2 + \text{H}_2\text{O} + \text{Cl}$-with Cl interacting through the four-center $\text{HCl} + \text{HOCl}$ transition state. Numbers without asterisk are calculated at the MP2/6-31G(d) level, numbers with the asterisk are at the MP2/6-311++G(2d,2p) level of theory.

Figure 2. $\text{HCl} \cdot \text{HOCl} \cdot \text{Cl}$ intermediate. Numbers without asterisk are calculated at the MP2/6-31G(d) level, numbers with the asterisk are at the MP2/6-311++G(2d,2p) level of theory.
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Introduction

In 1995, The University of Texas at El Paso (UTEP) responded to the suggestion of NASA Jet Propulsion Laboratory (NASA JPL) to form a consortium comprised of California State University at Los Angeles (CSULA), North Carolina Agricultural and Technical University (NCAT), and UTEP from which developed the Minority Universities Systems Engineering (MUSE) Program. The mission of this consortium is to develop a unique position for minority universities in providing the nation's future system architects and engineers as well as enhance JPL's system design capability. The goals of this collaboration include the development of a system engineering curriculum which includes hands-on project engineering and design experiences.

UTEP is in a unique position to take full advantage of this program since UTEP has been named a Model Institution for Excellence (MIE) by the National Science Foundation. The purpose of MIE is to produce leaders in Science, Math, and Engineering. Furthermore, UTEP has also been selected as the site for two new centers including the Pan American Center for Earth and Environmental Sciences (PACES) directed by Dr. Scott Starks and the FAST Center for Structural Integrity of Aerospace Systems directed by Dr. Roberto Osegueda. The UTEP MUSE Program operates under the auspices of the PACES Center.

Needs Addressed by the Program

Academic departments within universities are extremely capable of creating curricula. However, curricula is often lacking in connectivity. Senior-level capstone design courses help tie together courses within a single discipline, but do little to provide connection between courses in various departments. As technology has grown increasingly sophisticated, it has become clear that real-world problems require teams of engineers and scientists from every discipline. The coordination of this effort, systems engineering, is rarely taught as a discipline in and of itself. It requires the focus of a project. All this contributes to a general lack of understanding of what a practicing engineer does. Students often graduate and have little grasp of the communication and teamwork skills that engineers must have to do their jobs effectively. Additionally, students are often unaware of the numerous career opportunities which abound in industries such as aerospace.

Objectives of the Program:
As a result of this project, two major objectives will have been accomplished:

Academic and Professional Development of our students:

- Provide students access to career opportunities in the aerospace industry, and government research and development laboratories.
- Provide students with first-hand knowledge of the engineer's workplace and overcome the problems associated with the leap that must be made from coop/summer internship programs to the first job.
- Stimulate students to pursue graduate study.

Development of a system engineering curriculum:

- Incorporation of systems engineering concepts in all engineering disciplines.
- Regular offering of an interdisciplinary systems engineering course sequence.

Activities Associated with the Program

Fall, 1995

Student recruitment represented the first activity of the project. An informational meeting was held at UTEP in mid-November to provide students an opportunity to obtain information related to the year's activities and to meet the UTEP faculty who will be involved. Kim Leschly, a systems engineer at JPL, attended the meeting. Selection of the students was made by a committee and based on completion of an application and academic record.

Spring, 1996

Students attended videotaped lectures provided by JPL. The topics of these lectures pertained to Satellite Subsystems and included: Systems Engineering Overview, Thermal Control Design, Communications Systems Design, Aerospace Mechanisms, and Power. At the completion of the spring semester 3 undergraduate and 1 graduate student were chosen to work at JPL during the summer.

Summer, 1996

Design Activity at JPL

Three UTEP undergraduate students and one UTEP graduate student spent nine weeks at JPL where they participated in the program designed by JPL in order to become acquainted with the System Engineering Tools and Project Engineering Tools available in the JPL Project Design Center. During this session they met and worked with students from CSULA and NCAT. This opportunity provided an ideal setting for building teamwork skills and to lay the foundation for these geographically-distanced students to continue their collaborative efforts when they return to their respective schools. These students participated in all aspects of the design of the satellite which they named Urania. Their final presentation was a formal design review which included a presentation of the Satellite Implementation Plan. The Review Board was comprised of a number of JPL experts in satellite design.
Design Activity at UTEP

UTEP was the site of a design activity during the Summer of 1996 in order to verify the approach which ultimately will be used in the development and institutionalization of the desired systems engineering curriculum. Five undergraduate students worked two months at UTEP preparing a detailed satellite communications subsystem design under supervision of Dr. Bryan Usevitch. This particular subsystem was one which UTEP agreed to assume the lead of the development.

Fall, 1996

Activities in the Fall included attendance at the AIAA/USU Conference on Small Satellites. Students presented their work in Poster Sessions at the Conference. Faculty and students from all three participating schools met with Kim Leschly of JPL, and devised a plan for continuing the work on the project. An electronic newsletter was one vehicle chosen to keep members informed of the progress of other groups. Several students at UTEP are continuing the work of the group in their senior design projects.

Rationale

The proposed plan of activities presents a cost-effective approach to assist UTEP in achieving the objectives stated earlier. Specifically, designing a satellite can serve as a unifying theme for bringing together students, faculty, and staff to study concepts from systems engineering. We felt that our students would be keenly interested in the prospects of designing a system that may ultimately be flown in space, and thus the recruitment of students for the proposed project was readily accomplished. Due to the wide range of engineering disciplines that must come together to accomplish such a design, the choice of a satellite project will lead to the desired interaction among departments in UTEP's Colleges of Engineering and Science. This in turn should lead to the development of a model curriculum in systems engineering which will find an audience among students from a wide range of academic majors. The existence of the consortium will enable us to draw upon the expertise present at other schools and will also provide a wider range of student backgrounds upon which we can test the effectiveness of the curriculum to be designed.

The involvement of JPL personnel and the availability of resources at JPL is critical to the success of the project. Through this project, UTEP students will be able to meet and work on a continuing basis with professionals at JPL. This experience is especially important for many UTEP students since the majority of UTEP students come from backgrounds which have prevented them from knowing first-hand what to expect in the engineering workplace. In general, they have little experience in relating to professionals holding graduate degrees other than faculty. Furthermore, the El Paso region is not one which contains large numbers of aerospace employers. The time that UTEP students spent at JPL will give them first-hand knowledge of career opportunities that exist in the aerospace industry.

Evaluation Plan

During 1995, UTEP was awarded a major grant from the National Science Foundation called Model Institution for Excellence (MIE). This major proposal lays the programmatic and systemic reform foundation for UTEP's strategic mission to increase its production of science, engineering and mathematics degrees awarded to underrepresented minority students. A major activity associated with the preparation of this proposal was a self-study in which over 200
faculty and staff participated. The self-study resulted in the development of goals for the numbers of students to be graduated over a five-year horizon.

We like to think that the educational activities associated with the MUSE Program as comprising an important part of the overall minority recruitment and retention efforts of UTEP in line with the goals of the MIE proposal. Programs such as this one are vital to UTEP in its efforts to obtain the desired increases in underrepresented minority student degree production in science, engineering and math. Through this project, UTEP has been able to provide some stipend support for approximately 15 students at the undergraduate level, as well as for one graduate student over the next year.

In terms of collecting evaluation data, UTEP has in place two offices which will support this effort. The Center for Institutional Evaluation Research and Planning (CIERP), along with the Office of Institutional Studies (OIS), will track students who participate in the Satellite Design experience. In particular, we will be interested in determining how many of these students, by virtue of their participation in the program, will ultimately enter graduate school in Electrical, Mechanical or Civil Engineering, as well as Geological Sciences. Another goal of this project will be to stimulate students to enter careers after the bachelor's degree in the aerospace industry. We will track students after graduation to determine the numbers of students that do exactly this.

Systems Engineering Curriculum Initiatives at UTEP

A major goal of the MUSE program has been to strengthen the ability of the participating universities to educate their students in the field of systems engineering. Along these lines, UTEP has adopted a staged strategy for the introduction of systems engineering concepts and courseware in its curricula. A philosophy has been adopted that the courses to which these efforts are to be applied should be regularly scheduled courses, preferably required by major. Additionally, UTEP has selected courses as candidates for the integration of systems engineering principles which have as their goal the design and development of student projects. It is the judgment of the UTEP faculty that group-oriented design and development are the most natural venue for learning systems engineering concepts. The following sections provide a near term plan for its curriculum development activities relating to systems engineering.

Senior Design Project Course Sequence in Electrical and Computer Engineering

The Senior Design Project course sequence is a two-course sequence which is required for all students majoring in electrical and computer engineering. In this course sequence, students work in groups of 3-4 to define, design and build a prototype product. The course sequence was previously modified through the efforts of an IBM Faculty Fellow on loan to UTEP. The course was restructured to introduce students to some concepts of systems engineering: preparation of requirements, specification, and other related documents. Furthermore, students are introduced to several forms of project planning, such as PERT charting. To enhance communication skills, students are required to make numerous written and oral reports. The Department of Electrical and Computer Engineering enrolls the largest number of students of any department within the College of Engineering. The Senior Design Project course sequence has won praise for its success in preparing students for future careers.

During the Fall 1996 semester, UTEP will use the existing Senior Design Project course sequence in the Department of Electrical and Computer Engineering as the setting for its curriculum reform efforts in systems engineering. Systems engineering courseware developed at JPL will be integrated into the lecture portion of the Senior Design Project course sequence. In particular, UTEP will pursue the introduction of systems engineering elements such as design to
cost principles, project trade-offs, and other concepts which have previously not been a part of the Senior Design course sequence. UTEP also plans to pursue the possibility of involving members of JPL's technical staff in the teaching of various systems engineering topics. It is envisioned that this might be accomplished via distance learning and visits to the UTEP campus. By augmenting and enhancing the systems engineering component of this course sequence, the entire class of graduating seniors in electrical and computer engineering will be impacted. This should be on the order of 100 students per year, the bulk of whom are underrepresented minorities.

All majors in the College of Engineering at UTEP offer capstone senior design courses. Once success is shown in terms of infusing systems engineering concepts into the Senior Design Project course sequence in electrical and computer engineering, UTEP will investigate mechanisms for replicating the process with other majors in the College.

Special Topics Course in Mechanical Engineering

UTEP will offer an upper-division special topics elective in the Department of Mechanical and Industrial Engineering during the Spring 1997 Semester. The subject of the courses will be internal combustion engines and a potential project of the course will be development of a propane-powered vehicle. This elective course will be an excellent candidate for integration of systems engineering courseware and instructional materials. Systems engineering concepts such as effective team building, subsystem specification and design and others will be introduced in the course to provide a framework for the diverse student groups who will be responsible for the various vehicle subsystems. It is believed that approximately thirty upper-division engineering majors will receive instruction in systems engineering concepts and processes. Additionally, this course will provide UTEP with a multi-disciplinary setting into which systems engineering instructional materials can be placed.

Other Courses

The concepts of systems engineering will also be taught to engineering students in the Introduction to Engineering course sequence. These courses are multidisciplinary, and required for students planning to pursue an engineering degree at UTEP. An additional course, communication systems engineering, will be offered by UTEP in Fall, 1997. This course will be offered through the Electrical Engineering department, and will focus on systems design as it relates to communications.

Summary

In line with the requirements set forth by the Accreditation Board for Engineering and Technology, and in light of current trends in engineering education, the College of Engineering at UTEP has embarked upon a process that has resulted in the teaching of engineering design across the curricula. Presently, students are given opportunities to participate in engineering design activities at all stages of their development beginning with the freshman year and culminating with senior capstone design classes. Many of these activities are group-oriented. It is the expectation of UTEP that by integrating systems engineering concepts into selected courses such as those presented earlier, students will be able to master systems engineering principles within the context of group-oriented projects. Also, the approach presented above will enable UTEP faculty to evaluate the need for establishing a specific course in system engineering.
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ABSTRACT

Models simulating water and solute movement in the soil are in abundance. Invariably, these models are based on some form of the convective-dispersion equation, implying that the water and solutes follow an average pathway through the soil. Chloride was leached through a Decatur silt loam (Rhodic Paleudult) soil. Soil solution samples were collected from a 60cm depth in the soil. Model performance was evaluated by plotting the predicted concentration vs. observed. Overall, the model worked well in predicting the breakthrough of chloride.

INTRODUCTION

Improved model parameterization of complex flow paths depends on the ability to accurately characterize the undisturbed vadose zone. Results obtained from simulation models are heavily dependent on the input parameters which in turn are dependent on the accuracy of data obtained with a vadose zone sampling (VZS) device. Since most models fail to predict the variations of contaminant concentrations in groundwater (Ritter et al., 1987), their results should be interpreted with caution. This failure occurs because these models assume an average flow path and velocity of migration and do not consider preferential flow paths through which solutes can quickly bypass the biologically active root zone, thereby decreasing the potential for chemical degradation (Richard and Steenhuis, 1988).

Apart from preferential flow pathways (e.g., wormholes, root holes, cracks, and for wetting front instability), chemical persistence and adsorptive properties can affect a chemical’s ability to degrade to a harmless form during its residence time in the biologically active region of the vadose zone or pass through the vadose zone to ultimately contaminate groundwater. The knowledge of transport processes and soil-chemical interaction are required for adequate predictions of contaminant movement in such soils and they are also essential for characterization assessment, and cleanup of groundwater contamination. Therefore, the purpose of this study was to predict the breakthrough of chloride using the classical steady-state convection-dispersion equation and the mobile-immobile two region transport model from the Concentration Distance Time Fit program, CXTFIT, (Parker and van Genuchten, 1984).

Model:

The Concentration Distance (x) Time Fit program by Parker and van Genuchten, (1984), will be used in evacuating the predominant flow path in this study. Thus, more review is done on the classical convective dispersion and the mobile-immobile phase transport equation.

Equation for Water Flow

To predict solute transport under transient flow conditions, one must first be able to accurately describe water flow. This has been accomplished by coupling terms accounting for various forms of solute flux to the Richard’s equation.

Darcy’s equations was assumed to describe the flow of water in a saturated and/or unsaturated soil. The equation for flow in one dimension in an isotropic soil is

\[ q = -K(\theta) \frac{\partial h}{\partial z} \]  

where \( q \) = volumetric soil-water flux (m/s), \( K(\theta) \) = Hydraulic conductivity (m/s) which is a function of the soil water content(\( \theta \)) (cm\(^3/cm^3\)), \( h \) = Hydraulic head, (m) = \( \Psi \) m + z (unsaturated soil), \( z \) = Gravity potential (equivalent to soil depth (m) measured positive downward), and \( \Psi \) = soil-water matric potential or capillary pressure.

The volumetric soil-water flux is smaller in magnitude than the velocity of the water moving through the tortuous pore sequences. The average pore velocity (v) is obtained by dividing the soil-water flux (q) by the volumetric soil-water content (\( \theta \)). Equation [1] describes a steady state soil water condition.
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Theoretical Models on Chemical Movement in Heterogeneous Soils

The one dimensional flow of a non-adsorbing, chemically inert solute through a porous medium is usually analyzed with the convection-dispersion equation [2] which is based on the assumption that field soils are homogeneous:

\[ \frac{\partial c}{\partial t} + v \frac{\partial c}{\partial x} = D \frac{\partial^2 c}{\partial x^2} \]  

where \( c \) = solution concentration (ML\(^{-3}\)), \( D \) = dispersion coefficient (L\(^2\)T\(^{-1}\)), \( t \) = time (T), \( v \) = average pore-water velocity (LT\(^{-1}\)), and \( x \) = distance (L).

Equation [2] assumes steady state water flow at a constant soil-water content, and no interactions between the chemical and the solid phase. It therefore implies that all soil water participates freely in the convective and dispersive transport of chemicals.

Adsorbing Chemicals

When chemical adsorption is considered, an additional term must be added to Equation [2] to account for the interaction between the chemical and the solid phase. This is accomplished by redefining Equation [2] as

\[ \frac{\partial c}{\partial t} + \frac{\partial S}{\partial t} + v \frac{\partial c}{\partial x} = D \frac{\partial^2 c}{\partial x^2} \]  

[3]

The solution of Equation [3] depends on knowledge of the relationship between the adsorbed concentration, \( S \), and the solution concentration, \( c \). The relation between adsorbed and solution concentrations may be described by a linear isotherm of the form

\[ S = k c \]  

[4]

where \( k \) is an empirical distribution coefficient (M\(^{-1}\)L\(^3\)). Substitution of Equation [4] into Equation [3] gives the transport equation

\[ R \frac{\partial c}{\partial t} + \frac{\partial c}{\partial t} + v \frac{\partial c}{\partial x} = D \frac{\partial^2 c}{\partial x^2} \]  

[5]

where the retardation factor, \( R \) is given by

\[ R = 1 + \frac{\rho k}{\theta} \]  

[6]

where \( S \) = adsorbed concentration (MM\(^{-1}\)), \( \theta \) = volumetric soil-water content (L\(^3\)L\(^{-3}\)) and \( \rho \) = bulk density (ML\(^{-3}\)).

Chemical Breakthrough Curves (BTC)

Equation [5] is more conveniently used to analyze BT-curves by the introduction of dimensionless variables such as:

\[ T = \frac{v t}{L} \]  

[7]

\[ P = \frac{\nu L}{D} \]  

[8]

\[ X = \frac{x}{L} \]  

[9]
\[
\begin{align*}
C_1 &= C_i \quad \text{(10)} \\
C_0 &= C_i
\end{align*}
\]

Introducing these variables into (5) gives

\[
\frac{R}{T} \frac{\partial C_1}{\partial t} + \frac{1}{P} \frac{\partial^2 C_1}{\partial x^2} - \frac{\partial C_1}{\partial x} = 0 \quad \text{(11)}
\]

where \( R \) = retardation factor, \( C_1 \) = dimensionless solution concentration in the mobile region, \( T \) = number of pore volumes, \( P \) = column Peclet number and \( X \) = dimensionless distance along the flow direction.

**MATERIALS AND METHODS**

**Description of Field Experiment**

The research was performed at the Alabama A&M University (AAMU) Winfred Thomas Research Station. In 1992, eight (8) 0.2 ha experimental plots were established. The predominant soil type at the location is Decatur silt loam (Rhodic Paleudult). Each plot is spaced 20 m from each other with a lateral subsurface tile drain installed at 1 m depth. The plots are isolated from the surroundings by perimeter tiles at 1.8 m depths to intercept subsurface flow. The plots are adjacent to an underground sampling station that will not be discussed in this paper which provides an overfall where runoff measurement and sampling devices are located. Plots 1, 2, 7, and 8 will be the only plots discussed in this paper.

**Site Chemical and Physical Characterization**

This site was characterized by collecting soil samples (disturbed and undisturbed) randomly at different locations and depths on the plots. These samples were used to determine soil physical, chemical and hydraulic properties such as soil texture, soil porosity, volumetric water content, bulk density, and hydraulic conductivity. Standard methods as described by Black (1965) and Page (1982) were used. These data are required as input in the computer models which will be used to analyze the suitability of the sampling devices.

**Schedule of Pesticide-Sampling**

Data were collected more frequently during the initial period of solute application and also after each rainfall event. The plots received natural rainfall and samples were collected with the vadose zone sampling devices (wick and gravity lysimeters) according to the following schedule: a) During or one day after precipitation (rainfall), b) three days after precipitation, c) seven days after precipitation, d) Ten days after precipitation, e) fourteen days after precipitation.

**Tracer Analyses**

Water samples were collected in pre-cleaned amber glass bottles and stored at \( 4^\circ \text{C} \) until analyzed. The soil and water analysis were conducted at the AAMU's Environmental Research Laboratory.

Chloride was chosen to measure the water's velocity because this anion moves at approximately the same rate as water through negatively charged clay soils. Chloride concentrations were determined with an Ion Chromatography. Diluted effluent solutions were analyzed for chloride by inserting a 5 ml sample into a Dionex series 200 ion chromatograph with an IONPAC AS4 anion exchange column and a model AMMS-1 anion exchange membrane suppressor. A high purity grade helium was used as the gas carrier in this study. Data reduction was accomplished by using the accompanying AII-400 software.

**Modeling**

The breakthrough curves (BTCs) from each of the sampling method were simulated with the Concentration Distance (x) Time Fit program, CXTFIT, (Parker and van Genuchten, 1984). This model is used to fit velocity, dispersivity, and adsorption partition coefficients for each location sampled. By comparing the observed concentrations with the predicted concentrations at different times, the effectiveness of each vadose zone sampling (VZS) method can be determined. Furthermore, by comparing the distribution of flux and velocity, the heterogeneity within the VZS location in each of the plots can also be determined.
Breakthrough Curves (BTC) of the Lysimeters

Breakthrough curves of the applied chemical sampled with the various sampling devices are reported and discussed as follows. The combined cells chemical breakthrough curves for the wick and gravity lysimeter in plot 1 are shown in Figure 1. Breakthrough of chloride (0.347 g), took place 1 day after 3.3 cm of rainfall from the wick lysimeter (Fig. 1a) on Day 20 after chemical application (ACA).

More chloride (4.99 g) was detected on Day 23 (June 10, 1994) in response to a total rainfall of 10.16 cm on June 6 and 7. Furthermore, the 4.44 cm rainfall of Day 40-42 led to the breakthrough of 22.75 g of chloride probably due to the high antecedent soil moisture content of about 0.43 kg/kg in the plot.

In plot 1 peak concentrations of the observed for the wick lysimeter (Figure 1b) arrived earlier than the predicted concentrations of modes 2 and 4. Overall, the shape of the curves indicates an underprediction of concentration by the model with model II predicting the best because of its closeness of fit.

As for gravity lysimeter in plot 1 (Figure 1a), the chloride breakthrough was detected about one day after the 10.16 cm of rainfall (June 6 & 7, 1994). After the June 6 and 7 high rainfall events, there was not enough rainfall to cause any other breakthrough in the gravity lysimeter.

In the gravity lysimeter (Figure 1a), model II worked best because its predicted peaks were identical to the observed. Model I obviously missed the first initial breakthrough.

In Plot 2, the chloride in the wick lysimeter increased to 9791.18 ug/ml on the third day following the rainfall (Day 23 ACA) from a concentration of 48.67 ug/ml measured on day 20 for the wick. Then, in response to a 5.10 cm rainfall on Day 144 there was a breakthrough of 2.21 g of chloride. Finally, on day 241 there was more chloride (0.69 g) effluent from the wick in response to the 2.79 cm rainfall that fell on day 240 ACA (Figure 1d).

In plot 2, peak arrival time of the observed was identical to the time of the models. However, concentrations were significantly different, with the observed having the highest concentration followed by model II and then by model I. Model II seem to have work the best for the model in this plot because

---

Figure 1. Predicted Chloride (Using CXTFIT Modes 2 and 4) vs. Observed breakthrough Curves for Chloride and Pesticides in Plots 1 and 2

---
its peaks were closest to the observed peaks (Figure 1d). The same trend was noticed in the gravity lysimeter (Figure 1c) as well, except for the initial breakthrough on day 20 which was well predicted by both modes.

In plot 7 (Figure 2b) an exponential reduction of chloride concentration in the wick lysimeter occurred on day 23. In the gravity lysimeter, a four peaks were observed in response to rainfall on days 20, 193, 200, 280, respectively (Figure 2a).

In plot 7, the model again worked well in the wick lysimeter (Figure 2b) with both modes slightly under predicting the highest observed concentration on day 23. In the gravity, the model worked well by showing a good to excellent fit of the model to the chloride data (Figure 2a).

In plot 8, the first breakthrough of chloride occurred on day 23 after a cumulative rainfall of 16.7 cm in depth. This was followed by a higher breakthrough on day 144. The model seem to work well for the wick lysimeter (Figure 2d) except for on day 23 and day 144 were it under predicted the observed concentration. As for the gravity lysimeter (Figure 2c), the model poorly fits the data from day 200 through 280, as a result, no trends were noticed from the predictions.

<Figure 2. Predicted Chloride (Using CXTFIT Modes 2 and 4) vs. Observed breakthrough Curves for Chloride and Pesticides in Plots 7 and 8>

**CONCLUSIONS**

The models used to predict the breakthrough curve of chloride seemed to work well by producing good to excellent fit curves when plotted against the observed for most of the plots. However, model II seem to have worked better than model I in predicting breakthrough of chloride. Model II also seemed to have worked best in predicting matrix and preferential flow observed in the lysimeters, while model I best predicted preferential flow which was observed in the gravity lysimeters.
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ABSTRACT
This paper presents an environment for computational signal processing applications using MATLAB®. The concept and main objectives of computational signal processing are introduced. The environment is then presented emphasizing its algorithmic approach and a methodology for analyzing, designing, modifying, and implementing multidimensional signal processing algorithms. An underlined mathematical framework, based on Kronecker products, is discussed. Special attention is given to multidimensional fast Fourier transform based algorithms for radar signal processing applications. The basic features of the environment are discussed with some illustrations. Finally, some thoughts are given about the practical use of the environment as a tool aid in the mapping of algorithms to computational structures, auto-coding, and efficient rapid prototyping.

1.0 INTRODUCTION
This paper presents part of the work being conducted in the area of computational signal processing at the Electrical and Computer Engineering Department of the University of Puerto Rico. The work centers on the treatment of sensory data in order to obtain information important to a user. By sensory data we imply data collected from physical systems through the use of sensors. Great advances in sensor technology, communications and networking technology, and computer technology are demanding new theories, methods, and techniques to improve our understanding of our physical or sensory reality. For instance, better tools are needed for the tasks of manipulation, representation, visualization, and rendering when dealing with very large amounts of sensory data. One approach at improving on these tasks is to treat the data as signal sets carrying information which needs to be extracted. Treating the signals as elements in a set allows to study structures associated with the set and apply operator theoretic methods in an algebraic setting. This is the motivation for building a computational signal processing environment.

Computational signal processing uses operator methods, through algorithms, to assist at improving and enhancing the performance when effecting some of these tasks. Formally, computational signal processing deals with the algorithmic treatment of multidimensional, finite discrete signals in order to extract information important to a user. In this regard, a computational signal processing environment (CSPE) can be thought of as the aggregate of the following components: A set of input signals, a set of output signals, a set of operators, a set of composition rules for these operators, a set of actions rules for the operators to act on input data in order to produce output data, and a user interface.

In a CSPE we can implement operators for actions such as signal correlation, convolution, domain transformation, decimation, interpolation, parameter detection and estimation, codification, and classification. The operators may be implemented using algorithms. The algorithms may take the form of software constructs, hardware constructs, or combinations thereof. In this paper we discuss the software implementation of operators through mathematical formulations and their mapping to computational structures in the form of algorithms. In this preliminary stage we are concentrating on operators for multidimensional correlation and convolution techniques, a large set of them implemented using multidimensional discrete Fourier transform operators. These correlation and convolution techniques are being used, in turn, in space-time-frequency analysis for synthetic aperture radar signal processing applications. We proceed to discuss in more details the concept of a computational signal processing environment and provide some examples of its usefulness.
2.0 COMPUTATIONAL SIGNAL PROCESSING ENVIRONMENT

As stated above, a CSPE is an aggregate of the following components: A set of input signals, a set of output signals, a set of operators, a set of composition rules for these operators, a set of actions rules for the operators to act on input data in order to produce output data, and a user interface. Most CSPE operators are implemented through mathematical formulation of algorithms. To simplify the discussion, we will concentrate on multidimensional convolution algorithms; however, the concept can be extended to other types of operators as well. Convolution operators are important since they are used in applications such as discrete cross-ambiguity computations through two-dimensional operations of reflectivity densities and kernel imaging waveforms in radar signal processing [1],[2] (see Figure One). In this particular case, a CSPE would allow a user to access a set of input scenes or signals, apply a given convolution operator, and store or display the computed image or signal. The CSPE will also assist in the analysis, design, and implementation of the associated convolution algorithm in order to improve its computational performance. The assistance will be in the form of analyzing, designing, and implementing the functional primitives or expressions that conform a canonical mathematical formulation of an algorithm and its possible variants. Convolution operations can be performed indirectly through the use of the discrete Fourier transform (DFT) operator. We have developed a methodology, based on Kronecker or tensor products algebra, for the efficient implementation of discrete Fourier transform algorithms on computational structures[3],[4].

Figure Two below is a depiction of a CSPE. Algorithms associated with a particular operator are grouped into what we call computational signal processing frameworks. In the particular case of correlation, convolution, and other DFT-based operators, the language of Kronecker products algebra is used in a unified manner to identify similarities and differences among variants of a given algorithm. The optimization of software implementations on computational structures is sought through the study of the computational performance of each of the functional primitives that conform a given algorithm and the inherent parameters and attributes of the computational structure itself. At the present time, all algorithm implementations associated with the CSPE have been performed on individual workstations. Future implementations on heterogeneous distributed systems are envisioned.

3.0 CSPE RESULTS

The CSPE is based on the high-performance numeric computation and visualization software MATLAB®[5]. MATLAB® provided functions were used to create a graphical user interface and interact with a user. As stated above, the CSPE has been implemented on individual workstations. These include PC's and SUN Sparcstations. The CSPE was also tested for performance on SGI machines. Figure Three shows basic CSPE visualization tool-set for data representation and rendering. Figure Four provides an example of a CSPE operator set. In Figure Five we show basic CSPE data storage and retrieving capabilities. Choosing an operator from the menu will invoke this operator to act on the displayed data set. A sequence of operators can be applied on a data set in this manner in order to arrive at a desired result. Hence, complex operators can be constructed via the composition of simpler ones. The CSPE retains a history file of the operators used in an interactive section. A user can request the MATLAB source code associated with a sequence of operators applied to the data set. This allows for a rough form of automatic code generation or autocodering. The autocode can be used by an interpreter or special purpose compiler to produce executable code for a target machine or generalized computational structure. Having an autocodering procedure and a special purpose compiler associated with a CSPE will enhance efficient rapid prototyping efforts when dealing with algorithm implementations for scientific and engineering applications. A user, for instance, may wish to improve a software algorithm, using the capabilities of the CSPE, for a given machine architecture, or he/she may want to obtain a stand alone hardware prototype.

4.0 CONCLUSION

We have presented a computational signal processing environment based on MATLAB® for data manipulation, representation, visualization, and rendering. The work seeks to contribute in the area of computational signal processing by providing results on the analysis, design, and implementation of multidimensional algorithms for radar signal processing applications through the use of the CSPE. For the particular case of multidimensional DFT-based algorithms, we envision the CSPE being used to study algorithm computational performances on distributed heterogeneous computational structures. The language of Kronecker products algebra will play a crucial role in this process since certain inherent parameters of a structure can be incorporated into the algebra. It is this idea which allows us to establish a correspondence between a given mathematical formulation of an algorithm, in terms of functional primitives, and its associated computational constructs. As the constructs are improved, computing wise, the performance of that particular mathematical formulation also improves. We can fix a mathematical formulation and seek for a near optimal computational structure or fix a computational structure and search a near optimal mathematical formulation of the given algorithm for that particular computational structure. Also, an auto coding capability, associated with a special purpose compiler, is a step in the right direction on efficient rapid prototyping.
Kernel Imaging

\[ y_k = T \{ x_m \} \]
\[ \bar{Y} = \tilde{T} \{ \bar{X} \} \]
\[ k \in \mathbb{Z} : m \in \mathbb{Z} : u, v \in \mathbb{Z} \]

Figure One: CSPE implementation of kernel imaging convolution operation
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Figure Three: CSPE visualization tool-set.
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Abstract:

Information obtained from satellite-based systems has moved to the forefront as a method in the identification of many land cover types. Identification of different land features through remote sensing is an effective tool for regional and global assessment of geometric characteristics. Classification data acquired from remote sensing images have a wide variety of applications. In particular, analysis of remote sensing images have special applications in the classification of various types of vegetation. Results obtained from classification studies of a particular area or region serve towards a greater understanding of what parameters (ecological, temporal, etc.) affect the region being analyzed. In this paper, we make a distinction between both types of classification approaches although, focus is given to the unsupervised classification method using 1987 Thematic Mapped (TM) images of Kennedy Space Center.

I. Introduction:

The primary objective of image classification is to identify, as a unique gray level, the features occurring in an image in terms of the type of land cover these features actually represent. Picture elements, pixels, within an image represent the smallest unit of spatial area on the ground for which data is collected. Image analysis is done to provide a quantitative analysis of pixels for which, using computer based algorithms, they are counted for area estimates and identified based on their numerical properties.

Basic to the understanding of multispectral classification is the concept of the spectral signature or spectral response of an object on the ground. The spectral response for a given object is a measure of the amount of electromagnetic radiation it reflects as a function of wavelength. This quantitative measure of the reflected electromagnetic radiation sampled in a series of different wavelength bands produces a unique response called a signature. Therefore, the objective of classification becomes recognition of unique pixel signatures [2]. The governing idea is to automatically categorize all signatures in an image into special land cover classes, more commonly known as themes.

Remote sensing data sets exits as a way to integrate spatially heterogeneous responses into a more easily measurable format by quantifying them at a specific scale (e.g. 10, 20, or 30m). For instance, Landsat Thematic Mapper (TM) sensors have a spatial resolution or pixel size of 30m, which represents a 30m x 30m area on the ground. In an area of heterogeneous land covers, spectral responses for different objects within a pixel will be averaged or aggregated into a composite spectral response for any particular pixel that falls over a specific area on the ground.
Thus the multispectral domain exists as both an additional axis of information available for analysis and as any integrating factor of scale-related phenomena [1,3].

**H. Classification Analysis:**

Multispectral classification is an information-extraction process that analyzes the spectral signatures determined in a region and then assigns pixels into categories based on similar signatures obtained in the entire image. There are generally two types of classification approaches used, supervised and unsupervised.

Supervised classification procedures are part of the essential tools used to extract quantitative information from remotely sensed data. In this type of approach, the analyst defines on the image a small area, called a training site, which is representative of each terrain category, or class. Then spectral values for each pixel in a training site are used to define the decision space for that class. After each training site is defined, the computer algorithm then classifies all the remaining pixels in the scene accordingly.

The second classification approach, for which we focus our analysis, is called unsupervised. Unsupervised classification is a method which examines a large number of pixels and divides them into a number of classes based on natural groupings present in the image. Unsupervised classification is performed most often by using clustering methods to assign each pixel in an image to spectral classes, of which a user has no previous knowledge. Unlike supervised classification, unsupervised classification does not require analyst-specified training data (previously acquired data of the scene being analyzed). This procedure can be used to determine the number and location of the spectral classes into which the pixels are assigned. Finally, using the existing information from site photos, visits, and maps the resulting classification can then be identified [2].

The unsupervised approach to image classification always requires the classifier, the algorithm used to carry forth the pixel analysis, to learn or cluster. Clustering techniques are useful for image segmentation and for classification of raw data, for which there is no previous knowledge, to establish classes. Statistical techniques can be utilized to automatically group an n-dimensional set of observations in their natural spectral classes. Therefore we use clustering techniques to define a set of feature points, pixels, in the region being analyzed for which their is a large density compared to the density of features points in the surrounding region.

For our analysis we adopted a computer based clustering method, ISOCLUS [8], which is an iterative statistical method for clustering of feature points. This clustering method is based on the Isodata algorithm. In the analysis, we first assumed the number of clusters, \( K \). Next, the partitioning of the data is done such that the average spread or variance of the partition is minimized. Let \( \mu_k(n) \) denote the \( k \)th cluster center and the \( n \)th iteration and \( R_k \) denote the region of the \( k \)th cluster at a given iteration. Initially, we assigned arbitrary values of \( \mu_k(0) \). At the \( n \)th iteration we took one of the data point \( x_i \) and assigned it to the cluster whose center is closest to it, that is,

\[
x_i \in R_k \iff d(x_i, \mu_k(n)) = \min \{d(x_i, \mu_k(n)) \}
\]
where \( d(x, y) \) is the distance measure used. Then we recompute the cluster centers by finding the point that minimizes the distance for elements with each cluster. Thus,

\[
\mu_k(n + 1) = \arg \min \sum d(x_k, y), \quad k = 1, \ldots, K.
\]

The procedure is repeated for each \( x_k \), one at a time, until the clusters and their centers remain unchanged. If \( d(x, y) \) is the Euclidean distance, then a cluster center is simply the mean location of its elements. If \( K \) is not known, we start with large values of \( K \) and then merge to \( K-1, K-2, \ldots \) clusters by a suitable cluster-distance measure. [3,4].

Figure 1. Original 1987 TM Image of KSC

An original portion of a 1987 TM image (using BANDS 1, 2, 3) taken of Kennedy Space Center for which we used in our analysis is represented in Figure 1. The objective is to identify major land cover classes, primarily vegetation, using the ISOCLUS algorithm. We suspect that using this type of classification scheme will yield at least three different distinctions: manmade structures, water, and vegetation.

III Classification Results:

Figure 2. shows the image after the classification analysis has been done using the ISOCLUS algorithm. Figure 3 represents color composite of Figure 2, this was done to highlight the differences in contrast in order to more easily analyze and review the results. Careful examination of the results shows that the ISOCLUS algorithm successfully identified the those regions corresponding to water, manmade structures, and vegetation. The signature given for water is clearly given by the major black regions in Figure 2 &3. Manmade structures are easily depicted from the Figure 2 and are given a signature in the white to light-level gray areas. The mid-level to somewhat dark shades of gray in Figure 2 and blue-green regions in Figure 3 correspond to vegetation. It is important to point out that classification of vegetation occurred in two different types of regions, meaning that the ISODATA algorithm recognized healthy mainland vegetation
as well as vegetation growing in lower wetland areas. Close observation of the upper left hand portion of Figure 2 illustrate this.

Figure 2. Image after Clustering Analysis

Figure 3. Color Composite of Clustered Image

IV. Conclusion:

For the analysis of these images using the unsupervised technique vegetation signatures identified were only put into general class and were not discretely defined exclusively by vegetation type. Results obtained from these K.S.C. image primarily serve as a stepping stone for more extensive analysis using more complicated techniques. We will use the these results and incorporate them with fuzzy logic analysis to obtain an exclusive distinctions between vegetation types.
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I. Introduction

Chihuahua, Chih., Mex., with a population of around 700,000 inhabitants, has released untreated sewage for decades to the intermittent Chuviscar River, currently at a rate of 3,100 ls\(^{-1}\). Downstream the river drains the Tabalaopa-Aldama Valley conducting mainly wastewater. This raw sewage is used by local farmers as a source of water and fertilizer for approximately 50\% of the agricultural areas in the valley. The other 50\% are irrigated with groundwater.

This aquifer supplies 600 ls\(^{-1}\) of groundwater, through 15 deep wells, for almost 300,000 people in Chihuahua, Aldama, and several rural communities. In some areas nitrate pollution is above the Mexican regulation (22 mg l\(^{-1}\) as NO\(_3\) or 5 mg l\(^{-1}\)* as N.)

We are analyzing satellite imagery to detect spectral response differences between agricultural crops irrigated with *aguas negras* and the same type of crops irrigated with groundwater. If a spectral difference does exist between them, it could be correlated with aquifer pollution degree. This difference could be used to detect agricultural areas overfertilized with natural or commercial fertilizers that are threatening the groundwater reservoirs below them.

II. Research area background

1. Location
The Tabalaopa Valley is located between the cities of Chihuahua and Aldama in the central part of Chihuahua state, in northern Mexico (Fig. 1). The geographical coordinates are latitude 28°42'-29°42' N and longitude 105°56'-106°08' W. The valley is 25 km long and 13 km wide, and covers an area of approximately 325 km\(^2\).

Fig. 1. Location of the study area.

2. Climate
With a semi-arid climate, due to its location at the west boundary of the Chihuahua Desert, the area experiences a wide range of temperatures normally between -5 to 40° C through the year,
with a mean of 18.20 C. Summer is the rainy season and annual rainfall averages 395 mm y-1. The potential evaporation value varies from 62 mm/month during winter to 253 mm/month during summer, with mean of 148 mm/month (Comision National del Agua, 1993). The annual mean water deficit in the zone ranges from 500 to 600 mm y-1 (Carta de Evapotranspiracion y Deficit de Agua, S.P.P.).

3. Geology

Geologically the Tabalaopa Valley is part of the Basin and Range Province. This province is a broad zone of continental rifting characterized by extensional fault-block mountains and deep sediment-filled basins. The valleys were formed by regional extension during the late Tertiary by sub-parallel normal faults. Later, these grabens were filled with alluvial sediments that function as excellent water reservoirs. The Tabalaopa Valley, like the Hueco Bolson in the area of El Paso-Juarez, is a typical example of such a reservoir in the Basin and Range Province.

The regional stratigraphic section consists of Precambrian rocks (metagranites, amphibolites, and minor gneisses) that crop out in the Rancho Los Filtros area 15 km NNW of Aldama (Mauger and McDowell, 1983). The rest of the stratigraphic section consists of Cretaceous carbonates and evaporates unconformably overlain by Tertiary volcanic rocks and volcaniclastic sediments (Maldonado and Megaw, 1983). This stratigraphic sequence is observed in the ranges surrounding the Tabalaopa Valley, Sierra Sacramento on the west boundary, and El Cuervo-Peña Blanca to the north. To the east of the Tabalaopa Valley is the Santa Eulalia range, and finally, to the south is the Pastorias Range.

The Tabalaopa basin is composed of Quaternary, Pleistocene and Holocene alluvial non-consolidated sediments. The aquifer occurs in a sedimentary environment dominated by alluvial fans (Chavez, 1993). These sediments are composed mainly of gravel, boulders, sand, and some lenses of clay observed during well drilling.

4. Surface hydrology

The city of Chihuahua releases approximately 3,1001 S-1 of untreated sewage to the dry bed of the intermittent Chuviscar River. Due to the semi-arid conditions of the area and the Chihuahua and El Rejon dams, this river does not have a water flow base. Without the city sewage discharge the Chuviscar River would remain dry during most of the year. Only during the rainy season does a mixture of aguas negras and rainwater flow. The city sewage is composed of 90% domestic water, 6% from industry and 4% from commercial activity (Calderon, 1994).

This river, with a slope mean of 0.4%, drains the 23 km long of Tabalaopa Valley. Along the river’s path almost 60,000,000 m³ y-1 of waste water (Chávez et al., 1993) is diverted by local farmers for agricultural irrigation. This value corresponds to 61% of the total sewage released by the city and entering the valley. The conduction of sewage toward the agricultural areas is through a series of unlined channels.

A water balance in the valley shows that the only significant water loss is due to evapotranspiration. Waste water that comes into the valley via the river infiltrates or evapotranspires, but none spills into the next valley, except during extreme precipitation events.

The Chuviscar River is considered to be the primary recharge source for the aquifer (Martinez et al., 1978; Osuna, 1991; Chavez et al., 1993). Nevertheless, the almost 2,000 hectares of agricultural lands irrigated with untreated sewage and the unlined irrigation channel system use 610/0 of the raw sewage that the river conducts. This number suggests that irrigation return can be as important as the river as a source of aquifer recharge.

The rest of the surface hydrology consists of small creeks associated with hill drainage around the valley. These creeks conduct water only during the rainy season, apparently contributing to just
a small part of the annual water balance in the basin.

5. Subsurface hydrology

The Tabalaopa-Aldama aquifer is in a porous sedimentary environment dominated by alluvial fans and fluvial deposits with some intercalations of clays (Chavez et al, 1993) with transmissivity values range from 10 to 2000 m d-l. Two wells with specific yield show values of 0.16.

Due to surface topography, the groundwater table depth ranges from -120 to -5 m from S to N. Before the aquifer exploitation, the groundwater flow was from S to N; this trend has been modified by the 15 deep city wells located in the west zone (Fig. 2). Now, almost the entire aquifer responds to the cone of depression generated by the city wells, and the groundwater flow is to the west toward the city wells (Fig. 2).

The Tabalaopa aquifer supplies 25% (22 million m³ y⁻¹) of potable water for the city of Chihuahua. Additionally, the region has nearly 90 agricultural wells, 8 wells for water supply of rural communities, and several shallow wells along and close to the river edges.

A groundwater mound is formed beneath the agricultural zones irrigated with sewage (Fig. 2). This dome is created mainly by the excessive amount of sewage used for irrigation, and, possibly by river infiltration.

6. Agricultural activity

Around 2,100 hectares are irrigated with 60 million m³ (61%) of raw sewage per year, and the rest is irrigated with groundwater and no application of fertilizers. Irrigation by flooding is the technique used in Tabalaopa Valley, mainly at those areas irrigated with raw sewage. This practice enhances the seepage of untreated sewage into the soil (Rodriguez, 1994).

The main crops irrigated with sewage are alfalfa, sorghum, and rye grass. The areas irrigated with raw sewage do not require the use of fertilizers because the raw sewage supplies both moisture and nutrients to the crops.
III. Research methodology

1. Groundwater sampling

A three-year groundwater sampling program was established to detect nitrate and contaminant trends due to river infiltration and irrigation return. This program was undertaken during the summer season when most of the agricultural wells were pumping. Some samples were obtained from shallow wells, and from the river itself.

1.1 Nitrate ion

Nitrate is an important element in waste waters that ranges from 20 to 85 mg l⁻¹ in a typical raw municipal sewage (Feigin et al., 1991). High concentrations in groundwater suggest contamination by sewage or fertilizers. It can appear as nitrate (NO₃⁻), nitrite (NO₂⁻), nitrous oxide (N₂O), ammonium (NH₃), and as nitrogen gas (N₂). The nitrate ion, which is considered an environmental hazard, is the last oxidation stage of nitrogen exposed to aerobic conditions. Due to its negative charge this ion is not retarded by the soil; consequently, nitrate travels at almost the same speed as the groundwater. These characteristics help in the use of nitrate as a tracer to define polluted zones.

Nitrate ion was analyzed immediately at the well location after the sample was taken using the technique of cadmium reduction with a Hach surface water kit. This avoids further oxidation of nitrogen compounds and consequent increase in the nitrate concentrations. Later, a comparative analysis between Hach field technique and the ion chromatography technique, which is the standard method for nitrate determination, was done in the laboratory to validate nitrate results.

2. Spectral analysis of agricultural crops

Data from the Landsat satellites have been available since the 1970's. These have been used extensively in studies of dryland vegetation and land cover (Millington et al., 1994). In this study two Landsat TM images, 180 km by 185 km and 28.5 m nominal resolution, taken in March 1986 and June 1992, are used to identify the spectral attributes of crop plots irrigated with untreated sewage and those irrigated with groundwater.

The Tabalaopa Valley was grouped in two areas. The south part is irrigated with sewage and the north area is irrigated with groundwater. The spectral response generated by reflected light from these two areas could be different. Nitrogen is a macronutrient for plants, and sewage is an important source of N. Consequently, the crops in the Tabalaopa Valley irrigated with sewage have excess nitrogen and could show different reflectance characteristics than those areas irrigated with groundwater. This situation maybe similar to overfertilized agricultural areas with industrial nitrogen fertilizers, such as urea (46.6% nitrogen), that represent a risk for aquifers.

2.1 Secular changes in extent of agriculture

The agricultural development of the Tabalaopa valley with time is not well documented. This condition may be proportional to aquifer degradation. Nitrate information from 1978 (Martinez et al. 1978) and our database will assist in developing the relation between valley agricultural development and aquifer contamination.

Analyzing aerial photographs from 1976, 1994, and TM satellite images from 1986 and 1992, we were able to determine the approximate agricultural area extent irrigated with sewage for each of these years. The north area of the valley, irrigated with ground water, was not considered in any of the area calculations.

The southern part of the Tabalaopa Valley is irrigated with aguas negras. Using the aerial photographs from 1976 and 1984 the area was subdivided into specific geometric sections. The area...
of each of these subdivisions was calculated and added to obtain a total approximate area of irrigation with sewage.

Two Landsat TM satellite images, taken in March of 1986 and June of 1992, were used to obtain the area cultivated using sewage. To obtain this area we used two different methods. The first one was the application of the same technique applied to the aerial photographs. The second method involved the selected regions of interest (ROI). From each ROI the number of pixels was obtained. Knowing pixel dimensions of 28.5 m by 28.5 m the total area was calculated based on the number of pixels in each ROI.

IV. Preliminary results

1. Nitrate results

The nitrate concentrations (Fig. 3) clearly show that the aquifer is polluted by the seepage of irrigation return and river infiltration. Some areas of the Tabalaopa aquifer exceed the nitrate concentration of 22 mg l\(^{-1}\) as NO\(_3^-\) established by Mexican regulation (Articulo 213. Diario Oficial de la Federacion Jan. 18, 1988). Nitrate concentration contours show three main highs at the middle of the valley (Fig. 3). One is in the south part of the valley. The second is below the main area irrigated with sewage. The third is along the river path from south to north. The general trend of these polluted zones is in the direction of the city wells due to the large cone of depression created by them.

Fig. 3. Spatial distribution of nitrates in the Tabalaopa aquifer (1995 data).

2. Agricultural Secular changes

The areas irrigated with sewage have increased with time. From the aerial picture taken in 1976, we estimate that 1,000 hectares were irrigated with sewage water. In 1986 the satellite imagery showed an increase to about 1,640 hectares. Finally, the 1994 aerial photograph displayed 2,180 ha.

The time period analyzed covered eighteen years, and the total increment of agricultural areas between 1976 and 1994 was 1,180 ha., an increment average of 65.5 ha per year. The different images show that most of the expansion of sewage irrigated agricultural land occurred in the first decade. Addition of agricultural areas irrigated with sewage occurred mainly south part of the airport. Another important area was developed between the Chuviscar River and the airport.
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ABSTRACT

The 3-dimensional model for a segmented reflector telescope is developed using finite element techniques. The structure is decomposed into six subsystems. System control design using neural networks is performed. Performance evaluation is demonstrated via simulation using PRO-MATLAB and SIMULINK.

1. INTRODUCTION

Future astronomical space missions will require high-performance optical systems. Such optical systems will necessarily have large apertures for high-precision performance making the size of the reflectors very large. Due to practical considerations such as time, cost and complexity of fabricating large-aperture telescopes, as well as launch vehicle size, weight and power constraints, future telescopes will be made of precision-segmented reflectors. A segmented mirror reflector consists of mirror panels which, when formed together, become a parabolic primary mirror that magnify the images from space. These mirror panels are easily manufactured, and deployable in space when the proper orbit is achieved.

With the advantages of the segmented reflector telescopes, shortcomings are also present. The large size of these telescopes make the structure flexible to external forces such as thermal fluctuations and solar disturbances. It becomes apparent that development of control concepts and extensive performance evaluation via simulation in an environment characterized by various dynamic disturbances is a necessity. The control design challenge is to make the segmented reflector perform as a monolithic reflector. This is done via high-precision figure control which would maintain the surface of the reflector to within a specified tolerance of the calibrated reference position.

Due to the large size of the telescope structure, it becomes apparent that control system design based on conventional methods is exceedingly difficult. The mathematical model of the structure involves hundreds of states and use of centralized control law could not accomplish figure control according to specifications. Decentralized control has been used by several researchers in the recent years to overcome the difficulties due to the dimensionality problems that arise when dealing with large-scale systems [5]. This approach has been taken here to accomplish control of the segmented reflector. Specifically, the structure has been decomposed into six smaller-order subsystems. The decentralization is performed physically by slicing the structure vertically and isolating every mirror panel along with its associated structural member.

The control design has been performed using PID [1], pole-placement, $H_2$ (LOG), $H$-infinity and neural networks control. The neural network based control is discussed in the present paper. The control law is developed at the local level and performance evaluations are performed utilizing the control law of the isolated subsystems and the interaction among them.

Section 2 contains the mechanical and structural design of the structure, section 3 lists the control system requirements, section 4 contains the mathematical model, section 5 describes the decentralization of the structure, section 6 contains the neural network based control design, section 7 contains the computer architecture of the structure, and section 8 contains the summary of the results.
2. MECHANICAL AND STRUCTURAL DESIGN

The Control and Structures Research Laboratory (CSRL) segmented reflector testbed is an experimental apparatus capable of addressing the technical challenges presented by a complex three-dimensional structure such as a large segmented optical system. To validate both control strategy and implementation for realistic systems, a set of requirements have been used to design the testbed [2]. These requirements are based on various missions within NASA's Precision Segmented Reflector Program (PSR) [1]. They are also based on the requirements used for similar projects, including JPL's PSR and Lockheed's ASCIE testbeds. Since the CSRL testbed is a control-system oriented instrument, requirements are selected mainly to demonstrate a high level of disturbance attenuation rather than optical performance.

PERFORMANCE: Performance of the testbed is required to be of comparable quality to that of an actual system. The testbed is designed to perform the essential functions needed for the various system missions including static and dynamic segment alignment, fine pointing and vibration suppression.

DYNAMICS: The structure is designed to approximate the fundamental dynamic characteristics of a three-dimensional large structure, i.e. low-frequency modes, high modal density, and global mode shapes that properly reflect the coupling of the sub-elements of the structure. The system is designed to accommodate interdisciplinary experiments in validation of control algorithms, CSI, optics, electronics, actuators, sensors, and distributed multiprocessor design and implementation. The system is designed to demonstrate physical and mathematical decentralization and accommodate development of control algorithms related to decentralized control technique.

2.1 CSRL system description. Figure 1 is a schematic illustration of major features of the testbed, including the primary and secondary mirrors, the actuators, the edge sensors. The active optical elements are the primary-mirror segments which interact dynamically with the actuators, sensors and the supporting structure in an integrated way. The primary mirror is a 2.63 m diameter dish supported on a lightweight, flexible truss structure. The optical system emulates that of an f/2.4 m Cassegrian telescope. The major components of the CSRL testbed are discussed below.

STRUCTURE: One of the most fundamental design goals has been a strong, light-weight truss structure whose structural-dynamic characteristics are representative of a large, flexible space-borne system. These include low frequency modes, high modal density and global mode shapes that properly reflect the coupling of the sub-elements of the structure [2]. Therefore, the requirements for the design of the truss, in addition to the dimensional constrains, included a careful trade-off between the need for the structure to support itself in the 1-g laboratory environment versus the need to keep the frequency of the first mode as low as possible. Multi-criteria optimization technique based on Pareto optimality concept was employed to accomplish this objective. The overall dimensions are 2.275 m across and 0.580 m thick. The structure is made of nine groups of stainless steel truss elements ranging in size from 0.921 m to 0.414 m. There are 60 elements and 21 nodes. The truss is supported on a specially designed isolation platform.

SEGMENTED PRIMARY MIRROR : The CSRL primary mirror is designed to emulate the critical properties of a real segmented mirror. These properties include segmentation geometry, inter-segment spacing, segment mass, inertia and stiffness, and optical focal ratio. The seven segment primary mirror consists of a ring of six actively controlled hexagonal segments surrounding a fixed center segment that acts as a reference. Because the testbed is control-system oriented, and because of difficulty and added expense of fabrication of actual optical-quality segments made from glass, the segments will be fabricated from flat honeycomb aluminum plates. The active segments are attached to segment-positioning actuators with special three-degree-of-freedom flexures. These flexures permit individual segments to have two rotational degree of freedom (tilt) and one transitional degree of freedom (piston). Each segment is controlled by three actuators and the entire primary has a total of 18 actuators. The relative displacement
between the edges of adjacent segment unmeasured by an ensemble of 24 edge sensors. The edge sensors provide information about a segment's relative displacement as well as absolute displacements from the fixed center reference segment.

SEGMENT-POSITIONING ACTUATORS: Use of high performance segment-positioning actuators are the key to precision control of the CSRL testbed primary mirror. These actuators must have extremely low noise level, be able to generate substantial force over a wide mechanical range and support the weight of a segment in a l-g field. They must also have a bandwidth sufficient to accommodate the spectrum of expected disturbance and to support robust control of the system. In addition, they should be able to actuate free of friction, and minimize thermal energy dissipation. These actuators must be fitted with collocated positioning sensors and/or accelerometers, be modular and compact in size and easily interface with the structure. Because conventional actuators are unable to meet one or more of the above performance requirements a voicecoil design has been especially developed for the CSRL testbed. These actuators are being fabricated by Northern Magnetic, Inc. in Southern California. Some of the mechanical features include especially designed disk flexures instead of conventional bearings and an off load spring is to minimize actuator force requirements and thermal energy dissipation when the actuators are holding the weight of the segment. The actuators have a bandwidth of 0-150 Hz., positioning resolution of 0.1 micrometer and a maximum force output of 54 Newtons.

ACTIVE SECONDARY MIRROR: The CSRL testbed secondary reflector design consists of a 12.5 in mirror supported by a tripod that is attached to the primary truss at three points. The mirror is designed to provide two-axis, active beam-steering control. An active closed-loop control system is being designed that is capable of aligning the secondary to the focal plane, removing all relative angular motion between the secondary and the reference center segment of the primary structure. The secondary mirror is supported by isolation springs attached to the secondary structure. Three reluctance actuators located 120 degrees from each other provide for three degrees of freedom (tip, tilt, piston) motion. Three position sensors are used in combination with the actuators to control the position of the mirror.

2.2 Structural optimization. Pareto optimality concept [4] was used to design a structure which represents the "best" trade off between flexibility and strength. The panel surface distortion due to gravity as measured by the RMS distortion of the upper truss nodes and total mass of the structure were selected as two criteria for optimization. A set of Matlab subroutines which use finite element data to arrive at an optimal solution were developed. Two sets of geometric parameters were allowed to vary at specified increments to obtain variations of the baseline structure. RMS values and total mass were calculated for each resulting structure. The structures with different geometric characteristics plotted as a collection of points in the objective space show a Pareto optimal pattern on the boundary of the region (Figure 2). Only points on the left of the dotted area from point A to point C represent Pareto optimal solutions. Point A represents the structure with minimum RMS surface distortion, while point C represents the minimum weight structure. The optimal structure, represented by point B, has a total mass of 146.9 Kg and an RMS surface distortion of 44.6 microns representing a simultaneous improvement of 52% and 75.4% respectively over the baseline design.

2.3 Modeling and structural dynamics. IMOS (Integrated Modeling of Optical Systems) program [4] and MSC/NASTRAN software were used to develop finite element models for the CSRL testbed. The models include the primary and the secondary truss structures, the panels, the joints, the fittings, and the actuators. The eigenvalue analysis of the system showed that the lowest natural frequency of the structure is at 10.3 Hz. Figure 3 illustrates the frequency histogram for the first 100 modes of the structure indicating that the dynamic characteristics of the CSRL structure are similar to those of a large flexible structure characterized by low fundamental frequency and high modal density. Figure 4 shows mode shapes representing the first significant primary structure frequencies.
3. CONTROL SYSTEM REQUIREMENTS

The following requirements were developed at CSRL for the control system:

- Line-of-sight (Pointing) accuracy of 2 arc seconds.
- Figure maintenance to within 1 micron (rms distortion) with respect to calibrated surface.
- Control Bandwidth 15-30 Hz.
- Use voice coil actuators to provide an actuator bandwidth of 100-200 Hz.
- Control up to first 20 modes reduce spillover effect due to neglected modes and dynamics.
- Attenuate vibrations due to gravity, thermal, seismic effects, etc.
- Minimize the “Disturbance” effect of the active control.

4. MATHEMATICAL MODEL

The equation of motion for the system under consideration is given by:

\[ M\ddot{q} + Kq = B_1u + B_2f \]

where \( M \) is a positive definite symmetric mass matrix, \( K \) is a positive semi-definite symmetric stiffness matrix, \( B_1 \) is a control influence matrix, \( B_2 \) is a disturbance influence matrix, and \( q \) is the vector of physical coordinates, i.e., panel displacements. The generalized mass and stiffness matrices are developed via finite element modeling (FEM).

The segmented reflector telescope structure consists of 42 nodes and each node introduces 6 degrees of freedom. Control and performance evaluation of such structure is an exceedingly difficult task. To reduce the number of degrees of freedom and still maintain accuracy, a method called Guyan reduction is used here to reduce the system mass and stiffness matrices by omitting the \( x \) and \( y \) degrees of freedom of the 42 truss and panel nodes. The reduced mass and stiffness matrices are further used for decentralization and control design.

5. DECENTRALIZATION

Large space structure control design is characterized by high dimensionality and complexity making the controller one of a large order with attendant complexity. Considering that the original state-space model is derived via finite element programming which already uses many assumptions about structural elements, their masses, mass distribution, other properties, and interconnections, etc., the original state space model itself can be assumed to be but an approximation of the real structure. Therefore, instead of corrupting the models further by eliminating more of the available states, the approach of decentralized control appears to be a more realistic way of alleviating the dimensionality problem. The controllers for individual panels are derived using all of the available measurements from the entire structure. Decentralized control is a better approach in terms of designing a realistic controller because it is not based on neglecting available information. Also, in terms of reducing the control spillover effect, decentralized control is better compared to model reduction achieved by drastically reducing the number of states. It is well known that control spillover resulting from neglected modes and dynamics can potentially destabilize a system.

One of the most important aspects of decentralized control is in fault tolerance. In the decentralized approach controllers are designed for individual subsystems while incorporating the interactions among them. In the event of a controller failure, the system can gracefully degrade into one where via proper decentralization, the adjacent panel controllers may compensate for the failed controller. The decentralization could be based on several factors such as time-scale based decentralization, frequency-scale based decentralization or structure-based decentralization. In this paper the natural symmetry of the structure is exploited to decompose the system into smaller subsystems, each of a much lower order. It has merits in reducing the controller size and complexity thereby easing computational burden on the processor. Simpler control algorithms will in turn lead to simpler hardware implementation. The reduced version of the structure is decomposed into six subsystems as follows:

\[ x_i = A_{ij} x_j + E_{ij} x \]

where \( E_{ij} \) is the subsystem interactions including the effects of disturbances.
The isolated panel components are given by $\dot{x}_i = A_{ii} x_i$, where $A_{ii} = \begin{bmatrix} 0 & I \\ -\omega_i^2 & -2\zeta_i \omega_i \end{bmatrix}$.

### 6. NEURAL NETWORK BASED CONTROL

Two neural network architectures were developed and tested in simulation for the problem of disturbance rejection of the large segmented space reflector. The development and simulation results of these architectures are presented in the current section. The first controller is a novel neural network controller (NNC) whose parameters are adjusted on line [7]. The control algorithm is simple and can be implemented in real time. Unlike other NNCs that are reported in the literature, the proposed neural network controller requires relatively few neurons and its learning algorithm is faster than backpropagation. Stability analysis by a Lyapunov approach is used to determine the convergence properties of the algorithm. The stability is guaranteed with rather mild conditions and certain prior knowledge of the plant to be controlled. The proposed adaptive control consists of a neural network placed in the feedback loop and an adaptation law to adjust the parameters of the net. The second controller is a feedforward two-layer neural network. The network is trained off-line to emulate a dynamic compensator. The training is done by classical back-propagation.

#### 6.1 Adjustable neural network controller.

The proposed control system is shown in Fig. 5 and is based on part of the doctoral dissertation of J.-A. Luzardo [7] currently in progress. In the following, we describe its main characteristics.

The plant to be controlled is assumed to be *almost strictly positive real (ASPR)*, i.e. there exists an output feedback gain matrix $K$ such that the closed loop system $A - BK$ is strictly positive real [6]. It is noted that the value of $K$ is not needed for implementation, only its existence is required.

The neural network controller of Fig. 5 is a two-layer network with one hidden layer ($u = N(e)$). The internal network topology is arranged to provide the following outputs (control inputs to the plant):

$$u_i = \sum_{j=1}^N \sum_{k=1}^L c_{ijk}(t) \sigma(\omega_{ijk} e_j + \theta_{ijk})$$

where $u_i$ is the $i$-th component of $u$ and $e_j$ is the $j$-th component of $e = y_m - y$, and $\sigma(z) = 1 / (1 + e^{-z})$. It is noted that the parameters $c_{ijk}$ are time varying, while the parameters $\omega_{ijk}$ and $\theta_{ijk}$ are constant. For notational simplicity we denote $\sigma(\omega_{ijk} e_j + \theta_{ijk})$ by $\sigma_{ijk}$. Then $u_i = \Sigma_i \alpha_i$, where $\Sigma_i = [\sigma_{i11} \cdots \sigma_{i1L} \cdots \sigma_{ipl}]^T$ and $\alpha_i = [c_{i11} \cdots c_{i1L} \cdots c_{ipl}]^T$. Using these definitions, the vector $u$ can be written as

$$u = \begin{bmatrix} T_1 \\ T_2 \\ \Sigma_p \end{bmatrix} \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_p \end{bmatrix} = \Phi \alpha$$

The adjustable parameters of the neural network controller are adjusted according to the following adaptation law: $\dot{\alpha} = \Gamma_1 \Phi^T e - \Gamma_1 \Gamma_2 \alpha$, where $\Gamma_1$ and $\Gamma_2$ are two symmetric positive definite matrices chosen according to design criteria. Under these conditions it is proven by Lyapunov function arguments that the neural network controller will keep the closed loop system stable and the signals in the closed loop will remain bounded.
6.2 Simulation results. The ASPR condition in the case of a flexible space structure is guaranteed if the sensors and actuators are collocated and if the measured output is a combination of rate and position measurements [6]. Simulations were performed on the telescope model, under these assumptions, and some of the simulation results are shown in Fig. 6. The results shown are for a three-panel subsystem, when three sinusoidal disturbances were applied to each panel. Only the responses for panel 2 are displayed. The dashed line is the open loop response, whereas the solid line is the response under the neural network controller. It is seen that the neural controller attenuates the response due to disturbance by a factor of 10 or higher. Similar results were obtained for the remaining panels and for other disturbances with different characteristics.

6.3 Neural network controller trained by back propagation. This is a neural controller concept that was investigated as an alternative to the adjustable neural network controller of the previous subsection. As a first step towards the development of this controller, it was decided that the controller block be trained off-line by standard back propagation, and that its performance be evaluated before proceeding to designing on-line training algorithms. Thus, it was assumed that the system is known, hence there is no need for an online neural identifier, and a dynamic compensator was designed to control the known system. The neural controller block was trained off-line to emulate the dynamic compensator, based on input/output data from the compensator. The resulting neural network was placed in the forward loop as a neural implementation of the dynamic compensator, and several simulation studies were performed to evaluate its performance. The simulation tests presented here are for a two-panel subsystem. A sinusoidal disturbance with frequency close to the natural frequency of the simplified model is chosen. Fig. 7 shows the regulation ability of the neural controller, for panel 1. The dashed line represents the positions with the controller off (open loop), whereas the solid line represents the positions with the controller on (closed loop). It is again seen that the controller reduces the disturbance effects by almost a factor of 10.

7. COMPUTER ARCHITECTURE

The drive electronics used in the CSRL testbed is for the purpose of processing the analog output of sensors and interfacing with the segment positioning actuators. The drive electronics is in charge of real-time processing and data acquisition. The computer and graphic setup includes a DSP, a PC and two SUN stations. Figure 8 illustrates the overall computer architecture block diagram. The DSP is the main computational unit and it is responsible for real time control processing, signal generation, and real time directory memory. Access data transfers to a 256 K bytes internal memory block resides on the DSP. The DSP and the SUNs are used to monitor the CSRL experiments via the graphical display of the Kaman sensors reading, the actuator commands, and the mirror segments piston and tilt misalignment. The input/output unit is composed of two 32-channels 16 bit analog to digital and two 18-channel 16-bit digital to analog converters.

8. SUMMARY

A lightweight rigid structure has been designed using Pareto optimality technique. The structure exhibits dynamic behavior of a large flexible structure characterized by low fundamental frequency and high modal density. The structure has been decomposed into six subsystems. The control law is designed using the individual subsystems as well as the interconnection properties among them. The control design is performed using neural networks. Performance evaluations are performed utilizing PRO-MATLAB and SIMULINK. The first neural network controller adjusts its weights on-line and requires measurements of the positions and velocities, and that the actuators and sensors be collocated. Under these conditions the ASPR condition is satisfied, allowing the NNC to be implemented. The NNC is simple because it adjusts the coefficients of the linear layer (output layer) of the NN. The internal parameters of the sigmoids (hidden layer) are fixed in accordance with the operation range of the system. A special consideration is taken to uniformly distribute the centers of the sigmoids all over the range of operation. The simulation results present satisfactory transient responses and a fast adaptation, although the neural weights were all initialized to zero. As predicted by theory, all the signals remain bounded and all position errors remain small, in the presence of external disturbances. The results from second neural controller suggest that a strategy utilizing prior
information about the structure, such as a good model, can be very effective. A dynamic compensator designed from the numerical model is used to train a feedforward neural network. The trained network is shown through simulations to have good disturbance rejection properties and good step following. The weights of the trained network can be used as an initialization point for subsequent on-line weight adaptation algorithms.
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Figure I: The CSRL segmented reflector
Figure 2: Truss optimization results

Figure 3: Frequency histogram of the CSRL structure

Figure 4: First six mode shapes of the CSRL structure
Fig. 5: Block diagram of the neural network controller

Fig. 6: Adjustable neural network controller. Open loop (dashed line) and closed loop (solid line) responses under sinusoidal disturbances

Fig. 7: Controller trained by back propagation. Open loop (dashed line) and closed loop (solid line) responses under sinusoidal disturbances
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A NEW UNIVERSAL ANALOG FUZZIFIER BASED ON OPERATIONAL TRANSCONDUCTANCE AMPLIFIERS

Patricia Saavedra and Jaime Ramirez-Angulo

Abstract. A versatile analog fuzzifier circuit for membership functions with trapezoidal shape is introduced. The parameters of the trapezoidal function are continuously and independently adjustable. The fuzzifier uses operational transconductance amplifiers. Experimental results that verify the operation of the fuzzifier are presented.

I. INTRODUCTION

Fuzzy logic is an innovative technology to provide engineering systems with human expertise [1]. It is being used in many applications that include industrial automation, process control and data processing. Fuzzification is the basic operation of fuzzy logic. It is used to determine the degree of membership of a system’s input and output variables to fuzzy sets. Membership functions are characterized by degree of association curves. One of the most common shapes is the trapezoidal function (Fig. 1). This function includes triangular, S- and Z-shaped functions as special cases.

Special purpose fuzzy processor chips have been developed for applications that require high speed. Most fuzzy processors chips are based on digital techniques [2]-[4]. Digital implementations are silicon area intensive, but they have the advantage of easy programmability and easy interfacing to conventional digital systems. Analog approaches are inherently faster and require much smaller silicon area and lower power consumption [5]-[6]. Their main disadvantage is that they are not so easily programmable. In this paper we present a new high-speed current-mode/voltage-mode fuzzifier characterized by a trapezoidal membership function (Fig. 1). The x-position of the corners (Va,Vb, Vc,Vd) of the trapezoidal function as well as its amplitude (Vamp) are independently and continuously adjustable. This feature is specially useful for high speed neuro-fuzzy applications [7].

II. OTA IMPLEMENTATION

The circuit of the proposed analog fuzzifier is shown in Fig. 2b. It uses four commercial bipolar operational transconductance amplifiers (OTAs) CA3280 which have a Gilbert translinear cell (GTC) between their input terminals for linearization purposes. External resistors R in series with the input terminals are used in conjunction with the GTC to extend the linear input range of the OTA. The output current of a linearized OTA is expressed approximately by Iout=Ibias(Vd-Vc)/2R=gmVd in its linear region. Where Vd is the differential input voltage, Ibioc and Ibiu are currents injected to linearizing and bias control terminals of the OTA respectively. gm is the OTA transconductance gain gm=Ibias/(Idiode2R). The OTA control terminals have resistors rd and rb in series. The currents in these terminals are expressed by: Idiode=(Vdiode-VSS')/rd and Ibias=(Vbias-VSS')/rb respectively. The voltage VSS' is approximately two diode drops above the negative supply voltage VSS: VSS'=VSS+1.4V. VSS' corresponds approximately to the voltage at the OTA control terminals. Ibioc determines the output saturation current of the OTA and the input linear range which is defined by Ibioc/gm<Vo<Ibioc/gm.

Silicon junction diodes connected at the output of the active OTAs are used to implement rectifier and catch diodes. Rectification produces unidirectional output currents I1 and I2 which are required to generate a trapezoidal membership function with independently adjustable parameters as explained later. Catch diodes are used to prevent large voltage swings at the output of the OTAs which would otherwise lead to poor high frequency performance. Two OTAs (denoted I and II) with equal currents Ibioc=Ibias=VDD-VSS'/r are used to set the current Ibioc of two active OTAs (denoted III and IV) to values IdiodeIII=(Vd-Vc)/2R and IdiodeIV=(Vb-Va)/2R respectively. OTAs III and IV produce output

1This work was supported by the NASA/ACE Center for Autonomous Control Engineering and by CIMD/NSF
currents \( I_{o2} = I_{amp}(V_{in} - V_{c})/(V_d - V_c) \) and \( I_{o1} = I_{amp}(V_{in} - V_a)/(V_b - V_a) \) with the transconductance characteristics shown in the left and middle traces of Fig. 4a respectively. Equal values are used for the bias currents, \( I_{bias} = I_{amp} = V_{amp}/r \), of OTAs 111 and IV. This current is used to control the amplitude of the trapezoidal function \( (I_{amp} \) is controlled by means of the voltage denoted \( V_{amp} \)). An op-amp is used to transform the current \( I_o = I_{o1} - I_{o2} \) into the output voltage \( V_o = I_oR \). The transfer characteristic of \( I_o \) has the trapezoidal characteristic of Fig. 1 or of Fig. 2a.

111. EXPERIMENTAL RESULTS

Fig. 3 shows experimental results of the circuit of Fig. 2b. Fig. 3a shows adjustment of the voltages \( V_b \) and \( V_c \) to transform the trapezoidal characteristic into a triangular one. Fig. 3b shows adjustment of the amplitude with \( V_{amp} \) and Fig. 3c shows adjustment of Voltage \( V_d \) to change the slope of the left transition region. Other adjustments are not shown for the sake of space.

IV. CONCLUSIONS

A new analog fuzzification scheme was introduced and experimentally verified. It is characterized by a trapezoidal membership function with independently and continuously adjustable parameters. The circuit is very compact and it uses four operational transconductance amplifiers and an operational amplifier. A BiCMOS integrated version of the same scheme is currently under development and will be reported in a near future. The layout of this circuit is shown in Fig. 4. This scheme is expected to find application in neuro-fuzzy processors where adaptation of the membership function parameters is required.
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Fig. 1 Trapezoidal membership function
Fig. 2 (a) Generation of trapezoidal characteristic (b) Implementation of fuzzifier using commercial OTAs
Fig. 3 Experimental results (Vertical and Horizontal axis 0.5V/div): (a) $V_b$ and $V_c$ adjustment, (b) amplitude adjustment, (c) $V_d$ adjustment

Fig. 4 Layout BiCMOS integrated version of analog fuzzifier currently under fabrication. Reference line on bottom measures 240$\mu$m.
Abstract

This paper describes CODE (CoMe T Development Environment), an environment for a multi-developer software development effort taking place in the Civil Engineering Department at the University of New Mexico. CODE is a collection of guidelines, standards, and tools to facilitate development of a large software system called CoMe T (Computational Mechanics Toolkit). A large software system mandates strict discipline in the various stages of software development. The software becomes especially susceptible to corruption and misinterpretation in a multi-developer environment. Identifying and maintaining consistency in every aspect of the software development process goes a long way towards minimizing the above stated problems.

We describe the guidelines we have adopted to achieve consistency. Another important aspect of software development is maintaining versions of files and modules. However, the capability to merely maintain versions of files and modules proved to be less than adequate for our purposes. We have developed a set of requirements for CODE which we think are appropriate to multi-developer software development environments involving large projects. Dictated by our requirements we have developed tools that extend the capabilities of a public domain version control software package called CVS (Concurrent Versions System). Tools in CODE take advantage of our coding standards to automatically generate documentation. The tools of CODE have been designed to be portable; they depend on CVS, POSIX, and shell scripts. Currently they run in a UNIX environment and use the World Wide Web for making CoMe T's documentation automatically available to the developers. CODE can be used, with minor modifications, for any large, multi-developer software development effort.

1. Introduction

Figure 1 depicts the nature of the software development process (SDP) [Schach]. The main goal of a software development environment (SDE) is to provide the tools and infrastructure to ease every step of the SDP.

---

Figure 1. The software development process

The nature of the tools and infrastructure of an SDE must be such that they facilitate:

- Creation and publication of documentation
- Management of changes to documentation and source code
• Building the software from source code
• Unit and integration testing

In most cases, software houses have developed their own methods and tools for documenting. There are numerous configuration management software packages to help with the management of changes to documentation and source code [Eaton]. To ease the task of building the software there is UNIX make, clones of UNIX make, and similar products. There are also integrated development environments that let editing, compiling, and linking take place in one environment. Most people have their own set of problems and tools to test their software; this is largely undocumented.

A large software system mandates strict discipline in the various stages of software development. The software becomes especially susceptible to corruption and misinterpretation in a multi-developer environment. Identifying and maintaining consistency in every aspect of the software development process goes a long way towards minimizing the above stated problems. An excerpt from a recent publication [Maring] speaks volumes about consistency:

"When application developers use multiple techniques or facilities to design and build solutions, an element of individual judgement invariably emerges. Thus, idiosyncrasies are introduced into the design that detract from reusability, make debugging and enhancement difficult, and complicate maintenance."

A large software system called CoMeT (Computational Mechanics Toolkit) is being developed in the Civil Engineering Department at the University of New Mexico. CoMeT is designed using an object-oriented approach and implemented using the C++ and Scheme languages. This is a multi-developer effort involving graduate students from Civil Engineering and Computer Science. We needed a set of guidelines and standards to maintain consistency in our work. We also needed a set of tools and infrastructure to help us with the SDP. The result of our quest for an SDE lead us to what we call CODE (CoMeT Development Environment). CODE is the set of tools and standards, some new and some old, that constitute the SDE of CoMeT.

2. Elements of CODE

2.1. Standards for documentation

The main elements of documentation are text and figures. With the availability of browsers for documents conforming to the HTML (Hyper Text Markup Language) standard, it was an easy decision for us to adopt it for writing the text of requirements, specification, and design documents. The popular HTML browsers, like netscape and mosaic, support display of images in the GIF format. That was reason enough for us to maintain our figures in the GIF format. Files that define the interface to the software are maintained in plain text format. We decided to make our documents available to the developers using the World Wide Web.

2.2. Standards for coding

Writing software that is easily read, debugged, and maintained requires a different outlook than writing programs for homework. Past experiences of developers (in both C and C++) have made it possible to identify code writing practices that are more robust than others [Lindal, Henricson].

Writing robust code requires guidelines for physical layout of code and following some provisions of the language while avoiding others. In addition, writing extensive comments within code makes for readable and understandable code.

2.2.1. Guidelines for physical layout

The important elements of physical layout are:

- File header - In the file header, we give general information about the file such as the name of the file, its purpose, its creator, its creation date, and its current owner. There is also a slot to provide any special notes that may be of interest to users and developers.
Function header - A function header appears before the implementation of every function. This header tells the purpose of the function, its creator, and its date of creation. There is also a slot to provide any special notes that may be of interest to developers.

Block construction - Most programming languages provide features to perform tasks repeatedly in a loop. Indenting the code inside the loop makes it more readable. However, if the amount of indentation is not constant, the code becomes difficult to read. We decided to be disciplined about indenting and have been indenting code in a block by exactly 3 spaces everywhere.

Layout of expressions - We decided to provide spaces around the +, -, and = operators and to specifically not provide spaces around the * and / operators. This has made the expressions in our code very readable.

2.2.2. Guidelines for robust code

We have identified a set of about 20 guidelines for writing robust code. Some of the important ones are:

- Prevent multiple inclusion of files
- Make identity of globally accessible objects distinct
- Never specify member data in the public or protected section of a class
- Declare the member functions not modifying the state of an object to be const
- Provide copy constructors and define assignment functions for classes that allocate/deallocate memory
- Make the destructor virtual for all base classes that have a virtual function
- Do not return non-const reference or pointer to member data through public member functions of a class
- Never return a reference or pointer to a local variable in a public function
- Do not use explicit casts

2.2.3. Guidelines for commenting code

We have identified consistent ways of commenting almost every aspect of writing code. The most important comments deal with the interface of global functions and class member functions. An instance of commenting a member function is shown below.

```cpp
void get_parents(EntityType type, DLCDAGNodeList& resultNodeSet);
// R void
// 1 type
// 1- The type of the parents to be returned.
// 0 resultNodeSet
// 0- A reference to a set into which the results of the query will be deposited.
// 1- This function returns the parents with the given type for the current node.
```

We have written scripts that take advantage of our commenting guidelines to automatically generate documentation for interactive Scheme commands and make them available for browsing through the World Wide Web.

2.2.4. Naming conventions

We have identified consistent ways of naming classes, files, variables, and other objects. For example, the names of classes indicate where they fit in the architecture, the names of all the pointer variables end with Ptr, the names of all list variables end with list, etc. The naming conventions clearly indicate the intent of the object. When using the naming conventions becomes a habit, writing code also becomes easier and faster.
2.3. Build

Building software requires keeping track of dependencies. The UNIX make utility provides the basic functionalities to perform simple builds. We decided to use the freely available GNU make since it provides some additional helpful features.

One of the major deficiencies of the make utilities is their lack of support for automatically generating dependency databases whenever a target is updated. (generating dependency databases is specially important when using the compiler or the linker. In languages that allow the inclusion of one file in another, one can make a distinction between the physical and the logical contents of an including file. For example, if file A. C includes file B. h, any changes to file B. h changes the logical contents of file A. C, even though physical contents of the latter may not have changed. Now, let's assume that A. o depends on A. C. When B. h is changed, A. o should be considered out of date. This becomes more important in a multi-developer environment where mutually dependent files need to be modified by developers without worrying whether their modifications will cause any major problems to others.

We created tools to maintain dependency databases that keep track of the dependencies of both global and local files. The make program uses these databases to bring all target files up to date whenever any included files are modified.

2.4. Configuration Management

Configuration management is the most important part of an SDE. Our key goal was to ensure consistency in the repository. At any time, the latest versions of the code in the repository ought to be compilable and linkable. We started off using CVS (Concurrent Versions System), a package available in the public domain [CVS]. We quickly realized that CVS was designed keeping in mind a development philosophy different from ours. In order to make CVS work for us, with our development philosophy, we had to write tools that do substantially more work before using CVS to do the raw version management task.

CVS maintains a repository of all the files on which it keeps versioning information. Users may check out files they want to modify. After they are satisfied with the modifications, they may wish to check in the modified files. This basic concept is extended to directories and to modules that can consist of multiple directories. When developers want to compile and link in order to test their modifications, they must checkout all the files into their work area. In a multi-developer environment, changes made by one developer must be incorporated by every other developer in his/her work area. This will require recompiling file they never modified. In a large project, like CoMeT, the additional time taken for recompiling is expensive and bothersome.

We decided that a user should not keep files s/he is not modifying in her/his work area. The distribution of various files during development is shown in Figure 2. When a developer checks in a file, we used CVS' trigger mechanisms to make a cleartext copy of the file in an appropriate place and remove the file from the developer's work area.

![Diagram](image)

**Figure 2. Distribution of files during development**

When an implementation file is checked in, we made sure to compile it and put the object code into a library. That way, developers could link their own small set of object code files with the global libraries to
make an executable. This method worked quite well for some time until we ran into global libraries that did not represent the interface properly. Figure 3 shows how dependency among files creates the potential for corruption of global libraries.

![Diagram showing library file and source file dependencies]

**Library file: libA.a**
- depends on

**Source file: A.C**
- includes

**Include files: Ah, B.h**

**Library creation**
- Developer X wants to check in A.C
  - A copy of A.C is put into cleartext location
  - A.C is compiled and A.o is put into libA.a
  - A.C is checked into the repository using CVS

**Library corruption**
- Developer Y wants to check in B.h
  - A copy of B.h is put into cleartext location
  - B.h is checked in to the repository using CVS
  - Potentially leaves libA.a in a corrupt state

**Figure 3. Inadvertent corruption of libraries**

To maintain a set of libraries that are always up to date, a modified file must not be put into the repository if it can introduce inconsistencies among interface, implementation, and usage. We came up with the algorithm loosely described in Figure 4 to meet our requirements.

![Algorithm flowchart]

**Figure 4. Algorithm to maintain up to date libraries**

One of the important tools of CoDE takes care of keeping the global libraries in a clean state by following the algorithm shown in Figure 4. It uses POSIX [Lewine] for most of the work before using CVS for the raw check in. The libraries always represent the state of the most recent versions of the files in the repository. As a result, the repository is always in a clean state. At any time, a developer may check out the entire repository with the assurance that all the source files are guaranteed to compile successfully and the resulting object files are guaranteed to link successfully. Maintaining a clean repository and global libraries required some extra book keeping. We needed to be able to generate the reverse of the dependency database, i.e., given an interface file, we needed to be able to determine the set of files that use it. We needed to keep track of the location of all files with respect to the root of the repository. We needed to maintain global and
developer specific dependency databases. The dependency database of the developer is always given higher
top priority than the global database.

After a file is checked in to the repository, the tools of CoDE remove all traces of the file from the
user’s work area. They also send out email messages to the developers whenever a file is checked in. The
changes/comments logged by the developer are appended to the email messages.

2.5. Testing and debugging

We have identified a consistent method for performing unit tests, i.e. testing of the implementation of
single classes or classes closely related to one another. We have also come up with a mechanism to let,
developers debug portions of the code they are responsible for. By using different flags, a developer can turn
on/off messaging switches at run time to aid in debugging.

3. Concluding Remarks

We described the elements of a multi-developer software development environment called CoDE. CoDE
is an aggregate of tools and standards that are currently being used for development of a multi-developer
software system called CoMeT. The most important features of CoDE are:
- It always maintains the most up to date documents on the World Wide Web.
- It always maintains the repository in such a state that all the source files can be compiled and linked
  successfully.
- It maintains a set of libraries that are always consistent with the latest versions of files in the repository.
- It minimizes compiling by individual developers by removing files from their work area when they are
  checked into the repository.

The tools of CoDE use CVS, POSIX, and shell scripts. They can be ported to any computer
environment that supports the above. Currently they run in a UNIX environment.

The requirements of CODE are appropriate to any large, multi-developer software development effort.
CODE can be used, with minor modifications, for any such project.
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Introduction

Dramatic land use changes currently underway in the tropics are having important biological and environmental effects, not all of which are well understood. Many of these effects can be grouped as follows:

How do land use changes influence water supplies and flood severity? Replacing forests with cropland or grassland increases runoff, while afforestation has the opposite effect (Bosch and Hewlett 1982, Bruijnzeel 1990).

Removal of forest cover increases soil erosion (Douglas 1967, Sanchez 1976, Lal 1981, Baharuddin 1988), an effect largely attributable to mechanical disturbance of the soil surface during tree removal, and to reductions of soil surface cover by understory vegetation and plant litter (Bruijnzeel 1990). The resulting sediment and dissolved chemical exports can reduce water reservoir storage capacity (Wooldridge 1986), reduce soil productivity (Bruijnzeel and Wiersum 1985), alter the chemistry of streams (Uhl and Jordan 1984), and reduce algal and coral reef productivity below stream outlets (Peterson and Festa 1984, Cloern 1987, Miller and Cruise 1994).

Soil physical, chemical, and microbial properties can be profoundly altered by reduction of forest cover, and in most cases these changes lead to reduced soil fertility (Brinkmann and Nascimento 1973, Dias and Northcote 1985, Gillman et al. 1985, Alegre et al. 1986, Lugo and Sanchez 1986, Buschbacher et al. 1988, Rodriguez et al. 1993).

Plant and animal community composition, biodiversity, and successional processes are all altered when lands are cleared, and full community recovery with reforestation may depend on several spatial processes (Opler et al. 1977, Uhl et al. 1988, 1990).

Removal of forest cover alters water and energy balances, with potential effects on regional climates (Salati et al. 1979, Shukla et al. 1990, Henderson-Sellers et al. 1993). Increased releases of CO$_2$ and N$_2$O from soils following forest removal may alter the thermal balance of the troposphere, with implications for global warming (Duxbury et al. 1993, Keller et al. 1993, Keller et al. 1996 a, b).

In each of these areas, substantial research has been completed or is currently being performed. However, our understanding could be substantially improved by making repeated measurements over long periods of time in tropical areas undergoing land-use changes. Since land-use changes are happening rapidly and are already so extensive, we may not have the luxury of waiting for results from such long-term studies. Comparing measurements made at similar sites that have known climates, soils, and land-use histories is an alternative that can more rapidly provide information relevant to land-management decisions and their implications for global processes.

Another important factor is the impending launch of NASA's Mission to Planet Earth satellites over the next few years. As land-use changes in the tropics are remotely sensed with this new technology, certain physical, chemical, and biological consequences can be anticipated, and quantified as they occur.
The NASA Institutional Research Award to Puerto Rico

The NASA Institutional Research Award (NASAIRA) is a five-year project designed to utilize the unique history of land-use changes in Puerto Rico and the spatial data sets already available (both outlined below), as well as current and subsequent remotely sensed data, to address biological and environmental effects of land-use changes in the tropics.

Over the last 60 years much of the land area in Puerto Rico has been abandoned from agriculture, and secondary forests have been allowed to regenerate naturally (Figure 1). Aerial photography of the entire island has been obtained repeatedly during that period. Detailed land-use classifications are being prepared through time by interpretation of those aerial photographs, so that sites can be identified where particular agricultural practices ended at particular times.

Figure 1. Trends of forested area in Puerto Rico, 1830-1985. The minimum value (in the 1940's) represents approximately 7% of the island area. After Birdsey and Weaver (1987).

Several additional spatially explicit data sets for the island are also available, or are now being prepared (Table 1.). With this information, sites with similar soil and environmental conditions where particular agricultural practices ended at different times are being identified. These groups of sites with similar starting conditions, but with different land uses or times since agricultural abandonment, represent chronosequences of forest recovery. Within these chronosequences, changes in vegetation communities, plant physiology, soil physical, chemical, and biological characteristics, and biogeochemical fluxes are being compared through time.

Table 1. Spatially-explicit data currently available or being developed for Puerto Rico within the NASAIRA project.

- **AOCI, AVHRR, MSS, SPOT, TIMS, TM, and TMS/CAMS imagery; various dates since 1983.**
- **Digital line graphs of elevation, hydrography, transportation, and political boundaries.**
- **Surficial geology.**
- **Soil associations, series, and related physical and chemical information.**
- **Spatial models of precipitation and temperature.**
- **Daily flow records and periodic water quality sampling for streams.**
- **Holdridge life zones.**
- **Island-wide land-cover types in 1977.**
Daily streamflow monitoring by the U.S. Geological Survey (USGS) began in 1943. The number of monitored streams increased to 5 in the mid-1950’s, 25 in the mid-1960’s, 45 in the mid-1970’s, 50 in the mid-1980’s, to 70 at present (Figure 2.). Currently monitored streams drain approximately 75% of the island area. In addition, water quality parameters (sediment transport, chemistry, and microbiology) are monitored periodically by the USGS on streams that now number approximately 80. Together, these databases represent the greatest intensity of hydrological and hydrochemical monitoring for any area in the tropics. These data enable us to develop and test several hypotheses concerning how land-use changes influence watershed functions.

---

Figure 2. The number of USGS stations recording daily streamflows and the percentage of the island of Puerto Rico covered by those watersheds, 1940-1994.

Factors Monitored in the Chronosequences

Plot studies are used to examine forest recovery pathways and rates under different land-use histories. They also examine barriers to secondary forest succession, such as plant community types, distance to seed sources, biological vectors, and environmental factors. Physiological characteristics of recovering forests are being explored, including photosynthesis, water relations, canopy spectral reflectance properties, and foliar chemistry. In the same plots we examine soil physical, chemical, and biological characteristics, nitrogen transformations in soils, and soil microbial and termite emissions of greenhouse gases.

Watershed studies are utilized to integrate biological functions at larger scales. Stream channel erosion and sediment movements are examined. Water, chemical, and sediment fluxes and microbial quality of streams are monitored, based on the substantial USGS data base and additional sampling. Watershed hydrology is based on spatial models of rainfall inputs and evapotranspiration in addition to the streamflow data. Finally, atmospheric studies involve laser spectroscopic examination of chemical kinetics of the troposphere.
NASAIRA Products

In the NASAIRA we are developing spatially explicit representations of the land-use history and several other environmental factors in Puerto Rico. We are also developing several predictive models in certain land-use chronosequences, and testing those models in an independent set of sites. We will also test the applicability of the project results in the Dominican Republic, which is now extensively deforested, much as Puerto Rico was 50 to 60 years ago.

Those models relate to forest succession following different agriculture types, forest carbon and water balance, relationships between forest characteristics and remotely sensed data, relationships between land-use changes and watershed hydrology, chemical and sediment fluxes, soil characteristics, and greenhouse gas fluxes. We are also developing an improved understanding of chemical reactions in the troposphere.

Some preliminary results of this project have already been published or are now in press, including studies of forest successional processes (Aide et al. 1995, 1996, Thomlinson et al. 1996), soil fauna (Gonzales et al. 1996, Zou and Gonzales 1996), soil bacteria (Rodriguez et al. 1993), and soil greenhouse gas emissions (Keller et al. 1996a, b).

Conclusions

The NASAIRA project in Puerto Rico is designed to take full advantage of the unique land-use history of this island, as well as several spatially explicit databases. To be sure, the full range of implications of land-management changes in the tropics will not be addressed by the NASAIRA project in Puerto Rico. However, this observational and modeling framework offers an important opportunity for combining unusually complete records of historical land uses and environmental factors with ground-based observations and remotely sensed data to predict environmental changes associated with land-use changes in the tropics.

As data from NASA’s Mission to Planet Earth becomes available, our NASAIRA products will increase in value. Certainly, deforestation and other land-use changes will continue in the tropics. We intend that the results from this project will be used to reduce negative environmental impacts of these changes, and to aid in making land-management decisions in these regions.
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Spectral Characterization and Geologic Mapping of the Middle Proterozoic Apache Group, Troy Quartzite, and Associated Diabase, Central Arizona, Utilizing Thermal Infrared Multispectral Scanner (TIMS) Imagery
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Abstract

An integrated study employing a wide variety of geological, geophysical and remotely sensed data is underway to better understand the geologic history of Proterozoic rocks of central and southeastern Arizona. Middle Proterozoic-age rocks are well represented in this region by the Apache Group, Troy Quartzite, and coextensive diabase. This study utilizes thermal infrared multispectral scanner (TIMS) imagery for lithological mapping and spectral characterization of the Apache Group, Troy Quartzite and associated rocks. TIMS data is supplemented by Landsat Thematic Mapper (TM) data, SPOT panchromatic imagery, gravity and magnetic measurements, and conventional field mapping. Spectral image data will add mineralogic and lithologic information that cannot be obtained from the reflected image data alone. Results obtained will be combined to construct a concise, regional-scale photogeologic map of Proterozoic rocks of the region. Gravity and magnetic data will be employed for correlation studies, primarily between the Apache Group and the Unkar Group of the Grand Canyon.

Introduction and Regional Geology:

A major gap in our understanding of the tectonic evolution of North America is the Proterozoic history of the southwestern United States. The scattered outcrops of Proterozoic rocks in this region have eluded a convincing regional synthesis to date. Clearly, an integrated study employing a wide variety of geological, geophysical and remotely sensed data is required to better understand the geologic history of this region.

Middle Proterozoic-age rocks are well represented in central and southeastern Arizona by the Apache Group, the overlying Troy Quartzite, and coextensive intrusions of diabase (Shride, 1967, Wrucke, 1989). These rocks are well exposed between the Mogollon Rim and Globe, in the Mountain Region of central Arizona that belongs structurally to the Colorado Plateau Province (Shride, 1967). In this region, the Apache Group and Troy Quartzite are broken by relatively few faults and lie in an approximately horizontal attitude. In the Basin and Range Province to the south, Proterozoic outcrops are scattered, structurally deformed and stratigraphically less complete. Rocks of the Apache Group and Troy Quartzite are found as far south as 32° latitude, from the Vekol Mountains to the west and the Little Dragoon Mountains to the east. The major outcrops of the Apache Group, Troy Quartzite, and the associated diabase intrusions are shown in Figure 1.

The Apache Group consists of, in ascending order, the Pioneer Shale, Dripping Springs Quartzite, Mescal Limestone, and an unnamed basalt. The total thickness of the Apache Group is about 490 m. The Pioneer Shale and Dripping Springs Quartzite are both comprised of basal conglomerates overlain by fine- to coarse-grained elastics with associated tuffaceous debris. Deposition is thought to have occurred in both fluvial and marine environments. The Mescal Limestone consists of lower and middle dolomitic members which are overlain by an argillite member probably tuffaceous in origin. Basalt flows are found locally below and above the argillite member. The Mescal Limestone attains a maximum thickness of approximately 130 m. Deposition occurred in shallow marine, intertidal and supratidal environments.

The Troy Quartzite consists of a lower arkose member, the middle Chediski Sandstone Member, and an upper quartzite member. The maximum thickness of the Troy is approximate y 365 m. The arkose was
deposited in fluvial and eolian environments, while the sandstones and quartzites are likely of marine origin, but interpretation remains problematic.

All of these rocks were intruded by diabase in sills ranging in thickness from a few meters to more than 400 m. The volume of diabase equals or exceeds the volume of strata in some areas. Due to sill emplacements, most of the dolomite of the Mescal Limestone was altered to silicated limestone, and some of the elastic rocks were converted to hornfels or quartzite.

Probable correlative rocks of the Apache Group and Troy Quartzite can be found in the Unkar Group of the Grand Canyon (Shride, 1967). Possible correlation between the Apache Group and the Pahrump Group of the Death Valley region may also exist (Wrucke, 1989). Rocks of similar ages and lithologies also exist in West Texas, however, correlation is speculative at best. Previous work (Seeley, 1990, 1996; Seeley, et al., in review) regarding the stratigraphy and depositional environments of the Middle Proterozoic Lanoria Formation, located in the Franklin Mountains immediately north of El Paso, Texas, has provided the interest in continuing the study of depositional environments, correlative studies, regional tectonics, etc., of Middle Proterozoic rocks of the Southwest. Rocks of the Apache Group and Troy Quartzite provide an excellent opportunity for subsequent sedimentological studies involving depositional environments and paleogeographic reconstruction of the Southwestern United States during Middle Proterozoic time.

To date, there have been only a limited number of studies that have evaluated and utilized multispectral data for lithologic mapping (Gillespie, et al., 1984; Abrahms, et al., 1991; Hook, et al., 1994; Crowley and Hook, 1996) and stratigraphic analyses (Lang, et al., 1987; Ernst and Paylor, 1996). As thermal infrared data have been demonstrated effective for geologic interpretation, we plan to utilize thermal infrared multispectral scanner (TIMS) imagery for lithological mapping and spectral emissivity characterization of Middle Proterozoic rocks in central and southeastern Arizona. These data are supplemented by Landsat Thematic Mapper (TM) data, SPOT panchromatic imagery, gravity and magnetic measurements for regional correlation studies, and conventional field mapping techniques to provide additional geologic information.

Spectral Characterization

A major component of this study will contribute spectral reflectivity and emissivity data for the rocks of the Apache Group, Troy Quartzite and associated diabase. Spectral characterization of rock samples will utilize methods outlined by Lang, et al. (1990). A flow chart for data analyses is shown in Figure 2. Following relevant field observation, image data review and literature review, a statistically valid sampling program will be developed. Representative rock and soil samples will then be collected from the study area. After collection, the samples will be split for archival storage and for actual analyses. Samples will be analyzed for their characteristic visible and infrared spectra at the Jet Propulsion Laboratory (JPL) in Pasadena, California. Field analyses may also be conducted with a portable spectrometer. Conventional X-ray diffraction analyses for mineralogical determinations will be conducted at the Department of Geological Sciences, University of Texas at El Paso. Infrared spectra will be sorted into spectral classes, based on the presence or absence of diagnostic visible and infrared reflectance and emission features.

Image Analyses and Interpretation

In the thermal infrared region (8-12 μm), spectral variations typically relate to differences in the Si-O bonding of silicate minerals. Multispectral thermal infrared images provide a way to distinguish rocks based on their silicate mineralogy, which is important in the classification of sedimentary and igneous rocks. The marked lithological contrasts between the various rocks of the region should provide for clear spectral differentiation for mapping purposes utilizing TIMS imagery.

The TIMS instrument provides 6-channel digital multispectral data in the 8-12 μm wavelength. Palluconi and Meeks (1985) describe the TIMS system in detail. The typical 5-km groundtrack and 25 m by 25 m resolution of TIMS data are considered adequate for making pictures suitable for photogeologic interpretation and mapping (Lang, et al., 1987). Following acquisition, the TIMS data will be calibrated and corrected for atmospheric distortion by appropriate methods. Spectral classes will be displayed on false-color images for analyses.
Initial reconnaissance photogeologic interpretation will be conducted utilizing 1:250,000-scale TM color-composite images and SPOT panchromatic images. These images will be used to identify regional stratigraphic markers and to locate undeformed reference localities for stratigraphic interpretation. Detailed photogeologic interpretation will be conducted at 1:24,000-scale for areas of interest. TIMS data will be digitally registered with the TM/SPOT data. Enhancement by color decor-relation contrast stretch (dstretch) methods (Kahle and Rowan, 1980, Gillespie, et. al., 1984), as initially described by Soha and Schwartz (1978) will be utilized to enhance spectral differences. Spectral data will add mineralogic and lithologic information that cannot be obtained from the TM data alone. Results obtained at 1:24,000-scale will be combined to construct a regional-scale photogeologic map. Preliminary results will be field checked as the mapping proceeds. It is hoped that the analysis of spectral imagery will provide additional information and improvement for previously mapped areas of the region.

We also plan to utilize the imagery to examine how lithologic changes (i.e. variations in quartz content), if apparent, within the Troy Quartzite relate to paleodispersal patterns of sediment. Sediment dispersal patterns, combined with geophysical studies, could be used to better understand the Middle Proterozoic tectonic setting of the region.

Gravity and Magnetic Data

Correlation of Proterozoic rocks of the southwest U.S. remains problematic. A major issue of this study is the possible correlation of outcrop of the Apache Group/Troy Quartzite found in scattered mountain ranges, with the exposures of equivalent age rocks found in the Grand Canyon. Gravity and magnetic data will be employed to detect structures in the Proterozoic rocks where they are covered by younger strata.

Summary

Results of this study will contribute significantly to our understanding of the Middle Proterozoic tectonic setting of the southwestern United States. The major objectives of this study are threefold: 1) to contribute spectral reflectivity and emissivity data for the rocks of the Apache Group, Troy Quartzite and associated diabase; 2) to provide a concise and accurate geologic map of the Apache Group/Troy Quartzite utilizing a variety of remotely sensed data; and, 3) to utilize gravity and magnetic data for correlation studies between the Apache Group/Troy Quartzite and Unkar Group rocks of the Grand Canyon.
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Figure 1: Regional map showing outcrop areas of the Apache Group, Troy Quartzite and associated diabase in southern and central Arizona. The Unkar Group in the Grand Canyon, located in northern Coconino County, is also shown. Map modified from Wrucke, 1989.
Figure 2: Flow chart illustrating proposed approach to be used to obtain spectral characteristics from Proterozoic rocks in the study area (modified from Lang, et. al., 1990).
Contributions to Educational Structures that Promote Undergraduate Research

JOHN SEPIKAS, MILAN MIJIC, DON YOUNG and STEVE GILLAM

Abstract. The opportunities for community college and traditionally underrepresented minority students to participate in research experiences are typically rare. Further, what research experiences that are available often underutilizes the students' potential and do not have follow-up programs. The Physics Outreach Program (POP) working in conjunction with the Jet Propulsion Laboratory is designed to reach out to this segment of the student population and encourage them to consider careers in physics and astronomy. The program is special in that it creates a "vertical" consortium or pipeline of schools whereby students graduating from one participating institution will then transfer to another. This helps to insure that participating students will experience continuity and, with the assistance of JPL equipment and staff, a quality of instruction that they would otherwise not be able to afford.
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I. Program Overview

The Physics Outreach Program (POP) is a consortium of local Los Angeles universities, community colleges, high schools and NASA’s Jet Propulsion Laboratory (JPL) [1]. Its primary purpose is to encourage students, especially underrepresented minorities, to consider physics and astronomy as career choices. A secondary purpose is the establishment of a direct mechanism for transfer of research methodology from JPL to the local participating science education departments and the strengthening of the cooperative ties between those departments. Last y,
the formal results of the research have direct application to the mission
design of current or proposed flight projects at JPL.

To achieve its primary purpose the POP program has adopted a
"pipeline" or vertical organizational structure. The idea here is that
students would go to, and be supported from, high school to community
college, to state college and then finally to graduate school. If all goes
well some of those students could end up as contributing professionals
at research institutions.

Communication among faculty along such a structure can strongly
promote improvements in curricula, educational delivery and laboratory
experiences at the entry level institutions. Faculty at such institutions
can then more strongly justify requests for course and laboratory
upgrades with school administrators with the argument that they are
required to maintain the level of quality expected of the transferring
institution and JPL. This type of structure could serve as one possible
model to improve science education nationally in conjunction with
NASA field centers and their affiliated local universities.

Under ideal circumstances potential physics and astronomy students
would enter the program at participating high schools, typically at the
beginning of their junior year. For their participation, they would
receive financial support at a level consistent with entry level high
school employment. This would in turn obligate them to stay in school,
maintain a B average in their science classes, participate with the
college students in field training exercises and generally expose them to
the potential of the program. The financial support is crucial to establish
the commitment of the program for the student and to be able to demand
a higher level of responsibility from the student that would in general
not be required in the high school environment.

The program is committed to communicate to the student that they have
stable and positive choices in life, and that they can join a nurturing
community and environment that understands and appreciates their
desire to do science. Such an environment is important to all young
science students but especially to minority students who traditionally lack exposure to a science community.

At the end of their high school participation students should have established their desire to a career in the sciences or that science is a direction they wish to pursue. And although their choice may not necessarily be in physics and astronomy that they are planning to enroll in the standard science/engineering courses. Additionally, they should have received enough instruction and training with JPL procedures, protocol and equipment so as to be productive when they enter into the next phase in the collegiate program.

From high school, again under ideal circumstances, students would transfer to a local community college or in special cases directly to a participating state university. The community college transfer choice has the advantage of offering the student a more gradual incorporation into collegiate life and a tremendous cost savings. Students would receive the same stipend that they would have received at the state university so as not to discourage them from attending a community college solely on the basis of discrepancies in financial support. Such savings could potentially be used for graduate school. Additionally, the community college is sufficiently close in most cases so as to allow the student to remain living at home so as to achieve further saving and allow more time for emotional growth. Further, academic deficiencies that may be present can also be addressed.

At the end of the community college experience the student should: have all lower division science requirements completed, have sufficient experience with JPL equipment to have been checked out on all telescopes and to conduct observational investigations without direct supervision, and have declared as their major physics or astronomy.

From the community college, yet again under ideal circumstances, transfer to a participating state college would occur. Students would complete their baccalaureate degrees in physics or astronomy, write a paper to be published as their senior thesis and apply to graduate school.
II. Program Experience

As mentioned before the above overview represents the ideal case. The experiences of the past two summers are distilled in this section.

The previous overview assumes that the program was year-round. Unfortunately funding was available only for the summer research component for the summers of 1995 and 1996. The participating schools were Pasadena Unified School District GeoSpace Academy (sponsored by JPL and known simply as Space Academy), Pasadena City College (PCC), Los Angeles City College (LACC) and California State University, Los Angeles (CSLA). All of the above schools are minority serving institutions.

Since part of the funding for the program came from the Galileo, Cassini and the Mars Pathfinder flight projects offices respectively, research direction came from scientists on these projects. All work was done at JPL's Table Mountain Observatory (TMO) which is about a two hour drive (in good traffic conditions!) from downtown Los Angeles. The telescopes that were used are both of Cassegrain configuration with 1.2 meters and .6 meters of aperture. CCD's used for the observations were both thermoelectrically and LN2 cooled. Data reductions were done on Sun work stations using IRAF (Image Reduction and Analysis Facility) or on 486 based PC's using generic image processing software.

The summer of 1995 was the pilot year of the program, with just PCC and CSLA conducting active research. The following is a brief summary of those efforts.

The PCC team concentrated on faculty/infrastructure development and observationally, at the request of the Cassini project [2], timed the occultations between the moons of Mimas and Enceladus. Two methodologies were employed. One was to construct the combined light curve of both moons and deduce the time when the curve first dropped as the time of first contact. The other was to plot the separation between
the moons as a function of time and then to extrapolate to the time when that separation was zero as the time of maximum occultation. 1995 was a rare triple ring plane crossing for Saturn and hence an especially good time to do occultation timings. These observations were part of an international effort to do such timings and the data was used to upgrade the ephemerides of these moons to improve the navigational capabilities of the Cassini spacecraft when it orbits Saturn.

The CSLA group worked on three projects [3], [4],[5]: general scans of the atmosphere of Jupiter to look for remnants of the Shoemaker-Levy 9 impact to support observations of Galileo in orbit about Jupiter, data reductions of previous observations of Mars to characterize the impact of dust storms on potential landing sites, creation of an educational movie which shows the motions of the moons of Saturn, and integration of an infrared spectrometer on the 1.2 meter telescope.

In 1996, during the bad weather season, work started on two instrumentation projects: installation and testing of the conditioners for decreasing instrumental noise on the 1.2 meter telescope CCD camera, and installation and testing of LN2 cooled near infrared imaging spectrometer. The later project also included design of an optical and mechanical system for the simultaneous imaging in the visual and near IR.

For the summer of 1996 students from the Space Academy and LACC joined the program. The research directions were observations of comet Hale-Bopp, the rings and atmosphere of Saturn, continued development of the infrared spectrometer and astrometry of Jupiter’s outer moons.
III. Future Developments

Additional community colleges are planned to join the program in 1997. They are East Los Angeles Community College (ELAC) and South West Community College (SWCC). Both are minority serving institutions which have a cluster of minority high schools sending students to them. Since not all students will elect (unfortunately!) to continue in physics and astronomy these additional schools will assist in recruitment and retention efforts. The hope is to create a critical mass sufficient to have students ultimately complete their baccalaureate at CSLA and gain the recognition of prospective Ph.D. granting institutions as a place for them to find well qualified students with research experience.

In the Pasadena area, the Pasadena Unified School District along with the California Institute of Technology has implemented a “pre-academy” at the junior high level as a primer for the existing space academy. This also complements the Caltech SEED program to develop science education at the elementary school level. Thus through public education in Pasadena, students can in the sciences, go from grammar school to graduate school. This again illustrates the advantage of the “pipeline” structure.

The majority of the funding for the current program was provided by NASA’s office of Equal Opportunity, Code E. The success of the program can hopefully be continued to a permanent year round program through finding from the National Science Foundation modeled after the successful program currently in place at the University of Wyoming. Continuity and consistency are key for the POP program, or any program like it, to achieve the goal of increasing the number of students, especially underrepresented minority students, receiving Ph.D.’s in physics and astronomy.

The authors would like to thank NASA and the various JPL project and program offices for their support of this program.
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Abstract

Digital image compression is an important technique in digital image processing. We have used a modified competitive learning algorithm to achieve big saving in training time. Moreover, we investigate a TVQ (transformed vector quantization) method to achieve the highest possible compression ratio without much sacrifice in image quality.

1.0 Introduction

The image compression techniques can be used in areas of high information volume to reduce the data rate to within the channel capacity. Large amounts of compression can be obtained with lossy compression techniques. One of the most important lossy compression approaches is the VQ (vector quantization) method[ 1,2,3]. The VQ approach is basically a clustering method. The vectors are obtained from image data by extracting nonoverlapping blocks and arranging the pixels in each block in a line by line order. The VQ method builds up a codebook, a dictionary of a few representative vectors (codevectors). Then each block in the image is coded with the index value of the closest codevector in the codebook. The signal-noise-ratio (SNR) is usually used to measure the fidelity or quality of recovered image. By using SNR as a quality criterion, one can compare the performance of different coding schemes with the same codebook size. An important advantage of VQ image compression is its fast decompression by table lookup technique.

In our work, we are using an improved version of competitive learning neural network to speed up the codebook design process. More importantly, we are developing a technique called TVQ (transformed vector quantization) to achieve very high compression ratio while maintaining a reasonable image quality.

2.0 Competitive Learning Algorithm for Vector Quantization

Neural network approaches have been used for pattern classification and data clustering [4,5]. It is possible to apply the training algorithm of neural networks to the design of appropriate codebook which maximizes the SNR values of reconstructed image. One approach is based on competitive learning algorithms. The basic idea is that only one
output unit of the neural network is active(on) at a given time. The output units compete for the active status, and are often called winner-take-all units. The model can be used to categorize or cluster the input data [9]. This leads to its usefulness in image vector quantization. In our implementation, a given image is first segmented into vectors of the same size. The elements of those vectors are gray levels of the pixels in the image. A neural network is set up with an input and output layer. For the input layer, its number of input nodes equals to the dimensions of image vectors. For the output layer, its number of output nodes equals the size of the codebook. Recently, we have introduced a modified competitive learning algorithm to improve the speed of codebook design, to resolve the problem of dead units, and to obtain a superior image quality for decompressed images[10]. However, these improvements are achieved in time-domain. In this project, we are investigating the possibility that further improvement can be obtained by vector quantization in the frequency domain.

3.0 Transformed Vector Quantization (TVQ)

Prior to forming the vectors of an input image for VQ, the original image data can be mapped to the frequency domain by an application of a transform such as DCT. The produced transformed coefficients are then used as vector components and can be vector quantized. After vector quantizing, the quantizer output are inverse transformed to produce the quantized approximation of the original input image [7,8]. This idea is illustrated in Figure 1, where $X$ represents the original vector, $Y$ is the transformed vector. $Y$ is the quantized output, and $\hat{X}$ is the quantized approximation of $X$.

![Figure 1: A transformed VQ system](image_url)

One might ask what is the advantage of combining transformation and VQ? In fact, if the dimension of TVQ is of the same size as that of VQ, there would be no advantage gained from the transformation. This is because the optimal code vectors for the combined method (TVQ) would be exactly same as that of direct VQ. The average distortion error in both cases would be identical [1]. However, there is an advantage that can be obtained by using TVQ. To understand how this is possible, we need to consider the transform coefficients and their distribution in the frequency domain. When a linear transform is applied to the original vector signal, the information is compacted into a
subset of the vector components. DCT maps data from the spatial domain to the frequency domain which often results in that the high energy components would be concentrated in the low frequency region. This means that the transformed vector components in the higher frequency regions have very little information. These low energy components might be treated in the following way: Discard these components entirely and hence the dimension of transformed vectors and the complexity of VQ are both reduced. This yields a reduced codebook size which means a higher compression ratio than that of VQ alone. Figure 2 shows a truncated TVQ system where the truncation El, takes a k-dimensional input vector, Y and maps it into a p-dimensional (p < k) vector, Z. Then p-dimensional VQ is used to vector quantize the truncated vector, forming the quantized approximation \( \hat{Z} \). Recovery can be obtained by a padding operation, \( H^* \), that appends (k-p) additional components with value zero to the vector, producing the k-dimensional vector \( \hat{Y} \). Finally, inverse transform is applied to \( \hat{Y} \) to obtain the approximation \( \hat{X} \).

![Figure 2: A truncated TVQ system](image)

In our work, after transforming the image vectors to frequency domain using DCT, the low energy components which count a certain percentage of all transformed components, were truncated from each subimage leaving only the high energy components. The truncated transformed image was then vector quantized. The following is a list of steps for the TVQ algorithm:

**Step 1:** The image was transformed to frequency domain using DCT.

**Step 2:** The low energy components were truncated from each subimage.

**Step 3:** Using the truncated transformed image, the modified competitive learning algorithm was performed for vector quantization using subimages of size n by n.

**Step 4:** At the receiving end, after decoding the codewords, the data was inversely transformed using IDCT to obtain an approximated image.

The complexity saving with this truncation technique can be quite substantial. To understand this, suppose that a resolution of r bits per vector component is allocated to code the k-dimensional vector \( X \) for a total bit allocation of \( rk \) bits. Without truncation the maximum possible codebook size would be \( N = 2^r \). With truncation and using the same resolution r, the maximum possible codebook size is reduced to \( N = 2^p \), which...
can be orders of magnitude smaller depending on the values of $k$ and $p$. When $k$ is large, the savings in complexity can be very substantial while degradation (due to truncated energy) can be negligible. In other words, TVQ with truncation can become a good complexity reducing technique for image coding. Alternatively, for the same complexity, the resolution or codebook size can be increased to obtain better performance.

4.0 Experimental results

TVQ was done using DCT with a block size of 8 x 8. Table 1 shows the results for the "bridge" image using modified VQ and TVQ. Modified VQ refers to the VQ method using the modified competitive learning algorithm reported in [10].

Table I

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>codebook size</th>
<th>Bit rate (bpp)</th>
<th>CR</th>
<th>SNR (dB)</th>
<th>CPU time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VQ</td>
<td>50</td>
<td>0.088</td>
<td>90.7</td>
<td>28.2</td>
<td>24</td>
</tr>
<tr>
<td>TVQ</td>
<td>50</td>
<td>0.088</td>
<td>90.7</td>
<td>30.4</td>
<td>9.1</td>
</tr>
<tr>
<td>VQ</td>
<td>25</td>
<td>0.073</td>
<td>110.3</td>
<td>27.1</td>
<td>6.4</td>
</tr>
<tr>
<td>TVQ</td>
<td>25</td>
<td>0.073</td>
<td>110.3</td>
<td>29.6</td>
<td>4.7</td>
</tr>
<tr>
<td>VQ</td>
<td>15</td>
<td>0.061</td>
<td>131.1</td>
<td>26.7</td>
<td>2.9</td>
</tr>
<tr>
<td>TVQ</td>
<td>15</td>
<td>0.061</td>
<td>131.1</td>
<td>28.5</td>
<td>2.6</td>
</tr>
</tbody>
</table>

From Table 1, we can see that both methods have produced higher compression ratios while the quality of recovered images has been maintained within an acceptable level. Using a block size of 8 x 8 and the same codebook size (at 50, 20 and 15), TVQ proved to be better than VQ in terms of image quality and training time. The reason for this is that the truncated transformed image has less complexity in sample space. Therefore, fewer output nodes are needed to recover the image than that required by VQ. Figures 3 and 4 show the recovered images obtained by the VQ and TVQ algorithms, respectively. It can be seen that TVQ result emphasized low-frequency information while the overall SNR ratio is better than that of VQ.

5.0 Summary

The goal of data compression is to reduce the bit rate for data storage or transmission while maintaining an acceptable image quality. This research investigates a new approach to vector quantization technique for image compression TVQ approach starts by first
transforming image data to the frequency domain using discrete cosine transform. Then within a transformed sub image, the high-frequency components were truncated. As a result, the truncated subimage was vector quantized using a smaller dimension for its vector, thus reducing the complexity of the sample space. Based on the results obtained thus far, TVQ can achieve very high compression ratio without much sacrifice in image quality.
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Figure 3: VQ "bridge" result (codebook size = 50)

Figure 4 TVQ "bridge" result (codebook size = 50)
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Introduction

The University of Texas at El Paso (UTEP) received five-year funding to form the Pan American Center for Earth and Environmental Studies (PACES) in July 1995. PACES has as its goals to conduct research contributing to NASA's Mission to Planet Earth and to develop skilled scientists and engineers. PACES seeks to gain a more comprehensive understanding of geological, ecological and environmental processes and changes taking place in the southwestern United States and northern Mexico region. The PACES center has collaborative ties with two NASA field centers (Goddard Space Flight Center and Ames Research Center) and the Jet Propulsion Laboratory.

The original proposal contained no provision for outreach programs. However, at a meeting in the fall of 1995, Dan Goldin, NASA Administrator, issued the challenge that in order to accomplish NASA's goals to educate more of the citizenry in science and engineering, the Centers should take a broader perspective aimed at younger children.

Objectives

The objective of our program was to develop and support an interest by young women in science, mathematics, and pre-engineering coursework and to increase student awareness of the academic preparation necessary for such careers. Enrichment activities in the physical sciences, mathematics, pre-engineering and computer science, involved the use of simple equipment, toys, modern teaching techniques and the latest educational technology to stimulate the students. Additionally, the students were introduced to the environment and resources of the college and research organizations.

Participant Recruitment and Selection

Considering that women and minorities are emerging as significant talent pools in science, mathematics and engineering, and that they continue to be underrepresented in their fields, our program was aimed at young girls enrolled in Grades Six through Eight. The Girl Scouts were selected as our first group for two reasons. Dr. France Cordova, former Chief Scientist of NASA, once made the statement that of all the women she'd known at NASA, over 75% were former Girl Scouts. It was also suggested that a one-gender group might be easier to manage for our first effort. The Center coordinated its efforts with the Director of Program Services, Ms. Janet Brown, at the Rio Grande Girl Scout Council.

Initial participation in the summer outreach program involved about 30 Girl Scouts. Participants were held to an even number as the girls were partnered to share equipment and experiments. To screen the applicants, a form was developed which would allow candidates to be selected that perhaps had an undeveloped aptitude for science and would also enable statistical information requested by NASA to be collected.
Summer Program

The core of the one-week summer program was a laboratory oriented hands-on experience in the physical sciences, engineering and computer science. The students were exposed to optics, mechanics, and electricity through the use of very simple equipment and toys (winding toys, balloons, roller skates, etc.) The total cost for the supplies for the program was approximately $1,000. One-half of the expense was for rockets and engines which were built and launched on the last day of the program. Although new rockets will have to be ordered for the next group, the toys will be used for years to come, thus reducing the cost for subsequent years. An assortment of common household items such as straws, beads, straight pins and glue were also used. Using the toys grabbed the attention of the students, created the need to learn something new, provided the summary for closing a topic or unit, and facilitated easy integration into the curriculum.

Physical Facilities

The University of Texas at El Paso provided the project with excellent modern physical facilities. The Computer Science Department donated the use of the Computer Lab, providing individual state of the art workstations for each participant. The participants genuinely enjoyed exploring the Internet with minimal supervision. Each individual was allowed to handle rocks and minerals from the Geology Department specimen lab, and the Engineering Department donated supplies and materials for the electrical experiments. Our participants were given guided tours of the various colleges and community facilities on campus during the lunch break.

Project Staff

Dr. Andres Rodriguez, Professor of Physics of the University of the Pacific in Stockton, California, was engaged as a consultant to assist with the development of the curriculum and to conduct the first program. Dr. Rodriguez is widely recognized as a leader in minority outreach programs and has received numerous grants for such efforts from the U.S. Department of Education and the Department of Energy. He is also a consultant for the Exploratorium Science Museum in San Francisco. Dr. Rodriguez was assisted by the PACES Program Coordinator, Michelle Smith. Three senior electrical engineering students were recruited to provide daily instruction and personal attention. Additional UTEP students were recruited for selected demonstrations which included robotics, geology, and computer technology. Their presentations, together with interactions with our participants, were intended to motivate the children to learn more about careers and responsibilities for the future. The presence of successful undergraduate students as teaching assistants and mentors helped encourage the participants to think about their own college education at an early stage in their lives.

Summary and Future Work

The young girls who participated in our program gained knowledge and confidence in science and how it relates to their every day lives. The students were exposed to many different aspects of the science and engineering fields in order to encourage them to explore these fields for possible future careers. Experience gained from our initial program will enable the Center to fine-tune the program to provide an interesting and exciting summer enrichment program in the years to come.
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Introduction

Much of our present knowledge regarding circadian rhythms and biological activity during space flight has been derived from those missions orbiting the Earth. During space missions, astronauts can become exposed to light/dark cycles that vary considerably from those that entrain the mammalian biological timing system to the 24-hour cycle found on Earth. As a spacecraft orbits the Earth, the duration of the light/dark period experienced becomes a function of the time it takes to circumnavigate the planet which in turn depends upon the altitude of the craft. Orbiting the Earth at an altitude of 200-800 km provides a light/dark cycle lasting between 80 and 140 minutes, whereas a voyage to the moon or even another planet would provide a light condition of constant light (Stampi, 1994). Currently, little is known regarding the effects of altered light/dark cycles on neurochemical levels within the central nervous system (CNS).

Many biochemical, physiological and behavioral phenomena are under circadian control, governed primarily by the hypothalamic suprachiasmatic nucleus. As such, these phenomena are subject to influence by the environmental light/dark cycle. Circadian variations in locomotor and behavioral activities have been correlated to both the environmental light/dark cycle and to dopamine (DA) levels within the CNS. It has been postulated by Martin-Iverson et al. (1991 & 1992) that DA’s role in the control of motor activity is subject to modulation by circadian rhythms (CR), environmental lighting and excitatory amino acids (EAA). In addition, DA and EAA receptor regulated pathways are involved in both the photic entrainment of CR and the control of motor activity. The cellular mechanisms by which DA and EAA-receptor ligands execute these functions, is still unclear. In order to help elucidate these mechanisms, we set out to determine the effects of altered environmental light/dark cycles on CNS neurotransmitter levels. In this study, we focused on the striatum, a region of the brain that receives a number of dopaminergic and glutamatergic input and is known to be involved in the modulation of locomotor and behavioral responses.

Methods

Animal Entrainment and Tissue Extraction. Adult male Long-Evans Hooded rats (200-250 g) were maintained on a 12 hour light/dark (12L:12D) cycle (lights on at 0600 hours; lights off at 1800 hours) in laboratory quarters with free access to food and water. After 3 days of synchronization, rats were exposed to constant dark or constant light conditions for 24 and 48 hours, respectively. Control animals remained in the 12L:12D. After 24 and 48 hours, animals were decapitated either one hour prior to the onset of day light (subjective night) or one hour prior to the onset of night (subjective day). These times to sacrifice the animals were chosen to allow for the possible accumulation of the metabolic changes over the light or dark period. The brains were rapidly removed, submerged in ice-cold 0.9% saline and dissected on ice. Wet tissue weights were determined and sections were frozen at -80°C. Frozen sample aliquots from striatum were sonicated on ice in 0.1 M HClO4 (10μL/mg wet tissue weight) for three 10-second intervals. The homogenate was centrifuged at 12,000 rpm for 30 minutes at 4°C.

Dopamine and Glutamate Analysis. Monoamine and amino acid levels were determined simultaneously according to the method of Gamache et al., (1993). Analytes were separated on an HR-80 column (ESA, Inc., Bedford, MA) and maintained at 33°C with mobile phases flowing at 1.0 mL/min. Four serial coulometric electrodes with applied potentials of 70, 140, 210 and 280 mV were used for the measurement of dopamine, while four serial electrodes all set at 450 mV were used for analysis of o-phthalaldehyde-β-mercaptoethanol (OPA-βME) derived glutamate. For dopamine analysis, 20 μL of the supernatant was injected into a high-performance liquid chromatography (HPLC) system with 8 electrochemical sensors (CEAS model
5500, ESA, Inc., Bedford, MA). The monoamine mobile phase consisted of 0.05 M monobasic sodium phosphate; 250 mg/L heptanesulfonic acid; 8% methanol v/v and was adjusted to pH 3.0 with HPLC grade phosphoric acid. For glutamate analysis, 30 μL of supernatant was combined with 50 μL of OPA-βME derivatizing solution and 20 μL was injected into the HPLC for analysis. The amino acid mobile phase consisted of 0.1 M dibasic sodium phosphate, 3.1% acetonitrile (v/v) and 25% methanol (v/v) adjusted to pH 6.8 with phosphoric acid. OPA stock was prepared weekly. 27 mg of OPA was dissolved in 1.0 mL of methanol. Following the addition of 5 μL of βME, the solution was diluted to 10 mL with a borate-EDTA solution containing 0.1 M sodium tetraborate (pH 9.3) and 10 μM EDTA. The stock solution was stored at 4°C and protected from light. The working solution was prepared daily by diluting the stock solution with 3 parts borate/EDTA solution and placed into the refrigerated autosampler in an amber vial.

**Kynurenic Acid (KYNA) Analysis.** 20 μL of the supernatant was injected into the HPLC for analysis. KYNA levels were measured according to an isocratic method. The mobile phase consisted of 50 mM Na₂HPO₄ in 5% methanol at pH 6.26 (adjusted with H₃PO₄). A 15 cm x 4.6 mm³ un C₂₈ reverse-phase column (HR-150, ESA, Inc.) with a flow rate of 1 mL/min was used. The electrochemical sensors were set at 150, 200, 300, 600, 750, 1000, 1040 and 1090 mV.

**Results**

Striatal DA levels following continuous light exposure are shown in Figure 1. DA levels during the subjective night (samples taken at 5:00 a.m., est) were elevated relative to controls after 24 hours. However, following 48 hours of continuous light DA levels were suppressed. When compared to 12L:12D controls, animals held in 24 or 48 hours of continuous light registered no change in DA levels during the subjective day (samples taken at 5:00 p.m., est). Striatal dopamine levels following continuous dark exposure are shown in Figure 2. In 24 hours of constant dark, an increase in DA was observed in both daytime and nighttime levels. This increase was more pronounced in the night-time levels. In both subjective day and subjective night, DA levels remained elevated at 48 hours of continuous dark.

Striatal glutamate levels following continuous light exposure are shown in Figure 3. During both the subjective day (5:00 p.m.) and subjective night (5:00 a.m.), glutamate levels peaked at 24 hours of exposure and then decreased at 48 hours. A similar profile was observed during constant dark shown in Figure 4. Clearly, there was a faster rise to peak levels during both the subjective day and subjective night at 24 hours as compared to constant light.

Since glutamate levels were found to vary, attempts were made to determine whether similar changes were occurring in other endogenous EAA receptor ligands. Thus, kynurenic acid levels in rat striatum were measured during constant light and the results are shown in Figure 5. Exposure to constant light conditions suppressed KYNA levels during both the subjective day and subjective night. However, KYNA levels did not vary significantly during the subjective night. During the subjective day, KYNA levels decreased significantly within the first 24 hours. These light-induced levels remained low as long as continuous light conditions were maintained. In contrast, an increase in striatal KYNA levels was observed within 24 hours of constant dark conditions (Figure 6). This increase was transient however, in that there is a decrease to initial control values within 48 hours. Subjective night-time levels did not vary in the first 24 hours of constant dark, however, these levels rose rapidly to reflect daytime levels within 48 hours. Clearly, at the end of 48 hours, striatal KYNA levels were low during constant light and are elevated to approximately day-time control levels in constant dark.

**Discussion**

In the present study, we attempted to characterize the alterations in neurotransmitter levels within the striatum associated with variations in the environmental light/dark cycle. In 1993, Engber et al. suggested key roles for DA and EAA receptor-regulated pathways in the control of motor responses. They suggested that DA receptor-mediated pathways exhibit varying degrees of sensitivity to EAA receptor blockade and that some DA receptor-mediated responses require simultaneous NMDA receptor stimulation. These findings agreed with earlier reports by Martin-Iverson et al. (1991 & 1992) which suggested DA and EAA involvement in both locomotor
activity and the photic entrainment of circadian rhythms. However, the mechanisms by which dopaminergic neurons respond to alterations in the light/dark cycle is currently not known.

Results from these experiments contribute to a number of implications with regards to the response of the striatum to alterations in environmental lighting. Clearly, striatal DA, glutamate and KYNA undergo alterations in response to constant lighting conditions. Although a number of reports exist regarding glutamate's role in excitotoxic damage within the basal ganglia, little data is available explaining its impact on other transmitters with the region. Based on experimental evidence from Difazio et al. (1992) demonstrating glutamate's involvement in basal ganglia DA release, light-induced interactions between these two transmitter systems may exist presynaptically. Subsequently, these alterations may trigger biochemical and metabolic changes, such as an up- or down-regulation of transmitter receptor proteins in response to these transmitter levels, which in turn may facilitate the observed biological response. Both DA and glutamate levels were elevated at 24 hours constant light and dark, respectively. Reports from Knapp et al. (1987) demonstrated DA's role in increasing the sensitivity of retinal cells to glutamate excitotoxicity. Thus, elevated DA levels working in concert with elevated glutamate levels may subject the neuronal system to excitotoxic damage unless some compensatory mechanism is activated and maintained. Interestingly, KYNA levels, a tryptophan metabolize and endogenous EAA-receptor antagonist, were found to be suppressed at 48 hours of constant light. This suggests a loss of KYNA's neuroprotective antagonistic activity at EAA receptors and a potential increase in EAA excitotoxic susceptibility during light photoperiods. Clearly, an alteration in the natural balance between endogenous DA and EAA receptor ligands may confer varying degrees of susceptibility or protection relative to excitotoxicity in the CNS.
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Figure 1  Dopamine levels in rat striatum following exposure to continuous light.

Figure 2. Dopamine levels in rat striatum following exposure to continuous dark.
Figure 3. Glutamate levels in rat striatum following exposure to continuous light.

Figure 4. Glutamate Levels in rat striatum following exposure to continuous dark.
Figure 5. Kynurenic Acid levels in rat striatum following exposure to continuous light.

Figure 6. Kynurenic Acid levels in rat striatum following exposure to continuous dark.
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INTRODUCTION

The University of Texas at El Paso (UTEP) established the Pan American Center for Earth and Environmental Studies (PACES) in 1995 to conduct basic and applied research that contributes to NASA's Mission to Planet Earth [1]. Specifically, PACES provides a repository of remote sensing and other information that supports investigations into an improved understanding of geological, ecological and environmental processes occurring in the southwestern United States and Northern Mexico.

Approximately 85% of UTEP's students come from El Paso County, a fast growing urban region representative of many large cities in the Southwest that have, or will soon have, a majority of their population composed of groups currently underrepresented in the scientific and technical workforce. UTEP's student population has an ethnic distribution (63% Hispanic, 32% Anglo, 3% African American, 1.5% Asian American, and less than 1% Native American) that closely matches the demographics of the region it serves. Thus, UTEP has a mission to serve a multicultural population where minority students comprise the majority.

Most Hispanic students at UTEP are primarily of Mexican origin. A large number are first or second-generation U.S. citizens. Characteristics that unite Hispanic students, in particular those of Mexican-origin, are a strong sense of family loyalty and a belief that all family members are responsible for contributing to the economic stability and well-being of the family. Most of their families are larger in number than the national average, and a variety of generations live together or share considerable resources. Thus, many young people feel an obligation and a desire to go to work at a young age and to continue working while in college, thereby assisting their parents and other family members. Older siblings understand that they have responsibilities to do household chores, to aid their younger siblings economically, and to assist elderly family members. This "work ethic" within the context of family responsibilities is often viewed as being as important as higher education aspirations by both parents and university students. As a consequence, much effort at UTEP has been placed in recent years upon creating opportunities for students to earn income while working on campus as undergraduate research assistants on research projects related to their majors. Work assignments of this sort serve to promote retention efforts, to introduce students with the possibility of graduate study and to develop students professionally. Also, the involvement of students in group-oriented research projects at UTEP which require frequent oral and written reports has been proven beneficial at promoting communication skills of students. Because an estimated 60% of UTEP's students are first-generation college students, many are often uncertain graduate education.

PACES UNDERGRADUATE INTERN PROGRAM

The PACES Center has the goal of preparing well qualified young people to enter careers and graduate programs in areas related to environmental, earth and computing sciences and engineering. In an effort to influence students along these lines, the PACES Center initiated an undergraduate intern program during the summer of 1996. The goals of the program are to: (1) introduce student participants to technologies of interest to NASA in particular those of remote sensing and geographical information systems, (2) to develop research skills among student participants through their involvement in a group-oriented research project, (3) to prepare students...
to enter a career in an aerospace related field and (4) to encourage student participants to consider graduate school as an option after completion of their baccalaureate studies.

In light of these goals, ten undergraduate students drawn from engineering and science were selected to form the initial cohort of PACES undergraduate research interns. The students were recruited through an application process based in part upon grades but also on the basis of recommendations from faculty and personal statements written by the students relating to their future plans, including interest in graduate studies. In order to expand the pool of applicants, formal linkages were made with the Alliance for Minority Participation (AMP) for the University of Texas System. Whereas PACES has formal collaborative ties with the University of Texas at San Antonio, one of the selected students was from that institution with the rest from UTEP. All students which were selected were Hispanic. For their participation in the program, the students are rewarded with a monthly stipend, which was paid through funds provided with our grant from NASA.

The underlying technologies of NASA's Mission to Planet Earth of primary interest to the PACES Center are remote sensing and geographical information systems (GIS). The use of remote sensing as a tool for analyses of environmental, cultural, and natural resource management characteristics is well documented [3]. A natural companion to remote sensing as a tool for solving problems associated with land-based processes is the geographical information system (GIS). In addition to representing landscape features, a GIS can be used in management to predict the consequences of a contemplated action, evaluate the results of actions that have been taken, and compare alternative actions. In most basic terms, a GIS is a computerized mapping system for capture, storage, management, analysis and display of spatial and descriptive data.

During the summer, the student interns were provided with a series of lectures on different aspects of remote sensing and geographical information systems. The lectures were held daily in the PACES Center over an eight week period. The textbook by Sabens, [3], and its accompanying laboratory manual were used for instruction. Additionally, the students were provided with instruction in the use of the image processing software package, PCI and a geographical information software system, SPANS Explorer.

The PACES Center provides summer support for eight science and engineering faculty at UTEP who are involved in projects relating to the PACES research mission. Each of these faculty gave an afternoon-long seminar on the research that they were performing and how it related to NASA's MTPE. At these seminars, students were able to recognize how remote sensing could be applied to solve down to earth problems. Additionally, they were able to ask questions and were able to observe what a future appointment as a graduate student might be like.

AFRICANIZED HONEY BEE INVESTIGATION

In 1956, the African honey bee was introduced into Brazil. The hope was to create a strain of honey bee which was better suited for the tropical environment of South America and to improve honey production. In 1957, 26 colonies escaped and began interbreeding with the native bees. These new Africanized Honey Bees (AHB's) have a greater tendency to swarm and abscond than domesticated European honey bees. The AHB's have been spreading at a rate of 80 to 500 kilometers annually. At the present time, the AHB has successfully colonized much South and Central America. At the present time, there appears to be no known obstacle that will prevent its colonizing the warmer areas of the United States [4]. In the path of their northward migration, they have reduced honey production and negatively impacted crop pollination, livestock production, tourism and public health. The migration of the AHB's reached the United States in October, 1990 near Hidalgo, Texas in the lower Rio Grande valley. At the present time, AHB sightings have occurred in parts of south and west Texas, southern New Mexico, southern Arizona, the central valley of California.

The impact of AHB's on local economies has been significant. Based on 1981 prices [5], the U.S. beekeeping industry may experience annual losses in the range of $26-$58 million if the AHB
colonizes the Southern and Southwestern U.S. and causes the same types of problems it has caused in South and Central America. In some areas, beekeeping and honey production declined because as many as 80% of the amateur beekeepers abandoned their colonies, up to 20% of the commercial beekeepers quit beekeeping, and honey production by the remaining colonies declined. Although the AHB is implicated in changes in honey production, other factors including weather, destruction of forests and increased pesticide use (especially on cotton) may have contributed to reduced honey production.

At the Spring Advisory Board meeting for the PACES Center, research personnel from the Center for Health Applications of Aerospace and Related Technologies at NASA Ames Research Center suggested that it would be interesting to investigate the northward migration of Africanized Honey Bees (AHB's) using remote sensing and geographical information systems as tools. From this recommendation came the centerpiece group research project for the PACES undergraduate interns. As a consequence, the summer interns were organized into a research team with the goal to develop a GIS to track the northward migration of the AHB and to better understand the interaction of climatic, ecological and environmental factors influencing their movement.

The PACES Center acquired a software package for GIS development, SPANS Explorer, which is distributed by TYDAC Technologies, Inc. The SPANS Explorer software package has several formats for data layers and methods for analysis well suited for the AHB migration study. As background, at the core of any GIS is a base map. Information can then be added to complement the base map by overlaying data layers.

The attribute data that is being used in the development of the AHB migration GIS can be grouped into the categories of climatic, land usage and bee sighting data. The data in each of these categories are incorporated into the GIS as data layers. The first category, climatic data, consists of the number of frost free days, the average monthly temperature and amount of precipitation. This data is compiled on a county-wide basis. All three of these factors have been reported as important factors influencing the migration of AHB's [5]. The climatic data was acquired form the National Weather Service and the National Climate Data Center. The second category of data, land usage, is being assembled on the basis of information being acquired from State Departments of Agriculture and Commerce. The third category of data, bee sightings, provides the most important information of likely bee migration.

Information regarding the characteristics and spatial distribution of the Earth's land cover is critical to understanding AHB migration. During the past decade, substantial progress has been made in using National Oceanic and Atmospheric Administration (NOAA) Advanced Very High Resolution Radiometer (AVHRR) data for land cover characterization [6]. AVHRR data have only moderate spatial resolution (1 km) when compared, for example, to Landsat's 30 m resolution for thematic mapper or SPOT's 20 m for multispectral and 10 m for panchromatic data. However, the AVHRR data is collected more frequently with virtually entire global coverage twice each day. The high frequency of coverage enhances the likelihood that cloud-free observations can be obtained for specific temporal window, and makes it possible to monitor change in land cover conditions, over short periods, such as a growing season.

At the present time, remote sensing data obtained from the AVHRR sensor is also being incorporated into the GIS through a data layer which stores vegetation greenness. Greenness is most often quantified using a vegetation index, commonly the Normalized Difference Vegetation Index (NDVI) [7] which can be calculated using the AVHRR sensor suite.

In our investigation of AHB migration, AVHRR data is being used to characterize land cover in our study area which includes much of the southern border region of the United States with Mexico. To date, we have imported hi-weekly NDVI calculations back to the year 1989. We are using time series of NDVI readings to stratify regions of vegetated land cover from barren land. We next intend to perform an unsupervised learning procedure to extract clusters of the various land cover types in our study region.
SUMMARY AND FUTURE WORK

The progress made by the PACES Undergraduate Interns during the summer period was impressive. The group was able to develop a rudimentary GIS with attribute data relating to climate and bee sightings. At the end of the summer, PACES sponsored a trip to NASA Ames Research Center to enable the students to present their research results. Two group presentations were made: one stressing the biological characterization of the AHB's and the other emphasizing the software aspects of developing the GIS. While at Ames, the interns were able to interact with numerous scientists and engineers as well as to visit numerous research facilities. In addition, the students were able to gather information about graduate education opportunities in the San Francisco area.

Following the summer, all interns continue to work on various aspects of the project as undergraduate research assistants. At the present time, correlation studies which are based on observations of the standard deviation of NDVI measurements from the AVHRR data are being conducted. As an adjunct to the project, the interns have accepted the challenge of community service by developing plans for the construction of a bee observatory. The bee observatory will house actual bee colonies and will include information on the habits and behavior of bees. Plans call for the building of two bee observatories. One will be located on the grounds of the Chamizal National Monument located on the international border in El Paso and the other will be sited on the UTEP campus. It is hoped that the bee observatories will serve to educate the public on bees and their value to our society and the economy. They will also be utilized in a variety of science outreach programs directed at young students.

At the present time, we envision a series of student publications to result from this program [8]-[10]. Also, one student will soon complete a senior Honors Thesis on work completed through the program. The experience gained from the preparation and presentation of research papers at professional meetings and to groups of professionals has had a very beneficial impact on all student participants.
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Introduction

Crystalline Colloidal Arrays (CCA, also known as colloidal crystals), compose of aqueous or nonaqueous dispersions of self-assembled nanosized polymer colloidal spheres, are emerging toward the development of advanced optical devices for technological applications. The spontaneous self assembly of polymer spheres in a dielectric medium results from the electrostatic repulsive interaction between particles of uniform size and charge distribution. In a way similar to atomic crystals that diffract X-rays, CCA dispersions in thin quartz cells selectively and efficiently Bragg diffract the incident visible light. The reason for this diffraction is because the lattice (body or face centered cubic) spacing is on the order of the wavelength of visible light. Unlike the atomic crystals that diffract a fixed wavelength, colloidal crystals in principle, depending on the particle size, particle number and charge density, can diffract UV, Vis or IR light. Therefore, the CCA dispersions can be used as laser filters. Besides, the diffraction intensity depends on the refractive index mismatch between polymer spheres and dielectric medium; therefore, it is possible to modulate incident light intensities by manipulating the index of either the spheres or the medium.

Our interest in CCA is in the fabrication of all-optical devices such as optical switches, limiters, and spatial light modulators for optical signal processing. The two major requirements from a materials standpoint are the incorporation of suitable nonlinear optical materials (NLO) into polymer spheres which will allow us to alter the refractive index of the spheres by intense laser radiation, and preparation of solid CCA filters which can resist laser damage. The fabrication of solid composite filters not only has the advantage that the films are easier to handle, but also the arrays in solid films are more robust than in liquid media. In this paper, we report the photopolymerization process used to trap CCA in polymer matrices, the factors which affect the optical diffraction qualities of resulting polymer films, and methods to improve the efficiencies of solid optical filters. Before this, we also present the experimental demonstration, of controlling the optical diffraction intensities from aqueous CCA dispersions by varying the temperature, which establishes the feasibility of fabricating all-optical switching devices with nonlinear periodic array Structures.

Temperature Switchable Optical Filters

Figure 1 shows the dramatic optical diffraction responses of aqueous CCA of poly(N-isopropyl acrylamide) microgel (PNIPAM) spheres as a function of temperature. The CCA barely diffracted the incident light at 10 °C, but diffracted the light very effectively at 40 °C, and thus, this CCA dispersion acts as an optical switch. The optical responses of CCA with temperature are highly reversible, and no hysteresis was noticed even after several rapid heating and cooling cycles of the samples.

The PNIPAM gel is an interesting thermosensitive polymer which exhibits a reversible volume change in aqueous medium at 32 °C, causing many of its physicochemical properties to change concurrently. Below the phase transition temperature, the low cross linked microgel spheres are highly swollen and have a refractive index value that is close to water. Above this temperature, the spheres are collapsed and have a refractive index close to the polymer. The decrease in particle size and increase in the refractive index of the spheres with increase in temperature have opposite effects on the particle scattering intensity. The observed increase in diffraction intensity indicates that the contribution from the changes in the refractive index dominates more than the particle size change in altering the optical properties.

Figure 1. Optical diffraction intensity (left) from aqueous ordered dispersion of 3% crosslinked poly(N-isopropyl acrylamide) hydrogel spheres as a function of temperature. Light scattering from disordered dispersion of very low concentration of spheres as a function of temperature (right).
The scattering intensity from a very dilute colloidal dispersion (0.01 wt% solids) as a function of temperature is shown in the inset of Figure 1. Between the two extreme temperatures studied, the scattering intensity increased only by a factor of 2, however, the diffraction intensity increased by a factor of 6. These experiments indicate that it is possible to create a laser induced optical switch or limiter with CCA incorporated with NLO materials.

Colloidal crystals suspended in liquid media are very sensitive to ionic impurities and, as well, to any external weak forces such as shear, heat, gravity and electric fields that can melt these crystals. The fragility of the crystallites is due to their low bulk and shear moduli. Therefore, it is essential to convert these delicate structures into robust systems in order to use them in optical device applications. The recently developed photopolymerization methodology of trapping the macroscopic ordered structures in solid polymer matrices is very successful in overcoming the aforementioned problems. However, at the present time, the development of these polymer nanocomposite filters is not fully matured yet, and suffers from a lack of reproducibility of optical diffraction properties either from one polymerized film to another or from the prepolymerized fluid film to its corresponding polymerized film. The following section analyzes the method of preparation of solid filters and their optical properties to understand the dynamics of crystallite during the photoinitiated polymerization processes.

Crystalline Colloidal Arrays in Acrylic Polymer Matrices

To manufacture solid nanocomposite laser filters from liquid CCA dispersions, we initially modified the surface of colloidal silica spheres by treating them with the silane coupling agent, 3-(trimethoxy)isilyl-propyl methacrylate (TPM). Transferred the TPM coated silica spheres into either methyl acrylate (MA) or methyl methacrylate (MMA) monomer, and allowed the spheres to self assemble before irradiating the monomeric dispersions. The photopolymerization experiments were conducted at ambient temperature for 4 h using a medium pressure mercury arc lamp. Figure 2 shows the optical diffraction from liquid and solid crystalline colloidal dispersions. A very large shift of the Bragg diffraction peak and a much wider bandwidth is obvious for the polymerized film. The diffracted wavelength shifted from 554 to 490 nm which corresponds to a 15% decrease in d spacing or a 45% compression of the original lattice. The peak bandwidth increased from 4 nm to about 15-20 nm in the polymerized film. The lattice compression in the polymerized film has been attributed mostly to the volume shrinkage of the host matrix. Based on the observation that only the thickness (but not length and width) of the polymerized film decreased, it has been proposed that the crystalline structure transforms from a face centered cube to a rhombohedral during the photopolymerization process.

This model raises the following questions: why does the volume of the monomeric dispersion decrease only in thickness during polymerization? For example, the volume fraction of MMA used in the dispersion is 0.805 and hence a 17% decrease in volume (21% for neat MMA) can be expected after the solidification process. The decrease in volume is due to the loss of the bulky π electron cloud which is perpendicular to the carbon-carbon double bond. Since the volume change of the monomer matrix occurs at the molecular level, the volume should shrink uniformly in all three dimensions with a 5.6% decrease in each dimension. However, the host volume in the polymerized film decreased profoundly in one dimension, that is in thickness, by about 14%. Secondly it is not clear how the microscopic volume changes during polymerization affects the lattice dimensions and the lattice structure during polymerization. On the other hand, the effect of macroscopic volume shrinkage of the host polymer network on crystal compression, when a temperature sensitive poly(N-isopropyl acrylamide) hydrogel network embedded with arrays of polystyrene latex spheres is exposed to heat, has been examined. The volume of the gel network shrunk isotropically with increase in temperature, and the network compressed the crystal lattice uniformly. Thirdly, this model does not take into account the dynamics of colloidal crystals. It is well known that the spheres in a lattice vibrate continuously from their equilibrium positions, and colloidal crystals dynamically respond to external radiation stimulus.
Dynamics of Colloidal Crystals

During the photopolymerization of silica-MMA dispersions, the dynamics of colloidal crystals changes dramatically, not because of the stress of volume shrinkage, but due to the changes in the dielectric properties of the host matrix. As the monomer converts to polymer, the dielectric property of the medium changes for two reasons. Firstly, the polarizability of vinyl monomer is greater than the monomer unit in the corresponding polymer and secondly the heat liberated during reaction decreases the dielectric constant. The dielectric constant of PMMA (2.60 at 1 MHz) is less than MMA (6.32 at 1 MHz) by a factor of 2.4. This decrease in dielectric constant of the host decreases the electrostatic repulsive interaction between the spheres as a result of counter-ion association. This causes the colloidal crystals to shrink during polymerization. The interparticle interaction potential \( U \) between two spheres of radius \( a \) at a distance \( r \) is a strong function of the dielectric constant \( \varepsilon \) of the medium, and is shown in Eq \( (1) \)

\[
U(r) = \frac{(Ze)^2}{\varepsilon} \left( \frac{\exp(k\varepsilon_0 a)}{1 + k\varepsilon_0 a} \right) \exp(-kr) \frac{1}{r}
\]

where \( Ze \) is the particle charge, and the inverse Debye screening length \( k \) is given by

\[
k^2 = \frac{1}{\varepsilon_0} \left( n_p Z + n_i \right)
\]

where \( n_p \) is the particle concentration, \( n_i \) is the ionic impurity concentration, \( k_B \) is the Boltzmann constant and \( T \) is the temperature.

The effect of polarizability of dielectric medium on colloidal crystals of TPM silica has been demonstrated by Philipse and Vrij. The number of charges on a TPM silica sphere decreased from -500 to 90 as the dielectric constant of the medium was changed from a pure ethanol \( (\varepsilon=25) \) to a mixture of toluene/ethanol, 70/30 v/v \( (\varepsilon=10) \). This led to a decrease in inverse Debye length from 100 nm to about 50 nm. The effect of local heating of colloidal crystals using a laser beam on lattice compression has been investigated by Asher et al. The localized compression of the dyed colloidal crystals has been attributed to reduced electrostatic interaction between the spheres which results from the temperature dependent dielectric constant of the medium. These experiments clearly support our assumption that the change in dielectric constant of the matrix is responsible for the lattice shrinkage during polymerization. The accompanied shrinkage in volume of the host minimizes the disorganization of sphere arrays.

The broader bandwidths resulting from a decrease in the degree of orderliness of spheres, heterogeneities of optical diffraction properties within a polymerized film and the decrease in film thickness are ascribed to the effect of gravity induced convection and sedimentation. Before arguing the effect of convection on organized colloidal spheres in monomer matrix during polymerization processes, we discuss the origins of convection in silica-MMA dispersion, and the factors which influence the convective flows most.

Convective Instabilities

It is well known that gravity induced convective flows arise in an unstirred system whenever density gradients exist. There may be several variations that can create density gradients: the presence of more than one phase, material phase transitions from one state to another, and differences in either temperature or concentration.

All of the variations mentioned above which can produce density differences do exist when a colloidal dispersion is subjected to irradiation. As UV radiation penetrates into the methyl methacrylate dispersion in which the arrays of submicron silica spheres are suspended, the light attenuates gradually in the direction of propagation because of the absorption of light by the photoinitiator and monomer molecules present in the dispersion. Further, the light attenuates due to scattering by the colloidal spheres which are in the of 100-150 nm diameter range and occupy about 20% of the total volume. In contrast to the absorption of light by the photoinitiator and MMA molecules, the photon scattering by the colloidal particles produce no heat in the dispersion. The intensity losses due to absorption and scattering result in an intensity gradient along the direction of light propagation in the dispersion. Because of this intensity gradient in the dispersion, the polymerization rate, which is intensity dependent, varies in the dispersion. Hence, the reaction rate at the dispersion layers where the light enters would be higher and decreases gradually in the medium. Since the addition polymerization reaction is exothermic (the heat of polymerization of MMA is 13.0 kcal/mole), the liberated heat causes an added thermal gradient in the dispersion due to lack of thermodynamic equilibrium. Additionally, the glass/quartz cell containers used to fill the colloidal array dispersions also absorb the UV radiation and cause thermal gradients in the dispersion. These thermal gradients in
the dispersion generate density gradients (\(\Delta \rho_{\text{thermal}}\) is negative), and the density gradients under the influence of gravity induces convective fluid motions.

Furthermore, a large decrease in the partial molar volume of the matrix and concentration changes of the monomer during polymerization induce density gradients (\(\Delta \rho_{\text{monomer}}\) is positive) in the dispersion. In addition to density gradients created by the matrix monomer during the reaction, density gradients exist even before the reaction starts due to the presence of denser colloidal silica spheres (1.79 g/cm\(^3\)) dispersed in the lighter MMA (0.94 g/cm\(^3\)). As mentioned, the sphere concentration also changes due to reduced interparticle interactions, and heterogeneities in the reaction rate across the dispersion due to intensity gradients cause density gradients (\(\Delta \rho_{\text{spheres}}\) is positive). Therefore, a net density change (\(\Delta \rho\)) during the polymerization of monomeric dispersion is

\[
\Delta \rho = \Delta \rho_{\text{thermal}} + \Delta \rho_{\text{monomer}} - \Delta \rho_{\text{spheres}}
\]

Since the photopolymerization experiments are conducted at ambient temperatures, we presume that the density gradients which arise from the thermal effect is smaller than the density gradients resulting from concentration changes of monomer and spheres (solutal convection), and the volume changes of the monomer matrix (double diffusive convection). The reacted top layers in the horizontally held dispersion become denser because of the positive \(\Delta \rho\) and are positioned above the less dense unreacted fluid layers. Therefore, under the influence of gravity, these dense layers sink to the bottom and a decrease in film thickness results after polymerization. This decrease in fluid film thickness during polymerization can create free surfaces and, consequently Marangoni convection may develop in addition to buoyancy effects due to the presence of density gradients in these systems. The magnitude of fluid motions may be small due to small cell container dimensions, but large enough to deform the deicate crystalline structures. The following experimental observations also indicate that the gravity driven heat and mass transport play a crucial roles in the photopolymerization of monomeric dispersions in thin cells.

The silica-MMA dispersion polymerized in the horizontal configuration (Fig. 2) showed optical diffraction whereas the dispersion polymerized in the vertical configuration did not. Since no other experimental parameters are changed except the orientation of the cell, which can affect neither the heat of polymerization nor the volume shrinkage of the host, the observed phenomenon has to be gravity related. The disappearance of Bragg diffraction from the solidified films is a result of either complete destruction of ordered arrays of spheres or disorientation of the lattice planes of the crystallite. Crandall and Williams, Kesavamoorthy and Arora have reported that the gravitational force significantly affects the interacting colloidal polystyrene spheres (100 nm in diameter and density of 1.05 g/cm\(^3\)) dispersed in aqueous medium and compresses the lattice. Therefore, we initially thought that the disappearance of the Bragg diffraction peak from the silica-PMMA dispersion, which was kept in the vertical position just before polymerization, is due to the gravitational sedimentation of the colloidal crystals. The crystallites of silica spheres, which were grown for a few days with the cell container in the horizontal position, are in gravitational equilibrium because the rate of sedimentation equilibrium is faster than the rate of crystallization. Upon tilting the position of the cell container to vertical orientation, these crystallite, under the influence of gravity, tend to reach a new sedimentation equilibrium, and can deform. However, the Bragg diffraction peak was not destroyed in the unpolymerized dispersion, although the peak position and shape change, when the fluid sample was held vertically in a spectrophotometer for 3-4 h, the duration of the photopolymerization process. These experimental results suggest that the absence of diffraction from the vertically held polymerized sample is not simply due to sedimentation of crystallites under the influence of gravity.

It appears that the polymerization process makes the fluid more unstable in a vertically oriented photocell than in one horizontally orientated. In the vertical configuration, as mentioned above, the gravitational force acts on colloidal crystals. In addition to this, density gradients in the dispersion, created by the intensity dependent reaction, induce convection flows. Considering the fact that the reaction liberates heat, the density of dispersion layers which are close to the radiation source become lower and gravity, therefore, induces movement of these layers. On the other hand, these layers become denser if the effect of solutal and double diffusive convection dominate thermal convection. Again, in this case, gravity drives the motion of the fluid layers. In any case, the fluid in the vertical configuration is unstable and the gravitational force can randomize the sphere arrays during polymerization. However in the case of the horizontal configuration, the fluid layers which are close to the radiation source are on top, and these become less dense due to positive AT. Since these layers stay over the dense bottom layers, gravity may not induce convection, and thus the dispersion in this configuration is stably stratified. The top layers become denser due to positive \(\Delta \rho\) as mentioned above, and sink to the bottom by the acceleration due to gravity. The sedimentation of dense layers may not randomize the sphere packing, but lattice dimensions certainly change. That is why the polymerized film obtained in the horizontal position diffracted the incident light (Figure 2).
In another experiment, in spite of keeping the photochemical cell in the vertical position, the Bragg diffraction has been observed from the solidified poly(MMA-co-HEMA) film (Figure 3). As stated earlier, the vertical configuration is highly unstable because of buoyancy induced fluid fluctuations. Such motions in general are opposed by viscous drag forces. The HEMA (2-hydroxyethyl methacrylate) is more viscous and denser than MMA. Therefore the bulk viscosity of the monomer mixture (MMA/HEMA; 65/35 wt%) is higher than neat MMA and hence the high viscous matrix stabilizes the dispersion against convection and thereby minimizes the mass transport as observed with silica-PMMA film. As a result, the periodic arrays of silica spheres are not disturbed completely after polymerization. However, the crystalline lattice is still compressed during the reaction and this is because of reduced interparticle interactions as stated earlier. The attempts to self-assemble the colloidal silica spheres in neat HEMA are not successful because of the high viscous matrix which reduces the rate of crystal growth.

One of the major components in the dispersion which could lead to large convective instabilities during the polymerization process is the photoinitiator, if both initiator concentration and its extinction coefficient are high in the dispersion, intensity gradients can produce large scale buoyant forces. The self-screening effect by the photoinitiator molecules can not be eliminated but maybe reduced by carefully choosing an optimum concentration of photoinitiator for a given thickness of the dispersion. The initial concentration of the photoinitiator, 2,2-dimethoxy-2-phenyl aceto phenone, employed in a 0.26 mm thick dispersion is 1 wt%. However, later investigations study the effect of varying this photoinitiator concentration (from 0.2 to 5.0 wt%) on optical diffraction properties of polymethyl acrylate composite films. The diffraction peak bandwidths are narrower at 0.2 wt% which suggest that the periodic arrays are less disturbed at these levels. These results are not surprising because the lower the photoinitiator concentration, the smaller the intensity gradients in the dispersion, which thus minimizes the density gradients. The low initiator concentrations favor minimal convection at the expense of slow reaction rates.

Conclusion

We have identified several factors which influence the dynamics of colloidal crystals during the photoinitiated bulk polymerization process. To design better noncomposite laser filters, the lattice compression, volume shrinkage of the monomer matrix, and the gravity induced convection and sedimentation have to be minimized. Further, understanding the effect of gravity on colloidal crystals during polymerization is essential. Microgravity provides a unique convection-free and sedimentation-tie environment. Processing of materials in such an environment could lead to a better understanding of the effect of gravity on these processes.
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SUMMARY/OVERVIEW

Non-intrusive optical diagnostic techniques such as Electron Beam Fluorescence (EBF), Laser-Induced Fluorescence (LIF), and Focusing Schlieren (FS) have been setup for high-speed flow characterization and large flowfield visualization, respectively. Fluorescence emission from the First Negative band of $N_2^+$ with the (0,0) vibration transition (at $\lambda = 391.44$ nm) was obtained using the EBF technique and a quenching rate of $N_2^{++}$ molecules by argon gas was reported. A very high sensitivity FS system was built and applied in the High-Speed Flow Generator (HFG) at NASA LaRC. A LIF system is available at the Advanced Propulsion Laboratory (APL) on campus and a plume exhaust velocity measurement, measuring the Doppler shift from $\lambda = 728.7$ nm of argon gas, is under way.

INTRODUCTION

Advancement of non-intrusive optical diagnostic techniques has been a major area of research since the founding of the Research Center for Optical Physics (RCOP) at Hampton University. Many non-intrusive optical techniques have been developed and successfully applied worldwide in high-speed flow facilities and other areas of research during the past two decades. Among them, Electron Beam Fluorescence (EBF), Laser-Induced Fluorescence (LIF), Rayleigh/Raman Scattering (RRS), Coherent Anti-Raman Scattering (CARS), Laser Doppler Velocimetry (LDV), and Focusing Schlieren (FS) were commonly chosen by researchers because of their wide range of applications.

Our goals for the development of several non-intrusive techniques (namely EBF, LIF, and FS) at RCOP were two-fold: first, to apply these techniques in the aerodynamic wind tunnels at NASA Langley Research Center and second, to apply them in the Advanced Propulsion Laboratory (APL) (supported by a AFOSR Grant) at Hampton University. The developed FS system is already being applied in the HFG facility at NASA LaRC to visualize low-density flow in the free-jet regime.
A. Electron-Beam Fluorescence

A schematic of our EBF system is shown in Figure 1. The system mainly consists of a commercially available electron gun, a stainless steel vacuum chamber, vacuum pumping system, spectroscopic system, gas supply, and focusing optics. One or two gases can be mixed and flowed into the continuously-pumped vacuum chamber until a static pressure is reached. The electron gun, maintained at a pressure of less than 104 Torr, can then be energized between 100 eV and 10 keV. The beam of electrons (between 1 and 2 mm diameter) traverses the chamber, passes through the gas at the center of the chamber, and is collected by a faraday cup, which collects the beam current. The fluorescence emission produced is then observed through an 80 mm diameter quartz window and focused, with a 150 mm quartz lens, into the entrance slit of a 0.22 m double spectrometer. The 0.22 m double spectrometer provides dispersion (with two 1200 gr/mm holographic gratings) at the exit slit where a photomultiplier tube is mounted to amplify the signal. The spectral information can then be sent to a computer where it was displayed and analyzed.

![Diagram of the Electron Beam Fluorescence system.](image)

The EBF system was calibrated with N₂ gas to evaluate its sensitivity and reliability for application to high-speed aerodynamic flowfields. Among many channels of electron-N₂ collisional kinetics, excited molecular nitrogen ions, N₂ **, are mainly produced in the reaction

\[ e^+ + N_2 \rightarrow N_2^{**} (B^2\Sigma_u^+) + 2e^- \]

This is followed by the emission of fluorescence in the First Negative band,

\[ N_2^{**} \rightarrow N_2^+(X^2\Sigma_g^+) + h\nu \]
with the (0,0) vibrational transition (at $\lambda = 391.44$ nm) being the most intense feature and considered to be a sensitive probe for $N_2$ concentration.

Figure 2 shows some of our preliminary experimental results. Figure 2a is a typical emission spectrum of $N_2^+$ emission in the First Negative band between 320 and 500 nm. We were also able to determine the quenching rate of $N_2^+$ emission (at $\lambda = 391.44$ nm) by argon in order to shed some light on the radiative properties of hypersonic aerospace vehicle bow-shock layers (see Figure 2b). We calculated a quenching rate, $k$, in the order of $10^{16}$ cm$^3$mol$^{-1}$s$^{-1}$. This is two orders of magnitude higher than we anticipated ($k_0$ is typically less than $4.5 \times 10^{14}$ cm$^3$ mol$^{-1}$ s$^{-1}$ for $N_2^+$ + Ar). The source of our error is being investigated.

![Figure 2.](image)

Figure 2. (a) Typical fluorescence emission spectrum of $N_2^+$ First Negative Band. (b) Curve of $N_2^+$ emission (at $\lambda = 391.44$ nm) quenching by argon.

B. Focusing Schlieren

The Focusing Schlieren technique has several advantages for flow visualization because it produces a natural, easily-interpretable image of refractive-index-gradient fields. This low-cost technique also has focusing capability, and high sensitivity. Figure 3 shows a layout of the optical components of a small-field, high-sensitivity Focusing Schlieren system. This system consists of a source grid and a cut-off grid (located on opposite sides of the flowfield), a light source, a Fresnel lens, an image lens, and an intensified CCD camera. Refraction of the collimated light beam in the flow region moves the image of the source relative to the knife edge, which results in a change in the brightness at the image of the test section.

![Figure 3.](image)

Figure 3. Layout of optical components of a small-field, high-sensitivity Focusing Schlieren system.
A Focusing Schlieren system is characterized by its sensitivity, resolution, and depth of focus\(^7\). The sensitivity of the system is defined by the angle of deflection normal to the knife edge. If this angle is shown by \(\varepsilon'\), the image of the source shifts by \(\Delta a \varepsilon' L'\), where \(a\) is the light source image height above the cut-off grid, and \(L'\) is the distance from the lens to the cut-off grid. This results in a change in intensity

\[
\frac{\Delta I}{I} = \frac{\Delta a}{a} = \varepsilon' \left( \frac{L'}{a} \right)
\]

If we use the criterion that the smallest change in brightness that can be detected is 10%, the sensitivity of the system becomes \(\varepsilon' \approx 0.1 \left( a/L' \right)\), and this quantity is defined as

\[
\varepsilon'_{\text{min}} = 20626 \left( \frac{a}{L} \right) \text{arcsec}
\]

Due to the non-parallel nature of the light, the sensitivity of the Focusing Schlieren is:

\[
\varepsilon'_{\text{min}} = \frac{20626aL}{L'(L - 1)} \text{arcsec}
\]

where, \(L\) is the distance from the source grid to the lens and \(l\) is the distance from the flowfield object to the lens.

The following parameters specify the sensitivity of our system:

\(L = 7.6\) m, \(L' = 1.17\) m, \(l = 4.6\) m, and \(a = 0.038\) mm. Sensitivity \(\varepsilon'_{\text{min}} = 1.7\) arcsec.

Figure 4 shows a diagram of the small-field, high brightness, and highly-sensitive Focusing Schlieren system incorporated into the High-Speed Flow Generator (HFG) at NASA LaRC. This system is able to visualize and analyze low density high-speed flows. Of particular interest is the visualization of the boundary layers associated with a continuum free jet expansion.

![Figure 4. Diagram of the highly-sensitive Focusing Schlieren system incorporated into the High-Speed Flow Generator (HFG) at NASA LaRC.](image)
Figures 5a and 5b show preliminary results of the application of this system to low density.

C. Laser-Induced Fluorescence

Figure 6 shows the layout of LIF diagnostic of the APS, namely, the Solar Thermal-Electric Propulsion (STEP) system. A tunable dye laser (Lambda Physik, LPD 3002CES; Tuning range 332 nm - 860 nm) pumped by an excimer laser (Lambda Physik, LPX 2201 CC; Computer controlled, maximum energy of 200 mJ, pulse duration of 12 ns, 60 Hz) is in place and has been tested for operation. The exhaust flow speed from the STEP is expected to reach several km per sec, providing an ideal testbed for the LIF technique. The dye laser system has produced an output of 11 mJ per pulse at 570 nm when Rhodamine 6G was used in a preliminary test run.

In order to measure the density, velocity, and temperature of the high-speed exhaust flow in the STEP system, we will use the intensity, Doppler shift, and broadening of the 728.7 nm fluorescence line of argon gas, respectively. This task is under way and the expected results will be reported later.
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Abstract This paper discusses some issues related to designing a single event upset (SEU) tolerant CMOS SRAM using a commercial VLSI process. The techniques used for the design are on-chip error correction and active resistance SEU hardening. The key difference of this approach from the traditional techniques is that it achieves SEU protection via a circuit design approach while the traditional approaches are mainly based on radiation tolerant processes. Since no process modification is required, a commercial IC process can be used to develop SEU immune products when the total dose effects are not a concern.

I. Introduction

This paper discusses some issues related to designing an SEU tolerant CMOS SRAM using a commercial VLSI process. The techniques used for the design are on-chip error correction and active resistance SEU hardening [1,2]. The on-chip error correction technique employs a linear block coding (LBC) circuit to correct single-bit errors in the CMOS SRAM. This technique, capable of detecting double-bits errors, corrects errors by flipping the error bit rather than rewriting the entire corrected code word which reduces the writing time and the complexity of the circuitry. It also eliminates the problems caused by error accumulation. Since the LBC circuit can only safeguard the data stored in the SW, the data which are used by the LBC circuit has to be protected from SEU effects by other means. The data which can be generated, such as the addresses of the bits of a code word, are generated instead of being stored, so that the duration of SEU upsets will be very short. The data which has to be stored are stored in SEU immune buffers. The SEU immunity of these buffers is provided by transmission gate (TG) like active SEU hardening resistors.

Error control coding techniques have been used for correcting SEU induced errors in SRAM memory. The information stored in the memory is organized as code words which contain data bits and check bits. Error detection and correction logic generates the check bits upon a write operation and uses the data and check bits upon a read operation for error detection and correction. There are many drawbacks in such an approach. A data word is fed to the error detection and correction circuit for generating new check bits only when a bit of that word is used. Therefore, if that word is not used for a long time, errors could be accumulated in the code word and become uncorrectable. Moreover, it takes a long time before a bit becomes available in a read operation because the error detection and correction must be performed first. After errors have been corrected, the entire code word is written back to the memory, which is time consuming. The proposed approach will not have these problems.

This paper is organized as follows. The organization of the SEU immune CMOS SRAM and the architecture of error detection and correction circuitry are described in the second section. The aspects of the major components of the SRAM are described in the third section. Active resistor hardening technique is discussed in the fourth section. The layout of an SEU immune memory cell is given in this section. Conclusions are given in the last section.

II. Organization of the SEU Immune SRAM

A prototyping SEU immune SRAM of the proposed architecture is being designed. It consists of the following functional blocks (Fig. 1): the storage array, the address generation the row and column decoders, the read/write circuit, the parity generation, the error detection and correction and the input data control.

1. The storage array is divided into two 16×16 SRAMs, one for data bits and one for check bits. An (8,4) LBC code, consisting of 4 data bits and 4 check bits, is used. The check bit SRAM is not accessible by the user. To the user, the chip is just a conventional 16×16 SRAM. Each SRAM is divided into 4 different
blocks. Different bits of the code words are stored in different blocks in their respective positions. A detailed discussion is given in the next section.

2. The address generator produces the addresses of all the bits in a code word according to the address of a reference bit. The addresses of all the reference bits are generated by a sequential ring counter. The check bit SRAM is in parallel with the data SRAM. Only one address generation is sufficient. Another function of the generator is to determine the address of the reference bit if one of the data bits of its code word is to be written.

3. The row and column decoders are the same as those of conventional SRAMs, decoding the row and column addresses of the bit to be read or written.

4. The read/write circuit has the same functions as those of conventional SRAMs, performing read/write operations. No error detection or correction is performed at this stage, so that the data can be quickly accessed from or sent to the data SRAM.

5. The parity generation generates the parity check bits of the code words. When a bit in the data SRAM is written by the user, a new code word has to be generated and stored. According to the address of the reference bit of this code word provided by the address generator, the parity generator works with the read/write circuit to load the remaining three data bits of the code word and generates the four parity check bits, and then stores the new parity bits.

6. The error detection and correction is continuously working under the supervision of the input data control circuit to detect and correct single-bit errors that occur in both the data and parity check SRAMs.

7. The input data control sends an interrupt signal to pause the detection and correction process and switches the control to the read/write circuit, when there is a Read or Write request from the user. Once a read or write operation completes, the control circuit checks for any another request before it continues with the error detection and correction process.

![Diagram](image)

**Figure 1.** Organization of the SEU immune SRAM with on-chip error detection/correction

III. Special Aspects of Some Major Functional Blocks

3.1 Error Detection and Correction

The used error correcting code is an (8,4) linear block code [3]. The advantage of using LBC is its linear systematic structure which reduces the encoding complexity. A code word is divided into two blocks: the data bits block and the parity bits block. The stored data can be read directly from the data SRAM without decoding. When a bit is written a new code word needs to be generated. In general, if data to be encoded is \( u = (u_1, \ldots, u_8) \) then the code word \( v \) is given by \( v = uG \) where the binary matrix \( G \) is called the
generator matrix. Since the matrix $G$ is of the form $G=[I_s \ P]$, encoder complexity is greatly reduced. The $G$ matrix of the LBC used in this paper is given below.

$$G = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0
\end{bmatrix}$$

Another important matrix of the LBC is the ‘parity check matrix’ $H$ which is of the form $H=[P' \ I_{m_k}]$. The product vector $s=d.H^T$ is called the syndrome, where $d=v+e$, in which $v$ is a code word and $e$ is an error vector. For any code word $v$, $v.H^T=0$. Therefore, $s=0$ indicates no single and double errors; otherwise an error is detected. Let us denote the $i$th bit error vector by $e$, whose $i$th bit is one and others are zero. A single error at the $i$th bit of a code word $v$ can be described as $d=v+e$, and its corresponding syndrome is the $i$th row of matrix $H^T$ since $s=(v+e_i).H^T=e_i.H^T$. Assume that only single-bit errors occur and the number of parity bits $n-k$ satisfies $2^{n-k}$. A demultiplexer which uses syndrome as control inputs can be used to locate the position of a single error. Once the error bit has been detected, it can be corrected easily by flipping the error bit since $e_i+e_i=0$ and $d+e_i=v+e_i+e_i=v$. As a result, only one bit of the corrected code word needs to be written to the cell, rather than the whole corrected code word. Figure 2 shows the schematic of the single error detection and correction circuit. The main components used are data buffers, EXOR gates, and demultiplexers.

![Figure 2. Error detection and correction circuit](image)

3.2 Arrangement of the SRAMs

The occurrence of multiple errors in a single code word due to a single event upset must be made less probable, since the circuit can correct only single errors. The occurrence of multiple errors can be minimized by appropriate storage arrangement of the code words in the memory [4]. The storage arrangement used for this purpose is shown in Fig. 3. This kind of arrangement takes the advantage of the regular matrix structure of the SRAMs. The bits of the code word are physically separated and are placed in different addressing locations following a regular pattern. Each SRAM is logically divided into four quadrants where for this purpose a $16 \times 16$ SRAM is separated into four quadrants of $4 \times 4$ each. For this consideration a code word consists of 8 bits and each bit is stored in the corresponding locations in each quadrant of the two SRAMs.

Of the two SRAMs, only the data bit SRAM can be accessed by the user. The parity check bit SRAM can only be accessed by the error detecting and correcting circuitry and cannot be accessed by the user, thus reducing the circuit complexity. A special address generation logic is necessary in order to access the bits.
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3.3 Address Generations

The address generation circuit has two major tasks: generating the bit addresses of all the code words for error detection and correction and generating bit addresses for encoding.

ADDRESS GENERATOR FOR ERROR CORRECTION

The error correction circuit scans the stored code words sequentially. In order to read the stored code words and to write back the corrected code words, the absolute addresses of the code words in the memory must be generated. First and second bits of a code word are in the same row but separated by 7 intervening columns. Similar relation holds for third and fourth bits. Therefore with the combination of addresses of only two bits (first and fourth), we can generate addresses of other two bits. Besides, the check bits of the same code word were stored at the same addresses in the second SRAM; therefore, only two address buffers are needed which simplifies the address generation logic. Scanning the stored code words is carried sequentially starting with the first bit of each code word as the reference. After scanning all the code words, the control goes to the initial address. Thus, this technique has the capability to check each bit error in close range.

ADDRESS GENERATION FOR ENCODING

A write cell signal initiates an encoding operation and causes the current error correction operation to hold. Like error-correction operation, the absolute addresses of the four associated data bits in the data SRAM must be generated. Unlike the error correction operation, the written cell can be any bit of the four so that the addresses of the first and fourth bits are generated and stored. The generation of the frost address is based on the address of the written cell \((x, y)\) and the block address formed by the most significant bits of the binary forms of \(x\) and \(y\) i.e., \((x_3, y_3)\). If \((x_3, y_3) = (0, 1)\), it indicates the written cell is the second bit, then the absolute address of the first bit is \((x, y-8)\). That is the same row and the eighth column to the left of the written bit. The fourth bit address is \((x+8, y)\). With these addresses the four data bits in the code word is read and stored in data buffers and later given to the parity generator to generate check bits. The four generated check bits are stored to the check bit SRAM with the same addresses of the data bits. For this operation four data and two address buffers are sufficient.

4. The Active Resistor SEU Hardening Technique

As seen in the last section, data and address buffers are used to stored the generated addresses and data bits
for encoding and error correction operations. To protect the data stored in the buffers from SEU upsets, the active-resistor SEU hardening technique is used. A SEU immune buffer cell is actually a SEU immune SRAM cell with transmission gates (TG) as feedback resistors connected between the two CMOS inverters, as seen in Fig. 4.

![A CMOS SRAM Cell with TGs as Feedback Resistors](image)

**Figure 4** A CMOS SRAM Cell with TGs as Feedback Resistors

A CMOS TG exhibits a nonlinear current-voltage characteristic when it conducts; hence called nonlinear active resistor. Figure 5 depicts resistance as a function of terminal voltage for a CMOS TG that consists of two minimum size MOSFETs (MOSIS1.2um design rules). As seen in Figure 5, the TG resistance strongly depends on its terminal voltage increasing rapidly as the terminal voltage increases. This phenomenon can be utilized to increase SEU immunity of a SRAM cell. A SEU hardened CMOS SRAM cell using TGs as feedback resistors is shown in Figure 4. In this cell the inverter pair is decoupled by two TGs whose p-channel and n-channel transistors are respectively gated by the ground and power source. These transistors provide the resistance needed for increasing critical charge of the cell and also introduce additional capacitance to the sensitive nodes and feedback paths of the cell, which can effectively increase SEU immunity of the cell, as shown by us and others [5,6].

Operation of the cell can be described briefly as following. When the cell operates normally, the resistance of the two TGs is very low since the voltages across the gate terminals are very small. The cell is essentially an unhardened one. When one of the sensitive nodes is hit by an ionizing particle, electrical charges are collected at the hit node, causing a sudden voltage increase or decrease at the hit node while the voltages at other nodes are relatively unaffected. In response to the voltage increase across the terminals of the TG connected to the hit node, the resistance of the TG becomes very high. The high feedback resistance protects the stored cell data from SEU. Figure 4 shows a basic configuration, other alternatives which provide more SEU upset protections and fast speed performance were developed from this basic configuration [7]. A layout design of such a SEU immune SRAM cell is shown in Fig. 6.

![TG Resistance vs. Terminal Voltage and Temperature (L=2μ, W=2μ)](image)

**Figure 5** TG Resistance vs. Terminal Voltage and Temperature (L=2μ, W=2μ)

5. Conclusions
Some issues related to designing an SEU tolerant CMOS SRAM using a commercial VLSI process have been discussed. This approach employs the on-chip error correction and active resistor SEU hardening techniques to achieve SEU immunity and is a circuit design approach. The error correction circuit to correct the single errors caused by SEUs is shown to be simple and therefore, the writing time is reduced. Address generation logic is simplified when we divide the memory into bit blocks. The incorporation of the error correction and active resistor SEU hardening on-chip does not require any changes in the fabrication process and in the way that data is stored and read. A commercial process can be used to fabricate the chip. This SRAM can be used in the environments where total dose effects are not serious problems. For example, a short space mission which lasts for only a few weeks. The detailed design of the circuit is under way. The chip will be fabricated and tested.
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Au Colloids Formed by Ion Implantation in Muscovite Mica Studied by Vibrational and Electronic Spectroscopes and Atomic Force Microscopy


Abstract

Au was implanted into the (001) surface of Muscovite mica at an energy of 1.1 MeV and at doses of 1, 3, 6, and 10x10^16 ions/cm^2. Optical spectra of the as-implanted samples revealed a peak at 2.28 eV (545 nm) which is attributed to the surface plasmon absorption of Au colloids. The infrared reflectance measurements show a decreasing reflectivity with increasing ion dose in the Si-O stretching region (900-1200 cm^-1). A new peak observed at 967 cm^-1 increases with the ion dose and is assigned to an Si-O dangling bond. Atomic force microscopy images of freshly cleaved samples implanted with 6 and 10x10^16 ions/cm^2 indicated metal colloids with diameters between 0.9-1.5 nm. AFM images of the annealed samples showed irregularly shaped structures with a topology that results from the fusion of smaller colloids.

1. Introduction

The reduction of matter to the nanometer scale often leads to a manifestation of properties which differ significantly from the bulk. The thermodynamic, linear and nonlinear optical, structural, and mechanical are examples of properties which are modified when a materials is reduced to a finite dimension. Ultrafine scale gold particles have drawn much interest due to appearance of the surface plasmon polarization which is observed when the particle is reduced to the nanometer scale. More recently gold nano-particles have shown to possess a large nonlinear optical response and have properties that are desirable for an all optical switching device.

Several approaches have been taken to fabricate metallic nano-particles which include hydrosols, impregnation/chemical reduction, inert gas evaporation, vacuum evaporation, vacuum evaporation and matrix isolation, cluster beams, reverse micelles, and pressure impregnation. We have taken the approach of using ion implantation into the (001) surface of mica to form colloids. The use of mica as a substrate has the advantage that it is atomically flat which allows for AFM measurements to be carried out to determine the colloid size in the as-implanted state and to follow the effects of annealing on colloid growth and aggregation. In addition, mica is reasonably transparent in the visible region and therefore, as a substrate, it permits the study of the surface plasmon resonance of Au nano-particles.

2. Experimental

Au implantation into (001) oriented mica at room temperature was carried out at energies of 1.1 MeV and at doses of 1, 3, 6, 10x10^16 ions/cm^2. Thermal annealing was carried out at
temperatures between 200 and 5000°C in a reducing atmosphere (5% H₂ + Ar) with a one zone tube furnace.

The electronic spectra were measured between 6.2-1.24 eV (200-1000 nm) with a Hitachi model 3501 UV-Vis-NIR spectrophotometer. A piece of virgin mica of the same thickness as the implanted sample was placed in the reference beam for normalization of the spectra. The resolution of the measurements near 550 nm was 0.2 nm. Repeated measurements showed the photometric accuracy to be ±0.3% transmittance and ±0.2 nm in wavelength accuracy. The band centers were located from the extrema in second order derivative spectra.

The infrared reflectance spectra were obtained with a Bomem MB-100 Fourier transform spectrometer to cover the 4000-400 cm⁻¹ range. The samples were mounted on a laboratory built reflectance stage with a fixed angle of incidence of 150°. Typically, 200 interferograms were collected. The wavelength and photometric accuracy were 0.5 cm⁻¹ and 0.4% reflectance, respectively. All spectra were divided by a reference spectrum of a gold mirror. The band centers were obtained from extrema in the second derivative spectra.

All AFM images were recorded in the tapping mode with a Nanoscope III atomic force microscope from Digital Instruments. The height resolution reported for all measurements is ±0.1 nm. Samples were prepared for AFM measurements by applying adhesive tape to the implanted surface and stripping away layers of mica. Both the mica adhering to the tape and that which remained on the implanted substrate were examined by electronic spectroscopy to identify where the colloids were located by the appearance of the surface plasmon polariton.

3. Results

The infrared reflectance spectra for mica implanted with Au at doses of 1, 3, 6, and 10x10¹⁶ ions/cm² are shown in figure 1 together with the reflectance spectrum of virgin mica. The spectrum for virgin mica shows two intense reflectance maxima located at 1096 and 1041 cm⁻¹ and an unresolved shoulder at 1014 cm⁻¹ and a weak peak at 904 cm⁻¹. The Au-implanted substrates show a decrease in reflectivity with an increase in ion dose. The corresponding bands in the ion implanted samples are redshifted from those of the virgin mica; the 1096 cm⁻¹ peak shifts by 21 cm⁻¹ to 1075 cm⁻¹ and, the 1041 cm⁻¹ peak shifts by 16 cm⁻¹ to 1.025 cm⁻¹ for the implanted samples. There is an appearance of a new peak at 967 cm⁻¹ that is initially poorly resolved for the lowest ion dose, but it becomes more intense and better resolved as the ion dose increases.

Figure 1. Infrared reflectance spectra for Au implanted: a) virgin, b)1e16, c)3e16, d)6e16 and 10e16 ions/cm². Inset 6e16 as-implanted and annealed at 500°C in 5% H₂ +95% Ar.
dose increases. The 1014 cm⁻¹ feature observed in the virgin mica cannot be observed in the implanted samples because it is masked by the dominant intensity of the 967 cm⁻¹ band.

The effect of annealing on the infrared spectra of the implanted samples is illustrated in the inset of figure 1. There is a significant increase in the reflectivity of the annealed sample but, the peak at 967 cm⁻¹ remains.

The electronic spectra are shown in figure 2 for the mica substrates implanted with 1, 3, 6 and 10x10⁶ ions/cm². The prominent feature in the spectra appears at 2.28 eV (545 nm) and increases with the ion dose. There is a dose dependent increase in absorption at energies greater than 3 eV and virtually no absorption is observed for energies less than 1.2 eV. Annealing the samples at 5000 °C results in an increased absorption at 2.28 eV and this is shown for the sample implanted 6x10¹⁶ ions/cm² in the inset of figure 2.

An AFM image of a freshly cleaved unannealed mica surface implanted with 10x10¹⁶ ions is shown in figure 3. The areas of high contrast appearing as white spikes correspond to heights between 1.03-0.59 nm and are attributed to Au colloids. Further analysis of the data indicates that 86% of the colloids are 0.88 nm in diameter, while 8% are 0.59 nm and the remaining 6% are 1.03 nm in diameter.

The results of a sample annealed at 500°C for 1 hour are shown in figure 3. The main feature observed in the image is the area of white contrast which shows an irregular shaped feature ~1 nm in height. The image shows domains that suggest that irregular shaped feature is composed of smaller clusters that have begun to fuse together during the annealing.

Figure 4 shows an image of an annealed sample implanted with 10x10¹⁷ ions/cm² where two (001) planes are separated by several steps (40 nm). It is clear from the image that colloids on the two planes differ significantly in size.

4. Discussion

![Figure 2. Electronic spectra for Au implanted in mica at 10x10⁶, 6x10⁶, 3x10⁶ and 1x10⁶ ions/cm² from top to bottom. Inset shows the effect of annealing the same sample under the same conditions as shown the inset of figure 1.](image)

![Figure 3. a) An AFM image of Au implanted in mica (10x10⁷). The same sample annealed at 500°C in 5% H₂ + 95% Ar. Arrows indicate height of the cluster above the (001) plane.](image)
The peaks observed for the virgin mica in the infrared spectra between 900-1200 cm$^{-1}$ can be attributed to Si-O stretching vibrations. The decrease in the number of Si-O oscillators is in turn attributed to the ion induced rupture of the Si-O-Si bridge bonds. The red shift in the Si-O stretching vibrations is due to a decrease in the force constant associated with the Si-O stretching vibration and also to changes in the G-matrix elements in the Wilson secular equation. The peak observed at 967 cm$^{-1}$ in the Au-implanted mica sample correlates reasonably well with the frequency assigned to the Si-O dangling bond vibration for fused silica implanted with heavy ions. On this basis we attribute the peak at 967 cm$^{-1}$ in Au implanted mica to a Si-O dangling bond defect. Annealing the samples restores some of the intensity to the Si-O stretching region, but the persistence of the peak at 967 cm$^{-1}$ indicates that the extensive defects remain in the lattice.

The most significant feature in the electronic spectra is the peak at 2.28 eV which grows on annealing. By comparison to other studies Au implanted into sapphire and fused silica where the surface plasmon polariton is observed at 2.25 eV, we assign the 2.28 peak in mica to the surface plasmon polariton to Au colloid in mica.

Figure 4 shows the Au colloids on two (001) planes of mica separated by 40 nm. The data are presented with z-axis in terms of deflection for clarity. It is clear from the image that the colloids on the upper plane are much larger than those in the lower plane. The difference in the sizes of the colloids must be due to that fact that the implanted profile has a Gaussian distribution. Thus, the colloids on the lower plane must be closer to the surface than those on the upper plane.

5. Conclusion
Au colloids have been fabricated by ion implantation into the (001) surface of mica. The surface plasmon polariton was observed at 2.28 eV. A band at 967 cm\(^{-1}\) was attributed to a Si-O dangling bond defect. The size of the colloid on different (001) planes is correlated with the Gaussian implantation profile. The use of mica as a substrate for metal colloid fabrication, and for the synthesis of quantum dots by sequential ion implantation when combined with AFM may open new avenues for manipulating nanostructures on an atomically flat, insulating surface.

D. O. H. acknowledges the support from NASA grant No. NAG8-1066 and support from the NASA center of Photonic Materials and Devices. The work at ORNL is sponsored by DOE under contract DE-AC05-84OR21400 with Lockheed Martin Energy Systems, Inc.

References

Page intentionally left blank
Fuzzy Behavior-based Navigation for Planetary Microrovers

Edward Tunstel, Harrison Danny, Tanya Lippincott and Mo Jamshidi
NASA Center for Autonomous Control Engineering
Department of Electrical and Computer Engineering
University of New Mexico
Albuquerque, NM 87131

Abstract

Adaptive behavioral capabilities are necessary for robust rover navigation in unstructured and partially-mapped environments. A control approach is described which exploits the approximate reasoning capability of fuzzy logic to produce adaptive motion behavior. In particular, a behavior-based architecture for hierarchical fuzzy control of microrovers is presented. Its structure is described, as well as mechanisms of control decision-making which give rise to adaptive behavior. Control decisions for local navigation result from a consensus of recommendations offered only by behaviors that are applicable to current situations. Simulation predicts the navigation performance on a microrover in simplified Mars-analog terrain.

1 Introduction

During the years between 1996 and 2005, NASA will embark on several missions to explore planet Mars. As a part of these exploration initiatives NASA plans to make use of microrovers, which are small mobile robots with mobility characteristics that are sufficient for traversing rough and natural terrain. The first microrover, named Sojourner [1], was launched aboard the Mars Pathfinder spacecraft in December of 1996 and is scheduled to arrive on Mars in July of 1997. This planetary rover is part of the payload of the spacecraft’s lander which also carries a stereo imaging system and various science instruments. Sojourner will demonstrate the viability of exploring planetary surfaces using mobile robot technology; its mission will be limited to minimal surface exploration. The focus of ongoing research to develop enabling technology for subsequent microrover deployments is increased mobility and increased autonomy [2, 3]. In this paper, we focus on the latter.

Robustness and adaptability are essential for increasing microrover navigation capabilities beyond those of Sojourner. Realization of robust behavior requires that uncertainty be accommodated by the rover control system. Fuzzy logic is particularly well-suited for implementing such controllers due to its capabilities of inference and approximate reasoning under uncertainty. In order to achieve autonomy, microrovers must be capable of achieving multiple goals whose priorities may change with time. Thus, controllers should be designed to realize a number of task-achieving behaviors that can be integrated to achieve different control objectives. State-of-the-art microrover navigation employs simple behavior control strategies that are based on finite state machines [2, 4]. A different approach which exploits the approximate reasoning facility of fuzzy logic is presented here [5]. It is a hierarchical behavior-based control architecture which enables distribution of intelligence amongst special-purpose fuzzy-behaviors. This structure is motivated by the hierarchical nature of behavior as hypothesized in ethnological models. A fuzzy coordination scheme is
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1 Models which describe animal behavior patterns.
also described that employs weighted decision-making based on contextual behavior activation. Performance is demonstrated by simulated microrover navigation example in simplified Mars-analog terrain. Interesting aspects of the decision-making process which give rise to adaptive behavior are highlighted.

2 Hierarchical Fuzzy-Behavior Control

The behavior control paradigm has grown out of an amalgamation of ideas from ethology, control theory and artificial intelligence [6, 7]. Motion control is decomposed into a set of special-purpose behaviors that achieve distinct tasks when subject to particular stimuli. Clever coordination of individual behaviors results in emergence of more intelligent behavior suitable for dealing with complex situations. Most behavior controllers have been based on crisp (non-fuzzy) data processing and binary logic-based reasoning [4, 7]. The incorporation of fuzzy logic into the framework of behavior control has been proposed to enhance multiple behavior coordination and conflict resolution [8]. Fuzzy behavior control has also been proposed for autonomous planetary rover navigation in Lunar [9] and Mars [5, 10] missions. Such controllers provide robustness to perturbations, design simplicity, and efficiency in dealing with continuous variables.

In contrast to their crisp counterparts, fuzzy-behaviors are synthesized as fuzzy rule-bases, i.e. collections of a finite set of fuzzy if-then rules. Each behavior is encoded with a distinct control policy governed by fuzzy inference. If X and Y are input and output universes of discourse of a behavior with a rule-base of size n, the usual fuzzy if-then rule takes the following form

\[ IF \ x \ is \ \tilde{A}_i \ THEN \ y \ is \ \tilde{B}_i \]  

where \( x \) and \( y \) represent input and output fuzzy linguistic variables, respectively, and \( \tilde{A}_i \) and \( \tilde{B}_i \) \((i = 1...n)\) are fuzzy subsets representing linguistic values of \( x \) and \( y \). Typically, \( x \) refers to sensory data and \( y \) to actuator control signals. The antecedent consisting of the proposition “\( x \) is \( \tilde{A}_i \)” could be replaced by a conjunction of similar propositions; the same holds for the consequent “\( y \) is \( \tilde{B}_i \)”.

2.1 Microrover Behavior Hierarchy

In the proposed architecture, a collection of primitive behaviors resides at the lowest level which we refer to as the primitive level. These are simple, self-contained behaviors that serve a single purpose by operating in a reactive or reflexive fashion. They perform nonlinear mappings from different subsets of the rover’s sensor suite to (typically, but not necessarily) common actuators. Each exists in a state of solipsism, and alone, would be insufficient for autonomous navigation tasks. Primitive behaviors are building blocks for more intelligent composite behaviors. They can be combined synergistically to produce behavior(s) suitable for accomplishing goal-directed missions.

Autonomous microrovers must be capable of point-to-point navigation in the presence of varying obstacle (rocks, boulders, dense vegetation, etc.) distributions, surface characteristics, and hazards. Often the task is facilitated by knowledge of a series of waypoints, furnished by humans, which lead to designated goals. In some cases, such as exploration of the surface of Mars [1, 11], supervised autonomous control must be achieved without the luxury of continuous remote communication between the mission base station and the microrover.\(^2\) Considering these and other constraints associated with planetary rover navigation, suitable behavior hierarchies similar to the hypothetical one shown in Figure 1 could be constructed. In this figure the behavioral functions of goal-seek, route-follow, and localize are decomposed into a suite of primitive behaviors. In Mars exploration mission scenarios [1, 3], microrover position, and all other coordinates of interest, are typically referenced relative to a coordinate frame located at the lander. Thus, any subsequent mention of coordinates or locations refers to the lander coordinate frame of reference. The composite behavior, goal-seek, is responsible for collision-free navigation to a goal location. Route-follow

\(^2\)Time delays between Earth and Mars can be anywhere between 6 and 41 minutes.
is responsible for navigation via a set of waypoints that lead to a goal. Self-localization via dead-reckoning and, perhaps, reference to distinguishable landmarks is the responsibility of localize.

The behavior hierarchy shown implies that goal-directed navigation can be decomposed as a behavioral function of these composite behaviors. They can be further decomposed into the primitive behaviors shown, with dependencies indicated by the adjoining lines. Examples of terrain features which could be considered hazards for microrover navigation include rocks, pits, and excessive slopes. In this paper, we will be primarily concerned with rocks. As its name implies, the purpose of the avoid-hazard behavior is to avoid collision with rocks. Later we specify a minimum rock diameter for rocks which are considered hazards. The go-to-waypoint behavior will direct the microrover to traverse a straight line trajectory to a specified waypoint or goal. When close to obstacle (rock) boundaries, center-follow maintains the microrover's lateral distance from the obstacle while circumnavigating it. Finally, detect-landmark guides the microrover in search of distinct features which represent landmarks that facilitate self-localization. Interconnecting circles between composite behaviors and the primitive level represent weights and activation thresholds of associated primitive behaviors. Fluctuations in these weights are at the root of the intelligent coordination of primitive behaviors. The hierarchy facilitates decomposition of complex problems as well as run-time efficiency by avoiding the need to evaluate rules from behaviors that do not apply.

Note that decomposition of behavior for a given planetary rover is not unique. Consequently, suitable behavior repertoires and associated hierarchical arrangements are arrived at following a subjective analysis of the system and the task environment. For an actual mission, the design of behaviors at the primitive level would be tailored to the navigation task and an environment with characteristics of natural terrain. The total number, and individual purpose, of fuzzy-behaviors in a given behavior hierarchy is indicative of the problem complexity and can be conveniently modified as required.

3 Coordinating Fuzzy-behavior Interactions

Complex interactions in the form of behavioral cooperation or competition occur when more than one primitive behavior is active. These forms of behavior are not perfectly distinct; they are extremes along a continuum [12]. Coordination is achieved by weighted decision-making and behavior modulation embodied in a concept called the degree of applicability (DOA). The DOA is a measure of the instantaneous level of activation of a behavior and can be thought of in ethnological terms as a motivational tendency of the behavior. Fuzzy rules of composite behaviors are formulated such that the DOA, $\alpha_j \in [0, 1]$, of primitive behavior $j$ is specified in the consequent of applicability rules of the form

$$\text{IF } x \text{ is } \bar{A}_i \text{ THEN } \alpha_j \text{ is } \bar{D}_i$$

(2)

where $\bar{A}_i$ is defined as in (1). $\bar{D}_i$ is a fuzzy set specifying the linguistic value (e.g. "high") of $\alpha_j$ for the situation prevailing during the current control cycle. This feature allows certain microrover behaviors to
influence the overall behavior to a greater or lesser degree depending on the current situation. It serves as a form of motivational adaptation since it causes the control policy to dynamically change in response to goals, sensory input, and internal state. Thus, composite behaviors are meta-rule-bases that provide a form of the ethnological concepts of inhibition and dominance. Behaviors with maximal applicability \((\alpha_{max} \leq 1)\) can be said to dominate, while behaviors with partial applicability \((0 < \alpha < \alpha_{max})\) can be said to be inhibited. These mechanisms allow exhibition of behavioral responses throughout the continuum. This is in contrast to crisp behavior selection which typically employs fixed priorities that allow only one activity to influence the rover's behavior during a given control cycle \([4, 7]\). The coordination scheme includes behavior selection as a special case when the DOA of a primitive behavior is nonzero and above its activation threshold, while others are zero or below threshold. When this occurs, the total number of rules to be consulted on a given control cycle is reduced. In fact, the number of rules consulted during each control cycle varies dynamically as governed by the DOAs and thresholds of the behaviors involved.

Fuzzy rules of each applicable primitive behavior are processed yielding respective output fuzzy sets, Each fuzzy behavior output is weighted (multiplied) by its corresponding DOA, thus effecting its activation to the level prescribed by the composite behavior. The resulting fuzzy sets are then aggregated and defuzzified to yield a crisp output that is representative of the intended coordination. Since control recommendations from each applicable behavior are considered in the final decision, the resultant control action can be thought of as a consensus of recommendations offered by multiple experts.

4 Micro rover Navigation Example

In order to demonstrate fundamental operational aspects of the controller we consider only the composite behavior — route-follow. As illustrated in Figure 1, its effect arises from synergistic interaction between several primitive behaviors. In the following example, avoid-hazard and go-to-waypoint are used. Recall that these behaviors are only capable of exhibiting their particular primitive roles. When more behaviors are involved, the approach proceeds in a straightforward manner by appending additional DOAs and any necessary antecedents to applicability rules accordingly. The controller's performance is predicted by simulated micro rover navigation in simplified Mars-analog terrain. That is, navigation through a region with a realistic rock distribution is considered, but the terrain is assumed to be two-dimensional. This is an over-simplification of actual micro rover mission scenarios in which complex motions in the third dimension occur quite frequently. However, the two-dimensional simplification of Mars-analog terrain still allows us to test the proposed navigation approach in environments densely cluttered by irregularly-shaped obstacles (rocks). Until now, it has only been verified for navigation tasks in indoor office-like environments \([5]\).

The simulated micro rover is loosely modeled after Sojourner. As shown in Figure 2 its chassis is six-wheeled, with neither axles nor a suspension. It uses a passive rocker bogey mechanism designed to enable climbing over vertical obstacles of 1.5 wheel diameters in height. The 13cm diameter wheels are driven by six drive motors; one steering motor is used to independently steer each of the four corner wheels \([11]\). The steering capability allows for rotating in place. The micro rover measures 65cm in length, 48cm in width and 30cm high; its mass is 11 kilograms. Primary navigation sensing consists of light-stripe triangulation (to determine distances to obstacles), turn rate sensing and dead-reckoning (odometry) using wheel encoders. We have simulated the obstacle distance sensing covering an area approximately 1 meter in front of the vehicle, and we have assumed ideal dead-reckoning. Turn rate information was not used. The simulated Martian surface is based on a model of rock size and frequency distributions derived from Viking mission data \([13]\). The model is know as Moore's model and we have used it here to generate a rock distribution over a 10mx10m region which replicates the Mars nominal terrain type \([13]\). The initial state, \((x, y, \theta)^T\), of the micro rover is \((8.25, 5.25, -\frac{\pi}{2})^T\). Its task is to navigate to a goal at \((1.75, 6.0)\) via the following waypoints

\[
(7.0, 5.0) \rightarrow (4.0, 6.25) \rightarrow (2.0, 7.0).
\]
The resulting route is shown in the left half of Figure 3 where the oddly-shaped icons represent rocks with diameters of 20 cm, 40 cm and 60 cm. Rocks with diameters less than 15 cm are not considered to be obstacles. The microrover controlled by the fuzzy-behavior hierarchy successfully reaches the goal location via the specified waypoints. In the right half of the figure, the behavioral interaction during the run is shown as a time history of the DOAs of each primitive behavior. The interaction dynamics shows evidence of competition (overlapping oscillations) and cooperation with varying levels of dominance throughout the task. Initially, avoid-hazard has the dominant influence over the microrover. It competes with go-to-waypoint which dominates as each waypoint is approached. The applicabilities vary continuously reflecting levels of activation recommended by the behavior control system. The individual primitive behaviors are dynamically modulated to produce an overall behavior that accomplishes the navigation objective.

Figure 3: Microrover path and behavior modulation during route-following in Mars nominal terrain.
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5 Conclusion

The hierarchy of fuzzy-behaviors provides an efficient approach to controlling mobile vehicles. Its practical utility lies in the decomposition of overall behavior into sub-behaviors that are activated only when applicable. The modularity and flexibility of the approach, coupled with its mechanisms for weighted decision-making, makes it a suitable framework for modeling and controlling situated adaptation in autonomous microrovers. Here, simulation has been used to predict the performance of the approach when applied to microrover navigation in simplified Mars-analog terrain. Successful navigation runs dictate that the approach has potential for applications involving local navigation in densely cluttered, unstructured environments. Future extensions of this work will address three-dimensional simulation in more realistic terrain, and actual experiments pending procurement of a suitable microrover prototype.
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Abstract

Intelligent control of complex multi-variable systems can be a challenge for single fuzzy rule-based controllers. This class of problems can often be managed with less difficulty by distributing intelligent decision-making amongst a collection of rule-bases. Such an approach requires that a mechanism be chosen to ensure goal-oriented interaction between the multiple rule-bases. In this paper, a hierarchical rule-based approach is described. Decision-making mechanisms based on generalized concepts from single-rule-based fuzzy control are described. Finally, the effects of different aggregation operators on multi-rule-base decision-making are examined in a navigation control problem for mobile robots.

1 Introduction

Many fuzzy controllers proposed in the literature utilize a monolithic rule-base structure. That is, the precepts that govern desired system response are encapsulated as a single collection of if-then rules. In most instances, the rule-base is designed to carry out a single control policy or goal. As structure and task constraints are removed from the problem domain, the need for increased system autonomy mandates the development of more sophisticated controllers. Complex intelligent systems must be capable of achieving multiple goals whose priorities may change with time. When employing fuzzy logic, it becomes difficult to formulate monolithic rule-bases which comply with multiple interacting goals, as this requires formulation of a large and complex set of fuzzy rules. In this situation a potential limitation to the utility of the monolithic fuzzy controller becomes apparent. Since the size of complete monolithic rule-bases increases exponentially with the number of input variables [1], multi-input systems can potentially suffer degradations in speed of response. Alternatively, controllers can be designed to realize a number of distributed special-purpose capabilities that can be integrated to achieve different control objectives. This can be done by organizing fuzzy systems into hierarchical rule structures. It has been demonstrated that such rule structures can be employed to overcome the limitation of monolithic structures by reducing the rate of rule increase to linear or piecewise-linear [1]-[2]. Hierarchical rule structures have also been proposed for controlling systems with interacting goals [3].

This paper describes a fuzzy control architecture for complex systems in which distributed intelligence can be represented as hierarchical or decentralized structures, e.g. autonomous mobile vehicles, multi-agent systems, electric power systems, and other large-scale systems. Decision-making mechanisms based on generalized concepts from monolithic fuzzy control are described. The effects of different aggregation operators on multi-rule-base decision-making are examined in an example application to a motion control
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problem for mobile robots. These include the following t-conorms: bounded sum, arithmetic maximum, probabilistic sum, and the Sugeno $S_\lambda$ family \[4\].

2 Hierarchical Distributed Fuzzy Control

Fuzzy controllers are intelligent control systems that smoothly interpolate between rules, i.e., rules fire to continuous degrees and the multiple resultant actions are combined into an interpolated result. The underlying theory is based on fuzzy sets \[5\] which are represented by a mathematical formulation known as the membership function. This function gives a degree or grade of membership within a fuzzy set. Over a given universe of discourse $X$, the membership function of a fuzzy set $\tilde{A}$, denoted by $\mu_{\tilde{A}}(z)$, maps the elements $z \in X$ into a numerical value in the unit interval, i.e.

$$\mu_{\tilde{A}}(z) : X \rightarrow [0,1]. \hspace{1cm} (1)$$

Within this framework, a membership value of zero corresponds to an element which is definitely not a member of the fuzzy set, while a value of one corresponds to the case where an element is definitely a member of the set. Partial membership is indicated by values between 0 and 1, continuous. Implementation of a fuzzy controller requires assigning membership functions for both inputs and outputs, thus the membership values are actually measures of degree of causality in an input-output mapping. Inputs to a fuzzy controller are usually measured variables, associated with the state of the controlled plant, that are fuzzified (assigned membership values) before being processed by an inference engine. The heart of the controller inference engine is a rule-base of if-then rules whose antecedents and consequences are made up of linguistic variables and associated fuzzy membership functions. Consequences from different rules are numerically aggregated by fuzzy set union operation and are then collapsed (defuzzified) to yield a single real number output that serves as the control signal for the plant.

In our hierarchical approach, each rule-base is encoded with a distinct control policy governed by fuzzy inference. Thus, each rule-base is similar to the conventional fuzzy controller in that it performs an inference mapping from some input space to some output space. If $X$ and $Y$ are input and output universes of discourse of a behavior with a rule-base of size $n$, the usual fuzzy if-then rule takes the following form

$$\text{IF } x \text{ is } \tilde{A}_i \text{ THEN } y \text{ is } \tilde{B}_i \hspace{1cm} (2)$$

where $x$ and $y$ represent input and output fuzzy linguistic variables, respectively, and $\tilde{A}_i$ and $\tilde{B}_i$ ($i = 1..n$) are fuzzy subsets representing linguistic values of $x$ and $y$. Typically, $x$ refers to sensory data or goal information and $y$ to control outputs (inputs to the controlled system). In general, the rule antecedent consisting of the proposition "$x$ is $\tilde{A}_i$" could be replaced by a compound fuzzy proposition consisting of a conjunction (and/or disjunction) of similar propositions. Similarly, the rule consequent "$y$ is $\tilde{B}_i$" could include additional FLC output propositions.

Overall system behavior is decomposed into a bottom-up hierarchy of increased complexity in which activity at a given level is dependent upon activities at the level(s) below. A collection of primitives typically resides at the lowest level which we refer to as the primitive level. These are simple, self-contained sets of rules that serve a single purpose. They perform nonlinear mappings from different subsets of the sensor suite to subsets of control actions. Alone, each primitive rule-base would be insufficient for achieving complex tasks. Primitive rule-bases are building blocks for more intelligent and higher-level competence. That is, they can be combined synergistically to produce composite capabilities suitable for accomplishing goal-directed operations.

Rule-bases at different levels of the hierarchy are generally interconnected. For example, consider the simple two-level structure illustrated in Figure 1 consisting of primitive rule-bases $R_{1a}$ and $R_{1b}$, and composite rule-base $R_{2a}$. The interconnection of $R_{2a}$ with the primitives implies that it can be decomposed as a function of the primitives such that the interaction of $R_{1a}$ and $R_{1b}$ produce the desired task-oriented function of $R_{2a}$. 736
Figure 1: Portion of a rule-base hierarchy.

Note that the overall hierarchy can consist of additional fuzzy rule-bases, the number of which are indicative of the problem complexity. The circles on the adjoining lines in the figure represent weights of the associated primitive rule-bases that fluctuate according to their applicability in the current situation. In general, these weights can be threshold activated. For a given system, the rule-bases and the associated hierarchical arrangement are arrived at following a subjective analysis of the problem and the task domain.

3 Multi-Rule-base Decision-Making

Consensus among multiple rule-bases is achieved using a weighted decision-making strategy embodied in a concept called the degree of applicability (DOA). The DOA is a measure of the instantaneous level of activation of a set of rules. The fuzzy rules that make up composite rule-bases are formulated such that the DOA, \( \alpha_j \in [0, 1] \), of primitive rule-base \( j \) is specified in the consequent of applicability rules of the form

\[
IF \quad x \quad is \quad \tilde{A}_i \quad THEN \quad \alpha_j \quad is \quad \tilde{D}_i
\]

(3)

where \( \tilde{A}_i \) is defined as in (1). \( \tilde{D}_i \) is a fuzzy set specifying the linguistic value (e.g. "high") of \( \alpha_j \) for the situation prevailing during the current control cycle. This feature allows competence of certain rule-bases to influence the overall system response to a greater or lesser degree depending on the current situation. It serves as a form of adaptation since it causes the control policy to dynamically change in response to goals, sensory input, and internal state. Thus, higher-level rule-bases consist of meta-rules that provide forms of inhibition and dominance. Rule-bases with maximal applicability (\( \alpha_{\text{max}} \leq 1 \)) can be said to dominate, while those with partial applicability (\( 0 < \alpha < \alpha_{\text{max}} \)) can be said to be inhibited. The hierarchy facilitates decomposition of complex problems as well as run-time efficiency by avoiding the need to evaluate rules from rule-bases that do not currently apply. As a result, the number of rules consulted during each control cycle varies dynamically as governed by the DOAs of the rule-bases involved.

Coordination and conflict resolution are achieved within the framework of fuzzy logic theory – via operations on fuzzy sets [8]. Fuzzy rules of each applicable primitive behavior are processed yielding respective output fuzzy sets. These fuzzy sets are equivalent to the result produced by rule-base evaluation in monolithic fuzzy controllers before applying the defuzzification operator. Following consultation of applicable rule-bases, each fuzzy output is weighted (multiplied) by its corresponding DOA, thus effecting its activation to the level prescribed by the higher-level rule-base. The resulting fuzzy sets are then aggregated using an appropriate fuzzy set union operator, and defuzzified to yield a crisp output that is representative of the intended coordination. Since control recommendations from each applicable rule-base are considered in the final decision, the resultant control action can be thought of as a consensus of recommendations offered by multiple experts. This coordination procedure is a generalization of the idea of rule weighting in a monolithic rule base to rule-base weighting among multiple rule-bases. In a similar manner, we use fuzzy set theory to
generalize rule conflict resolution in monolithic rule bases, for resolving conflicts among multiple conflicting rule-bases.

3.1 Aggregation of multi-rule-base outputs

One area of flexibility in this approach is in choosing an appropriate operator for consolidating the multiple control recommendations. We focus on the t-conorm, or generalized union operator of fuzzy set theory. Recall that primitive rule-base outputs are fuzzy sets, and an aggregation across rule-bases must be performed to produce an overall control output. The chosen t-conorm may be different than that used to aggregate the individual rule outputs in each rule-base. As the selection of the t-conorm used for rule-base aggregation dictates how anything approaching a consensus will be made, available options should be considered.

We consider the following t-conorms: bounded sum, arithmetic maximum, probabilistic sum, and the Sugeno $S_\lambda$ family. Their definitions follow, where $\mu_R$ and $\mu_S$ are membership values describing the fuzzy sets, $R$ and $S$, which are undergoing a union operation. $U(\mu_R, \mu_S)$ denotes the t-conorm, or fuzzy union operator.

- **Bounded sum:**
  \[ U(\mu_R, \mu_S) = \min(1, \mu_R + \mu_S) \]  \(4\)

- **Maximum:**
  \[ U(\mu_R, \mu_S) = \max(\mu_R, \mu_S) \]  \(5\)

- **Probabilistic sum:**
  \[ U(\mu_R, \mu_S) = \mu_R + \mu_S - \mu_R \mu_S \]  \(6\)

- **Sugeno $S_\lambda$ family:**
  \[ U(\mu_R, \mu_S, \lambda) = \min(1, \mu_R + \mu_S + \lambda \mu_R \mu_S) ; \lambda \geq -1 \]  \(7\)

Note that the bounded sum is a special case of the Sugeno family of t-conorms, namely $S_0$. Also, the probabilistic sum is very similar to $S_-$. The $S_\lambda$ family is one of a variety of parameterized families of aggregation operators; others can be found in [6, 7]. The selection of the above set of t-conorms was based on their computational simplicity (i.e. no division or exponent operations required).

4 Example

For illustration, we apply the hierarchy of distributed rule-bases to a mobile robot navigation example. The task is collision-free and goal-directed navigation from some location to a designated goal inside a hypothetical warehouse environment. A hierarchy of rule-bases for this indoor navigation is arranged as in Figure 2 which implies that goal-directed navigation can be decomposed as a function of goal-seek and route-follow. In the context of mobile robot fuzzy control, these rule-bases are referred to as fuzzy behaviors [8]. These behaviors can be further decomposed into the primitives shown. Avoid-collision and wall-follow are self-explanatory. The doorway behavior guides a robot through narrow passageways in walls; go-to-xy directs motion along a straight line trajectory to a particular location. In order to demonstrate the decision-making aspects of the controller in the simplest manner possible consider only the composite behavior — goal-seek. As illustrated in Figure 2, its effect arises from synergistic interaction between go-to-xy and avoid-collision. The simulated mobile robot is modeled after LOBOT, a custom-built base with a 2-wheel differential drive and two stabilizing casters. It is octagonal in shape, 75 cm tall and 60 cm in width. The output of the primitive behaviors are right and left wheel speeds; the inputs of the hierarchy are the goal location and subsets of sensor readings. The robot’s sensor suite includes optical encoders on each driven wheel and 16 ultrasonic transducers arranged primarily on the front, sides, and forward-facing obliques. The initial state of robot is at $(x, y, \theta)^T = (11.7m, 12.3m, \frac{\pi}{2}\text{rad})^T$. The goal is located at $(1.5m, 1m)$. 
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We ran the simulated navigation using each of the t-conorms defined in Section 3.1 to examine the relative impact that each has on motion decisions made during the run. That is, the fuzzy outputs of go-to-xy and avoid-collision were aggregated using (2)-(5). The resulting path taken by the robot using the bounded sum t-conorm is shown in Figure 3a; dimensions are meters. The robot simultaneously achieves the goals of reaching the target location and avoiding collisions. The paths resulting from using maximum and probabilistic sum as t-conorms were very similar to the bounded sum case. However, the decisions made as a result of applying the $S_\lambda$ family for $\lambda \geq 1$ were clearly different as revealed by the alternative path shown in Figure 3b for $\lambda = 1$. In this case, the ensemble of control decisions made over the course of the run have led to a more direct path to the goal. The results were similar for $\lambda > 1$. Thus, possible variations in system behavior can be determined through examination of the effects of t-conorm selection on multi-rule-base decision-making. Of course, the selection of an appropriate t-conorm will be system dependent and based on desired system response.

5 Conclusion

Decision-making in distributed intelligent systems is facilitated using a collection of fuzzy rule-based decision systems and controllers. Consensus among multiple rule-bases is achieved using a weighted decision-making strategy based on degrees of applicability $\gamma$ associated with each rule-base. When conditions for activation of a single rule-base (or several) are satisfied, there is no need to consult rule-bases that do not apply. The approach is suitable for fuzzy control of complex, systems that can be represented as hierarchical or decentralized structures. By generalizing decision-making concepts of monolithic fuzzy controllers, it is possible to coordinate multiple distributed rule-bases in a single multi-level control system. When the proposed decision-making mechanisms are employed, it is beneficial to examine different aggregation operators over rule-base outputs to determine the most appropriate operator for the application.
Figure 3: Simulated navigation control using different t-conorms.
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ABSTRACT

Gold ion implantation was carried out with the energy of 1.1 MeV into (100) oriented MgO single crystal. Implanted doses are 1, 3, 6, 10 x 10^16 ions/cm^2. The gold irradiation results in the formation of gold ion implanted layer with a thickness of 0.2 μm and defect formation. In order to form gold colloids from the as-implanted samples, we annealed the gold implanted MgO samples in three kinds of atmospheres: (1)Ar only, (2)H_2 and Ar, and (3)O_2 and Ar. The annealing over 1200°C enhanced the gold colloid formation which shows surface plasmon resonance band of gold. The surface plasmon bands of samples annealed in three kinds of atmospheres were found to be at 535 nm (Ar only), 524 nm(H_2+Ar), and 560 nm (O_2+Ar). The band positions of surface plasmon can be reversibly changed by an additional annealing.

INTRODUCTION

The reduction of matter to nanometer dimension often leads to significant changes in optical, structural, and thermodynamic properties. The appearance of the surface plasmon (SP) resonance for metal colloid reduced to the nanometer scale is one example of how the optical properties of metals change when they are reduced in size. To form nanometer sized metal particles, we used ion implantation methods [1]. Metal colloid doped glasses, for example, show high optical nonlinearity, and are attractive candidates for utilization in optical devices [2,3]. The enhancement of the third order optical nonlinearity depends on the intensity and frequency of the SP resonance of the metal colloid. According to Mie's scattering theory and effective medium theory [4], we can predict the SP resonance frequency \( \omega_{\text{sp}} \) if we know the dielectric functions of the metal colloid \( \varepsilon(\omega) \) and the host material \( \varepsilon_m \). As a first-order approximation, the following equation gives us the SP resonance frequency \( \omega_{\text{sp}} \):

\[
\varepsilon(\omega_{\text{sp}}) + 2\varepsilon_m = 0.
\]

We have previously reported on the SP resonance of gold nanoparticles in the several substrates: sapphire, CaF_2, and Muscovite mica [5]. MgO is also a material widely used in optics, such as windows and coatings. Although many of the alkaline earth oxides are hydroscopic and thus not widely used in optical systems, MgO is relatively insoluble, hard, and durable. Moreover, MgO is a good transparent material in the range between 300 nm and 7000 nm, and the optical absorption
edge has been measured to be about $7.77 \text{ eV} (160 \text{ rim})$. Transition metals, for example Fe$^{3+}$, are common multivalent impurities in MgO with the order of 50 ppm. Absorption bands due to Fe$^{3+}$ are found at 210 and 285 nm in MgO [8]. The F and F' absorption bands overlap in MgO, with the F peak occurring at 248 nm and F' peak at 252 nm. In MgO heavily damaged by ion bombardment, a broad absorption feature appears between the F band (-248 nm) and the fundamental absorption edge (-160 rim). Chen et al. reported [7] that mobile oxygen interstitial created by electron and neutron irradiation can be annealed out at 400°C, where the interstitial recombine with oxygen vacancies. On the other hand, the oxygen vacancies do not become mobile until the temperature reaches 1000°C [7]. In this paper, we mainly report on how the annealing atmosphere affects to the SP resonance.

**EXPERIMENTAL**

MgO single crystals (15x15x0.5 mm$^3$) oriented (100) were obtained from two venders (Harrick Scientific and Commercial Crystal Laboratories). The major impurities are Fe$^{2+}$ of ~100 ppm and Al$^{3+}$ of -40 ppm. The samples are implanted with 1.1 MeV gold $^{197}$Au$^+$ with doses of 1, 3, 6, $10 \times 10^6$ Au ions/cm$^2$. The depth profile of gold concentration was measured by Rutherford Backscattering Spectrometry (RBS), using 2.4 MeV α particles. Thermal annealing was carried out at temperatures between RT and 1200°C in a reducing (10%H$_2$+90%Ar), an oxidizing (10%O$_2$+90%Ar), and an inert atmosphere (100%Ar) flow.

The electronic spectra were measured between 185-3200 nm with a UV-Vis-NIR spectrophotometer (Hitachi, U-3 501). In order to study the annealing effects on Au implanted MgO, each transmission spectrum was taken every 15 min annealing, unless otherwise indicated. Indices of refraction of the samples were measured with an ellipsometer (Dudolph Research, 43603 -200E).

**RESULTS AND DISCUSSION**

The RBS spectra show that the depth profile is, similar to the Gaussian distribution, whose peak of the Au concentration is located about 0.2 μm from the surface (The spectra are not shown here).

The transmission spectra of as-implanted Au/MgO samples and an unimplanted MgO sample (called “virgin”) are shown in Fig. 1. The virgin sample (a) has a high transmission region (85% transmittance) down to 350 nm, and below 320 nm the transmittance suddenly drops due to Fe$^{3+}$ ion impurities whose absorption bands are located at 285 nm and 210 nm. The spectra (b), (c), (d), and (e) are the transmission spectra for the gold implanted samples with dosages of 1, 3, 6, and $10 \times 10^6$ ions/cm$^2$.

![Figure 1 Transmission Spectra of (a) virgin MgO and as-implanted MgO with Au ions of (b)$1 \times 10^6$, (c)$3 \times 10^6$, (d)$6 \times 10^6$, and (e)$10^7$ ions/cm$^2$.](image-url)
ions/cm$^2$, respectively. Every spectrum from (b) to (e) has a broad absorption band at 576 nm, which can be attributed to F.-center (aggregates of F-centers) due to the irradiation damage by ion implantation [6]. As the gold dosage increases, the transmission decreases in the range between 300 nm and 1000 nm, mainly due to defects and scattering from small gold particles. The color of the as-implanted samples is dark brownish.

It has been reported that the bands around 250 nm and 355 nm are related to F-centers and F'-centers caused by neutron-irradiation, electron-irradiation and Mg-vapor-deposition [7]. The bands caused by neutron- and electron-irradiation can be annealed out at 600°C, while these bands generated by Mg-vapor-deposition could not be annealed out until the annealing temperature reaches 1200°C. The reason for this is as follows: in the sample, excessive Mg$^{2+}$ ions are introduced from Mg vapor and then the Mg ions migrate into the MgO bulk to cause oxygen ion vacancies. In this case there exist no interstitial oxygen ions in the system, while neutron- or electron-irradiated samples have interstitial oxygen ions to recombine to oxygen vacancies. The oxygen interstitial are mobile, while oxygen ion vacancies are immobile [7]. Below 300 nm, the Fe$^{3+}$ band is overlapped with the F- and F'+-band, thus it is difficult to distinguish those bands in the as-implanted samples before annealing.

In Fig.2, two sets of spectra for sequentially annealed Au/MgO sample in both reducing and oxidizing atmospheres are shown, for the sample with the dosage of 6x$10^{16}$ ions/cm$^2$. The annealing temperature and time for each spectrum are shown in Fig.2. The band at 576 nm disappeared after annealing at 400°C, as reported by Chen et al [7]. Between 200°C and 1000°C, weak broad bands appeared around 340 and 365 nm. We will discuss these bands elsewhere. When the annealing temperature reached 1200°C, a strong broad band appeared at 524 nm for the samples annealed in the reducing atmosphere and at 560 nm for the oxidizing atmosphere, which are attributed to the SP resonance of gold colloids. As the annealing time increased at 1100-1200°C, the SP bands became stronger, which indicates that at this temperature (1 100-1200°C) the implanted gold ions begin to diffuse and aggregate to form metallic colloids. At the same time of colloid formation, the Fe$^{3+}$ band at 285 nm became weaker in the case of reducing atmosphere. It is also coincident that the temperature at which oxygen vacancies become mobile, as mentioned before.
In order to investigate the correlation between the SP resonance and the reduction of Fe\textsuperscript{3+} band at 285 nm, we measured the transmission spectra of virgin MgO that was sequentially annealed in the similar way to the previously gold implanted samples. In Fig. 3, (a) spectrum for virgin MgO is shown before annealing. Spectra (b), (c), and (d) are of the same sample after sequential annealing at 1000°C, 1100°C, and 1200°C, respectively, for 15 min. Spectra (e) to (i) are of the same sample additionally annealed at 1200°C for 15 min for each step. During annealing between 200°C and 900°C with a step of 100°C for 15 minutes each, the spectra did not exhibit any significant changes. After annealing at 1200°C for 90 minutes in total, (i) in Fig. 3, the surface of the sample became slightly cloudy. However, before it became cloudy, the Fe\textsuperscript{3+} band at 285 nm became weak. Apparently, the Fe\textsuperscript{3+} ions were reduced to Fe\textsuperscript{2+} ions in the reducing atmosphere at high temperature, which resulted in an increased transmittance of 75% at 285 nm [8]. After annealing in a reducing atmosphere, we switched the atmosphere to O\textsubscript{2}+Ar. The transmittance suddenly dropped just after annealing at 1200°C in oxidizing atmosphere for 15 minutes, as shown in Fig. 3(b). Since we can assume that Fe\textsuperscript{3+} ions uniformly distributed in the entire sample, the reducing reaction occurs from surface to inside the sample until Fe\textsuperscript{3+} ions are almost completely converted to Fe\textsuperscript{2+} ions in reducing atmosphere. When annealing the samples in oxidizing atmosphere, the conversion from Fe\textsuperscript{2+} to Fe\textsuperscript{3+} has taken place, as shown in Fig.3(b). However, this does not mean that both hydrogen and oxygen atoms diffuse into the sample. In the reducing atmosphere at high temperature, a hydrogen molecule takes an oxygen atom at the surface, leaving an oxygen vacancy with two electrons behind and giving one electron to an Fe\textsuperscript{3+} ion to form an Fe\textsuperscript{2+} ion. This reaction occurs only at the surface and will not continue inside the sample at lower temperature because oxygen vacancies are not mobile at low temperature (< 1000°C). This is consistent with our observation that the spectra Fe\textsuperscript{3+} absorption decreases only at high temperature (≥1200°C). In the oxidizing atmosphere, oxygen vacancies are filled with oxygen and take electrons from Fe\textsuperscript{2+} to make them Fe\textsuperscript{3+} thereby allowing oxygen to diffuse into the sample when the temperature is high enough.
To confirm the annealing atmosphere dependence of the SF band position, we sequentially annealed an implanted sample (Au/MgO with dose of 10x10^16 ions/cm^2) at 1200°C in (1)Ar only, (2)O_2+Ar, (3)H_2+Ar, and (4)O_2+Ar again for 2 hours each. Fig.4 shows the vicinity (a) of the SP band and wider range of spectra in the inset (b). (1)After annealing in Ar only, SP appeared at 535 nm. (2)After annealing in O_2+Ar, SP shifted to 560 nm. (3)Annealing in H_2+Ar made SF shift to 524 nm. (4) Again, after annealing in O_2+Ar, SP moved back to 560 nm. From these results, the SP position is reversibly depending on the annealing atmosphere. This reversibility suggests that the SP band position is influenced by the local dielectric constant of host near gold colloids. Once colloids with a certain size were formed, it is difficult to change their size or shape. Using these values of \( \omega_{sp} \) from experimental data, Eq (1), and the optical constants of gold from literature [9], we calculated the local \( \varepsilon_m \) to be 3.01 (Ar only), 2.45 (H_2+Ar), and 3.90 (O_2+Ar), while the standard value of \( \varepsilon_m \) for MgO is 3.02.

**CONCLUSIONS**

We have found that the annealing atmosphere affects the position of SF band of Au implanted in MgO. According to the temperature dependence of SF resonance development, oxygen vacancy mobility and reduction of Fe^{3+} ions, the gold colloid formation must be well related to oxygen vacancy movement at high temperature. The shift and the reversibility may be useful for application to the development of nonlinear optical devices. Further study is needed to understand the mechanism of the annealing effects on surface plasmon bands.
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Abstract - The paper presents a new approach to increasing the speed of a fuzzy controller. We propose to use a computation algorithm based on the Chinese Remainder Theorem. We will also show how Genetic Algorithms can be used for hardware minimization.
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I. INTRODUCTION

The work of a fuzzy controller is demonstrated by the example shown in Figure 1 [1].

| POSITION |
|---|---|---|---|---|
| NM | NS | ZE | PS | PM |
| 1   | 4   | 3  | 2  | 1  |
| NS  | 5   | 2  | 1  | 3  |
| ZE  | 1   | 8  | 2  | 1  |
| PS  | 5   | 3  | 2  | 1  |
| PM  | 1   | 2  | 5  | 1  |

Rule Base

\[
Output \text{ of } \text{a fuzzy controller } y = \frac{\sum_{i,j=1}^5 a_i b_j y_{ij}}{\sum_{i,j=1}^5 a_i b_j}
\]

Figure 1. Fuzzy Controller.

The input of the controller is the position and velocity of the controlled object. The input information is obtained by sensors a and b. The crisp values, a and b, are fuzzified and the values of the membership functions are denoted by \(a_1, \ldots, a_5\) and \(b_1, \ldots, b_5\). The output of the fuzzy controller is computed using...
the following formula: \[ y = \frac{\sum_{i,j=1}^{5} a_i b_j y_j}{\sum_{i,j=1}^{5} a_i b_j}, \]
where the numbers \( y_j \) are obtained from the Rule Base table.

We want to point out that the computation of \( y \) has to use the operations of addition and multiplication several times, while the operation of division is used only once. The quantity of calculations grows exponentially with the number of sensors in the controller. Therefore, the problem of speeding up the computational process becomes increasingly important. Traditional methods of speeding up computations, due to their generality, will not provide us with the fastest possible calculations [2]. We propose to use modular arithmetic based on the Chinese Remainder Theorem (CRT).

II. CHINESE REMAINDER THEOREM (CRT)

The proposed method of computations is based on the Chinese Remainder Theorem. The interested reader can find more details about this theorem in [3].

**Theorem:** Let be ideals of \( A \). Assume that \( \alpha_i + \alpha_j = A \) for \( i \neq j \).

Let

\[
f: A \rightarrow \prod_{i=1}^{n} A/\alpha_i = \left( A/\alpha_1 \right) \times \cdots \times \left( A/\alpha_n \right)
\]

be a mapping of \( A \) into the product induced by the canonical map of \( A \) onto \( A/\alpha_i \) for each factor. Then the kernel of \( f \) is \( \bigcap_{i=1}^{n} \alpha_i \), and \( f \) is subjective, thus giving an isomorphism \( A/\bigcap_{i=1}^{n} \alpha_i \stackrel{\sim}{\rightarrow} \prod_{i=1}^{n} A/\alpha_i \).

We are going to use the following corollary of this theorem.

**Corollary:** Let \( m_1, \ldots, m_n \) be integers relatively prime in pairs. Then

a) any integer \( k, 0 \leq k \leq M \), where \( M = (m_1 \cdot m_2 \cdots m_n) - 1 \) is uniquely represented by a string of \( n \) numbers \( k \mod m_1, \ldots, k \mod m_n \);

b) this presentation preserves operations of componentwise addition and multiplication.

**Example** Let \( m_1 = 2; m_2 = 3; m_3 = 5; m_4 = 7 \);

The integers from 0 to \( M = (2.3.5.7) - 1 = 209 \) can be uniquely represented. Table 1 shows the representation of the integers from 0 through 15.
According to Table 1, $3 + 1033 = 4_7$. Let us perform the addition and multiplication of the numbers 3 and 4 using the table above.

3 + 4 = 7 $\mapsto$ 1120;

$1 + 0 \mod 2 = 1; \quad 0 + 1 \mod 3 = 1; \quad 3 + 4 \mod 5 = 2; \quad 3 + 4 \mod 7 = 0;

3 \cdot 4 = 12$ $\mapsto$ 0025;

$1 \cdot 0 \mod 2 = 0; \quad 0 \cdot 1 \mod 3 = 0; \quad 3 \cdot 4 \mod 5 = 2; \quad 3 \cdot 4 \mod 7 = 5;

Note that the additions and multiplications are done componentwise. The calculations can be done in parallel, because no carry has to be generated. The idea of using CRT for computations is not new [4]. The disadvantage of this approach is that the operation of division is not easily performed. However, a fuzzy controller has to execute the operation of division only once, so for division traditional methods can be used.

The problem of converting CRT numbers to and from binary (or decimal) can be easily solved. Let us denote the function that performs conversion by $\phi(k) = q(k) = (k \mod m_1, \ldots, k \mod m_k)$.

It is clear that $\phi(c_0 + c_1 \cdot 10 + \cdots + c_n \cdot 10^d) = \phi(c_0) + \phi(10) \cdot \phi(c_1) + \cdots + \phi(c_n) \cdot \phi(10)^d$ and this formula can be used for converting from decimal to CRT numbers. Conversely, a CRT number $a_1, \ldots, a_k$ can be presented by $\sum_{i=1}^{k} a_i e_i$, where $e_i = 0, 1, \ldots, 0$ (the string consists of all 0's, except one 1 in the $i$th

### Table 1. CRT Number Representation Table

<table>
<thead>
<tr>
<th></th>
<th>mod 2</th>
<th>mod 3</th>
<th>mod 5</th>
<th>mod 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
The inverse transform, $\varphi^{-1}$, can be determined according to the following equation:

$$
\varphi^{-1}\left(\sum_{i=1}^{k} a_i e_i\right) = \sum_{i=1}^{k} \varphi^{-1}(a_i) \cdot \varphi^{-1}(e_i),
$$

where the numbers of $\varphi^{-1}(e_i)$ can be precomputed.

We want to acknowledge that the CRT numbers can be obtained by using specialized Analog-to-Digital converters in the initial phase of data processing by a fuzzy controller. The conversion of CRT numbers to binary (or decimal) is performed only once in the final stage of the computation for division.

Let us compare the speed of CRT adders/multipliers with the traditional fast adders/multipliers. The CRT adder/multiplier is, basically, a set of modulo $m_i$ adders/multipliers. Even for the case of relatively small $m_i$, a significant value of $m$ can be obtained. For example, if

$$
\{m_i\} = \{1, 13, 17, 19, 23, 25, 27, 29, 31\},
$$

then $M \approx 1.8 \cdot 10^{13}$ modulo $m_i$ adders/multipliers can be implemented using two or three gate level circuits. The result of this comparison is shown in Table 2 (for a two gate level implementation).

<table>
<thead>
<tr>
<th>Adder/Multiplier</th>
<th>Time to perform operation</th>
<th>Time to perform operation for $n=32$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carry Lookahead Tree Adder</td>
<td>$2^{\log_2 n} \tau$</td>
<td>$10\tau$</td>
</tr>
<tr>
<td>Wallace Tree Multiplier</td>
<td>$2^{\log_2 n} \tau$</td>
<td>$50\tau$</td>
</tr>
<tr>
<td>CRT Adder</td>
<td>$2\tau$</td>
<td>$2\tau$</td>
</tr>
<tr>
<td>CRT Multiplier</td>
<td>$2\tau$</td>
<td>$2\tau$</td>
</tr>
</tbody>
</table>

$n = \text{number of bits}, \tau = \text{average delay on a gate}$

Table 2. Comparison of Chinese Remainder Adders/Multipliers with Traditional Fast Adders/Multipliers

### III. HARDWARE IMPLEMENTATION

The problem of hardware minimization can be demonstrated by a modulo 5 adder. The numbers $\{0, 1, 2, 3, 4\}$ has to be represented in binary; three bits should be allocated for each individual number. A modulo 5 adder is shown in Figure 2.

![Figure 2 Modulo 5 Adder](image-url)
With the conventional number representation, the numbers 0 is presented by 000, the number 1 by 001, .... the number 4 by 100 and us have the following truth table for \( z_1, z_2, \) and \( z_3 \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( z_1 )</th>
<th>( z_2 )</th>
<th>( z_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3 Truth Table of the Modulo 5 Adder with conventional number representation.

Using Espresso [5], a hardware minimization tool, we found that with the conventional number representation we need eighteen AND gates and three OR gates. Comparatively, our experiments show that if we use a non-traditional number representation we can achieve at least a twenty percent reduction in the amount of gates needed.

By definition a number representation is an injective mapping
\[ f: \{0,1,2,3,4\} \rightarrow \{000,001,010,...,111\} . \]

We denote by \( S \) the set of all such functions. Infectivity means that if \( x \neq y \), then \( f(x) \neq f(y) \).

Clearly the total number of injective functions in this case is equal to \( 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1 = 6,720 \). Every number representation \( f \) uniquely defines three Boolean functions \( z_1(f), z_2(f), \) and \( z_3(f) \). Let us introduce the function \( F \), which for every Boolean function \( g: Z_5^2 \rightarrow Z_2 \), where \( Z_5 = \{0,1\} \), gives its number of product terms in the minimum sum of products representation. Let us also define a fitness function \( \psi: S \rightarrow N \), where \( N \) is the set of natural numbers, by the following formula.

\[
\psi(f) = F(z_1(f)) + F(z_2(f)) + F(z_3(f))
\]

In other words, \( \psi(f) \) is equal to the number of AND gates for the adder implementation if number representation \( f \) is used.

Genetic Algorithms can be used for minimization of the function \( \psi \). We propose the following structure of a chromosome. A chromosome has two parts \( H \) and \( T \), which can be called the head and tail, respectively. Let us denote 000 by \( \overline{0} \), 001 by \( \overline{1} \), ... and 111 by \( \overline{7} \). The head consist of the set of nonused binary strings: \( H = \{\overline{0}, \overline{1}, ..., \overline{7}\} - \{f(0), f(1),..., f(4)\} \). The tail, \( T \), is a permutation corresponding to the particular For example, the chromosome corresponding to the following number...
representation \( f(0) = 101, f(1) = 001, f(2) = 111, f(3) = 010, f(4) = 110 \) has
\( H = \{0, \bar{1}, \ldots, \bar{7}\} - \{3, \bar{1}, 7, 2, \bar{6}\} = \{0, 3, \bar{4}\} \). The tail \( T = (3, 1, 5, 2, 4) \) shows the order in which the binary triples are used. Therefore, the chromosome, for this example, is \( \{0, 3, \bar{4}\}(3, 1, 5, 2, 4) \). The order is not essential for the head, but is very essential for the tail.

The operation of mutation is defined separately for the head and tail. The mutation on the head is defined as follows. One entry from the head is replaced by a number from the set of \( \{0, \bar{1}, \ldots, \bar{7}\} \), which does not belong to the head. As a result of mutation, for example, the chromosome \( \{0, 3, \bar{4}\}(3, 1, 5, 2, 4) \) can be changed to \( \{0, 3, \bar{4}\}(3, 1, 5, 2, 4) \). Mutation on the tail can be defined as a simple transformation where we trade two entries. For example, \( \{0, 3, \bar{4}\}(3, 1, 5, 2, 4) \) will be changed to \( \{0, 3, \bar{4}\}(3, 1, 5, 2, 4) \).

The crossover operation is defined the following way. Suppose we have two chromosomes,
\[ \left( h_1^1, h_1^2, h_1^3 \right) \left( t_1^1, t_1^2, t_1^3, t_1^4, t_1^5 \right) = (H^1, T^1) \text{ and } \left( h_2^1, h_2^2, h_2^3 \right) \left( t_2^1, t_2^2, t_2^3, t_2^4, t_2^5 \right) = (H^2, T^2). \]
These two parents will always have two offspring \((H_1, T)\) and \((H_2, T)\). The children have different heads, which they inherited from their parents, and the same tail, which is obtained from a probabilistic election process that we shall now describe.

We first find \( t_1 \). If \( t_1^1 = t_1^2 \), then \( t_1 = t_1^1 \). If \( t_1^1 \neq t_1^2 \), then \( t_1 \) takes the values of \( t_1^1 \) or \( t_1^2 \) with equal probability. Now, suppose that we have already assigned the value for \( t_2, \ldots, t_5 \). The value of \( t_{i+1} \) is defined as follows. If neither \( t_{i+1}^1 \) nor \( t_{i+1}^2 \) belong to the set \( \{t_2, \ldots, t_5\} \), then \( t_{i+1} \) is assigned to \( t_{i+1}^1 \) or \( t_{i+1}^2 \) with equal probability. If either \( t_{i+1}^1 \) or \( t_{i+1}^2 \) belongs to the set \( \{t_2, \ldots, t_5\} \), say \( t_i^1 \), then \( t_{i+1} = t_i^1 \).

The results of the computer minimization are not available at the present moment. However, we plan to present the results in future publications.

IV. CONCLUSION

In this paper, we have shown that the speed of a fuzzy controller can be increased, considerably by using the Chinese Remainder Theorem number representation. The problem of hardware minimization has been formalized. This gives us the opportunity to use Genetic Algorithms. Due to the specifics of the optimization problem, the operations of mutation and crossover have been defined nontraditionally.
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1. Introduction

Statistical classification of remotely sensed images attempts to discriminate between surface cover types on the basis of the spectral response recorded by a sensor. It is well known\(^1\)\(^{-3}\) that surfaces reflect incident radiation as a function of wavelength producing a spectral signature specific to the material under investigation. Multispectral and hyperspectral sensors sample the spectral response over tens and even hundreds of wavelength bands to capture the variation of spectral response with wavelength. Classification algorithms then exploit these differences in spectral response to distinguish between materials of interest. Sensors of this type, however, collect detailed spectral information from one direction (usually nadir); consequently, do not consider the directional nature of reflectance potentially detectable at different sensor view angles.

Improvements in sensor technology have resulted in remote sensing platforms capable of detecting reflected energy across wavelengths (spectral signatures) and from multiple view angles (angular signatures) in the fore and aft directions. Sensors of this type include: the moderate resolution imaging spectroradiometer\(^4\) (MODIS), the multiangle imaging spectroradiometer\(^5\) (MISR), and the airborne solid-state array spectroradiometer\(^6\) (ASAS).

A goal of this paper, then, is to explore the utility of BRDF models in the selection of optimal view angles for the classification of remotely sensed images by employing a strategy of searching for the maximum difference between surface BRDFs. After a brief discussion of directional reflectance in Section 2, attention is directed to the Beard-Maxwell BRDF model and its use in predicting the bidirectional reflectance of a surface. The selection of optimal viewing angles is addressed in Section 3, followed by conclusions and future work in Section 4.

1.1. NEFDS Spectral Database

A collection of spectral datasets was obtained from the National Imagery Resource Library (NIRL) and used in this study. Intimately related to the Materials Exploitation Database (MED), the Spectrum Archival Library (SAL), and the Spectral Catalog,\(^7\) the Nonconventional Exploitation Factors Data System (NEFDS) database is composed of spectral reflectance measurement data in the visible/near-infrared (VNIR), the mid-infrared (MIR) and combined visible/near-mid-infrared (VNMIR) for samples of selected materials.

Spectral samples of a concrete runway, a galvanized steel rooftop, and a couple of painted surfaces in the visible/near-infrared (VNIR) were selected for input to a BRDF model for the pairwise estimation of optimal view angles in the classification of remotely sensed images. Detailed properties of the materials used in this analysis have been assembled and are presented in the Spectral Catalog cited earlier.

*This work was supported in part by NASA ACE under contract #NCCW-0087.
2. Directional Reflectance

The directional-hemispherical reflectance defined as

\[ \rho_{dh} = \frac{d\Theta_r}{d\Phi_i} \]  

is the fraction of incident radiant flux density from direction, \((\theta_i, \phi_i)\) that is reflected by the surface into all possible directions of the hemisphere surrounding the sample. By definition, then, \(\rho_{dh}\) does not provide any information on the directional nature of reflectance and is only adequate for surfaces that reflect isotropically.

Many surface materials of interest, however, are anisotropic reflectors so that the spectral response is also dependent on the viewing geometry of the sensor. This fact has lead to classification difficulties in which single view imagery was used to discriminate between surface materials. A more general and useful description for the directional nature of reflected radiant flux is contained in the bidirectional reflectance distribution function (BRDF) which relates the directional distribution of exitant flux to the incident radiant flux striking the surface.

2.1. Bidirectional Reflectance

![Figure 1. Co-ordinate System Defining Solar Angles and Sensor Viewing Angles.](image)

The BRDF is a function of four angles (Figure 1) and is defined as the ratio of reflected radiance from a surface to the irradiance incident to the surface from an illuminating source. This relationship is seen in Equation 2

\[ \rho_{bd}(\Theta_i, \Theta_r; \lambda) = \frac{dL_r(\Theta_i, \Theta_r; \lambda)}{dE_i(\Theta_i; \lambda)} \]  

where the dependence on incident angles, \(\Theta_i = \{\theta_i, \phi_i\}\), exitant angles, \(\Theta_r = \{\theta_r, \phi_r\}\), and wavelength, \(\lambda\), is shown.
2.2. BRDF Models

Reflection of light from a surface is a complex phenomenon which can be very difficult to explain and accurately predict. Even with a firm grasp of the physics involved, the dynamics of a changing environment complicates matters so that a complete understanding is often not possible. As a result, several types of BRDF models have emerged; those based on first principles such as radiative transfer theory, geometrical optics, physical optics (wave theory of light) and those that fit analytic equations to the observed reflectance.

Two mechanisms of reflectance are generally identified: surface and subsurface (volumetric) reflectance. Surface reflectance occurs at the interface between materials; usually the air-material interface and can be quite anisotropic. Subsurface reflectance is typically isotropic and occurs when incident light penetrates the surface and collides with inhomogeneities (such as paint pigments) suspended in the substrate. For rough matte surfaces, the observed reflectance is usually diffuse (Lambertian) and therefore nondirectional. The BRDF in this case is independent of both the incident and exitant directions and can be expressed as

\[ \rho_{bd}(\Theta_i, \Theta_r; \lambda) = \rho_{bd}(\lambda). \]  

(3)

Perfectly smooth planar surfaces on the other hand behave as specular reflectors that reflect light in the critical mirror angle only. In this instance, the BRDF is highly dependent on the incoming and outgoing directions and can be expressed as a Dirac distribution. Most practical surface materials are somewhere between the two extremes of diffuse and specular reflectors. Therefore, BRDF models typically represent the surface reflectance in terms of both a diffuse component and a specular component.

The aim of BRDF models, then, is to predict the reflectance behavior of surfaces under conditions of incident radiant energy striking the surface from various directions. One such model is the Beard-Maxwell BRDF model.

2.2.1. Beard-Maxwell BRDF

The Beard-Maxwell (B-M) BRDF model was originally developed to characterize the reflectance properties of painted surfaces but has been used successfully in estimating the reflectance of other surfaces as well. Empirically based, this model has seven input parameters that are derived from a series of reflectance measurements collected under the controlled conditions of a laboratory setting.

A functional description of the B-M BRDF model is specified by Equation 4

\[ \rho_{bd}(\Theta_i, \Theta_r) = \frac{R(\beta)}{R(0)} \rho_f \cos^2 \theta_N \left[ \frac{1 + \theta_N}{1 + \frac{\theta}{\Theta} e^{-\beta/r}} \right] + \rho_d + \frac{2\rho_v}{\cos \Theta_i + \cos \Theta_r} \]

(4)

where the first term in Equation 4 is the first surface reflectance attenuated by the shadowing and obscuration function enclosed in square brackets. The second term, \( \rho_d \), is the diffuse (Lambertian) component and the third term is the component due to subsurface volumetric scattering.

3. Selection of Optimal Viewing Angles

In this section, the utility of BRDF models in the selection of optimal viewing angles for classification of remotely sensed images is explored. To motivate this discussion, consider the B-M BRDF of a galvanized steel rooftop surface generated under the following conditions: the material is oriented in a horizontally flat position (\( \Theta_{matl} = 00 \)), the solar position is specified by a zenith
Figure 2. B-M BRDF: 0526stla (galvanized steel rooftop)

angle of $\theta_i = 30^\circ$ and an azimuth of $\phi_i = 0^\circ$, with the BRDF evaluated at a spectral wavelength of $\lambda = 0.635\mu m$. Note that the observed BRDF seen in Figure 2(a) is dependent on viewing angles in both the azimuth and zenith directions due to forward scattering (sharp peak on the left) and backward scattering (peak on the right) effects. These effects are also seen in the surface component of the B-M BRDF shown in Figure 2(b) where once again the forward scattering peak is sharp and to the left with a significant backscattering lobe directed toward the solar position. Analogous to the variation in spectral signatures among material types, the spatial distribution of reflectance with angle gives rise to angular signatures specific to material type. Differences in angular signature can lead to an increased ability to distinguish between materials if identified and incorporated into a classification system. Our goal, then, is to identify regions of maximum difference between angular signatures through the use of the B-M BRDF model.

The B-M BRDF of several surfaces was generated with the the material positioned horizontally flat, the solar position given by a zenith of $\theta_i = 30^\circ$ and an azimuth of $\phi_i = 0^\circ$; wavelength ranged from 0.3- 1.0 $\mu m$ in increments of 0.005 $\mu m$. Positioning of the sensor varied from $\phi_r = 0^\circ$ to $\phi_r = 180^\circ$ in the azimuthal direction at 5$^\circ$ increments and in the zenith from $\theta_r = 0^\circ$ to $\theta_r = 65^\circ$ every 5$^\circ$ corresponding to each azimuthal direction. As an illustration, B-M BRDF surfaces of a galvanized steel rooftop with the sensor positioned at an azimuth of $\phi_r = 180^\circ$ and $\phi_r = 175^\circ$ are shown in Figures 3(a) and 3(b), respectively. Under similar conditions, B-M BRDF surfaces were generated for an aluminum painted low emissivity green surface (0537 UUUPNT), a gray unweathered polyurethane paint on aircraft surface (0741 UUUPNT), and a concrete runway surface (0671 UUUCNC).

Pairwise separability was then computed on the basis of a pointwise root-squared $(rs)$ difference between B-M BRDF surfaces of each material. Therefore, corresponding to each azimuth direction a root-squared difference surface was determined as shown in Figure 4(a). Inspection of the $rs$ difference surface indicates that the maximum difference occurs in the zenith direction of $\theta_r = 30^\circ$. A cross-section of the surface along $\theta_r = 30^\circ$ (Figure 4(b)) further shows that the maximum $rs$ difference is achieved in the shorter wavelengths around 0.4$\mu m$ and decreases as wavelength gets longer. A similar analysis in each azimuthal direction, $\phi_r = \{0, 5, 10, \ldots 60, 65\}$, resulted in the maximum difference between BRDF surfaces occurring at $\phi_r = 0^\circ$, $\theta_r = 30^\circ$, and in the wavelength range of 0.4 – 0.5$\mu m$.

A separability analysis to determine the optimal viewing conditions for discrimination between
Figure 3. B-M BRDF Surface: 0526UUUSTLa (galvanized steel rooftop)

Figure 4. Pointwise Difference Surface: 0526 UUUSTLa (galvanized steel rooftop) and 0537UU-UPNT (green painted aluminum surface)

4. Conclusions and Future Work

The utility of BRDF models for pairwise discrimination between surface materials through the selection of optimal view angles was explored. Employing a strategy of maximum rs difference between the respective BRDFs to indicate maximum separability, several cases were considered of which two were reported in this paper. In every case studied, the maximum rs difference occurred in the principal plane of the Sun with the BRDF due to backscatter effects yielding a slightly greater separability than the forward scattering direction.
It should be noted, however, that there were several limitations in this preliminary study: our analysis at this point was qualitative, atmospheric effects were completely ignored (we expect that these effects are not significant at low altitudes but could be extremely important at high altitudes), and only one solar position was considered.

Future efforts will concentrate on quantifying the search for optimal viewing angles, incorporating atmospheric effects, and exploring the affect that solar position has on the separability between surface BRDFs.
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1 Introduction

Passive remote sensing of the atmosphere is used to determine the atmospheric state. A radiometer measures microwave emissions from earth’s atmosphere and surface. The radiance measured by the radiometer is proportional to the brightness temperature. This brightness temperature can be used to estimate atmospheric parameters such as temperature and water vapor content. These quantities are of primary importance for different applications in meteorology, oceanography, and geophysical sciences. Depending on the range in the electromagnetic spectrum being measured by the radiometer and the atmospheric quantities to be estimated, the retrieval or inverse problem of determining atmospheric parameters from brightness temperature might be linear or nonlinear. In most applications, the retrieval problem requires the inversion of a Fredholm integral equation of the first kind making this an ill-posed problem. The numerical solution of the retrieval problem requires the transformation of the continuous problem into a discrete problem. The ill-posedness of the continuous problem translates into ill-conditioning or ill-posedness of the discrete problem. Regularization methods are used to convert the ill-posed problem into a well-posed one.

In this paper, we present some results of our work in applying different regularization techniques to atmospheric temperature retrievals using brightness temperatures measured with the SSM/T-1 sensor. Simulation results are presented which show the potential of these techniques to improve temperature retrievals. In particular, no statistical assumptions are needed and the algorithms were capable of correctly estimating the temperature profile corner at the tropopause independent of the initial guess.

2 Radiative Transfer Theory in the Microwave Region

Radiative transfer theory describes the intensity of radiation propagating in a general class of media that absorbs, emit, and scatter the radiation [5]. The radiative transfer equation for a plane-parallel atmosphere is given by

$$
\cos \theta \frac{dI_{\nu}}{dz} = -\sigma(z)I_{\nu} + J_{\nu}(z)
$$

where $I_{\nu}(z)$ is the instantaneous radiant intensity that flows at each point in the medium per unit area, per unit of solid angle, at a given frequency $\nu$; $\sigma(z)$ is the extinction coefficient; and $J$ is a source term. These last two quantities describe the loss/gain into the given direction. The angle $\theta$ is the direction angle with respect to the vertical axis $z$ with $\theta = 0$ when pointing upwards.

In the general case, scattering into and from other directions can lead to both gains and losses to the intensity and are taken care by the terms $\sigma$ and $J$. For the microwave region, the scattering term is usually neglected [3]. If scattering is neglected, the only source term to consider is that due to local emission and the extinction coefficient reduces to the absorption coefficient $\sigma_{\alpha}$. Assuming local thermodynamic equilibrium, each point can be characterized by a temperature $T$ and from Kirchhoff’s law we get

$$
J_{\nu}(z) = \sigma_{\alpha}(z)B_{\nu}(T(z))
$$

*Research Partially Sponsored by AFOSR Summer Faculty Research Program and NASA URC under grant NCCW-0088
where $B_{\nu}(T)$ is the Planck function:

$$B_{\nu}(T) = \frac{2\hbar \nu^3}{c^2 \exp \left(\frac{hc}{\nu k T} - 1\right)}$$

(3)

where $h = 6.625 \times 10^{-34}$ Js is Planck's constant, $c = 2.988 \times 10^8$ m/s is the speed of light, and $k = 1.381 \times 10^{-23}$ J/K. Equation (1) is a linear non-homogeneous first-order differential equation with solution

$$I_\nu(z) = I_\nu(z_0) e^{-\sec \theta \int_{z_0}^z \sigma_{\nu}(z') dz'} + \sec \theta \int_{z_0}^z \sigma_{\nu}(z) e^{-\sec \theta \int_{z_0}^z \sigma_{\nu}(z') dz'} B_{\nu}(T(\gamma)) d\gamma$$

(4)

where $I_\nu(z_0)$ is the boundary condition. In the microwave region of the spectrum

$$h \nu << kT$$

which results in (3) taking the form

$$B_{\nu}(T) = \frac{2\nu^2 kT}{c^2} = \frac{2kT}{\lambda^2}$$

(5)

where $\lambda$ is the wavelength. This is known as the Raleigh-Jeans approximation. From this expression, it is clear that in the microwave region the energy emitted is proportional to the physical temperature $T$. Another commonly used result from this relation is to define a scaling of the intensity $I_\nu$ as follows

$$T_b = \frac{\lambda^2}{2k} I_\nu$$

(6)

The quantity $T_b(\nu)$ is called the brightness temperature which is commonly used in the microwave retrieval literature instead of $I_\nu$. In terms of brightness temperature and using (5), (4) takes the form

$$T_b(z) = T_b(z_0) e^{-(\delta(z_0) - \delta(z)) \sec \theta} + \sec \theta \int_{z_0}^z \sigma_{\nu}(\gamma) e^{-(\delta(\gamma) - \delta(z)) \sec \theta} T(\gamma) d\gamma$$

(7)

where

$$\delta(z) = \int_0^z \sigma_{\nu}(\xi) d\xi$$

(8)

is the optical thickness and $z_0$ represents the top of the atmosphere (TOA). Here the dependency of all these quantities in frequency $\nu$ is not shown for convenience.

For our purpose, it is of interest to solve this equation to obtain the brightness temperature that a satellite will measure at the top of the atmosphere when looking to the surface at an angle $\theta$ off nadir. This will correspond to $z_0 = 0$ surface (sfc) and $z = \infty$ in (7). The boundary term $T_b(0)$ is given by

$$T_b(0) = \epsilon T_s + (1 - \epsilon) T_d$$

where $T_s$ is the surface temperature, $T_d$ is the downwelling radiation reflected by the surface back towards the satellite, and $\epsilon$ is the surface emissivity. For the reflected component, it is assumed that the surface is a smooth, homogeneous, and isothermal so only the radiation in the specular direction $\theta$ is accounted for. In our reference coordinates, the propagation angle for the downwelling radiation is $\pi - \theta$. The downwelling radiation is obtained by solving the radiative transfer equation where integration is from the TOA to the surface with propagation angle $\theta$. This is taken care in (7) by setting $z_0 = \infty$ and $z = 0$. The boundary term in this case is given by the cosmic microwave background emission with $T_c = 2.7$ K. The resulting expression for the brightness temperature at the TOA at an angle $\theta$ off nadir

$$T_b = \epsilon T_s + (1 - \epsilon) T_d [e^{-\delta(0)} \sec \theta \int_0^\infty T(z) [1 - (1 - \epsilon)e^{-2(\delta(0) - \delta(z)) \sec \theta} + \sec \theta e^{-\delta(z) \sec \theta} dz$$

(9)

Simulation of this expression if all quantities were known is a simple matter. However, the computation of the optical thickness and the absorption parameter requires the use of databases containing information about the spectral characteristics of atmospheric constituents such as HITRAN. In our work, all optical depth computations were carried out using the FASE Radiative Transfer Code.
3 Atmospheric Remote Sensing

The satellite instrument measures radiance that arrives into its field of view. The radiance that arrives is the sum of the radiance emitted and reflected by the surface, emitted and reflected by the atmosphere, and that scattered by the atmosphere into the field of view of the instrument. The relative contribution of each component depends on the region of the spectra seen by the instrument. Remote sensing of the surface takes advantage of those regions of the spectrum where the atmosphere is transparent or nearly so. In the case of atmospheric remote sensing, the satellite sensor is looking at regions in the spectra where the atmosphere blocks the radiance emitted or reflected by the surface and therefore it receives that radiation that is emitted or reflected by the atmosphere. The interaction of electromagnetic waves with the atmosphere depends on the characteristics of the propagating wave (primarily its wavelength), the physical characteristics of the atmosphere and its constituents (pressure, temperature, density, absorbing gases, suspended particles). The mechanisms for interactions are: scattering, absorption, emission, and refraction. In regions where the atmospheric constituents characteristics are known or understood as in the 60 GHz oxygen and 183 GHz water vapor absorption lines, measurements of brightness temperature can be used to infer atmospheric properties of interest. The relation between atmospheric properties with brightness temperature is given by the radiative transfer equation (7). Therefore the problem of interest is to infer the atmospheric quantities of interest from measured brightness temperature by inversion of the radiative transfer equation.

4 Temperature Retrieval Problem

If the atmosphere strongly absorbs, most of the contribution to the measured brightness temperature will come from the atmosphere itself. In the case of the microwave region of the spectrum, scattering is negligible and the energy into the field of view of the sensor will come from atmospheric emission. Assuming that the satellite is looking at nadir (i.e. $\theta = 0$), and that the surface temperature $T_s$ and emissivity $\epsilon$ are known, (9) can be rewritten as

$$\bar{T}_b = \int_0^\infty T(z) K(\nu, z) \, dz$$

where

$$K(\nu, z) = \left[1 + (1 - \epsilon)e^{-2\delta(0) - \delta(z)}\right] e^{-\delta(z)}$$

$$\bar{T}_b = T_b - \epsilon T_s + (1 - \epsilon) T_e e^{-\delta(0)} e^{-\delta(0)}$$

If the absorber is uniformly mixed with a known concentration, as 0, the quantity $K(\nu, z)$ is known and the temperature profile $T(z)$ could be retrieved by inverting (10). The function $K(\nu, z)$ is called in the literature [3] the weighting function. From this point on, in our discussion we would not distinguish between $T_b$ and $\bar{T}_b$ in (10). $0$, has several absorption lines around between 50 and 60 GHz. The Special Sensor Microwave Temperature-1 (SSM/T-1) sensor of the sensor suite of the DMSP satellite has 7 channels located in the 50 to 60 GHz range used for temperature retrievals. A summary of the SSM/T-1 sensor characteristics is given in [6]. In the 0, band, the shape of the weighting function is independent of the temperature making the inversion of (10) a linear inversion problem.

4.1 Problem Discretization

To numerically solve the temperature retrieval problem, first we discretize (10) by approximating the integral with a numerical integration formula. This results in the algebraic linear system of equation

$$T_b = K T + e$$

where $T_b \in \mathbb{R}^m$ and $T \in \mathbb{R}^n$ are the brightness and atmospheric temperature vector; $K \in \mathbb{R}^{m \times n}$ is the matrix of weighting functions; and $e$ is an error term associated with measurement noise and the truncation error arising from the discretization of the integral equation. The number of measured brightness temperatures $m$ is usually smaller than the vertical resolution or number of temperature levels $n$ to estimate. In the case of the SSM/T-1 sensor, there are $m = 7$ channels and normally $n \geq 20$ temperature levels. Therefore the resulting algebraic linear system of equations (11) is under constrained (i.e. there are more unknowns than equations).
4.2 Regularization of the Discrete Problem

The temperature retrieval problem is related to the solution of the linear system of equations (11). This problem has two major difficulties associated with it: (i) ill-conditioning due to the ill-posedness of the associated integral equation, and (ii) multiple solutions because of trying to estimate more temperature levels than measurements available. To overcome these difficulties, we will use the so called regularization methods. Regularization theory [1] transforms an ill-posed problem to a well-posed one, using a priori knowledge on the nature of the solution. Depending on the prior information, regularization techniques can be classified into two major groups: statistical and deterministic.

4.2.1 Statistical Regularization

In statistical regularization, prior statistical information is used to regularize the temperature retrieval problem. Our prior information in this case is the prior distribution of the temperature profiles \( p_T(T) \) and the conditional distribution \( p_{T,T_b}(T,T_b) \). According to Bayesian estimation theory [4], the best estimator \( T \) based on the brightness temperature observation \( T_b \) of the temperature profile \( T \) in a mean square sense is the conditional mean

\[
T = E(T/T_b)
\]

We will refer to this estimator as the minimum mean square estimator (MMSE). The analytical determination of this function might be a very difficult task. In many instances, the estimator is constrained to be linear which results in the Linear Minimum Mean Squares Estimator (LMMSE) [4]

\[
T = T + A_{T,T_b}^{-1} \Lambda_{T,T_b}(T_b - \bar{T}_b)
\]

where \( T \) is the a priori mean of \( T \), \( \bar{T}_b \) is the mean of \( T_b \) given \( T \), \( A_{T,T,T_b,T_b} \) is the cross covariance between \( T \) and \( T_b \), and \( \Lambda_{T,T,T_b,T_b} \) is the conditional covariance of the brightness temperature. The LMMSE is easy to construct, since only the first and second order statistics are needed rather than their complete probability densities. Also, if \( T \) and \( T_b \) are jointly Gaussian, the LMMSE is the optimal Bayesian MMSE.

4.2.2 Deterministic Methods

In this section, we will look at two regularization methods for ill-posed linear algebraic systems of equations: Tikhonov regularization, and discrepancy principle regularization. Other methods are discussed in [2]. Computation of the regularized solution was done using the MATLAB Regularization Toolbox presented in [2].

Tikhonov’s Regularization

One way to regularize (11) is computing \( T \) as the solution to the optimization problem

\[
\hat{T}_\lambda = \arg \min_{T \in \mathbb{R}^n} \left[ \|KT - T_b\|^2 + \lambda^2 \|L(T - T_0)\|^2 \right]
\]

where \( T_0 \) is a prior temperature profile estimate, \( \| \cdot \|_2 \) is the 2-norm, and \( \lambda \) is the regularization parameter. A key issue in this method is the selection of the regularization parameter \( \lambda \). The value used in the simulation results presented here was based on the L-curve method described in [2]. The optimal value of \( \lambda \) balances the prediction error \( \|KT - T_b\| \) with the regularization error \( \|L(T - T_0)\| \).

Discrepancy Method

Another possibility to regulate the temperature retrieval problem is by computing \( T \) as the solution to the quadratically constrained linear least squares problem

\[
\hat{T}_\alpha = \arg \min_{T \in \mathbb{R}^n} \|L(T - T_0)\|^2
\]

subject to \( \|KT - T_b\|^2 \leq \alpha^2 \)

where \( \alpha \) plays the role of a regularization parameter. The solution to this problem can be made identical to \( \hat{T}_\lambda \) for a suitably chosen \( \alpha \) [2]. We prefer to select \( \alpha \) based on the measurement noise norm \( \|e\| \).
5 Simulation Experiments

In this section, we present some simulation results that illustrate the use of deterministic methods to regularize the temperature retrieval problem. For the simulation experiments, a 98 layer atmosphere based on the US Standard Atmosphere model was used. The optical thickness for each layer was computed using the FASE code. The radiative transfer equation was numerically integrated using the trapezoidal rule. The implementation of Tikhonov’s and the discrepancy algorithm available in the MATLAB Regularization Toolbox were used to compute the temperature retrievals. All computations with the exception of the optical thickness were done under the MATLAB environment. In our simulations, the surface emissivity was set to 0.9 and the surface temperature $T_s$ set to 288.2 degrees Kelvin. Figures 1 and 2 show the results of applying Tikhonov’s regularization to the temperature retrieval problem with perfect measurements (no noise). The regularization parameter $\lambda$ was set 0.0044. The solid line is the retrieved temperature profile, the dashed line is the actual temperature profile, and the dash-dot line is the initial guess fed to the algorithm. We can see from this simulations that the algorithm was capable of estimating temperature up to 40 km. Beyond 40 km, the resulting estimate was identical to the initial guess. An important result is how the retrieval algorithm is capable of determining the height of tropopause corner when fed with initial guesses that have that corner at heights far from the actual height as shown in Figure 2. The importance of determining this peak comes from the fact that most important weather features are located at this region of the atmosphere. Also, the location of the tropopause peak serves as a figure of merit in evaluating the performance of temperature retrieval algorithms. We are not showing results for the algorithm based on the discrepancy principle regularization since they were similar to those of Tikhonov regularization.

Figures 3 and 4 show the performance of Tikhonov regularization under the presence of noisy data. The noise vector added to the measured brightness temperature has a normal distribution with zero mean and unit variance. The regularization parameter for this case was $\lambda = 0.016$. Notice that the noise causes the retrieved profile to be noisier with a maximum error in the first 20 km of 10 degrees Kelvin. Quite high compared to some retrieval methods that claim accuracies of 0.5 degrees Kelvin. However, the algorithm is still capable of determining the height of the tropopause.

Figures 5 and 6 show the results for the retrievals in the noisy case computed using discrepancy principle regularization. The regularization parameter for this case was set at $\alpha = 3$. That value corresponds to three standard deviations of the noise distribution. The resulting retrievals are smoother than those retrievals from Tikhonov regularization. The maximum error is in the neighborhood of 3 to 4 degrees Kelvin in the tropopause. The estimation of the location of the tropopause peak is also improved.

6 Conclusions and Final Comments

This paper presents some preliminary work in the application of regularization techniques to the linear problem of atmospheric temperature retrievals from microwave radiometry. The proposed techniques were evaluated using simulated data. We used algorithms implemented in the MATLAB Regularization Toolbox developed by [2]. The results obtained were quite encouraging. In particular, being able to estimate the location of the tropopause corner of the temperature profile even with bad initial guess and noisy data is a result not previously observed with other algorithms.

References


Figure 1: Tikhonov regularization with 10 km tropopause.

Figure 2: Tikhonov regularization with 20 km tropopause initial guess: noise free.

Figure 3: Tikhonov regularization with 10 km tropopause initial guess: noisy case.

Figure 4: Tikhonov regularization with 20 km tropopause initial guess: noisy case.

Figure 5: Discrepancy regularization with 10 km tropopause initial guess: noisy case.

Figure 6: Discrepancy regularization with 20 km tropopause initial guess: noisy case.
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1 Introduction

Teleoperation and telerobotics have been for the most part platform-dependent with systems designed to work with specific equipment. Teleoperation here means low-level control of a robot, while telerobotics means control of a semi-autonomous robot. Platform-independence is used to denote systems that can work with different types of computers and controllers, and multiple operating systems. The main idea for this application is that the slave system can be controlled from different kinds of master systems. If one designs a system that is platform-independent above everything else, it is necessary to let go of graphics tools, object oriented development tools, and any other machine-specific utilities. The alternative is to find a "neutral" development environment that provides platform independence.

There are various areas where a specific platform may be needed depending on the kind of teleoperation application. Platform dependent capabilities provide sometimes indispensable information to the operator [3, 4], since there is often no visual feedback, and obviously no tactile feedback. These capabilities include graphical displays, video, and still photos. It is important to find graphical, video and picture capabilities that can be used under different platforms. A precisely developed geometric model of the mission, showing approximate current positions is often the only reliable source of information. Video and still photos are also commonly used, but not always available [3]. There is also the issue of security of the actual connection between master and slave, these connections can also rely on platform-dependent solutions. Here the tradeoff is between the level of security, and access flexibility.

The purpose of this project was to determine requirements for a general framework that would allow platform-independent teleoperation and telerobotics through the Web, thus providing a straightforward way of publicizing new algorithms, paradigms, and procedures, while maintaining high security and privacy. The goal was also to identify existing technologies that would allow this without a need for custom development, and provide reusability and straightforward adaptability into different types of applications. The framework should also allow non-experts to develop.

This paper describes the general characteristics and feasibility of such a framework, providing examples of current technology. It does not tout any specific software, but yet describes current capabilities available on the Internet. All techniques described can be implemented using existing paradigms that dynamically generate HTML pages on the server. The framework itself is described on section 6.

2 Data Communication

The Internet is used for data communication, although this framework could still be used on an intranet. Some notable attempts at making teleoperation feasible through the Web are applications like Project Mercury and the Telegarden at the University of Southern California (http://www.usc.edu/Showcase/), the Telerobot at the University of Western Australia (http://telerobot.meeh.uwa.edu.au/), and Xavier at Carnegie Mellon University (http://www.cs.cmu.edu/~Xavier/). These sites have shown the feasibility of remote control through the Internet, and specifically through the World Wide Web.
There are implementation, security and privacy problems when connecting expensive equipment to the Internet. The problem caused by inexperienced operators controlling the equipment has been dealt with algorithms that block certain movements that may cause harm to the hardware, but there are still problems in maintaining platform-independent control while at the same time protecting confidential, and maybe patentable, intellectual property.

There is also the problem of limited and varying bandwidth. This problem is also found in applications where the sequence of tasks is of extreme importance, and others where there are natural limitations such as space or undersea teleoperation. Teleprogramming is one of the attempts to shield the operator from these time delays product of a limited bandwidth [1, 2, 3, 4], though it is not the only attempt [5]. It was decided early onto consider the feasibility of implementing teleprogramming through the World Wide Web as part of this study, where teleprogramming means an interface that allows teleoperation using high-level commands while shielding the operators from delays [2, 3, 4]. (See section 5.)

3 Security

The dilemma is how to protect was is being made public, since the World Wide Web is a public medium. The specific applications that were considered, although these are only examples, are a home page to publicly display the capabilities of a system, and an interface to allow flexible remote access to authorized personnel. The framework is effective on applications where we can allow the public to interact with a system, but want to maintain control over the code itself. It can make public the operation, while hiding the internal programming of an algorithm.

The first application considered was secure remote access. One approach is to set up the web server itself to allow or deny connections based on hostname, or on password protection. While this might be sufficient for some, less critical applications, security deficiencies of some software are public knowledge on the Internet. The alternative may be to code a local version of password protection, using an active page generation scheme on the web server, rather than working with submitted forms. This provides a second layer of security, while at the same time hiding the inner workings of the site.

A problem with forms is that in some implementations the user can just look at the source code of the web page and glean important information on how the server, or the application, works. By using a dynamic page generation scheme, the user only sees standard HTML and text when viewing the source of an HTML page. Dynamic page generation is an approach to generating HTML where “static” HTML pages are generated using programs running on the server side. These pages are standard HTML, they can be read by any web browser, yet graphics and even text can vary via user interaction. All internal variables are hidden, as well as the format used to submit information to the server. As the user tries to access the site, the system presents fields for username and password. The responses given are then compared with a file. This file could be on the server itself, or on some other remote machine connected to the server via a UNIX port. These features not only provide greater security, but also enhance performance, since multiple processes can be dynamically generated on different machines to support higher demand. (See section 4 and figure 1.)

The second application considered was the implementation of a public display for an algorithm or technique. One of the main concerns here is the way that multiple accesses are handled by web servers. One problem would be two or more remote operators trying to move the hardware on different directions. This can be handled by teleprogramming, but will also need to handle state variables for every user, since pages from different users can be served in alternating fashion. Dynamic page generation software, available on the Internet, provides a solution to this state problem, because it is normally encountered on “Web shopping” applications. If there are multiple users connecting to a server, and ordering different merchandise, the server sorts out who “owns” a specific dynamic page based on this state information. This solution will appear only
to apply to graphical simulations and not to actual teleoperation, since it is customary that only one operator at a time control a robot, but by implementing teleprogramming the user can be actually generating the commands that then will be executed as soon as possible.

There could be particular applications where the goal is to show how swiftly a task can be performed. This can require giving the operator complete control for a specific length of time. The development system allows for this, using username and passwords, while maintaining a list of current connections. The system can be overruled, adding functions implementing priorities or other restrictions.

One other issue related to security was the use of the so called “web languages” like Java, for example. While these languages introduce a great deal of flexibility to the development of a system, there is the matter of sending code through the Internet that can then be reverse-engineered. For normal applications it is secure enough to use platform-independent Java interfaces to communicate with the server. Java, and any other “web language” would be used only for graphical interfaces and not to implement algorithms on the client, since this would amount to “giving away” the algorithm. (See section 6.) Using the dynamic page software, some Java code can also be executed on the server side.

4 Performance

The two situations considered for performance were the response time of the server to a particular request, and the ability of the system to emulate platform-dependent teleoperation and telerobotics. The first one of these deals with the actual performance of the Internet connection under normal conditions, while the second concerns the suitability of the general framework to implement graphical and other types of interfaces of the kind needed by teleprogramming and other applications.

The first condition was satisfied because the dynamic page generation scheme tested provided support for the generation of multiple parallel processes on different machines communicating with the server via UNIX ports. Once a dynamic application is created, it can be installed on different machines on the network even if these do not have a web server daemon running. Once the load on the server exceeds some specified limits, the system can invoke new instances of the application on different machines. A registered version of the software used can communicate with normal personal computers running office applications even allowing, for example, a spreadsheet to receive data from, and output calculations to, the Web.

The second condition can be satisfied with a proper design of the interface, using technologies such as the Virtual Reality Modeling Language (VRML) to generate graphical models. The VRML 2.0 standard provides the basis for interaction and animation, so there is a possibility that it could be used in a suitable interface, (See section 5.)

5 Interface

The interface tends to be one of the most important parts of a teleoperation system. Interfacing issues included from the actual networking between machines, up to graphical interfaces developed in Java, and modelling using VRML 2.0. Teleprogramming adds its own set of requirements to the graphical interface, since it needs three-dimensional graphical models.

A suitable interface can be built using Java, or other “web language” to provide platform-independent graphical interfaces, and VRML to provide 3D modelling capabilities. The dynamic page generation software on the server can setup different views of the model. The networking issue can be handled using standard communications protocols.
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The interface developed for the feasibility study included Java controls that communicated with the server-side software, and straight HTML text forms. The server-side software provides support for all other types of interface just discussed.

6 General Framework

To really get a feel for what requirements would be like in an actual application, in order to build a more realistic picture of the system, a sample application was created. This sample application included as many features as possible of those that were needed in a teleoperation implementation, with or without teleprogramming.

Feasibility was determined using NeXT Software’s WebObjects, which is available for Windows NT, SUN Solaris, and NEXTSTEP/OPENSTEP. The scripting language included with the freeware version of the package provides functionality to develop scripted applications that can run on different machines and are dynamically generated (http://www.next.com/WebObjects/). The final version of this sample application has a text-based interface demonstration, and a small Java control that can run on the client, a Java-enabled browser, and transmit data to the WebObjects application on the server, or another machine connected to the server.

The general framework provides support for all content types available now on the World Wide Web. The general organization is as shown on figure 1; the server generates HTML pages based on information provided by the user, and applications or scripts running on machines on the local network. The robot controller is one of those machines. Interfaces can be generated in any of the “web languages” now available, to provide a GUI look and feel to the operator.

A minimum set of characteristics needed to develop applications on the Web that support telerobotics, and produce reusable, encapsulated components would be as follows:

- Object Oriented Development environment, emphasis on Open platforms
- Platform-independent graphical user interface (GUI), using Java or some other “web language”
- Support for graphical “CAD style” modeling using VRML (Virtual Reality Modelling Language), and VRML 2.0
- Standard HTML (Hypertext Markup Language) output that is easily read by different kinds of browsers, even text-based ones if need be
- Web server independence - the application can be served from any http daemon
- Support low-bandwidth connections
- Provide high security of the actual code of algorithms, supporting the Secure Socket Layer (SSL) or other security protocols on the web, as well as allowing the developers to devise their own security schemes locally

7 Results and Conclusions

The trial application consisted of a couple of linked HTML pages that were dynamically generated by
WebObjects, and were served from a machine connected to the same network as the web server where the \texttt{http} request was sent. The first page included some text, and name and password fields used to control access to the pages following. The next page included the Java GUI controls that allowed the client to send data to the server, as well as some text based controls. These would be suitable for supervisory control.

What is really different about the approach, is that it allows the developer to generate standard HTML code dynamically, that can then let the user know what is happening interactively. An example of this is how counters are handled at some sites that use this dynamic page generation scheme, such as the download page for WebObjects (http://www.next.com/WebObjects/). Normally these counters are implemented only with graphics, so that they look like odometers to graphical browsers, but just present the static alternate text "[Picture]", or something similar, to a text browser like Lynx. If one browses that dynamic page with Lynx,

![Application Servers Diagram](image)

\textbf{Figure 1} This is a graphical representation of the general framework. Note that there could be content that proceeds directly from the server, while other is filtered through the dynamic page generation CGI.

the numbers change in the alternate text, so one can see the actual count on a text based browser. This would even allow the creation of alternate character based graphics to show the position of a manipulator on different axes on a text browser.

This same flexibility would allow the server to send the user a dynamically chosen VRML 2.0 file that would show the movement of that manipulator, given the commands issued. This could then provide a way of
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implementing a teleprogramming interface through the web.

Since these dynamic page generation platforms have been developed for Web commerce, there is a straightforward application of security paradigms, but they also allow interaction with databases, even on mainframe computers. This capability can also help in developing the telerobotics applications, since now objects can be stored on databases, and not only text data.

It can be concluded that an implementation that is platform independent should rely on open standards. Object standards such as CORBA, and even OLE, can also help in the straightforward development of these kinds of applications. It is also fair to say that, even though the current state of the Web, and the Internet in general, is not conducive to port real-time applications to it yet, there are some applications, such as space telerobotics and Untethered Underwater Vehicles (UUV’s), that are not real-time by their physical limitations, and these can be ported now.
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The structural and compositional changes of the soda lime glasses during the formation of the silver colloids were analyzed by the X-ray Photoelectron Spectroscopy (XPS) in order to examine the silver colloid formation mechanism. The in situ behavior of silver and SiO$_2$ networks on the surfaces of silver ion-exchanged soda-lime glasses during heating and cooling processes in ultra-high vacuum was monitored. The results showed that silver diffuses toward the surface, precipitates, and crystallizes during heating and the total silver surface concentration is slowly increased during cooling. The concentration changes and binding energy shifts of oxidized and neutral Ag, a new non-bridging oxygen species (NBO*), and a new silicon species (Si[a]) were applied to deduce a disappropriation reaction mechanism of Ag$^+$ on the surface during annealing. The SiO$_2$ network is modified at temperatures below 350 °C to accommodate more silver on the surface and to balance the extra charge carried by the Ag$^+$. That the SiO$_2$ network polymerizes during annealing was deduced from the results of the higher binding energies of Si 2p and O 1s after annealing. This observation suggests that the reduction of the Gibbs free energies and the relaxation of tensile stress result in the formation of the silver colloids under thermal annealing.

I. INTRODUCTION

Recently, nonlinear optical properties of glasses introduced by embedded ultrafine particles/clusters in glass matrices were extensively investigated [1]. This nonlinearity depends on the size, density and distribution of the nanostructure particles [2,3]. The controlled-size nanophase particles were usually formed by ion implantation [4-6], ion exchange [7,8], and sol-gel [9] techniques and subsequent annealing. Even though the structure of the nanophases in the glass was studied by many different techniques such as electron microscopy [9-11], atomic force spectroscopy [11], x-ray absorption fine structure [12,13], and FTIR [14], no one has, to the best of our knowledge, an in situ study of the aggregation of silver during heating and cooling by X-ray Photoelectron Spectroscopy (XPS) in a UHV environment.

In this paper, we report on the silver transport properties and corresponding structural modifications in silver ion-exchanged soda-lime glass in order to understand the silver colloid formation mechanism during annealing. Since the ion exchange process in soda-lime glass has proved to be one of the simplest ways to embed the metal ions in the glass networks [15], the silver/soda-lime system was chosen to investigate the thermal behavior of silver on surfaces even though potassium, iron, calcium or other cations inside the glass may affect diffusion of the silver [16,17]. Further studies of the influence of cations in silver ion-exchanged glass during heat treatment are under way. Because XPS can reveal the chemical states of the diffusing species of silver and the dynamic modification of the SiO$_2$ network at various temperatures, it is a powerful tool for studying the in situ thermal behavior of silver on the surfaces of the silver ion-exchanged glasses.

II. EXPERIMENTAL

Silver ion-exchanged soda-lime glasses, one commercially available non-ion-exchanged soda-lime glass (72.6% SiO$_2$, 15.4% Na$_2$O, 6.3% CaO, 3.87% MgO, 1.63 Al$_2$O$_3$ and 0.2% Fe$_2$O$_3$), a pure SiO$_2$ glass sample (Spectrosil), and pure silver metal were investigated by XPS. The base pressure of the chamber during experiments was maintained at 1 ~ 3 x 10$^{-5}$Torr. The silver ion exchange process and the experimental details were described previously [18]. The fluctuation in sample temperature is $\pm 5$ °C and the uncertainty is $\pm 0.5$% in relative concentration. The nearest neighbors of Ag$^+$ inside the glass network are oxygens [19] and therefore changes in oxidation state of the silver result in changes in the oxygens. It is known that bridging and non-bridging oxygens (BOs and NBOs) can be used to monitor structure changes in SiO$_2$ networks [20-22]. To distinguish non-bridging oxygens from bridging oxygens the deconvolution of the asymmetric O 1s peak was carried out, where the FWHM of the bridging oxygen peak was fixed. The binding energy and FWHM of the non-bridging
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oxygen component of the O 1s peak were allowed to adjust since the non-bridging oxygen concentration is expected to vary during the diffusion of silver toward the surface. Thus the overall best fit for the O 1s peak was obtained.

The binding energy of the core level photoelectron of an element was conventionally calibrated by assuming that the binding energy of the surface carbon 1s photoelectron is located at 284.6 eV [23]. The data obtained from these ion-exchanged samples were compared to those of pure silver metal, SiO2 glass, and non-ion-exchanged soda-lime glass. The deconvoluted curves obtained from the fitting program and the binding energy of an element in the XPS spectrum were used to deduce the chemical bonding environment of the element. The surface diffusion species of silver, and the consequent dynamic modifications of silicon and oxygen on the surface were also deduced.

III. RESULTS

A. Silver surface diffusion

In order to investigate the chemical states of silver involved during annealing, pure silver with native oxide on it was studied by 2.8 keV argon ion sputtering. By comparing with a standard XPS spectrum of Ag 3d and noting the existence of a O1s signal, the XPS spectrum of Ag 3d obtained before sputtering was assigned to oxidized silver (Ag+) and the one obtained after sputtering to neutral silver (Ag0). The XPS spectra of Ag 3d from the ion-exchanged glasses were deconvoluted into oxidized states and neutral states by using a gaussian curve fitting program and using the binding energies of the two silver states obtained from post-sputtering results as guides. Fig. 1 illustrates the deconvolution of the Ag3d5/2 spectrum at a sample temperature 350 °C.

An in situ diffusion of silver toward the surface under heat treatment was monitored at sample temperatures from 20 °C to 450 °C at increments of 50 °C. Fig. 2 (a) to (f) show the XPS spectra scanning the photoelectron binding energy from 379 to 363 eV for a sample of ion-exchanged glass at various temperatures. As shown in Fig. 2, a steady growth in the intensities of Ag 3d signals strongly indicates thermal surface diffusion of silver. Also, it can be seen that the higher binding energy component corresponding to neutral silver in either the Ag 3d3/2 or 3d5/2 signal grows when the sample temperature increases. This clearly shows that the neutral silver on the surface gradually increases and becomes the dominant state during heat treatment. In other words, more Ag-O bonds break and more neutral silver is formed in the surface region during the heat treatment.

![Figure 1. Deconvoluted Ag 3d5/2 spectrum of an ion-exchanged glass at 350 °C. The high binding energy (BE) component is neutral Ag and the low BE component is oxidized Ag.](image1)

![Figure 2. Ag 3d3/2 and 3d5/2 signals taken during surface diffusion on ion-exchanged glass at various temperatures, (a) 20 °C, (b) 100 °C, (c) 200 °C, (d) 300°C, (e) 400 °C, and (f) 450 °C.](image2)
an opposite trend was observed for neutral Ag, it decreases rapidly between 450 °C and 220 °C
and then slows down below 220 °C.

Figure 3. The relative surface concentrations of total Ag, oxidized Ag and neutral Ag during heating and cooling in ion-exchange glass.

B. Changes of silicon and oxygen during annealing

The relative atomic concentration changes in silicon and oxygen during annealing are shown in Fig. 4. It is seen that the changes in oxygen concentration with sample temperature show a decreasing pattern. The decrease rate slows down above 350 °C during heating and the concentration remains constant during cooling. There is no change in silicon concentration during annealing but two chemical species of Si were observed at temperature ranges from 110 to 450 °C and from 450 to 350 °C. A typical Si 2p spectrum with two components at sample temperature 300 °C is shown in Fig. 5. The high BE component belongs to Si atoms in a normal silicon-ox ygenn network, i.e., silicon atoms surrounded by four oxygen atoms which include bridging or non-bridging oxygens [24], and the low BE component is either caused by the normal network Si atoms each accompanied by one extra non-bridging oxygen [25], or by four-coordinated Si atoms each bonded to one negative doubly charged oxygen atom as discussed below. In order to distinguish these two types of Si atoms, we refer to the component with high BE as Si[n](normal) and to the component with low BE as Si[a](anomalous). Figure 6 shows the relative concentration of Si[a] in the whole Si 2p signal at various temperatures. It has a growth curve similar to the total Ag concentration in Fig. 3.

Figure 5. A typical Si 2p XPS spectrum with two components, Si[n] and Si[a], at sample temperature 300 °C.

The corresponding changes in oxygen are clearly observed after the deconvolution of asymmetric O 1s signals. Fig. 7 shows two typical deconvoluted O 1s XPS spectra, (a) recorded at 50 °C, (b) obtained at 300 °C. It was observed that at low temperatures (below 100 °C during heating and below 220 °C during cooling) the XPS spectra of O 1s fitted to the sum of two
components. According to the binding energy of the peak, the peak with high binding energy was assigned to the bridging oxygen (BO, Si-O-Si linkage) and the peak with low binding energy to the non-bridging oxygen (NBO, Si-O-M, where the M refers to metal including Ag or an oxygen vacancy where oxygen does not bond to Si). However, with the temperature increase from 110 °C to 450 °C, a third peak with lower binding energy must be added to the XPS spectra of O 1s in order to make a best fit. This trend continues during cooling until the temperature is lower than 220 °C. This peak was also attributed to the non-bridging oxygen and is designated NBO* hereafter. The relative concentrations of NBO and NBO* against sample temperature are plotted in Fig. 8. It is clearly seen that the NBO increases until 350 °C and then drops continuously during heating and cooling until 50 °C. The NBO concentration returns to the original value at temperatures below 50 °C. The NBO* appeared at sample temperatures above 110 °C during heating, gradually decreased until 400 °C, and finally disappeared at 220 °C during cooling.

![Figure 7. The deconvoluted O 1s spectra at sample temperature 50 °C (a) and 300 °C (b).](image)

IV. DISCUSSION
A. Silver diffusion during annealing
Silver from the ion-exchanged sample diffuses toward the surface and forms neutral silver during heat treatment as clearly seen in Figs. 2 and 3. Diffusion toward the surface and precipitation of silver are caused by thermal relaxation of the surface tensile stress introduced by the size difference between Ag⁺ and Na⁺ [25] (the ratio of ionic radii, rAg⁺/rNa⁺ is 1.29) [26] during the ion exchange process. During the ion exchange, larger Ag⁺ ions (depending on their concentration excess and the decrease of the glass viscosity due to the high temperature) enter the glass structure and replace smaller Na⁺ ions. After cooling some Ag⁺ ions are consolidated into the glass structure, but tensile stress introduced by the size difference between Ag⁺ and Na⁺ is still there.

At low temperature during heating, only a few Ag⁺ ions acquire enough energy to overcome the static barrier potential (i.e., bonding energy of Ag-O) produced by oxygens bonded to them and move towards the still considerably stressed surface. Once the temperature is high enough (above 100 °C), there are more activated Ag⁺ ions moving toward a more relaxed surface resulting from precipitation or colloid formation of neutral silver as discussed in section C. So in this stage, the total silver concentration on the glass surface increases at a very high rate. As more silver segregates at the surface, a repulsive potential is generated which

![Figure 8. The relative concentration of NBO and NBO* in the whole O 1s signal at various sample temperatures.](image)
retards the further diffusion of silver. Hence the enrichment of silver on the surface apparently slows down at temperatures above 350 °C. Early studies of stress release in soda-lime glasses showed that a faster release rate occurred at sample temperatures between 150 and 250 °C [27,28]. Our Ar+ sputtering profile study shows that in ion-exchanged glass samples silver reaches a depth of -2 μm. Hence, stress release in the sample similar to that in soda-lime glass is expected. More recently, Kern et al [29] and Shintani et al [30] have found that the tensile stress of SiO2 film decreases with the increasing phosphorous concentration. Therefore, more Ag+ ions diffuse to surface and precipitate there under heating may also reduce the tensile stress inside the ion-exchanged layer. Consequently, a surface diffusion of silver between 100 °C and 350 °C is a reasonable result.

B. Silver chemical state change during heating and cooling

The formation of silver colloids in the ion-exchanged sample during heating also results from the differences in Gibbs free energies of pure silver, silver oxide and SiO2. Even though the Gibbs free energy of silver oxide (-2.68 Kcal/mole at 25°C) is lower than that of pure silver (0 Kcal/mole at 25°C) and higher than that of SiO2 (~ -200 Kcal/mole at 25°C), the dissociation of Ag-O bonds to form Si-O and Ag-Ag bonds stall results in a net loss in the system energy [31]. Combining this energy loss with the reduction of tensile stress, the thermodynamics of the surface diffusion of silver is clear. Thus, the silver inside the glass network will move to the surface and precipitate during heat treatment in order to maintain the system in a minimum energy state. Similar silver colloid formation in silver-implanted silica after annealing was previously observed and studied by infrared spectroscopy and transmission electron microscopy [7,32].

Combining the changes of neutral and oxidized Ag, as shown in Fig. 3, and the corresponding changes for Si and O, as shown in Figs. 6 and 8, with the phenomenon of neutral silver precipitates during heating, a disappropriation reaction mechanism for Ag+ on the surface can be deduced. That is, for Ag+ ions moved to the surface the following reaction may have taken place at the high temperature:

\[ 2Ag^+ \rightarrow Ag + Ag^{2+} \]  

According to the literature [33], the binding energies of the silver species have the following order: \( Ag^{2+} < Ag^+ < Ag \). So if the reaction (1) does take place, the relative concentration of \( Ag^+ \) will decrease and the relative concentration of \( Ag^2+ \) will increase. However, it is clearly seen in Fig. 3 that the concentration of \( Ag^+ \) does not decrease at temperatures between 110 and 300 °C during heating. And it does decrease from 350 to 450 °C during heating. It should be noted that the concentration changes of \( Ag^+ \) during heating result from the variations in both \( Ag^+ \) and \( Ag^{2+} \) species because \( Ag^{2+} \) cannot be distinguished in the Ag spectra. Therefore, even though the forward disappropriation reaction occurred, the small concentration increase in the \( Ag^+ \) at temperatures between 110 and 300 °C during heating results from the fact that the production rate of \( Ag^{2+} \) is less than the accumulation rate of \( Ag^+ \) on the surface. It is obvious that the reverse disappropriation reaction occurs during cooling since the concentration of the \( Ag^+ \) increases during the cooling process.

Moreover, the appearance of NBO* and Si[a] also supports this deduction. Apparently, there are more negative charges on the oxygens around \( Ag^{2+} \) ions than on the oxygens around \( Ag^+ \) ions. Consequently, the effective charges on Si and NBOs will decrease, which causes the formation of Si[a] and NBO*, \( \equiv Si-O^2- \cdots Ag^{2+} \). It is well-known that the disappropriation reaction is conditionally sensitive. In the present case, the condition is the temperature. As the reaction temperature goes down, the reaction will move in the opposite direction. Hence, during the cooling, the relative concentration of \( Ag^+ \) increases and the neutral Ag content decreases. With the reverse disappropriation reaction, the \( Ag^+ \) ions increase and the \( Ag^{2+} \) ions decrease; the NBO* and Si[a] will disappear as shown in Fig. 6.

C. Responses of silicon and oxygen during annealing

The silicon surface concentration does not change during annealing as shown in Fig. 4 but two species of Si were observed during annealing. The major Si species with high BE is the
that silver colloids are formed through the relaxation of the tensile stress and the reduction in Gibbs free energies of pure silver, silver oxide and SiO₂.
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Introduction

One of the research groups at the Pan American Center for Earth and Environmental Studies (PACES) is researching the northward migration path of Africanized Honey Bees or often referred to in the popular press as killer bees. The goal of the Killer Bee Research Group (KBRG) is to set up a database in the form of a geographical information system, which will be used to track and predict the bees future migration path. Included in this paper is background information on geographical information systems, the SPANS Explorer software package which was used to implement the database, and Advanced Very High Resolution Radiometer data and how each of these is being incorporated in the research. With an accurate means of predicting future migration paths, the negative effects of the Africanized honey bees maybe reduced.

History of Africanized Honey Bees

In 1956, the African honey bee was introduced into Brazil. The hope was to create a strain of honey bee which was better suited for the tropical environment of South America and thereby improving honey production. In 1957, twenty six bee colonies escaped and began interbreeding with the native bees. These new Africanized Honey Bees (AHB) have a greater tendency to swarm and abscond than common European honey bees. Since their initial release in Brazil, the AHB have been spreading at a rate of 80 to 500 kilometers annually. In the path of their northward migration, they have reduced honey production and negatively impacted crop pollination, livestock production, tourism and public health. The migration of AHB reached the United States in October of 1990 near Hidalgo, Texas. Currently, AHB have been sighted in south central Texas, southern New Mexico and Arizona and the central valley of California. A more thorough study of AHB is reported in [4].

Geographical Information System

A geographical information system (GIS) can be defined as “a computer-based information system that enables capture, modeling, manipulation, retrieval, analysis and presentation of geographically referenced data” [7]. One of the best features of using a GIS is that it provides the user a way to effectively visualize spatial information. A GIS gives a visual reference point, which helps the user to understand.

GIS use two basic types of data: geographic and attribute. Geographic data is composed of locational or spatial information about each specific feature or entity of data. Attribute data provides non-spatial information describing the characteristics or properties of each entity [1].

There have been many similar applications of GIS. An example is the Center for Health Applications of Aerospace Related Technologies (CHAART) at NASA Ames Research Center, in which the risk of Lyme disease transmission was studied [2].
The GIS software currently being used by the PACES KBRG is SPANS Explorer, which is manufactured by TYDAC Technologies Inc. SPANS Explorer comes in several software formats. The PACES KBRG is running a Windows 95 version of the program on Pentium 100 MHz computers.

Data Layers

The foundation for the data layers is a base map. Information can then be added to the base map by overlaying data layers, which can be displayed using different graphical formats. These formats are point, line, area, raster and quadtree. Point data represents locations of geographic phenomena, such as elevation or a sampling site. Line data consists of a set of connected points. Some examples of line data include rivers, roads and non-physical boundaries, such as county and state lines. Area data consists of a region enclosed within a boundary. Our research group is storing our information in this format. The data we have collected, so far, is in the format of number of AHB sightings in a county and hence is entered as area data. Raster data is a grid data structure which represents an area of the Earth’s surface as a matrix of equal sized cells. Aerial photography, satellite and radar imagery are examples of raster data. Quadtree data is a more sophisticated form of raster data. Quadtree data represents an area of the Earth’s surface as a matrix of variable sized cells. Areas with more detail are composed of smaller cells to preserve the resolution. For example, a quadtree of a coastal area uses large cells to represent the ocean and smaller cells to represent the greater detail of the coastline.

Methods of Entering Data

Data can be entered into SPANS Explorer manually or through the importation of other file formats. Attribute data can be added to a data layer in a manner similar to using a common spreadsheet. This is the method that the research group has used. Geographical data, such as boundary lines, can be input with the use of a mouse. SPANS Explorer also allows for the importation of a large variety of data formats. It comes with a raster and vector translator companion programs which can translate formats such as United States Geological Survey (USGS) 7.5 Minute Digital Elevation Model.

User Interfaces

SPANS Explorer has querying and charting functions that allow for the analysis of information. The software package has two methods for performing queries of the data layers, spatially and non-spatially. A spatial query involves the analysis of data in only a user defined area of the base map. The program allows a specific area to be chosen for query, by enclosing it in a circle, rectangle or polygon. A non-spatial query involves an analysis of the data layer as a whole. A query is performed by defining an equation. An equation is made up of one or more statements, which consists of an attribute and a constant value separated by a relational operator. Several statements can be combined with the use of a logical operator, such as AND or OR. When a query is executed the entities, which fit the conditions of the defined equation, are highlighted. The query function has been used by the research group to observe which counties in Texas have had a continuous increase in the AHB population. Data contained in a data layer can also be analyzed in the form of a chart. A chart can be created by highlighting data in an open data layer. The data can be seen in a line, bar, pie or radar chart format.

Attribute Data Used in AHB Migration GIS

The present attribute data that is being used in the AHB migration GIS can be grouped into the categories of weather, land usage and sightings. The data in each of these categories are being added to the GIS in the form of data layers.
The first category, weather, consists of data on the number of frost free days, the average monthly temperature and amount of precipitation in an area (county). All three have been shown to influence the rate and possible migration paths of AHB. This information is being acquired from the National Climate Data Center (NCDC).

Another type of data that influences AHB migration is land resource usage. This indicates if land is a wilderness area or if the land is currently being used for agriculture. A source of this data is still being searched for at the present. An alternative approach to filling this layer is to use the results of a classification model driven by remotely sensed data.

The final information that is being used in the set of data layers is the sightings of AHB swarms by year. AHB sightings give the important information of where the next migration move will start from. The best source of this information, to this point, has been “Detection Records of Africanized Honey Bees in Texas During 1990, 1991 and 1992” [3]. This paper gives the estimated number of trapped and free swarms of AHB in Texas, over those three years.

**Remotely Sensed Data**

Another form of data that the research group will be integrating into the AHB migration GIS is remotely sensed data from Advanced Very High Resolution Radiometers (AVHRR). AVHRR is a broad-band, four or five channel (depending on the model) scanner that senses in the visible, near infrared, and thermal infrared portions of the electromagnetic spectrum. The spectral ranges are as follows:

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>Channel # in micrometers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 0.58-0.68</td>
</tr>
<tr>
<td></td>
<td>2 0.725-1.10</td>
</tr>
<tr>
<td></td>
<td>3 3.55-3.93</td>
</tr>
<tr>
<td></td>
<td>4 10.3 -11.3</td>
</tr>
<tr>
<td></td>
<td>5 11.5 -12.5</td>
</tr>
</tbody>
</table>

The AVHRR scanner is carried on the National Oceanic and Atmospheric Administration (NOAA) Polar Orbiting Environmental Satellites (POES). The POES orbit the Earth 14 times each day at an altitude of 833km (517mi). The data has a ground resolution of approximately 1.1 km. Four out of every five samples along the scan line are used to compute one average value and the data from only every third scan line are processed. This yields a 1.1km by 4-km resolution at nadir. One problem experienced by the AVHRR scanner is clouds. Several AVHRR overpasses are required to ensure cloud-free images. The duration of consecutive daily observations is called the compositing period. An image which provides a clear observation of a large ground surface area at reasonable nadir viewing angles is included in the composite.

AVHRR data is used to calculate the Normalized Difference Vegetation Index (NDVI) which gives the greenness or biomass of an area. The NDVI is calculated by taking the difference between the near-infrared (AVHRR Channel 2) and visible (AVHRR channel 1) reflectance values and dividing by the total reflectance. This calculation results in a value between -1 and 1, where a negative value tends to represent clouds, snow, water and other non-vegetated surfaces; positive values represent vegetated surfaces. The value is then scaled to fall between 0 and 200, and stored as an 8 bit number. When compositing the image, the highest value for a pixel during that period is used.

NDVI data has a problem distinguishing between clouds and water because the value over water is much lower than that of cloud. As a result of this cloudy images are taken over bodies of water. To solve this problem values less than 100 are flipped so clear observations will be chosen. For example a value of 99 becomes a value of 1.
NDVI data has a problem distinguishing between clouds and water because the value over water is much lower than that of cloud. As a result of this cloudy images are taken over bodies of water. To solve this problem values less than 100 are flipped so clear observations will be chosen. For example a value of 99 becomes a value of 1.

AVHRR data has been collected is performed by the EROS Data Center by the USGS, since May 1987. The KBRG has acquired the AVHRR data for the Conterminous United States from the USGS for the year 1989 to 1995.

From various statistical analyses, it is believed that a correlation maybe found between the NDVI data and the AHB migration paths. Preliminary research has found that there tends to be a difference between the standard deviation of the NDVI values for a given county that has Africanized bees and those that do not. The NDVI data set contains statistical information, including the mean, median, maximum, minimum and standard deviation for every county in the conterminous United States. A classification scheme is being developed to determine whether a county is likely to be infested with bees. The correlation coefficient is being calculated between a group of test counties. The county is then classified based on whether it tends to be more closely related to counties which are known to have AHB or those that do not. If ibis can be done, a profile based on NDVI data can be created to predict future AHB migration. Results of the work to date are provided in [5].

Summary and Future Work

The KBRG has use a GIS to help track, analyze and predict the migration path of the AHB. The group continues to collect information to improve the quality of the predictions. Remotely sensed data, specifically AVHRR data, is being integrated into the GIS and analyzed by other programs to determine any correlation can be found with the AHB migration path. Correlation studies based on other measures associated with NDVI will be investigated to expand the predictive models.
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ABSTRACT

The present study is motivated by the possibility of utilizing porous silicon for spectral sensors. Pulse measurements on the porous-Si/electrolyte system are employed to determine the surface effective area and the surface-state density at various stages of the anodization process used to produce the porous material. Such measurements were combined with studies of the photoluminescence spectra. These spectra were found to shift progressively to the blue as a function of anodization time. The luminescence intensity increases initially with anodization time, reaches a maximum and then decreases with further anodization. The surface state density, on the other hand, increases with anodization time from an initial value of \(-2 \times 10^{12} \text{ cm}^{-2}\) for the virgin surface to \(-10^{13} \text{ cm}^{-2}\) for the anodized surface. This value is attained already after \(-2 \text{ min}\) anodization and upon further anodization remains fairly constant. In parallel, the effective surface area increases by a factor of 10-30. This behavior is markedly different from the one observed previously for n-type porous Si.

INTRODUCTION

The work presented here was motivated by the possibility of the use of porous silicon as a spectral sensor. Porous silicon, \(^1-^4\) (PS) obtained by electrochemical etching procedures applied to crystalline Si surfaces, when illuminated by u.v. light, exhibits high luminescence efficiencies in the visible range. This effect, and the parallel electroluminescence effect, promise the possibility of the realization of PS based optoelectronic devices on top of crystalline silicon. One such possibility is the use of porous silicon on top of silicon charge coupled devices (CCD). Silicon CCD devices are used in many applications of optical imaging. However, the silicon spectral sensitivity is quite limited in the blue and u.v. because of surface recombination. The incorporation of porous silicon into a silicon based imaging system may enable the extension of the spectral range towards the u.v.

The present work concentrates on gaining further insight into the porous silicon photoluminescence process and the role of the surface in this process. To that end we have employed combined studies of the luminescence spectrum, the surface-state density and the effective surface area of the porous surface. Such studies were carried out at different stages of the anodization process and thus for different morphologies of the porous surface. The luminescence spectra were measured by conventional methods. The surface state characteristics and the effective surface area were determined by pulse measurements on the PS/electrolyte system. This system is particularly suitable since a capacitative contact to the terrain of the porous surface is best achieved by an electrolyte, and it was successfully used\(^6\) to investigate n-type PS. There we found\(^6\) a strong correlation between the surface-state density near the conduction band edge and the luminescence intensity. In this paper we present similar measurements on p-type porous Si and we compare the results with those obtained on n-type material.
The starting material was high-grade p-type silicon wafers of resistivity in the range 20–50 Ωcm. A p' layer was formed by diffusing metallic Al into one of the faces to obtain an ohmic contact. The sample was attached to a cylindrical Teflon cell via a Kalrez O-ring, the sample constituting the bottom of the cell, with its free surface facing upwards. The samples were etched in 20% HF. In order to prepare the porous surface, a solution of HF, ethanol and water (1:1:2) was poured into the cell. A platinum electrode was immersed in the solution and a spring contact was attached to the p' contact. The anodization of the Si surface was carried out with a current density of 100 mA/cm².

The luminescence of the PS was excited by a 10 mW He-Cd laser beam (λ = 442 nm). The luminescence spectra at different stages of the anodization process were measured by a Control Development spectrometer.

The electronic characteristics of the PS/electrolyte interface were studied at different stages of the anodization process, starting from the “virgin” surface and up to an anodization time of 20 minutes. To that end, the anodizing solution was replaced after each anodization stage by an electrolyte; an aqueous solution of KCl. The measurement technique applied to the semiconductor/electrolyte (WE) interface has been described elsewhere, and will be reviewed only briefly here. A short voltage pulse of duration T = 20 μsec, applied between the Pt electrode and the sample’s p' contact, is used to charge up the interface region. The voltage drop across these electrodes, measured just after the termination of the pulse (T + dT), represents to a very good approximation the change δV_s in barrier height across the semiconductor space-charge layer induced by the applied pulse. If an insulating layer, such as an oxide, is present at the semiconductor surface, the measured voltage drop is δV_s + δV_g, where δV_g is the drop across the insulating layer. Obviously, δV_g = Q_{tot}/C_g, where Q_{tot} is the total charge density induced at the surface and C_g is the “geometric” capacitance of the insulating layer (per cm²). Q_{tot} is obtained from the voltage V_c developed across a large series capacitor C, again at the termination of the pulse. Pulses of varying amplitude are applied singly, one per data point taken. In this manner possible damage to the porous surface is minimized.

In general, Q_{tot} is made up of three components:

$$Q_{tot} = \delta Q_{sc} + \delta Q_{ss} + Q_L,$$

where δQ_sc is the change in the free space-charge density, δQ_ss is the change in surface-state charge density, and Q_L is the charge density that has leaked across the interface due to imperfect blocking of the S/E interface. In order to determine each component of Q_{tot}, the platinum electrode is shorted to ground by an electronic switch at T + dT, where dT is very short (0.1 – 0.2 μsec), just sufficient to permit accurate readings of δV_s and V_c right after the termination of the pulse. At this point, charge redistribution between C and the S/E interface begins to take place. In the first stage, the free charge δQ_sc and its equal counterpart in C discharge relatively fast through the low resistance of the sample and the electrolyte. The decay constant associated with this process is typically several microseconds. As a result, V_c decays to the value δQ_{ss}/C, δQ_{ss} being the charge remaining in C after the fast decay process. Thereafter, V_c decays to zero usually much more slowly, as charge trapped in the surface states by the charging pulse are thermally re-emitted into the conduction band, in the case of n-type semiconductor, or valence band, in the case of p-type semiconductor. The decay time is larger the farther away the surface states are located energetically from the relevant band edge and the lower the temperature. If charge leakage exists, V_c does not decay to zero but to the value Q_L/C. Subsequently it remains practically constant since the leaked charge has been lost from the interface and the remaining charge Q_L on C cannot be dissipated. This behavior enables the separate determination of the three components in Eq. (1), all as functions of δV_s. In what follows, we shall express these components in terms of hole surface densities: δP_s = δQ_sc/q and δP_{ss} = δQ_{ss}/q, where q is the absolute magnitude of the electronic charge.
In most cases a space-charge layer already exists at the semiconductor surface, before applying any bias. It is characterized by an equilibrium barrier height $V_{so}$ and an equilibrium surface hole density $P_{so}$. If surface states are present, there may also be an equilibrium density $P_{ss0}$ of "occupied" surface states. $V_{so}$ and $P_{so}$ can be determined quite accurately from measurements in the depletion range. The entire plots of $P_s$ and $P_{ss}$ vs. $V_s$ can then be constructed by using the relations $V_s = V_{so} + \delta V_s$, $P_s = P_{so} + \delta P_s$, and $P_{ss} = P_{ss0} + \delta P_{ss}$. So much so in the absence of an insulating layer (such as an oxide) at the semiconductor surface. If such a layer is present, the as-measured barrier height, i.e., the measured voltage drop between the Pt electrode and the p+ contact just after the pulse termination, yields $V_s + V_g$, where $V_g$ is the voltage drop across the insulating layer.

RESULTS AND DISCUSSION

In Fig. 1 we present typical photoluminescence spectra of p-type PS surfaces prepared by anodization. The different anodization times are marked on the spectra. We notice that the luminescence intensity at the beginning increases with anodization time, attains a maximum and then decreases. This behavior is illustrated by the higher curve in Fig. 2 and is quite similar to that observed previously for n-type PS. The lower curve in Fig. 2 shows the appreciable blue shift of the spectra, suggesting that, on the average, the porous structure gets finer with anodization time.

**Fig. 1.** Photoluminescence spectra for various anodization times, as marked.

Typical results of the free surface-hole density $P_s$ (diamonds) and the density of occupied surface states $P_{ss}$ (stars) against the as-measured barrier height $V_s + V_g$ as obtained for an etched virgin silicon surface, are displayed in the semilog plot of Fig. 3. In the depletion range, $P_s$ is negative but, because of the logarithmic scale used, the plot is that of $-P_s$. The light curve, in the accumulation range, labeled $C_g = \infty$, represents the theoretical dependence of $P_s$ on $V_s$ for an oxide-free surface ($C_g = \infty$, $V_g = 0$), as derived from a solution of Poisson’s equation for the value of the hole bulk concentration $P_b$ marked in the figure. It is seen that this curve does not account well for the data in the accumulation range. The best fit, represented by the bold curve, labeled $C_g = 4.5 \mu F/cm^2$, was obtained by assuming the presence of an oxide layer of $C_g = 4.5 \mu F/cm^2$, corresponding to an oxide thickness of ~4 A. Again, this behavior is similar to that found on n-type PS. Turning now to the surface-state hole occupancy $P_{ss}$, it is seen to rise slowly from a low
Fig. 3. Free surface hole density $P_s$ (diamonds) and density of occupied surface states $P_{ss}$ (stars) vs. the as-measured barrier height $V_{s} + V_{g}$ for a virgin Si surface. The light and bold curves are theoretical plots of $P_s$ as explained in the text.

Fig. 4. $P_s$ (diamonds) and $P_{ss}$ (stars) vs. $V_{s} + V_{g}$ for four anodized, porous Si surfaces. The light and bold curves are theoretical plots of $P_s$.

Results of $P_s$ and $P_{ss}$, similar to those in Fig. 3, for four porous surfaces are presented in Fig. 4. These results were obtained after the sample of Fig. 3 has been anodized for different times, as marked in the figure. Since our aim is to compare the surface-state densities, we show only the accumulation range here. Because of the increase of the effective surface area, the highest surface potential barriers (for holes) attained were around -1 volt. The curves in the figure are theoretical, calculated for the same $C_g$ values as in Fig. 3. We notice again that for all four porous surfaces, the surface-state density (stars) increases monotonously with the potential barrier through the whole region shown and does not exhibit signs of saturation. As mentioned above, we choose for comparison the values of $P_{ss}$ at -1 volt. These values in the figure are scattered around $2 \times 10^{12}$ cm$^{-2}$, about an order of magnitude higher than on the virgin surface. However, the interesting thing is that this surface-state density remains fairly constant with anodization time, very much different from the results found$^6$ for n-type PS. A behavior similar to that of the surface states was observed also for the effective surface area. In Fig. 5 the surface area factor, e.g. the ratio of the effective area to the area of the virgin sample, for two typical samples is plotted against the anodization time. The area factors were derived from measurements of the type shown in Figs. 3 and 4. The results for the two samples are qualitatively the same; the area factor increases with anodization time till it reaches a saturation. The saturation values observed varied from sample to sample.
between 10 and 30.

In parallel with the surface-state density, we measured the photoluminescence spectrum for each anodization time. These measurements were performed after the measurements on the PS/electrolyte system. In Fig. 6 the luminescence-peak intensity is plotted against the anodization time for the same two samples as in Fig. 5. We notice that the maximum luminescence peak obtains already after 2 min anodization and then the luminescence decreases upon further anodization. In Fig. 7 we plot the value of the luminescence-peak wavelength as a function of anodization time. The peak shifts to the blue upon anodization close to 200 nm from its value at 2 min anodization.

Comparing the results of Figs. 6 and 7 to those in Fig. 2 we notice that they both show comparable blue shifts, but there is a discrepancy in the anodization time needed to attain maximum luminescence. To check the influence of the KCl electrolyte used in the electronic measurements, we measured the spectra on PS samples that after anodization were immersed for 10 min into a KCl electrolyte. The results are shown in Fig. 8 and, for comparison, we also re-
plotted the corresponding curve from Fig. 1. We notice that the KCl treatment does not shift the maximum to a different anodization time, however, it does lower the luminescence intensity. This latter is probably due to adsorption of some species, from the electrolyte. Thus we ascribe the shift of the anodization time for maximum luminescence, to possible surface damage due to the application of the voltage pulses.

CONCLUSION

P-type PS behaves quite differently from that of n-type PS. While the photoluminescence intensity exhibits a pronounced maximum with anodization time, the effective surface area and the surface state density appear to reach a more or less constant value as a function of anodization time. This is in contrast to n-type PS, where a close correlation between the effective surface area, the luminescence intensity and the surface-state density was found. The discrepancy between the two results can be reconciled once we realize that in both cases the surface states are measured under accumulation conditions. The surface states involved are then those near the majority carrier band edge; namely, near the conduction band for the n-type material and near the valence band for the p-type material. Thus our present results suggest that the surface states near the valence-band edge are not involved in the luminescence process.
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LARGE DEFORMATION TESTS ON HIGHLY FLEXIBLE STRUCTURES

Eric A. Wheater, P. Frank Psi, and Ahmad S. Naser
Structural Mechanics and Control Research Lab
North Carolina A&T State University
Greensboro, NC 27411

Abstract: This work is to establish a database of pre-buckling and post-buckling behavior of highly flexible structures and to verify the accuracy of an in-house nonlinear finite-element code GESA (Geometrically Exact Structural Analysis) for the analysis and design of deployable space structures. A test set-up that can test beams and frames subjected to different loading conditions, an accurate method of measuring large static deformations, and test results of a spring steel cantilever beam with a concentrated tip load will be presented. The experimental results reveal the accuracy of numerical solutions from GESA. Difficulties in measuring large deformations involving large rotations and influence of initial imperfections will also be discussed.

1. Introduction

Highly Flexible Structures (HFSs) have been used in many mechanical systems, civil structures, and aerospace vehicles to reduce structural weight, satisfy space limitations, and/or provide special mechanisms. Moreover, because current NASA space missions require structures that have dimensions much greater than the shroud diameter of launch vehicles, deployable HFSs are extensively used for such structures. This extensive use of HFSs reveals the need for a design and analysis software package and a database system with guidelines for designing HFSs.

A new total-Lagrangian finite-element code GESA (Geometrically Exact Structural Analysis) has been under development for analyzing highly flexible structures. GESA is a displacement-based finite-element code written in MATLAB language and is based on newly developed theories for structures undergoing large displacements, large rotations, and finite strains [1-7]. The structural theories fully account for geometric nonlinearities due to large rotations, large in-plane strains of two-dimensional structures, large axial strains of one-dimensional structures, initial curvatures, and transverse shear deformations by using Jaumann stress and strain measures, an exact coordinate transformation, and a new concept of orthogonal virtual rotations. The Jaumann strains are derived using a new concept of local displacements without performing polar decomposition and they are proved to be a corotated objective measure. Because all possible initial curvatures are included in the strain-displacement equations, governing equations of plates and shells are unified and the strain-displacement relations can be used for most one- and two-dimensional structures. Only global translational degrees of freedom (DOFs) and their derivatives are used in the strain-displacement relations in GESA and no independent global or local rotational DOFs are defined. A corotated point reference frame is defined using the symmetry of Jaumann strains. Moreover, there is no need for transformations before updating strains, stresses,
and displacements. Cable, truss, bean-i, plate, and shell elements have been developed, and both isotropic and anisotropic materials are considered. However, experimental results are needed in order to verify the accuracy of GESA.

To verify GESA and to establish an adequate experimental database of pre-buckling and post-buckling characteristics of HFSs, we designed a test set-up and developed a method of measuring large deformations.

2. Test Set-Up

The flexibility of HFSs makes it difficult to measure displacements by conventional means. For example, any indicator that carries a small spring force does not supply accurate readings because the spring force results in a significant structural deformation. Electronic strain gages change the structural stiffness, and they cannot reveal rigid-body deformations because they only measure relative straining displacements. Air gages apply a force to the structure and deform the structure significantly. Laser gauging is an option because it is a non-contacting method, but the equipment is expensive and it is difficult to chase the measuring point when large rotations are involved. Several of these methods were evaluated based-on the goal of measuring large deformations of beams and frames, and some of them were actually tried. The final choice we made was to build an accurate reference metal frame that can be used to fix the test structure and to measure three-dimensional displacements from the frame. The metal frame we built is shown in Fig. 1. The two circular slots on the vertical wall can be used to adjust loading angles and hence different loading conditions can be tested.

Choosing an appropriate instrument to take the readings is another challenging issue. A vernier scale was chosen in the beginning, but its resolution is only .0078 in and it is difficult to judge the instruments proximity to the structure. If the instrument does not contact the structure and a sight of some kind is used, parallax is a problem. Our final decision was to use a dial caliper with a brass probe mounted on the tip, a series circuit, and an indicator lamp to ascertain the immediate contact of the probe and the structure. In measuring displacements, the probe is slowly moved toward the structure until the lamp lights. Figure 1 also shows the use of the dial caliper and the indicator lamp in measuring the transverse deflection of a horizontally mounted cantilever beam.

3. Measurement

A 15" x 2" x .02" spring steel cantilever beam was selected for tests. Since the Young’s modulus $E$ was not known, we measured the weight and volume to derive the mass density. Then we performed a linear vibration test by using a modal hammer, a proximity sensor, and a DP420 FFT analyzer to obtain a Frequency Response Function (FRF), as shown in Fig. 2. Using the derived mass density, the first few natural frequencies from the measured FRF (see Fig. 3), and the formula of linear natural frequencies of a cantilever beam [8], we obtain that $E = 2.84 \times 10^7 \text{psi}$ and the mass density is $=.271 \text{lb/in}^3$. 
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Figure 1: Test set-up.

Figure 2: A linear vibration test for obtaining frequency response functions.
Figure 3: The measured frequency response function.

Displacements were measured at fifteen points in 1\degree increments along the beam, as shown in Fig. 4. Measurements were taken from the metal frame to each point on the beam using the modified dial caliper. Initial displacements due to imperfection in the sample were measured and recorded. Then load was applied in increments of 10 grams up to a maximum of 100 grams. For each load, transverse and longitudinal displacements of each point were measured, and three different measurements were taken and the results were averaged. The displacements due to imperfection were subtracted from the averaged displacements of each point under each load.

Figure 4: The measuring points on the cantilever beam.
Figure 5: Test results: (a) the transverse and longitudinal displacements of the tip with respect to different loading values, and (b) the deformed geometry when $F = .22$ lbf.

4. Experimental Results

Figure 5 shows a typical test result, where the small solid squares are the experimental data and solid lines are numerical solutions obtained from GESA by using eleven equal beam elements. Influence of transverse shear deformations was investigated in the finite element analysis. It was found that transverse shear deformations are negligible for this thin flexible beam.

5. Discussion

The obtained experimental results show that GESA is accurate in predicting the large static deformations of the specific flexible beam. However, to fully verify GESA tests on other different structures are necessary, especially flexible composite structures with elastic bending-torsion and extension-torsion couplings. We are in the progress of testing L-shaped frames and circular rings. Stability, deployability, and post-buckling characteristics of such
HFSs will be studied in-depth. Future work also includes testing nonlinear dynamics of HFSs to verify the accuracy of dynamic solutions from GESA.

References


Characterizing Surfaces of the Wide Bandgap Semiconductor Ilmenite with Scanning Probe Microcopies

R. Wilkins
Center for Applied Radiation Research &
Department of Electrical Engineering
Prairie View A&M University
Prairie View, Texas 77446

Kirk St. A. Powell
Department of Electrical Engineering
Prairie View A&M University
Prairie View, Texas 77446

Abstract:
Ilmenite (FeTiO3) is a wide bandgap semiconductor with an energy gap of about 2.5eV. Initial radiation studies indicate that ilmenite has properties suited for radiation tolerant applications, as well as a variety of other electronic applications. Two scanning probe microscopy methods have been used to characterize the surface of samples taken from Czochralski grown single crystals. The two methods, atomic force microscopy (AFM) and scanning tunneling microscopy (STM), are based on different physical principles and therefore provide different information about the samples. AFM provides a direct, three-dimensional image of the surface of the samples, while STM give a convolution of topographic and electronic properties of the surface. We will discuss the differences between the methods and present preliminary data of each method for ilmenite samples.

Introduction:
The progress of technology creates new demands for discovering and developing new electronic materials with increasingly improved properties. Of particular interest to NASA are those materials that allow both space and commercial applications. Wide bandgap semiconductors like ilmenite have properties that make them attractive for a variety of applications in both the terrestrial and space realms. Wide bandgap semiconductors have potential use in high power, high frequency, high temperature microelectronic and optoelectronic (including photovoltaic) devices which are also resistant to radiation damage.

To exploit an electronic material for these types of applications, the properties of the surface are essential for developing optimum processing procedures for device fabrication. Two new surface analysis tools proved useful in microelectronic fabrication: Atomic Force Microscopy (AFM) and Scanning Tunneling Microscopy (STM). These microcopies have resolution at the atomic level, yet can be used to examine device geometries in ultra-large scale integration ULSI circuits[ 1 ].

This paper will discuss ilmenite and some of its potential applications. We will then briefly introduce the AFM and STM techniques, discussing the information these methods provide and their limitations. We then present and discuss preliminary AFM and STM data characterizing ilmenite surfaces.
Ilmenite:
Large, high quality Czochralski grown single crystals have been produced to evaluate the materials performance for a number of applications[2]. In particular, the photovoltaic, optoelectronic, and the high radiation resistant characteristics of ilmenite seem to offer superior performance compared to traditional semiconductors. For instance, silicon solar cell has been the mainstay power conversion source for the U.S. space program. However, the conversion efficiency of Si seems to be bound at an upper limit of ~30%, and this efficiency degrades with time[3]. In addition, a wide bandgap semiconductor such as ilmenite can take advantage of the lower wavelength end of the solar spectrum. Other potential space application benefits of ilmenite include:

- **Weight Savings**: Extensive cooling equipment is required for Si based electronic on spacecraft. Much of this equipment could be eliminated using a large band gap material such as ilmenite.
- **Radiation Resistance**: Electronics in space operate without the benefit of the atmosphere to shield them from the relatively high ambient radiation environment. Ilmenite has appears to have radiation resistant properties[4].

Potential commercial applications of ilmenite include:

- **Optoelectronic Devices**: Ilmenite appears to have a direct bandgap making it a candidate for blue-green lasers diodes.
- **Thermoelectric Coolers**: Initial measurements of Seebeck coefficients appear to make ilmenite attractive in refrigeration and cooling systems.
- **Heterostructures of Ilmenite**: The interesting annealing properties of ilmenite (which effect the oxidation state of the iron) may provide the means for creating “seamless” interfaces between areas of n- and p-type material, perhaps leading to tunable bandgaps.

Ilmenite can be grown both as p-type and an n-type semiconductor making bipolar junction devices consisting of alternate n- and p-type materials possible. Some of ilmenite's basic properties are summed up in Table I.

<table>
<thead>
<tr>
<th>Physical Property</th>
<th>Ilmenite FeTiO₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandgap</td>
<td>2.58 eV</td>
</tr>
<tr>
<td>Crystal Structure</td>
<td>Corundum (Al₂O₃)</td>
</tr>
<tr>
<td>Unit Cell</td>
<td>Hexagonal</td>
</tr>
<tr>
<td>a</td>
<td>5.09 Å</td>
</tr>
<tr>
<td>c</td>
<td>14.09 Å</td>
</tr>
<tr>
<td>c/a</td>
<td>2.77</td>
</tr>
<tr>
<td>Resistivity</td>
<td>1.45 Ωm</td>
</tr>
<tr>
<td>Hall coefficient</td>
<td>0.26 * 10⁻⁵ m³/C</td>
</tr>
<tr>
<td>Carrier Concentration</td>
<td>2.6 * 10⁺²⁴ m⁻³</td>
</tr>
<tr>
<td>Density</td>
<td>4.83 gm/cm³</td>
</tr>
<tr>
<td>p-type semiconductor</td>
<td>pure ilmenite</td>
</tr>
<tr>
<td>n-type semiconductor</td>
<td>in solution with α-Fe₂O₃</td>
</tr>
<tr>
<td>Melting point</td>
<td>1410°C</td>
</tr>
</tbody>
</table>

**TABLE I: Properties of Ilmenite**
Scanning Probe Microscopy:
Scanning probe microscopy techniques have gone from Nobel Prize winning discovery to production line characterization in a little over a decade. Starting with the scanning tunneling microscope (STM) in 1982, many different SPM techniques have been described in the literature. These microscopes allow surface characterization of both conductors and insulators with sub-nanometer resolution.

Atomic Force Microscopy: Figure 1 shows a schematic of an AFM configuration. The AFM monitors the minute forces between a cantilevered probe tip and a sample surface. When the tip is scanned parallel to the sample, surface topography will tend to deflect the cantilever. The deflection is detected by reflected laser light via a photodetector. A feedback circuit monitoring this deflection controls a piezoelectric element (not shown in Figure 1) which moves the sample to counter the cantilever deflection. In effect, this keeps the force between tip and sample constant. The signal to the piezo is monitored and a topographic image is constructed from this signal as the probe is raster scanned (also by piezo elements not shown) across the sample. The typical value of force involved with AFM is $10^{-9}$N, and examples of true atomic resolution have been obtained.

One of the advantages of the AFM is that the technique works on insulators as well as conductors and is capable of routine nanometer resolution in ambient conditions. Moving the tip perpendicularly with respect to the sample surface provides data on the force of interaction between tip and sample and can, for example, provide information on the force of adhesion to a sample surface. The lateral force mode measures the forces on the tip cantilever parallel to the surface. This is a measure of the frictional forces between a probe tip and sample surface, making the AFM an ideal tool for tribological and wear studies.

Scanning Tunneling Microscopy: Quantum mechanical tunneling of electrons through a classically forbidden energy barrier is exponentially sensitive to the barrier width, giving the scanning tunneling microscope (STM) unique three-dimensional atomic resolution. The STM is schematically illustrated in Figure 2. A metal tip is brought within about 1 nm of the surface of a conductive sample. An applied voltage between the tip and sample establishes a small (on the order on nanoamps) but measurable tunnel current between the tip and sample. A feedback loop maintains a constant tunnel current as the tip is raster scanned along the surface. By recording the response of the feedback loop, an image of the surface is obtained. The tip-sample separation and raster scan are controlled by piezoelectric elements.
The interpretation of STM images is not always straightforward [13,14]. The tunnel current measured by the STM is not only proportional to the barrier width (given by the tip-sample separation) but also the local density of electronic states at the surface. Therefore, an STM image does not necessarily reflect only the topography of a surface. As AFM images should represent the actual topography of a surface (ignoring tip geometry artifacts), comparisons between AFM images and STM images have been made to check if a STM image has "electronic effects" involved. An excellent example of this is the study of some high-temperature superconducting film [15]. Some of these samples (depending on their growth conditions) exhibited a surface made up of spiral structures superimposed on one another. It was determined by AFM images of the films that the relatively higher resolution STM images were indeed representative of the surface topography.

On a conducting sample, STM will generally provide superior resolution as compared to the AFM. In addition, the fact that the tunnel current is dependent on the local electronic density of states can be used to measure the spectra of electronic states near the Fermi level. In this mode, the tip is held at a point on the sample and the feedback loop is momentarily disabled. During this time, the voltage between the tip and sample is varied and the current response measured, thus measuring the current-voltage (I-V) characteristics of the tunnel junction between tip and sample. This is repeated to form an array of I-V characteristics over the sample surface; this technique is called scanning tunneling spectroscopy.

Results and Discussion:
Preliminary data is shown below; Figure 3 shows an AFM image and Figure 4 shows a STM images of ilmenite surfaces. The AFM image is a 13.4umx13.4um scan. The sample was microscopically flat but the microscopic image reveals a fairly rough surface. The deep grooves evident in the image are likely due to the wafer polishing process. The overall surface roughness (in the large area on the left side of the image) is about 20-30nm. The STM image is a 1.5umx1.5um scan taken at a tunnel current of about 200pA at a junction bias of 3V. (Wide bandgap semiconductors are difficult to image with an STM because of their relatively high resistivity.) Microscopically the sample had few flat regions and appeared layered. The image was taken on a large (~3mm²) flat area; the microstructure of this surface was characterized by parallel streaks. It is possible that the streaks in the STM image represent the layered crystallite structure (ilmenite has hexagonal crystal structure). The streaks in the STM image do not represent polishing artifact because this was not a polished sample. Being able to take STM data
on ilmenite is encouraging because it holds the prospect of studying the density of states near the Fermi level with tunneling spectroscopy. The two images indicate about the same degree of overall surface roughness (20-30nm) for the “flat” region of the samples. However, given their relative scales, little more can be conclusively said about the two images. Work is in progress to further characterize ilmenite with these technique.

Conclusions:
Ilmenite is a wide bandgap semiconductor with a variety of potential applications, including radiation resistant electronics.

Scanning probe microcopies provide important information about the topography (AFM, STM) and electronic properties of a surface (STM).
STM studies electronic properties of a conductive surface, while an AFM gives topographic information on both insulators and conductors.
STM is possible on ilmenite, and thus tunneling spectroscopy.
Additional SPM work is needed on ilmenite.
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Abstract

The Quartz Crystal Microbalance Surface Acoustic Wave (QCM/SAW) cascade impactor is an instrument designed to collect size-fractionated distributions of aerosols on a series of quartz crystals and employ SAW devices coated with chemical sensors for gas detection. We are calibrating the cascade impactor in our laboratory for future deployment for in-situ experiments to measure ozone. Experiments have been performed to characterize the QCM and SAW mass loading, saturation limits, mass-frequency relationships, and sensitivity. The characteristics of mass loading, saturation limits, mass-frequency relationships, sensitivity, and the loss of ozone on different materials have been quantified.

Introduction

The QCM/SAW flight cascade impactor is an analytical instrument composed of twelve contiguous stages that can measure eight size-segregated fractions of aerosols and detect trace gases down to sub parts per billion levels simultaneously. It is a compact, lightweight, and sturdy device that is one of the principal instruments used for the characterization of atmospheric aerosols. Since 1979, QCM crystals have been used for collecting size-segregated samples of stratospheric aerosols. [1-2] The Quartz Crystal Microbalance cascade impactor has been used for characterization of volcanic eruption materials on the climatic effects of the stratosphere. [3]

The quartz crystal microbalance is an extremely sensitive sensor capable of measuring mass changes in the nanogram range. For a 10 MHz AT-cut crystal, the sensitivity is approximately $10^9$ Hz/g. [4] A schematic of the QCM crystal shown in Figure 1. In this application, an electric voltage is applied to the piezoelectric quartz crystal (PQC) which induces a shear stress resulting in an oscillation through the body of the 10 MHz QCM crystal confined to the region between the electrodes. In the SAW device, a 200 MHz acoustic wave propagating along the surface of the crystal between a pair of interdigitated electrodes is induced by the applied voltage. Each individual stage contains two crystals where the upper crystal is used for aerosol or gas impaction, and the lower reference crystal compensates for frequency shifts due to temperature changes. The change in beat frequency is monitored to give near-real time measurements of the mass of deposited aerosol.

The SAW crystals have the ability to measure various gases and the mass of very small particles with a higher sensitivity. The primary application of the SAW crystal in mass-measuring
instruments has been in the area of chemical sensing, in which a reactive coating applied to the
surface of a SAW crystal responds specifically to a given gas through a mass change which in turn
results in a frequency change. [5]

The focus of the calibration of the QCM/SAW was to determine the sensitivity, accuracy,
and detection limits of the QCM and SAW crystals for ozone measurement. It was also
necessary to quantify the loss of ozone through the flight stack so our data from field experiments
could be accurately analyzed. The initial motivation for this work was the need for trace gas
measurements to accompany aerosol measurements during stratospheric flight experiments.

Experimental Methodology

The experimental conditions for our calibration experiments simulated the sampling
conditions at 18-21 km which is the altitude at which the field experiments would be performed.
The calibration was performed for ozone concentrations ranging from 1-500 ppb. Two types of
experiments have been performed for ozone; mass sensitivity/mass loading calibration
experiments and ozone loss experiments.

Preparation for a typical laboratory experiment consists of coating a crystal with a dilute
(0.1-1.0% by mass) solution of polybutadiene in toluene. The crystal is then placed in the
QCM/SAW stack where a stream of ozone is passed over the crystal for a certain length of time.
A Thermoevironmental Model 49 PS, Ozone Calibrator is used to supply the ozone to the
QCM/SAW. In the ozone loss experiments, a Thermoevironmental Model 49 C Ozone
Analyzer was attached to the outlet port of the QCM/SAW stack to quantify the loss of ozone
through the instrument and through transfer tubes of different materials. Both the ozone calibrator
and analyzer are certified and traceable to NIST standards. The flow rate is controlled by a
micrometering valve and monitored by a Matheson Model FM 1050 flow meter and exhausted
with the an oiless sampling pump. Before each experiment, the beat frequency is stabilized by a
nitrogen gas stream (99.995%, Potomac Airgas) directed across each of the crystals
consecutively.

Mass loading is defined as the accumulation of mass onto a surface by chemical reaction,
chemisorption, or adsorption or by diffusion into the bulk of the surface coating. The two
primary characteristics of the mass loading properties of any crystal microbalance system are mass
sensitivity and saturation limits. From the analysis of the mass loading response curves, an
average mass loading is obtained for each set of experimental conditions. Total mass loadings
from a series of response curves at a given flow rate and temperature produce a calibration curve.
Mass-frequency relationships can be determined from this analysis. Over the course of the time
that ozone is pumped across the crystal an irreversible chemical reaction occurs between ozone
and the chemical coating (ozonolysis). The product of this reaction remains on the crystal causing
a change in the beat frequency of the dual oscillator system. This change in frequency is
monitored electronically and stored on a computer for later analysis. Mass loading characteristics
for SAW crystal at 50 ppb shown in Figure 2.
Calibration experiments for the ozone loss incorporated use of the photometric ozone analyzer to measure the losses of ozone for concentrations ranging from 25-500 ppb. Two separate sets of experiments were performed to characterize the ozone loss: loss of ozone through different materials and loss of ozone through the flight stack. During these experiments, the Ozone Analyzer was attached on 1) the outlet port of the QCM/SAW stack or 2) the Ozone Calibrator connected by monel, aluminum, stainless steel, copper, and teflon in order to further characterize the possible loss processes for ozone on different materials. After stabilizing the calibrator and analyzer, ozone was passed through the tubings for one to four hours. The two lengths used were 17 1/4 in. and 58 1/2 in. with surface areas of 13.54 in$^2$ and 49.9 in$^2$ respectively. The studies helped elucidate the most efficient design for gas flow into the gas detecting stages.

In the second set of experiments, the ozone was pumped through the entire flight stack to determine the loss of ozone through the stack. The experiment ran for five hours to correspond to the flight time of an actual field experiment. Teflon was used as the tubing to deliver the ozone to the QCM/SAW stack and ozone analyzer.

**Discussion and Future Directions**

The primary findings obtained from this study were: 1) that the 200 MHz SAW crystal is problematic and imprecisely measures mass loading by trace gases; 2) the 10 MHz QCM crystals are sensitive enough for the measurement of stratospheric ozone; and 3) the loss of ozone through the flight stack has been quantified, and teflon has been determined to be the best tubing for minimal ozone loss to the flight stack.

The SAW stages were originally used for gas detection. Hence, they were also first used for the calibration of ozone. Maintenance of the crystal proved to be impossible for long time or repetitive usage. The response of the SAW crystal degrades noticeably on exposure to air. The recommended cleaning procedure for the SAW crystals was ineffective and accelerated the degradation of the SAW crystal response. The crosslinked reaction product from ozonolysis could not be removed by washing with the routine organic solvents (toluene, benzene, and methanol), and even the plasma cleaning method was insufficient to completely clean the oxygenated residue left after ozone had reacted with polybutadiene. After plasma exposure times as short as two minutes, there was observation of both electrode and crystal surface degradation. Longer or accumulative exposures resulted in even more severe damage to the SAW crystals. Observations indicate that the SAW crystals, if not pristine, are not generally reusable and further, that plasma cleaning and reuse will lead to irreversible degradation and potentially unreliable results. Due to these problems with SAW crystals, the QCM crystals became the prime candidates for the calibration of ozone on the instrument. We have found that the 10 MHz QCM crystals were sensitive enough for ozone detection down to the low ppb concentration ranges.

The QCM crystals were much more cost effective than the SAW crystals even though the cleaning method proved to be destructive to these crystals as well. To obtain accurate data, crystals had to be discarded and replaced with new crystals. Several cleaning methods were used to clean the QCM crystals after exposure. The QCM crystals were observed to have a longer lifetime and could be reused but eventually experienced performance degradation as well.
Typically, the QCM crystals were cleaned by rinsing only with the solvent of the polymer coating and then brushing it slightly with a Q-tip.

Polybutadiene was found to be selective and specific for the detection of $O_3$ to concentrations in the low ppbv range. This coating yielded a linear response in beat frequency as a function of the concentration under standard operating conditions. Figure 3 illustrates the mass loading response for a SAW crystal at 50 ppb. The lower bound to the sensitivity of the SAW crystals has been found to be 0.05 ng. This corresponds to ambient concentrations in the low ppb range. The mass-frequency constant is $3.0 \times 10^{10}$ Hz/ng.

Ozone loss studies provided essential information to optimize the QCM/SAW stack with teflon being the best tubing for minimal ozone loss. Statistical analysis of the ozone loss data for teflon obtained for ozone concentrations between 25-500 ppb yielded an average loss of approximately 3%. This is in good agreement with previous ozone loss studies of the teflon coated Dasibi ozone monitors. [6] The ozone loss on stainless steel over the same range of concentrations was approximately 5%.
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Figure 1. Schematic representation of QCM crystal

A combination of silver, chromium, and nickel is deposited on both sides of the quartz wafer.

Spring clip with attached lead

Electrical connection is made to the electrode flag.

Laboratory and Flight Stack adaptor for QCM crystal mounts.

Electrical connection to opposing electrode.
Figure 2. Response Curve of Polybutadiene with 50 ppb of ozone on SAW crystal
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ABSTRACT

Processes for deposition of thin films at low temperatures are needed in the microelectronics industry due to the increasing miniaturization of electronic devices. Laser-induced chemical vapor deposition (LICVD) has been used to deposit Si and Ge films from germane and silane. However, despite the importance of these processes the mechanisms that lead to the deposition are not well understood yet. In order to obtain better design of LICVD reactors a mathematical model is developed. The model is based on standard literature assumptions and experimental information. The active chemical species within the gas phase are selected using experimental information. Boundary layer equations are used to calculate the temperature and flow profiles. Mass balances are derived for all the active species. A simplified surface kinetics is proposed. Finite-difference methods are employed to solve for the two-dimensional fluid active species concentrations distributions. Reaction rates under different operating conditions are calculated.

INTRODUCTION

The development of techniques for low-temperature semiconductor film growth is currently an area of intense research interest for microelectronic applications including thin-film transistors [1] and large area devices such as liquid-crystal displays and solar cells [2]. In LICVD from germane and silane the initial photofragments are germene photolytic products formed very near the substrate surface at low pressures [3]. The input gas is irradiated by a high energy laser beam. The gas phase after irradiation contains neutral radicals, the presence of which enhances the growth rate, and makes the in situ incorporation of dopants into the lattice feasible at low temperatures. Therefore, LICVD addresses the problems of conventional CVD while retaining the advantages.

A knowledge of the nature of the species which form the dominant precursors for film growth under a given set of depositions conditions, together with the mechanisms by which these species interact with the substrate and growing film is of fundamental importance for understanding and modeling film growth. Recently, some researchers [4] studying Si deposition from disilane using LICVD found that the predominant precursor is a “close shell” species, H2SiSiH2. A deposition yield of Si atoms from ArF excimer laser photolysis of disilane of approximately 20 % was reported.

The main goal of this work is to develop a comprehensive model that addresses the complex phenomena that determine the deposition of α-Si hydrogenated thin films in continuous parallel electrodes LICVD reactors. This approach will yield valuable knowledge on thin film technology.

MODEL DEVELOPMENT

A CVD deposition reaction always comprises three fundamental steps, gas phase reactions, transport towards the solid surface, and heterogeneous reaction on the substrate surface. Precursors generation in gas phase, mass transport phenomena from the plasma to the surface, and surface kinetics are the steps controlling the growth rate. The determination of the actual mechanism involves knowledge of the intermediate species formed in gas phase and/or the substrate surface.

The model proposed here rest heavily on the experimental results determined by Fowler et al [4]. They deposited Si thin films using an ArF excimer laser parallel to the substrate surface in a cylindrical reactor. The used a single wafer reactor with a laser beam parallel to the surface. The gas feed is also parallel to the wafer surface, but flows perpendicular to the laser beam (Figure 1), Fowler et al [4] reported that the use of an excimer laser as the energy source presents distinct
advantages over other photo-CVD methods. A photon energy of \( h\nu = 6.4 \text{ eV} \) dissociates \( \text{Si}_2\text{H}_6 \) by single photon absorption, producing Si containing radicals that lead to film growth.

In order to estimate the fraction of photolysis products that can reach the film by mass transport from the beam-excited region, the quantum yields (\( \Phi \)) for formation of the various photolysis products and the gas phase kinetics of the individual products must be considered. The number of each photofragment produced by irradiation is given by the product of the quantum yield for the different species and the number of excited disilane \( (\text{Si}_2\text{H}_6^*) \) molecules, \( N \). The dissociated quantum yield in \( \text{Si}_2\text{H}_6 \) photolysis at 193 nm has been measured to be 0.7 \( \pm 0.1 \). The additional 30% of the \( \text{Si}_2\text{H}_6^* \) is thought to decay radiatively or be stabilized collisionally [4]. However, it is unlikely that significant gas phase nucleation is occurring under the operating conditions reported by Fowler et al. [4]. The number of \( \text{Si}_2\text{H}_6 \) molecules under the substrate that absorb a photon can be estimated by using the photoabsorption cross-section of \( \text{Si}_2\text{H}_6 \) at 193 nm, \( \sigma = (3.4 \pm 0.3) \times 10^{-18} \text{ cm}^2 \) [4], the \( \text{Si}_2\text{H}_6 \) concentration, \( n \), and the path length of the beam inside the chamber. Fowler et al. [4] derived the following equation that gives the intensity absorbed, \( I_a \), by the \( \text{Si}_2\text{H}_6 \) molecules,

\[
I_a = I \exp[-\sigma n L] (1 - \exp[-\sigma n L])
\]

where \( L \) and \( d \) are shown in Fig. 1, and \( I \) is the measured laser intensity in \( \text{J/cm}^2 \) pulse that enters into the chamber through the laser inlet window. The number of photons absorbed per pulse, \( N \), is \( I_a \) divided by the photon energy, \( h\nu \), and multiplied by the beam cross sectional area, \( WH \).

Under optically thin absorption conditions, which occur at low \( \text{Si}_2\text{H}_6 \) partial pressures we get,

\[
N = I \sigma n \frac{V}{h\nu}
\]

where \( V \) is the volume of the beam under the substrate, which is called as the active volume. The number, \( N \), is also the number of excited \( \text{Si}_2\text{H}_6 \) molecules, \( \text{Si}_2\text{H}_6^* \), in the active volume.

The following main reactions in gas phase is proposed based on the experimental information reported by Fowler et al. [4].

\[
\begin{align*}
\text{Si}_2\text{H}_6 (g) + h\nu & \rightarrow \text{SiH}_2^* (g) + \text{SiH}_4 (g) \quad (3) \\
\text{Si}_2\text{H}_6 (g) + h\nu & \rightarrow 2 \text{SiH}_3^* (g) \quad (4) \\
\text{Si}_2\text{H}_6 (g) + h\nu & \rightarrow \text{H}_3\text{SiSiH}^* (g) + \text{H}_2 (g) \quad (5) \\
\text{Si}_2\text{H}_6 (g) + h\nu & \rightarrow \text{H}_3\text{SiSiH}_2^* (g) + \text{H}_* (g) \quad (6) \\
\text{SiH}_2^* (g) + \text{Si}_2\text{H}_6 (g) & \rightarrow \text{Si}_3\text{H}_8 (g) \quad (7) \\
2 \text{SiH}_3^* (g) & \rightarrow \text{Si}_2\text{H}_6 (g) \quad (8)
\end{align*}
\]

Equations (3) through (7) occurred through photolytic mechanisms. The quantum yields for the main Si fragments in reactions (3) through (7) are, 0.1, 0.4, 0.05, 0.1, and 0.05, respectively. This experimental information calls attention to the \( \text{H}_3\text{SiSiH}^* \) radical as the predominant precursor. This radical is also a relatively stable chemical species that reacts very slowly with silane and disilane. The radical \( \text{H}_3\text{SiSiH}^* \) suffers a 1,2 H isomerization to yield \( \text{H}_2\text{SiSiH}_2 \) that is the species transported to the substrate surface. Equations (8) and (9) were included to consider mechanisms for \( \text{SiH}_2^* \) and \( \text{SiH}_3^* \) disappearance. \( \text{SiH}_3^* \) is not expected to play a major role due to the fact that its quantum yield is too low compared to the \( \text{H}_3\text{SiSiH}^* \) radical.

Mass transport limitations are considered by using the corresponding mass balances. We use the fact that the laser beam produces only a minimal effect on the gas phase temperature [4].
Under the conditions of interest, relative "high pressures" (1 torr), the continuum approximation is still valid. For a Newtonian fluid, the velocity field is obtained by using the boundary layer approximation. The flow consists of an infinite stream flowing past a thin film of length L. The plate is considered infinitely wide, or z-axis symmetrical, and the flow is uniform at a horizontal approximation velocity, $u_\infty$. The velocity vector has vertical and horizontal components inside the boundary layer only. An approximate solution for the flow problem has been presented by Whitaker [5]. The velocity in the horizontal direction (x-axis) is given by:

$$v_x = u_\infty \left\{ \frac{3}{2} \frac{y}{\delta} - \frac{1}{5} \left( \frac{y}{\delta} \right)^3 \right\}, \quad (10).$$

Where $\delta$ is the boundary layer thickness and $y$ is the vertical coordinate. The vertical velocity at the boundary layer is given by:

$$v_y = \frac{3}{8} \frac{u_\infty}{\delta} \frac{\partial \delta}{\partial x} \frac{y}{\delta} \left( \frac{y}{\delta} \right)^3, \quad (11),$$

and the boundary layer thickness can be calculated using,

$$\delta = \sqrt{\frac{4.6}{x o} \sqrt{\frac{x o}{v_\infty}}} \quad (12).$$

The gas temperature distribution is also calculated using boundary layer approximation, Whitaker [5],

$$T = T_w \cdot \left( T_w - T_\infty \right) \left\{ \frac{3}{2} \frac{y}{\delta_T} - \frac{1}{5} \left( \frac{y}{\delta_T} \right)^3 \right\}, \quad (13).$$

$T_\infty$ is the temperature outside the boundary layer, $T_w$ is the temperature on the wafer wall, and $\delta_T$ is the thermal boundary layer thickness calculated from the momentum boundary layer thickness,

$$\delta_T = \delta \cdot 0.976 \cdot Pr^{-0.333} \quad (14).$$

where Pr is the Prandtl number for the gas phase ($C_p \mu/k$).

Equation (14) has been derived for the case where $\delta > \delta_T$. In our case $\delta_T >> \delta$. Calculation of the relation between both boundary layers thicknesses following the procedure reported by Coulson and Richardson [6] leads to similar results to equation (14).

Due to the relative high pressures considered in this work we assumed that the neutral species dominate the deposition rate. Mass balance equations are written for the species, $Si_2H_6, H_2SiSiH_2, SiH_2^2$ and $SiH_3^*$, we do not take into account the radicals $Si(H_2)Si$ and $Si_2H_5$. These assumptions lead to the following mass balance equation,

$$\left( \nabla \cdot \nabla \right) n_i = \nabla \cdot \left( D_i, Si_2H_6 \nabla n_i \right) + G_i = 0 \quad (15),$$

here $n_i$ is the number of molecules of species $i$, $D_i, Si_2H_6$, is the binary diffusivity of species $i$ in disilane. The net generation terms for gas phase reactions are derived using the method developed by Fogler [7], taking into account reactions (3) to (9). The number of moles of active $Si_2H_6$ is computed from equation (2). Heterogeneous (surface) reactions enter in the material balance through the boundary conditions. We assume that the surface reactions for all the neutral species follow a Langmuir-Hinselwood mechanism (Fogler [7]),

$$H_2SiSiH_2(g) + 2S \xrightarrow{K_{1}} S-H_2SiSiH_2-S \quad (16)$$

$$S-H_2SiSiH_2-S \xrightarrow{k_{12}} Si-S + H_2 \quad (17)$$

The controlling step is given in each case by the hydrogen resorption, equation (17). Then, the boundary conditions for equations (15) are given by

**BC1.** at $y = \delta_M$, for all $x$,

$$[n_i] = 0 \quad (18),$$

where $[n_i]$ represents concentration of $Si_2H_4, SiH_2^*$ and $SiH_3^*$, respectively.

**BC2.** at $x = L$, for all $y$,
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\[ \frac{\partial n_i}{\partial r} = 0, \]  
(19)

**BC3.** at \( x = 0 \), for all \( y \),
\[ n_i = 0, \]  
(20)

**BC4.** at \( y = 0 \), for all \( x \),
\[ D_{ni, Si_2H_6} \frac{\partial n_i}{\partial y} = k_{si} \beta(i) n_i \]  
(21),

where \( \beta(i) \) is the sticking coefficient onto the substrate surface. The hydrogen resorption rate constant \( (k_{si}) \) is calculated using the formula presented by Matsui et al. [8],
\[ k_{si} = \beta(i) \sqrt{\frac{10^7 R T}{2 \pi M_i}}, \]  
(22),

where \( R \), \( M_i \) and \( T' \) are the gas constant, molecular weight, and temperature, respectively. This formula was derived assuming collisions between neutral species and the surface and involves the definition of a reactive sticking coefficient. It can be concluded from Buss et al. [9] work that both models are equivalent. The reactive sticking coefficient for radicals is considered to be one.

**RESULTS AND DISCUSSION**

In order to implement the model described above a computer code was developed. Equations (15) describe a set of non-linear couple elliptical differential equations. An iterative over-relaxation finite difference scheme was used to solve equation (15) subject to the necessary boundary conditions. The numerical procedure calculates the concentration values using a five points scheme.

The velocity and temperature boundary layers are functions of the approximation velocity \( (v_{\infty}) \) and the temperature outside the boundary layer \( (T_{\infty}) \). Our calculations show that the temperature boundary layer is about one order of magnitude thicker than the velocity boundary layer. This fact is illustrated in Figure 2. Significant temperature effects on rate of thermal reactions can be expected because the gas temperature is significantly different from the temperature outside the boundary layer at positions far away from the wafer. This result raises the issue of what temperature should be used to evaluate gas phase reactions. Traditionally in Chemical Vapor Deposition two different temperatures are referred to, the gas input temperature \( (T_{\infty}) \) and the wafer temperature \( (T_w) \). The results shown in Figure 2 demonstrate the existence of a whole range of temperatures in between these two. This fact is not significant for relative low temperatures because under these conditions, photolytic and free radicals reactions determine the rate of deposition. The temperature effect becomes important for higher temperatures than the ones used in this work.

Solution of equation (15) allows us to determine concentration profiles for the different intermediates considered in this model. Figure (3) shows concentration profile for \( Si_2H_4 \) species. In this figure dimensionless concentrations are depicted. The disilane initial concentration was used to calculate the dimensionless concentrations in all cases. Figure (4) shows concentration profile for \( SiH_2^{**} \) species. These results show that the contribution of \( SiH_2^{**} \) to the total rate of deposition can not be neglected despite the fact that \( SiH_2^{**} \) concentrations are approximately four times lower than \( Si_2H_4 \) concentrations. This finding contradicts the assumptions made by Fowler et al. [4]. Similar results were calculated for several sets of different operating conditions.

The total rate of deposition was calculated by combining the individual rates of deposition of all the active species generated in the gas phase.

Figure (5) shows the rate of deposition profile calculated for the set of conditions used before. Significant non-uniformity can be appreciated. Results corresponding to direct disilane deposition rate mechanism are also presented. It can be concluded that for the temperature used in these calculation (523 K) this mechanism makes a negligible contribution to the total rate of deposition.

Comparisons of the results computed in this work and experimental data reported by Fowler et al. [4] showed good agreement between the computed and experimental results.
CONCLUSIONS

A model to compute silicon thin film deposition rates has been proposed. The model accounts for gas phase phenomena, convective transport effects and reaction rates on the solid wafer. One critical stage is the modeling of the velocity and temperature profiles in the proximity of the wafer. Boundary layer theory allowed us direct computation of velocity and temperature profiles. The velocity and temperature profiles were used to calculate the concentration profiles of all the important intermediate species. Mechanisms to explain the gas phase and solid surface reactions have been proposed. Despite their simplicity those mechanisms captured the main physical phenomena in LICVD. This research shows that significant temperature effects can be expected even at locations far away from the wafer. While Si2H4 makes the biggest contribution to the rate of deposition the contribution of other species can not be neglected. Good agreement between the model predictions and experimental results has been found.

Summarizing a model that can be used with certain confidence to predict Silicon deposition rates as a function of operating conditions has been reported.
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Fig. 1. Photo-reactor for Si deposition from disilane

Fig. 2. Temperature contour.

Fig. 3. Dimensionless Si$_2$H$_4$ concentration profile.

Fig. 4. Dimensionless SiH$_2$ concentration profile.

Fig. 5. Comparison of deposition rates caused by radicals and disilane (T= 523 K).
Abstract

An output feedback sliding mode controller (SMC) is proposed to minimize the effects of vibrations of slewing flexible manipulators. A spline trajectory is used to generate ideal position and velocity commands. Constrained nonlinear optimization techniques are used to both calibrate nonlinear models and determine optimized gains to produce a rest-to-rest, residual vibration-free maneuver. Vibration-free maneuvers are important for current and future NASA space missions. This study required the development of the nonlinear dynamic system equations of motion; robust control law design; numerical implementation; system identification; and verification using the Sandia National Laboratories flexible robot testbed. Results are shown for a slewing flexible beam.

Introduction

For NASA space applications, lightweight robotic manipulators are necessary to reduce launch costs, power consumption, and storage volume of the robot. Slewing structures with long flexible members, such as the Shuttle Remote Manipulator System (RMS) and the Space Station RMS, can excite vibrations. These vibrations can severely degrade the pointing accuracy, thus limiting the speed of rotation and productive use of current and future robotic systems. To achieve good control performance and position precision with current technology requires massive stiff manipulators. Since mass is the strongest driver of launch costs, massive telerobotic systems are unacceptable. Inherent flexibility for manipulator systems is a consequence of launch mass minimization. Flexibility is difficult to model but without its inclusion in the dynamic model, slewing performance will remain poor and control marginally stable. The focus of this research is the development of a robust control system that demonstrates residual-vibration suppression and robust tracking using only colocated joint sensors and actuators. The methodology includes development of the dynamic system equations of motion; sliding mode control system design; optimized model matching and gain calculation; and experimental verification using the Sandia National Laboratories flexible robot testbed.

To find a practical feedback control for flexible arms, many researchers have investigated various control methods. A review of some of these techniques is given in Yeung and Chen. Yeung and Chen also demonstrated successful feedback control of flexible arms using the sliding-mode technique. Nathan and Singh developed a design approach for the control of a flexible robotic arm using variable structure system theory and pole assignment technique for stabilization. The closed-loop system was robust to variations in payload. Qian and Ma have introduced variable structure sliding-mode technique for tip position control. The controller performance was evaluated through simulations. Choi and Shin developed a sliding mode controller for tip position control of a single-flexible link manipulator subjected to parameter variation. Their algorithm showed fast and favorable system responses while maintaining low sensitivity to imposed uncertainties. Parker and Robinett developed an output feedback sliding mode control approach for nonlinear systems in general, with applications to flexible manipulators. Asymptotically stable sliding surfaces are specified in the output space. In addition, a constraint was derived, based on Lyapunov's direct method, ensuring stability of the closed-loop system. The results presented in this paper is a realization of the output feedback sliding mode controller.
Dynamic Model

The dynamic equations of motion for both the rigid body, \( \theta \) and the flexible body, \( q'(t) \) degrees-of-freedom (DOF) are found using Lagrange’s equations:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}} \right) - \frac{\partial L}{\partial \theta} = 0 \tag{1}
\]

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \right) - \frac{\partial L}{\partial q^i} = 0 \tag{2}
\]

The Lagrangian is,

\[
L = T - V + W_P, \quad \text{where the kinetic energy, } T, \text{ the potential energy, } V, \text{ and the work from external forces, } W_P \text{ are defined as}
\]

\[
T = \frac{1}{2} \rho \int_0^L \dot{\chi}^T \cdot \ddot{\chi} \, dx \tag{3}
\]

\[
V = \frac{1}{2} (EI) q^i q^j \int_0^L \phi^{i''}(x) \phi^{j''}(x) \, dx \tag{4}
\]

\[
W_P = \tau q^i \int_0^L \phi^i(x) \eta dx + \tau \theta \tag{5}
\]

where \( i \) and \( j = 1 \) are the number of flexible DOF and \( x \) is the location along the beam. Applying Lagrange’s equations results in the following nonlinear equations of motion:

\[
M(x) \ddot{x} + N(x, \dot{x}) + K(x, \dot{x}) = B(x) U \tag{6}
\]

\[
y = C x \tag{7}
\]

where, \( x \) is an \( n x 1 \) vector of total DOF’s, \( M \) is a \( n x n \) configuration dependant mass matrix; \( N \) is a \( n x 1 \) vector of Coriolis and centripetal acceleration terms; \( K \) is a \( n x n \) configuration dependant stiffness matrix including centrifugal stiffening terms; \( B \) is a \( n x m \) matrix of control weighting coefficients; \( U \) is a \( m x 1 \) vector of torque inputs; \( y \) is an \( r x 1 \) vector of measurable outputs, \( C \) is an \( r x n \) matrix relating state variables to measurable outputs.

The dynamic equations of motion were developed using the method of quadratic modes.\(^5\) Figure 1 shows a schematic of the slewing flexible beam defining the mathematical geometry.

An expression for the deformation of a point along the beam is

\[
\ddot{u}(x, t) = u_x(x, t) \ddot{b}_1 + y(x, t) \ddot{b}_2 \tag{8}
\]

Figure 1: Slewing Flexible Beam Schematic
where \( \hat{b}_i \) are unit vectors associated with a moving coordinate system attached to the hub. The \( \hat{n}_i \) unit vectors are associated with an inertial coordinate system. Define the following relationships for axial and transverse deflections as

\[
u_x(x, t) = -\frac{1}{2} \int_0^x \left( \frac{dy(\xi, t)}{d\xi} \right)^2 d\xi
\]

and

\[
y(x, t) = \sum_{i=1}^{\infty} \phi_i(x) q_i(t).
\]

Equation (10) is assumed to be separable into \( \phi_i(x) \), the mode shape basis functions and \( q_i(t) \), the corresponding time-dependent generalized coordinates. The following equation gives the velocity of each point along the rotating beam's length:

\[
\dot{x}(x, t) = \frac{Nd}{dt} \left\{ [r + x] \hat{b}_1 + \dot{u}(x, t) \right\}.
\]

Performing the mathematical expansions and substituting the expressions for the kinetic energy, strain energy, and external work into Lagrange's equations (1,2), we arrive at the following equations for beam deflection and rotation, respectively.

\[
\left\{ \begin{align*}
& E1 \int_0^L \phi_i''(x) \phi_j''(x) \, dx - \left( \bar{\rho} \int_0^L \phi_i(x) \phi_i(x) \, dx + 2 \bar{\rho} \int_0^L [r + x] \phi_i(x) \, dx \right) q_i^2 - q_j^2 \\
& + \left[ \bar{\rho} \int_0^L \phi_i(x) \phi_j(x) \, dx \right] \ddot{q}_i + \left[ \bar{\rho} \int_0^L [r + x] \phi_i(x) \, dx \right] \ddot{q}_j = \tau \int_0^L \phi_i(x) \eta \, dx
\end{align*} \right.
\]

\[
\left[ \begin{array}{c}
\frac{1}{3} \rho L^3 + \rho r L^2 + \rho r^2 L + M_i (r + L) \ddot{\theta} + \left[ \bar{\rho} \int_0^L (r + x) \phi_i(x) \, dx \right] \ddot{q}_i = \tau
\end{array} \right]
\]

where \( \bar{\rho} = \rho + M_i \delta(x - L) \) and \( \rho \) is mass per unit length.

Cantilever mode shapes given by Blevins\(^7\), were used for this analysis and the quadratic modes for a beam were defined as:

\[
g_{ij} = -\frac{1}{2} \int_0^\xi \phi_i'(\xi) \phi_j'(\xi) d\xi
\]

The final equations were arranged into the form of equations (6) and (7).

**Sliding Mode Control**

Sliding mode control provides an alternative to robot control with unknown parameters. The main advantage of SMC is its robustness to input disturbances once the sliding surface is reached. SMC uses a strategy whereby the active control law at any given time is chosen from a predefined set of control laws based on the current state of the system. SMC takes advantage of control law switching to move a system from an initial state to a prescribed surface in the state space. Once on that surface, a second control law is used to keep the state from leaving the surface while moving toward the desired final state. Using Lyapunov's direct method, SMC has been shown to be stable\(^5\). Furthermore, it is robust to model-parameter uncertainty and disturbances if bounds are known a priori. Sliding surfaces are identified for each sensor leading to the output feedback control law. A thorough development of SMC including several practical examples can be found in Utkin\(^9\).

The sliding surface may be chosen as

\[
s = W(y - y_r) + (\dot{y} - \dot{y}_r) = 0
\]

where \( y_r \) is the desired sensor output time history and \( W \) is a positive definite matrix with real valued elements. The equivalent control is found by enforcing a condition of stationarity on the sliding surface,
\[ \dot{s} = W(\dot{y} - \dot{y}_r) + (\ddot{y} - \ddot{y}_r) = 0. \]  

Substituting for \( y \) from the equations of motion equations (6) and (7), into \( s \) and solving for \( \text{CM}(x)^{-1}\text{B}(x)U \) yields;

\[
\text{CM}(x)^{-1}\text{B}(x)U = \text{CM}(x)^{-1}\text{N}(x, \dot{x}) + \text{CM}(x)^{-1}\text{K}(x, \dot{x}) + \dot{y}_r - W(\dot{y} - \dot{y}_r)
\]

All terms involving \( x \) will be approximated with \( \hat{x} \), such that

\[
\hat{x} = C^*y
\]

where \( C^* \) takes on a form of a pseudo-inverse. In addition to substituting for the estimate of \( x \) the term \( \text{Atanh}^{-1}(\beta \dot{s}) \) is added to drive the output to the stable sliding surface \( s \) and the hyperbolic arctan is used to eliminate chatter through a boundary layer whose slope can be adjusted with \( \beta \). This results in the final output feedback sliding mode controller;

\[
u = [\text{CM}(\dot{x})^{-1}\text{B}(\dot{x})]^{-1}[\text{CM}(\dot{x})^{-1}\text{N}(\dot{x}, \dot{x}) + \text{CM}(\dot{x})^{-1}\text{K}(\dot{x}, \dot{x}) + \dot{y}_r - W(\dot{y} - \dot{y}_r) - \text{Atanh}^{-1}(\beta \dot{s})].
\]

Inversion is ensured by setting \( m = r \). Stability has been established by using Lyapunov's direct method. During the actual implementation of the SMC algorithm the following term was set to zero;

\[
\text{CM}(\dot{x})^{-1}\text{N}(\dot{x}, \dot{x}) + \text{CM}(\dot{x})^{-1}\text{K}(\dot{x}, \dot{x}) = 0.
\]

### Optimization

A constrained optimization problem was formulated for the slewing flexible beam involving the physical parameters of the previously derived model and an experimental response to the trajectory input. Solving the trajectory optimization problem involved the use of a recursive quadratic programming algorithm implemented in the MATLAB optimization toolbox. A cost function of the form

\[
J = W_1 \int_{t_0}^{t_f} e_1^T \cdot e_1 dt + W_2 \int_{t_0}^{t_f} e_2^T \cdot e_2 dt
\]

subject to a number of inequality constraints \( G(x) \leq 0 \) was used for both the model matching and the optimized gain analysis.

The model matching optimization errors were set up as \( e_1 = (\dot{\theta}_{\text{model}} - \dot{\theta}_{\text{exp}}) \) and \( e_2 = (\epsilon_{\text{root}_{\text{model}}}, \epsilon_{\text{root}_{\text{exp}}}) \), where \( \epsilon_{\text{root}} \) is the strain at the root of the beam. The first step involved setting the parameters belonging to the mass and stiffness properties of the hub and flexible link. The weights were set to \( W_1 = 1.0 \) and \( W_2 = 0.0 \). The optimizer was allowed to formulate error predominantly during the rise time \( t_0 = 0.0 \) to \( t_f = 0.35 \) seconds. After sufficient iterations the parameters would converge to nominal values. The second step was then to concentrate on the friction coefficients as parameters. The optimizer was set-up to work over the settling time portion of the trajectory from \( t_0 = 0.35 \) to \( t_f = 0.6 \) seconds until the parameters would converge to a nominal value. The third step used a representative set of parameters from both steps one and two. This set of parameters was allowed to only vary between \( \pm 20 \) percent. The optimizer worked over the combined time range of the trajectory from \( t_0 = 0.0 \) to \( t_f = 0.6 \) seconds. Upon successful convergence of these parameters, the rigid body portion of the single flexible link system is identified. The final step included setting \( W_2 \geq 1.0 \) and investigating parameters directly associated with the strain location and beam coefficients. This resulted in closer agreement to the experimental setup but was considered only a second-order effect.

For the controller optimization the errors are specified as \( e_1 = (\dot{\theta} - 6) \) and \( e_2 = (0.0 - \epsilon_{\text{root}}) \) where both variables \# and \( \epsilon_{\text{root}} \) are from the simulation model. The optimizer was set up for the hub angle from \( t_0 = 0.0 \) to \( t_f = 0.6 \) seconds and for the root strain from \( t_0 = 0.4 \) to \( t_f = 0.6 \) seconds. The cost associated with the root strain is for after the maneuver is completed to minimize residual vibration. For all runs \( W_1 = 1.0 \) and \( W_2 = 10.0 \). To start out, large steps were taken to identify possible minimums. Starting with these minimums the step size was reduced until convergence. These gains were then implemented on the hardware to obtain experimental responses.
Experimental and Numerical Results

The Sandia National Laboratories flexible robot testbed consists of modular flexible link/motor/hub mounting assemblies; electric DC motors and amplifiers; incremental encoders; bending strain gauges; and a dSPACE\textsuperscript{10} real-time control computer and data acquisition system. The slewing flexible beam parameters are given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>L</td>
<td>48.42</td>
<td>cm</td>
</tr>
<tr>
<td>Width</td>
<td>w</td>
<td>7.62</td>
<td>cm</td>
</tr>
<tr>
<td>Thickness</td>
<td>t</td>
<td>0.1574</td>
<td>cm</td>
</tr>
<tr>
<td>Hub Radius</td>
<td>r</td>
<td>8.89</td>
<td>cm</td>
</tr>
<tr>
<td>Mass Density</td>
<td>(\rho_m)</td>
<td>2700</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Tip Mass</td>
<td>(M_t)</td>
<td>0.0</td>
<td>kg</td>
</tr>
<tr>
<td>Beam Stiff</td>
<td>(E)</td>
<td>0.176</td>
<td>kg\cdot m(^2)</td>
</tr>
<tr>
<td>Motor Inertia</td>
<td>(J_m)</td>
<td>6.92(^3)</td>
<td>kg\cdot m(^2)</td>
</tr>
<tr>
<td>Viscous Damp</td>
<td>(b_v)</td>
<td>1.37'</td>
<td>kg \cdot m(^2)/s</td>
</tr>
</tbody>
</table>

Table 1: Slewing Flexible Beam Physical Parameters

A numerical simulation was developed that realized the mathematical models developed earlier. MATLAB was used to implement the differential equations. The dynamics of the plant were treated as continuous states, while the control laws were treated as discrete states. All sampling was performed at 1000 Hz.

The reference motion trajectory of the hub is generated from a spline fit of the initial hub angle, equal to \(-90^\circ\) to the final hub angle, equal to \(90^\circ\), for the single flexible link case. The time for all the trajectory runs was specified as \(\Delta T = 0.35\) seconds.

Model Calibration/Matching

The goal of this section was to identify a model that best captured the dynamics of the actual system. A simple PD controller was used to slew the beam. By following the steps outlined in an earlier section, the following plots show the match between the model and the experimental set-up. Using empirically determined gains Figures 2 and 3 show the calibration plots for hub angle, hub velocity, root strain and mid-span strain, respectively.

![Model Matching Response](image)

Figure 2: Hub Angle and Velocity Calibration Results
The calibrated model was used to predict the performance of the experimental set-up by using the gains determined from the constrained nonlinear optimization design. The results for the sliding mode control, where the W and A gains were optimized are shown in Figures 4 and 5, for the hub angle, hub velocity, root strain and mid-span strain, respectively.

Conclusions

A sliding mode controller was successfully demonstrated to minimize the effects of vibrations of slewing flexible beams. Optimization techniques were successful employed to determine meaningful nonlinear time domain models and optimized gain determination. In turn the optimized gains were used to predict flexible beam performance during large angle slews. These optimized gains were experimentally verified on the Sandia National Laboratories flexible robot testbed. The SMC architecture showed minimum residual-vibration suppression and robust tracking using only colocated joint sensors and actuators. Future work will involve the use of 1) piezoceramic strain sensors and actuators to enhance stability and tracking performance, and 2) the use of a two DOF planar flexible manipulator.
Optimized Gains Sliding Mode Control Response

Optimized Gains Sliding Mode Control Response

Figure 5: Root and Mid-Span Strain Optimized SMC Results
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ABSTRACT

Based on recent advances in microwave remote sensing of soil moisture and in pursuit of research interests in
areas of hydrology, soil climatology, and remote sensing, the Center for Hydrology, Soil Climatology, and Remote
Sensing (HSCaRS) conducted the Huntsville '96 field experiment in Huntsville, Alabama from July 1-14, 1996. We,
researchers at the Global Hydrology and Climate Center's MSFC/ES41, are interested in using ground-based
microwave sensors, to simulate land surface brightness signatures of those space borne sensors that were in
operation or to be launched in the near future. The analyses of data collected by the Advanced Microwave
Precipitation Radiometer (AMPR) and the C-band radiometer, which together contained five frequencies (6.925,
10.7, 19.35, 37.1, and 85.5 GHz), and with concurrent in-situ collection of surface cover conditions (surface
temperature, surface roughness, vegetation, and surface topology) and soil moisture content, would result in a
better understanding of the data acquired over land surfaces by the Special Sensor Microwave Imager (SSM/1), the
Tropical Rainfall Measuring Mission Microwave Imager (TMI), and the Advanced Microwave Scanning
Radiometer (AMSR), because these spaceborne sensors contained these five frequencies. This paper described
the approach taken and the specific objective to be accomplished in the Huntsville '97 field experiment.

Key Words: Soil moisture, Microwave remote sensing, In-situ sensors, Spaceborne imagers.

INTRODUCTION

Advancements of microwave remote sensing technology, such as a suite of space-borne active and passive
microwave sensors become operational or to be operational in next few years, makes monitoring land surface soil
moisture a possibility. On the other hand, recent advances in microwave researches indicated that both passive
microwave and active microwave techniques have provided solid theoretical and experimental results that the top
top five cm of soil moisture can be measured from ground-based truck, aircraft and space platforms under a variety
of environmental conditions and through a moderate vegetation cover (Engman, 1995). We, researchers at the Global
Hydrology and Climate Center, are interested in the microwave sensors with frequencies corresponding to those
current or near future space-borne active and passive microwave sensors (Wu, 1996). We also address several of
the specific recommendations of the workshop attendees of a NASA's Office of Mission to Planet Earth (MTPE)
sponsored workshop in 1994 on soil moisture (Wei, 1994). It is also consistent with the overall goals of MTPE
Strategic Enterprise as it pertains to studies involving land-cover change, global productivity, and long-term
climate variability.

At the same time, We are one of the research teams participated in the Huntsville '96 field experiment in
microwave remote sensing of soil moisture in Huntsville, Alabama from July 1-14, 1996, sponsored by the Center
for Hydrology, Soil Climatology, and Remote Sensing (HSCaRS). The remote sensing measurements were
supported by soil profile instrument systems, gravimetric moisture measurements, and soil and vegetation
characterization. Additionally, radiation, wind, air temperature, and relative humidity measurements were also
included, Scientific objectives focused on defining the soil depth emitting and reflecting energy at various
microwave wavelengths; characterizing temporal and spatial variability of surface moisture, and studying the
capability of measuring moisture at different frequencies. Both Huntsville '96 and Huntsville '97 field experiments
focus on a small-scale (plot-size) testbed with well equipped in-situ instruments and three microwave soil moisture
remote sensing systems. Preliminary results of the Huntsville '96 field experiment will be presented in the
American Meteorological Society's Annual Meeting on February 2-7, 1997 (Laymen et al., 1997). This paper, with
encouraging findings of Huntsville '96 as the starting point, will address several issues for the Huntsville '97 field
experiment:

1. We will conduct the well controlled concurrent active/passive microwave data collections, with similar
frequencies of L-, C-, and X-band, over the testbed for a range of conditions.

2. To facilitate and to convert the Advanced Microwave Precipitation Radiometer (AMPR) to become suitable for
ground-based applications, we will modify the AMPR system's hot and cold loads calibration subsystem and
the data acquisition subsystem.
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3. Since the Special Sensor Microwave Imager (SSM/I) has been in operation nearly 10 years with its three
(19.35, 37.1, 85.5 GHz) frequency-channels have been duplicated by the AMPR and the Tropical Rainfall
Measuring Mission (TRMM) Microwave Imager (TMI) have the 10.7 GHz frequency-channel and to be
launched in 1997, we will collect the AMPR data, with site validation objective, to simulate the SSM/I and
TMI sensors' land surface brightness temperatures, T_{\text{b}}, to get a better understanding and interpretation of
these sensors' acquired data over land surfaces.

4. Since the Advanced Microwave Scanning Radiometer (AMSR) to be launched on the EOS PM-1 platform in
the early 2000s have the lowest frequencies of 6.925 GHz, we will also conduct data collection using the 4-8
GHz step frequency C-band radiometer in the Huntsville '97 field experiment to simulate AMSR land surfaces
brightness signatures.

5. Since the ground-based AMPR system is able to measure a half space, i.e. from nadir (looking directly
downward from the boon) to zenith (looking directly upward) with 360 degree horizontal rotation, the
measured sky and land surfaces brightness temperatures will be used to simulate the space borne microwave
sensors’ microwave signatures over land, the TRMM microwave imager in particular. During thunder storms
or rain conditions, the upward looking AMPR will be able to collect rain rate over land just as the rain gage.

6. We will start developing the AMPR and C-band collected brightness temperature data bases for which the
space borne microwave sensors’ measurements over land surfaces would be validated.

TESTBED AND IN-SITU INSTRUMENTS

A research testbed was established at Alabama A&M University’s Agricultural Research Station located about
20 km north of Huntsville, Alabama (Fig. 1). The testbed consisted of four plots about 50 x 60 m. Two plots were
bare of vegetation and two others were vegetated. One of the vegetated plots had a tall fescue cover, whereas the
other had a mixture of vegetation. A total of 110 soil cores (1 m) were extracted from the testbed on a 10 m grid for
soil characterization. Soil of the grass-covered plot is classified as clay loam to silty clay loam, whereas the other
plots are silt loam. Clay content increases with depth to 1 m in all plots from 24% to about 50%. Clay content is
slightly higher in the grass plot. The organic matter content in the surface 15 cm is less than 2%. The
configuration of the testbed will be the same in 97 experiment with cotton to replace the rough bare field.

Figure 1. Diagram showing the layout of the testbed. Remote sensing instruments staged from the gravel road on
the south side of the plots.

In the Huntsville '96 field experiment (Laymon et al., 1997):

Soil samples for gravimetric moisture content were collected from the four experimental plots at random
locations and occasionally on a 10 x 10 m grid. The soil was sampled at five depth intervals (0-1, 0-3, 0-5, 0-7, and
0-10 cm) in the morning (~08:00) and at a single depth interval (0-5 cm) in the afternoon (~14:30). Standard
procedures were used to analyze these samples. Soil bulk density of the upper 15 cm was determined using the excavation method developed by the U.S. Department of Agriculture. Bulk density samples were collected before irrigation (DOY 183), two days after irrigation (DOY 186, 187), and after a one week dry-down period (DOY 194). Figure 2 shows the daily amount of precipitation (irrigation, rainfall) measured by distributed rain gages. Irrigation totaling 34.3 mm was applied on DOY 184-186. Two rain events occurred totaling 43.7 mm: 36.1 mm fell on DOY 189-190 and 7.6 mm fell on DOY 196 (Fig. 2). Irrigation was applied to bare and vegetated plots at slightly different times. Because gravimetric sampling is destructive, samples were only acquired from the northern half of the plots outside the area sampled by the remote sensing instruments. To evaluate potential errors resulting from sampling different halves of the plots, we conducted an assessment of the spatial variability of surface moisture for each plot. Results show that, in general, the variance in gravimetric moisture content was low. Peaks in variance occurred on two days for the rough bare plot and on three days for the mixed vegetation plot. For the most part, soil moisture behaved as expected in response to the two dominant wetting events (Fig. 3).

Figure 2. The daily amount of precipitation (irrigation, rainfall) measured by distributed rain gages.

Figure 3. The soil water content.

Figure 4. Time series of L-band microwave brightness temperature for the smooth bare and grass plots.
Surface soil moisture was about 7% as the experiment began. It rose rapidly to about 32% after the wetting events and dried slowly afterwards. Some differences in the moisture response among plots were observed. In order to obtain information required for application and testing of radiative transfer algorithms and land surface models, several vegetation properties were measured during the field experiment including vegetation height, wet and dry biomass, dielectric constant (for grass plot only), roughness of underlying soil, leaf dimension and orientation, and the angular distribution of stems and leaves. Except as noted, each variable was measured on both vegetated plots on several occasions during the two-week experiment period.

The microwave remote sensing data collected during this experiment lend themselves to an evaluation of the radiometer and radar performance in a) capturing the time-series of moisture change through two wetting and drying cycles, b) capturing the diurnal cycle of moisture change, c) comparison among various microwave wavelengths in a and b, and d) comparison of a through c as a function of different vegetation cover. At the outset of the experiment, microwave brightness temperatures \(T_B\) for the L and S bands were between 250° to 280° K for all plots (Fig. 4). After the initial wetting, \(T_B\) on the smooth bare plot dropped to 180° K. \(T_B\) on the vegetated plots only dropped by about 30° K (Fig. 4). \(T_B\) recovered to about 80% of its initial value in the four days prior to the second wetting on DOY 189. L-band \(T_B\)'s are commonly higher than those of S-band. The magnitude of these differences varies for the different land cover conditions. The inter-band \(T_B\)'s are most similar on the smooth bare plot and least similar on the grass plot.

In the Huntsville '97 field experiment:

The mode of the AMPR data collection and its close association with the C-band radiometer's data sets will be modified to better simulate the space borne microwave sensors' brightness signatures over land surfaces. The testbed and the in-situ instruments will stay the same as described in previous section; the field data collection scheme will also be the same.

TRUCK RADARS AND TRUCK RADIOMETERS

The Functionality and Operation of Microwave Soil Moisture Sensors

Three separate microwave remote sensing systems were deployed during the Huntsville '96 field experiment and also will be deployed next year, each with the capability to measure over multiple frequencies:

1. The S- (2.65 GHz) and L-band (1.413 GHz) microwave radiometers (SLMR) with 15° beamwidth, 0.1° K radiometric resolution, and 1 sec. integration time were integrated into one system (Jackson et al., 1995). A step frequency (4-8 GHz) C-band radiometer with six channels: 4.63, 5.06, 5.91, 6.34, 6.77, 7.20 GHz 15° beamwidth, 0.1 K radiometric resolution, and one second integration time. The antennas of the SLMR were mounted to observe horizontal polarization. Data were acquired at a look angle of 15° from nadir and at a nominal height of 14 m. The radiometers sampled about 220 times each second. Each measurement was made using a 15 second integration time. An “autocollect” capability allowed us to leave the system unattended over a site for extended periods. This capability was utilized to collect data throughout the night, during irrigation, and at other times of interest. Measurements were made at each plot on nearly an hourly basis during the day throughout the experiment. The radiometers were placed in autocollect mode over the smooth bare plot at night during the first week and over the grass plot during the second week. Radiometers were calibrated over a pond at the research station before and after the experiment. An entire day was dedicated to cycling through absorber, sky and water measurements. Over water, measurements were made in 5° increments from 5° to 65°. Surface water temperature was measured throughout the day with three temperature sensors that were floating 2 cm below the pond surface.

2. The Advanced Microwave Precipitation Radiometer (AMPR) comprised another system (Spencer et al., 1994). AMPR is a 4-channel (10.7, 19.35, 37.1, 85.5 GHz) continuous scanning instrument previously deployed on the NASA ER-2 aircraft. The 3 dB beamwidths of the four channels are 8.0°, 8.0°, 4.2°, 1.8°, respectively. The reflector scans 90° while sampling 50 beam spots every 1.8° over 2.5 sees. After four scans, the reflector scans up to measure internal warm and cold calibration loads. The feed-horn is fixed with respect to the reflector, thus providing H and V polarization at opposite ends of the scan. Between the two scan extremes, the two polarization states are combined and are equal at the middle of the scan. The instrument was offset 45° from the other radiometers so that H polarization coincided with the look angle of the SLMR.

3. The third system was comprised of an L- (1.6 GHz), C- (4.75 GHz), and X-band (10.0 GHz) radar with 9°-120 beamwidth at 3 dB and 4 polarization combinations (O’Neill et al., 1995). The radars were deployed from another boom track and instrument control and data acquisition systems were operated
from the back of the truck. Radar data were acquired at two incidence angles as measured from nadir—at 15° for coincidence with the radio-meter measurements, and at 45° for vegetation modeling. The radar system used two modes of operation, “sweep” and “snapshot.” In sweep mode, the radar boom was slowly rotated through 120° of azimuth in order to acquire a spatial average across the test plot. This was the standard mode during the day. In snapshot mode, the radar boom was stationary and a single radar footprint was imaged repeatedly over time. This mode was automated and used to collect data throughout the night. During the first week of the experiment, radar back-scatter measurements were made in sweep mode on all four test plots each day, with collection cycles initiated at 06:00, 10:00, and 14:00 hours local daylight time. At night, the radar truck was placed in autocollect snapshot mode over the bare-smooth plot to acquire data coincident with the radioimeters. After rain events, the radar truck staged at a single plot on a given day in order to get complete diurnal data for each plot. Hourly sweep data were collected between 08:00 and 16:00, and half-hourly snapshot data over night between 17:00 and 07:00.

The AMPR Modification for the Huntsville '97

To facilitate and to convert the AMPR system to become suitable for ground-based applications, it is necessary to modify its hot and cold loads calibration subsystem and the data acquisition subsystem.

Hot and Cold Loads Calibration System: The AMPR is a total power radiometer. Because of this feature, a hot and cold loads are needed to conduct the system calibration by means of scanning through the hot and cold loads for every four scans of the one data acquisition cycle. Frequent comparison of the measured land surfaces brightness temperatures with respect to the hot and cold load temperatures requires constancy and a large spread of temperature between the hot and cold loads. The hot load was designed to heat up and keep it at a constant temperature of 320K. The cold load was originally designed to use the air temperature at 20km flight altitude of the ER-2. At that altitude the air flow through the cold load is usually well below freezing point of 210K. A 110K or more spread of temperature between the hot and cold loads is sufficient to do the calibration. When AMPR was ground based as it was used in the “Huntsville 96” field experiment, the above ground air temperature in July not only subject to day-night variation, the noon time temperature can exceed 25°C (295 K). Without modification of AMPR cold load, the calibration system produce only 15K temperature spread instead of the 110K it needed. Therefore, we do need to modify the cold load by using a freezing system to cool it down to well below freezing point (21 OK) to make it comparable to the original design specification.

Data Acquisition System: The AMPR system was originally designed and manufactured by MSFC for airborne (ER-2), large area coverage, and very long automated data acquisition flight times, its data acquisition system with very burdensome flight data included is not suitable to be used in the ground-based AMPR system. Lesson learned from the “Huntsville 96” microwave soil moisture measurement field experiment indicates a completely different data acquisition system is needed for the ground-based AMPR system. The switch-on completely automated data acquisition scheme, used in the past or future AMPR ER-2 borne flight missions, was designed to meet the requirement of ER-2 platform, because there is only one man pilot. The pilot have no time to pay attention to his pay load instruments for which AMPR is just one part of the whole pay load. Therefore, all sensors on ER-2 platform must be fully automated; the pilot turn on the instruments and forget about it during the flight mission. For the ground based AMPR we will have an operator to operate the system and he shall decide how to conduct the measurement, e.g. measuring the soil moisture of a test plot every 15 minutes or every hour to see its change. We do not need to measure soil moisture or whatever parameters all the times. We will implement a controllable data acquisition scheme and make it operable on and off by the operator and at the same time keep the hot and cold load calibration system running all day long to maintain constancy of the Calibration temperature. This scheme can be made by using a separated power source for the calibration system. Computer programs will be developed and used to operate the data acquisition system and with operator interactive or interfacing capabilities.

THE AMPR AND C-BAND RADIOMETER’S ROLE IN SOIL MOISTURE SENSING

It is believed that by using the AMPR and the C-band radiometer will result in a better understanding of the data acquired over land surfaces by the Special Sensor Microwave Imager (SSM/I), the Tropical Rainfall Measuring Mission Microwave Imager (TMI), and the Advanced Microwave Scanning Radiometer (AMSR).

A modification of the AMPR subsystems as described in previous section by itself will have the following benefits:

1. The developed truck-mount ground-based AMPR system provides a better position to participate in the “Huntsville 97” field experiments, because ER-2 borne AMPR are very costly.
2. The three frequencies of Tom Jackson’s microwave system, and four frequencies of the AMPR system to be used to collect microwave brightness temperature signatures (in 1.4, 2.65, 4 - 8, 10.7, 19.35, 37.1, and 85.5 GHz) over the Huntsville ’97’s selected test-plots would provide a better understanding of soil moisture over these test-plots.

3. On the other hand, since the Advanced Microwave Scanning Radiometer (AMSR) to be launched on the EOS PM-1 platform in 2000 have the lowest frequencies of 6.925 GHz, using the 4-8 GHz step frequency C-band radiometer to collect data in the Huntsville ’97 field experiment will enable us to simulate AMSR’s land surfaces brightness signatures.

CONCLUSION

In the Huntsville ’96 field experiment, three frequencies of Tom Jackson’s microwave system, and four frequencies of the AMPR system were used to collect microwave brightness temperature signatures (in 1.4, 2.65, 4 - 7, 10.7, 19.35, 37.1, and 85.5 GHz) over three test-plots of bare soil, alfalfa, and grass, respectively. A quick look of the collected data indicated that significant decrease of brightness temperature was caused by the increase of soil moisture which is in agreement with the theory. A team work approach of the Huntsville ’96 field experiment resulted in a valuable data sets and the follow on analyses would provide a better understanding of soil moisture over that three test-plots. Analyses of the AMPR collected data together with concurrent in-situ collection of surface cover conditions (surface temperature, surface roughness, vegetation, and surface topology) and soil moisture content, would result in a better understanding of the data acquired over land surfaces by the Special Sensor Microwave Imager (SSM/I), the Tropical Rainfall Measuring Mission Microwave Imager (TMI), and the Advanced Microwave Scanning Radiometer (AMSR), because the AMPR and the C-band radiometer contained four frequencies (6.925, 10.7, 19.35,37.1, and 85.5 GHz) of these spaceborne sensors.
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Abstract

Ion implantation, ion sputtering and radiation damage consist of the important aspects of ion-solid interactions. In ion implantation process, collision between energized ions and atoms at crystal lattice and rearrangement of atoms result in defect formation and phase transformation, which may cause significant changes of materials in both compositions and structures. These changes could modify and improve the various properties of materials. Therefore, the research in this area is important for both the theoretical understanding of ion-solid interactions and technology applications in aerospace and other industries. In present work, tungsten ion implantation into pure iron at dose of $3 \times 10^{17}$ ions/cm$^2$ was performed using a metal vapor vacuum arc ion source implanter. The chemical composition and microstructural changes caused by tungsten ion implantation were examined by means of Auger electron spectroscopy (AES), X-ray photoelectron spectroscopy (XPS) and transmission electron microscopy (TEM). The analytic test results indicated that tungsten ion implantation changed the microstructure of pure iron from single phase $\alpha$-Fe into complicated microstructures composed of $\alpha$-Fe solid solution of W, amorphous Fe-W-C and precipitate of Fe$_3$C. The formation of the amorphous phase was the result of lattice distortion and grain rupture due to tungsten ion collision and injection. The formation of carbide phases was related to carbon incorporation in implantation process.

1. Introduction

Ion implantation, ion sputtering and radiation damage consist of the important aspects of ion-solid interaction. The research in these areas are important both for the theoretical understanding of ion-solid interactions and for technology applications in aerospace and other industries. In ion implantation process, collision between energized ions and atoms at crystal lattice and rearrangement of atoms result in defect formation and phase transformation, which may cause significant changes of materials in composition and structure. These changes could modify or improve the various properties of materials. Therefore, the motivation for a large fraction of the work in this area has been to understand the effects of ion implantation on the microstructures and properties of materials. Many of the microstructure produced by implantation could be predicted from knowledge of radiation damage effects, by measuring the chemistry in the implanted layer, and referring to the equilibrium phase diagram[1]. Usually, ion implantation offers the possibility of obtaining alloys having: (1) a highly supersaturated solid solution with extended solid volatility over that predicted by the phase diagram; (2) a solid solution with stable and metastable phases; and (3) a disordered or amorphous structure[2]. Kujore et al[3] observed the defect structure of the polycrystal copper implanted with Al, Cr and B ions by means of Transmission Electron Microscope (TEM). It was found that there existed dislocation loop and array on the surfaces of specimens implanted by various ions. The larger and the heavier of the ions are, the larger the defect density of the ion implanted microstructure will be. The microstructure of the surfaces implanted with chemical active ions (C, N, B, etc.) are usually composed of carbide, nitride, carbonitride and boride which come from the chemical reactions between substrate elements and ion implanted elements [4-6]. The implantation of metallic ions lead to the formation of the microstructure containing solid solution of the ion implanted atoms, intermetallic compounds formed between substrate atoms and metallic ions and carbides [7-9]. Ti+C dual ion implantation resulted in the formation of amorphous structure on many steel and alloy surfaces[10].

The objective of present work is to study the effect of W ion implantation on the microstructure defects and composition of pure iron by means of transmission electron microscopy (TEM) and Auger electron spectroscopy (AES) and X-ray photoelectron spectroscopy (XPS). The phase transformation and microstructural transition mechanisms were also briefly discussed.
2. Experimental details

The specimens used for implantation were pure iron in 15mm×4.5mm×2.5mm flat pieces, polished with 1000 grit abrasive paper and cleaned ultrasonically in acetone. The implantation of tungsten ion into the specimen was conducted using a metal vapor vacuum arc (MEVVA) source ion implantation facility. The relevant implantation parameters are shown in Table I.

Table 1. The ion implantation parameters of pure iron specimen

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average charge state</td>
<td>2.74</td>
</tr>
<tr>
<td>Extraction voltage</td>
<td>48kV</td>
</tr>
<tr>
<td>Bulk temperature</td>
<td>$\leq 150^\circ$C</td>
</tr>
<tr>
<td>Beam current</td>
<td>3mA</td>
</tr>
<tr>
<td>Dose (ions/cm$^2$)</td>
<td>$3\times10^{17}$</td>
</tr>
</tbody>
</table>

3. Experiment results and discussion

3.1. AES analysis

The ion implanted and other contamination elements on the surface of the ion implanted specimen were detected by AES on a $\Phi$595 Scanning Auger Electron Spectroscope. Element distribution along depth was analyzed using AES with Ar$^+$ sputtering. The parameters of Ar$^+$ sputtering were 4keV in sputtering electrical voltage and $1 \times 1 \text{mm}^2$ in sputtering area. Fig. 1 shows the AES sputtering depth profile of the elements on the surface of W ion implanted pure iron, and it shows can be seen that tungsten ion were successfully implanted into pure iron specimen. Tungsten distributes in a plateau with an atomic concentration of 27at%, instead of Gaussian distribution, under the surface of the specimen. This is due to the fact that the ion implantation was conducted on a MEVVA source ion implanter under same acceleration voltage, and the implanted ions have several electrical charge states, thus, the ions with different charge states having deferent projected ranges. The plateau is the accumulating result of several Gaussian distribution with different projected ranges. The surface absorption and oxidation while specimen was exposed to air. Carbon has an approximate concentration of 0.16% from surface to certain depth in ion implanted layer. The surface carbon content may come from surface absorption of carbon-containing compounds after ion implantation. However, the carbon inside the implanted layer was incorporated by ion implantation through vacuum carbonization, ion recoil implantation and radiation enhanced diffusion. Iron only has an atomic concentration of 32at% on the surface. After that, it increases gradually with increase depth until it reaches steady stage.

3.2. XPS analysis

After ion implantation, the specimen surfaces were analyzed by XPS on a $\Phi$550 Electron Spectrometer using Mg K$\alpha$ line. The pass energy was 50 eV and the binding energy of C 1s (284.6eV) was used as a reference in XPS analysis. To get a thorough knowledge of the distribution of the chemical states, the implanted surfaces were sputtered by Ar ions under the conditions of acceleration voltage 3kV and sputtering area 5mm×5mm. The durations of the sputtering time for different depths were 0, 5, 15 and 30 minutes. Fig. 2 shows the XPS spectra of the W4f in the ion implanted pure iron specimen after different durations of sputtering. The results of analysis on the electron binding energies and possible chemical states of element in the first to fourth layers are summarized in Table 2.

From Fig. 2 and Table 2, it can be known that on the top surface of the ion implanted specimen FeWO$_4$ was the main existing state of the ion implanted element W. After 5 minute sputtering, the peak position of the binding energy shift to the low energy direction, which indicated that another oxide form of tungsten, WO$_2$, appeared. It was thought that all the oxides may be caused by the exposure of the ion implanted specimen to the ambient air after implantation. The contents of oxygen decrease with increase depth, as shown in Figure 1. It indicates that the amount
of oxides reduces as the depth increases. The atomic state of W becomes the dominant existing form of the implanted element after 15 minute sputtering. When the stage where oxygen are almost vanished and the incorporated carbon is at a high level of the content were reached after 30 minute sputtering, WC, carbide of W dominates the existing form of W.

Table 2: The electron binding energies and possible existing states of W in pure iron specimen implanted by W ion in dose of $3 \times 10^{17}$ ions/cm$^2$.

<table>
<thead>
<tr>
<th>Sputtering time (min.)</th>
<th>0</th>
<th>5</th>
<th>15</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binding energy (eV)</td>
<td>35.0</td>
<td>32.8</td>
<td>31.6</td>
<td>32.0</td>
</tr>
<tr>
<td>Existing state</td>
<td>FeWO$_4$</td>
<td>WO$_2$</td>
<td>W</td>
<td>WC</td>
</tr>
</tbody>
</table>

3.3 TEM observation of microstructure

Both the unimplanted and ion implanted specimens were cut off from the surface of the specimens in pieces of a thickness of 0.1 mm for TEM analysis. They were polished using abrasive paper until their thickness reach approximately 0.01 mm, and then were sputtered by Ar$^+$ ions to the TEM observable depth. The observation of the microstructure were performed on a H-600 Transmission Electron Microscope under the conditions of acceleration voltage of 100keV and instrument constant of $L_0=29.6 mm$.

The TEM observations of the unimplanted pure iron show that microstructure of it is composed of single phase et-Fe in size of 1 - 4µm, with existing of lots of dislocations inside the grains. Figure 3 gives the TEM micrographs of pure iron implanted with W ion in dose of $3 \times 10^{17}$ ions/cm$^2$, it can be known that microstructure of pure iron has been changed tremendously by ion implantation. It shows obvious irradiation damage caused by ion implantation, and no any trace of original grain boundary remains. The morphology of microstructure appears in an uneven island shape. Electron diffraction pattern indicates that it mainly consists of α-Fe. Further observation in a higher magnification (see Fig. 3b) indicates that each island is composed of many smaller islands. It gives out that W ion implantation caused the rupture of the α-Fe grains. In addition, The observation under more higher magnification (Figure 4) shows that there is some plain area between islands. The corresponding electron diffraction pattern indicates that these area has an amorphous structure. Therefore, it can be concluded that W ion implantation results in the rupture of the α-Fe grains and lattice distortion, and finally leads to the formation of amorphous phase in some area, with co-existing of the fine island-like α-Fe solid solution of W in the other area. Referring the AES and XPS analysis in 3.1 and 3.2, the amorphous phase should have a composition of Fe-W-C. Besides, there exists some big particles of Fe$_3$C in the ion implanted layer as observed in TEM analysis. The formation of Fe$_3$C phase is considered to be the result of carbon incorporation which has been discussed in AES analysis.

4. Conclusion

(1) The microstructure of W ion implanted pure iron consists of plain amorphous phase Fe-W-C, fine island-like et-Fe solid solution of W and particular carbide Fe$_3$C.

(2) The formation of the amorphous phase is the results of lattice distortion and grain rupture caused by ion collision and injection.

(3) The incorporation of carbon in implantation process resulted in the formation of Fe$_3$C.

5. Reference:
Fig. 1 AES sputtering depth profile of $3 \times 10^{17}$ ions/cm$^2$ W ion implanted pure iron.

Figure 2. XPS spectra of W4f in pure iron specimen implanted by tungsten ions in dose of $3 \times 10^{17}$ ions/cm$^2$ and sputtered by Ar ion for different durations of time.
Fig. 3 TEM micrographs of $3 \times 10^{17}$ ions/cm$^2$ W ion implanted pure iron showing ion implantation damage: a: bright-field, x60k; b: bright-field, x 120k; c: selected area diffraction pattern; d: identification of Miller index and structure.
Fig. 4 TEM micrographs of $3 \times 10^{17}$ ions/cm$^2$ W ion implanted pure iron showing coexistence of amorphous structure and crystal: a: bright-field, x 150k; b: selected area diffraction pattern.
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Abstract

In this paper, we first distinguish two types of fuzzy controllers, Mamdani fuzzy controllers and fuzzy logical controllers. Mamdani fuzzy controllers are based on the idea of interpolation while fuzzy logical controllers are based on fuzzy logic in its narrow sense, i.e., fuzzy propositional logic. The two types of fuzzy controllers treat IF-THEN rules differently. In Mamdani fuzzy controllers, rules are treated disjunctively. In fuzzy logic controllers, rules are treated conjunctively. Finally, we provide a unified proof of the property of universal approximation for both types of fuzzy controllers.

1 Introduction

The study of universal approximation of a fuzzy controller was first initiated by Kosko[7], Wang [8] and Wang and Mendel[10]. It was an important contribution to fuzzy control theory, since it provided a theoretical foundation for applying fuzzy controllers. It was shown that for a given continuous function defined on a compact domain, one always can design a fuzzy controller to approximate the function to any given precision, Kosko proved the result for his adaptive fuzzy system in[7], Wang and Mendel provided a proof for a special case of Mamdani fuzzy controllers in [8] and [10]. Buckley proved the same result for Sugeno type fuzzy controllers in [2]. Ying presented a proof for a general Mamdani fuzzy controller in [13]. Castro provided another proof for a general Mamdani fuzzy controller in [3]. Klawonn and Novak proved the same result for fuzzy controllers based on fuzzy logical implications in [4].

Fuzzy controllers based on the idea of interpolation and those based on the idea of logical inference are often not distinguished in the literature. More specifically, some t-norms, such as min and product, are often treated as fuzzy implications. The differences between the two types of fuzzy controllers are clearly stated in [4] and also can be found in [5]. In this paper, fuzzy controllers based on t-norms are called Mamdani fuzzy controllers, while fuzzy controllers based on fuzzy implications are called fuzzy logical controllers.

In Section 2, we first review the structure of a fuzzy controller. The differences between Mamdani fuzzy controllers and fuzzy logical controllers are examined in Section 3. In Section 4, we present a unified proof of the property of universal approximation for both types of fuzzy controllers.

2 Fuzzy Controllers: A Brief Overview

To build a fuzzy logic controller, one needs to follow the following four steps:

**Step 1. Identifying state variables and control variables of a system to be controlled.**

In this step, one has to determine relevant state and control variables, as well as the range of each of these variables. For instance, in the simple inverted pendulum example, the state variables are the angle of the pole, \( \theta \), and the rate of change of the angle, \( \dot{\theta} \). The control variable is the force, \( f \), applied to the cart carrying the pole. The range \( \theta \) may, for example, be \( (-\frac{\pi}{2}, \frac{\pi}{2}) \).
Step 2. Dividing the range of each variable into several levels.

The purpose of this step is to make it easier for domain experts to summarize their knowledge. The levels, which correspond to several linguistic terms, are used to describe the states of the system and control strategies. Usually, it is done by generating a fuzzy partition of the domain using fuzzy sets with triangular membership functions or, more generally, trapezoidal membership functions. Fuzzy sets with Gaussian membership functions, splines are also often used in many applications of neural-fuzzy type control [1] and [2]. For example, let us use fuzzy sets with triangular membership functions to form a fuzzy partition of the range of variable \( \theta \). We divide the interval \((-\frac{\pi}{2}, \frac{\pi}{2})\) into seven levels, which are labeled linguistically as negative large, negative medium, negative small, approximately zero, positive small, positive medium, positive large, respectively (Fig. 1).


These IF-THEN rules express domain experts' knowledge regarding the control task. Each rule describes a control action that should be taken if the system is in one state. The general form of a rule in a rule base is

\[
\text{If } x \text{ is } A \text{ then } y \text{ is } B
\]

Intuitively, we should have IF-THEN rules that cover all possible states of the system that are described by the linguistic terms generated in Step 2. Some researchers argue that fuzzy controllers with less IF-THEN rules have sufficiently good performance [12]. In these cases, however, membership functions have to be carefully designed so that every state of the system is covered by some rules in the rule base.

Step 4. Selecting a defuzzification method.

A defuzzification method is a mapping \( d: \mathcal{F}(\mathbb{R}) \rightarrow \mathbb{R} \), where \( \mathcal{F}(\mathbb{R}) \) denotes the fuzzy power set of \( \mathbb{R} \). It maps a fuzzy set to a real number. There are many defuzzification methods in the literature. All defuzzification functions must satisfy the property

\[
d(x) = X
\]

for any \( x \in \mathbb{R} \). One commonly used defuzzification method is called the center of gravity method. It takes the center of gravity of a fuzzy set as its defuzzification value. In this case, the fuzzy set is considered as the area surrounded by its membership function and the \( x \)-axis. This defuzzification method assumes that the membership function of the fuzzy set is integrable, which is true in most cases. Suppose \( A(x) \) is the membership function of a fuzzy set \( A \). Then the defuzzification value of fuzzy set \( A \) is

\[
d(A) = \frac{\int x A(x)dx}{\int A(x)dx}
\]

(1)
after one completes step 1-4, he/she is ready to apply the fuzzy controller. A fuzzy controller generally has the structure shown in Fig. 2. Given the current state of a controlled system or plant, fuzzy controller generates a value of the control variable. Then a control action is applied to the system, and the system, thus, changes its state according to this control action. Therefore, a fuzzy control system can be considered as a function with the state of the system represented by its independent variables and the control state by its dependent variables. Suppose \( x = (x_1, x_2, \ldots, x_n)^T \) denotes the n-dimensional state vector of the system, \( y \) denotes the control variable, then a fuzzy controller is a function

\[
FS: D \rightarrow \mathbb{R}, y = FS(x)
\]  

(3)

where \( \mathbb{R} \) is the real number set; \( D \) is a compact subset of n-dimensional space \( \mathbb{R}^n \), which is specified in Step 1. Here, only one control variable is considered for the simplicity of discussion. For the case of several control variables, it can be easily decomposed into several fuzzy controllers with one control variable.

The function \( FS \) is determined by the following procedure.

2.1 Fuzzification

At this stage, a fuzzy set is generated on the basis of current state vector \( x' = (x'_1, x'_2, \ldots, x'_n)^T \). There are many ways to generate this fuzzy set. One way is through generating symmetric triangular fuzzy numbers for all state variables \( x = (x_1, x_2, \ldots, x_n)^T \)

\[
A(x) = \bigwedge_{i=1}^n A_i(x_i)
\]  

(4)

where \( \bigwedge \) denotes a t-norm [5] and \( A_i \) is determined by

\[
A_i(x) = \begin{cases} 
1 - \frac{|x - x'_i|}{d_i} & \text{if } x \in [x'_i - d_i, x'_i + d_i] \\
0 & \text{if otherwise};
\end{cases}
\]  

(5)

d_i is a constant which is monotonically related to the fuzziness of the fuzzification for each \( i \in \{1,2,\ldots,n\} \). The larger \( d_i \), the fuzzier the resulting fuzzy set \( A_i \). Constants \( d_i \) are specified by the designer of the controller. In most recent applications, \( d_i \) is assumed to be zero for any \( i \in \{1,2,\cdots,n\} \). That is, this fuzzification step is ignored. [3] and [10].
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2.2 Inference

At this stage, Zadeh's compositional rule of inference [6] and [11], is applied to calculate a fuzzy value of the control variable based on the fuzzy set obtained by fuzzification and the rule base specified in Step 3. The resulting fuzzy set \( B \) is calculated by

\[
B(y) = \bigvee_{x \in D} i(A(x), R(x, y)),
\]

where \( \vee \) is a t-conorm and \( i \) is a t-norm [5]. \( R \) is a fuzzy relation defined on \( D \times \mathbb{R} \), which is determined by

\[
R(x, y) = \bigcirc_{j=1}^{m} R_j(x, y),
\]

where \( m \) is the number of rules in the rule base; \( \circ \) is either a t-norm or a t-conorm depending on the way \( R_j \) is calculated. \( R_j \) represents the \( j \)th rule in the rule base.

\[
R_j(x, y) = f(A_j(x), B_j(y)),
\]

where \( f : [0, 1]^2 \to [0, 1] \) is a binary function that is either a t-norm or a fuzzy implication [5]. When \( f \) is a t-norm, the fuzzy controller functions as interpolation; \( \circ \) must be a t-conorm. In this case, we call the fuzzy controller, \( FS \) a Mamdani fuzzy controller. When \( f \) is a fuzzy implication, the fuzzy controller is based on logical inference, and \( \circ \) must be a t-norm. In this case, we call the fuzzy controller, \( FS \) a fuzzy logical controller [4]. Here a fuzzy implication is required to satisfy at least the following two conditions

\[
f(0, x) = 1 \\
f(1, x) = x
\]

for any \( x \in [0, 1] \). Both R-implications and S-implications satisfy these conditions. For a detail discussion of fuzzy implications see [5].

2.3 Defuzzification

The fuzzy set \( B \) obtained by the inference described in Sec. 2.2 is defuzzified into a real number. The output of the fuzzy controller is the defuzzified value of \( \Gamma \) that is

\[
FS(x) = d(B).
\]

3 Differences Between Mamdani Fuzzy Controllers and Fuzzy Logical Controllers

Let us consider a Mamdani fuzzy controller \( FS_i : D \to \mathbb{R} \), with \( \vee = \circ = \sup, i = f = \text{at-norm} \). According to Eq. (6)-(8), we have

\[
B(y) = \sup_{x \in D} i(A(x), R(x, y))
\]

\[
= \sup_{x \in D} \max_{j=1}^{m} i(A_j(x), B_j(y))
\]

\[
= \sup_{x \in D} \max_{j=1}^{m} i(A(x), i(A_j(x), B_j(y)))
\]

\[
= \sup_{x \in D} \max_{j=1}^{m} i(\sup_{x \in D} i(A(x), A_j(x)), B_j(y))
\]

\[
= \sup_{x \in D} \max_{j=1}^{m} i(\sup_{x \in D} i(A(x), A_j(x)), B_j(y))
\]
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Therefore, for a Mamdani fuzzy controller, rules in the rule base are considered disjunctively. One can apply each rule in a rule base to generate a result, then take the maximum of all results as the resulting fuzzy set.

Now, let us consider a fuzzy logical controller $FS_2 : D \to \mathbb{R}$ with $V = \sup$, $o = \min$, $i = a$ t-norm and $f = a$ fuzzy implication. According to Eq. (6)-(8), we have

$$B(y) = \sup_{x \in D} i(A(x), R(x, y))$$

$$= \sup_{x \in D} i(A(x), \min_{j=1}^m f(A_j(x), B_j(y)))$$

Suppose $A$ is a crisp point $x_0$ in $\mathbb{R}^n$, that is,

$$A(x) = \begin{cases} 1 & \text{if } x = x_0 \\ 0 & \text{if } x \neq x_0 \end{cases}$$

Then, Eq. (10) becomes

$$B(y) = \min_{j=1}^m f(A_j(x_0), B_j(y))$$

Therefore, we can see that a fuzzy logical controller treats rules in a rule base conjunctively. In the case of no fuzzification, one applies each rule in the rule base and takes the minimum of all obtained results as the final resulting fuzzy set.

In conclusion, we can see that one major difference between a Mamdani fuzzy controller and a fuzzy logical controller is that the former treats rules in a rule base disjunctively while the latter treats them conjunctively. For a more detailed discussion of the differences between Mamdani fuzzy controllers and fuzzy logical controllers, see Ref. [4].

### 4 Universal Approximation of Mamdani and Fuzzy Logical Controllers

Wang and Mendel in [10] have shown that Mamdani fuzzy controllers with $f = \text{product}$ are universal approximators. Ying [13] and Castro [3] have proven this for a general Mamdani fuzzy controller, using different approaches. Klawonn and Novák in [4] proved that fuzzy logical controllers are universal approximators. Here, we show a unified proof of the same result for both types of fuzzy controllers.

**Theorem 1** Let $g : U \to \mathbb{R}$ be a continuous function from a compact subset $U$ of $\mathbb{R}^n$ to $\mathbb{R}$. Then for any $\varepsilon > 0$, we always can find a fuzzy controller $FS$ such that

$$|FS(x) - g(x)| < \varepsilon$$

for any $x \in U$.

**Proof.** Since $g$ is continuous, for any $\varepsilon > 0$, and any $u \in U$, there exists $d(u, \varepsilon) > 0$, such that for any $x \in B(u, d(u, \varepsilon)) = \{x \in U \mid d(x, u) < \varepsilon \}$,

$$|g(x) - g(u)| < \varepsilon.$$  

Since $U \subseteq \bigcup_{u \in U} B(u, d(u, \varepsilon))$ and $U$ is a compact set, there exists a finite number of elements $\{u_1, u_2, \cdots, u_m\}$ such that

$$U \subseteq \bigcup_{i=1}^m B(u_i, d(u_i, \varepsilon))$$

(14)

Now we generate a finite disjoint cover of $U$ based on Eq. (14). Let $A_1 = B(u_1, d(u_1, \varepsilon))$,

$$A_i = B(u_i, d(u_i, \varepsilon)) \setminus \bigcup_{j=1}^{i-1} A_j$$

(15)
for \( i = 2, 3, \ldots, m \). It is easy to see that
\[
A_i \cap A_j = \emptyset
\]
for \( i \neq j \), and
\[
U \subseteq \bigcup_{i=1}^{m} A_i
\] (16)

Now, we build a fuzzy controller without the fuzzification step and based on the following inference rules in the rule base

If \( x \) is \( A_1 \) then \( y \) is \( B_1 = g(u_1) \)

\[ \ldots \ldots \]

If \( x \) is \( A_m \) then \( y \) is \( B_m = g(u_m) \)

For any \( x \in U \), it follows from Eq. (16) that there exists a unique \( i_0 \in \{1, 2, \ldots, m\} \) such that \( x \in A_{i_0} \) and \( x \notin A_i \) for \( i \neq i_0 \). That is
\[
A_{i_0}(x) = 1 \quad \text{and} \quad A_i(x) = 0 \quad \text{for} \quad i \neq i_0.
\]

According to Eq. (6)-(8), the resulting fuzzy set is
\[
B(y) = \bigvee_{x \in D} i(A'(x), R(x', y))
= R(x, y)
= \bigwedge_{i=1}^{m} R_i(x, y)
= \bigwedge_{i=1}^{m} f(A_i(x), B_i(y))
\]
for any \( y \in \mathbb{R} \).

When \( f \) is a t-norm and \( o \) is a t-conorm,
\[
B(y) = f(1, B_{i_0}(y))
= B_{i_0}(y)
\]
Therefore
\[
FS(x) = d(B) = d(B_{i_0}) = g(u_{i_0}).
\]

for any type of defuzzification function \( d \).

When \( f \) is a fuzzy implication and \( o \) is a t-norm
\[
B(y) = \bigwedge_{i \neq i_0} f(A_i(x), B_i(y)), f(A_{i_0}(x), B_{i_0}(y))
= \bigwedge_{i \neq i_0} f(0, B_i(y)), f(A_{i_0}(x), B_{i_0}(y))
= \bigwedge_{i \neq i_0} f(A_{i_0}(x), B_{i_0}(y))
= f(A_{i_0}(x), B_{i_0}(y))
= f(1, B_{i_0}(y))
= B_{i_0}(y)
\]
Therefore, again we have
\[
FS(x) = d(B) = d(B_{i_0}) = g(u_{i_0}).
\]

for any type of defuzzification function \( d \).

Finally, according to Eq. (13), we have
\[
|FS(x) \cdot g(x)| \cdot |g(u_{i_0}) \cdot g(x)| < \varepsilon.
\]

This completes the proof.
5 Conclusions

In this paper, we argue that two different types of fuzzy controllers, Mamdani fuzzy controllers and fuzzy logical controllers, should be distinguished. We also present a unified proof of the property of universal approximation for these two types of fuzzy controllers.
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ABSTRACT

Nanocrystals of semiconductor materials have been fabricated in SiO₂ by ion implantation and subsequent thermal annealing. Strong red photoluminescence (PL) peaked around 750 nm has been observed in samples containing Si nanocrystals in SiO₂. The Si nanocrystals in the samples with optimized PL intensities are a few nanometers in diameter. Difference in the absorption bandgap energies and the PL peak energies are discussed. Significant influence of implantation sequence on the formation of compound semiconductor nanocrystals are demonstrated with the GaAs in the SiO₂ system. Optical absorption measurements show that Ga particles have already formed in the as-implanted stage if Ga is implanted first. A single surface phonon mode has been observed in the infrared reflectance measurement from samples containing GaAs nanocrystals.

INTRODUCTION

Ion implantation is a very useful technique for altering the near-surface properties of a wide range of materials. Desired elements can be injected into a solid in a controlled and reproducible manner by ion implantation [1]. Supersaturated impurity concentrations can be produced by high-dose implantation. Subsequent annealing leads to precipitation and the formation of nanocrystals which are encapsulated in the host material. Semiconductor nanocrystals and quantum dots have attracted considerable interest due to potential applications in novel optoelectronic devices [2]. Quantum confinement effects are expected when the sizes of the nanocrystals are smaller than the exciton diameters. For optical applications, for example, visible luminescence can be obtained from group IV nanocrystals due to quantum confinement effects [3]. Nonlinear optical properties can also be significantly enhanced for the nanocrystals compared to the bulk material [4].

We have studied the formation and properties of elemental (group IV) and compound semiconductor (III-V and II-VI) nanocrystals in different host materials [5-8]. The nanocrystal sizes can be controlled by the ion implantation dose and annealing temperatures. To form compound semiconductor nanocrystals, the constituent elements are implanted sequentially. Examples reported in this paper include Si and GaAs nanocrystals formed in amorphous SiO₂ matrices.

EXPERIMENTAL PROCEDURES

The semiconductor nanocrystals were formed by ion implantation of appropriate semiconductor species into a SiO₂ layer on (100) silicon substrate, followed by subsequent thermal annealing. The SiO₂ layer was 750 nm thick, formed by thermally oxidizing a (100) Si wafer. Samples were also prepared by ion implantation into fused silica substrates (Coming 7940). Ion implantation was done at room temperature with doses in the range of (3–30)×10¹⁶
ions/cm². The implant energies were chosen to put the peak concentration at the middle of the oxide layer. Samples were annealed isochronally for 1 h under Ar + 4%H₂ ambient at atmospheric pressure. The annealing temperatures were within the range of 600°C to 1100°C. The nanocrystalline structures were investigated by transmission electron microscopy (TEM) and X-ray diffraction. All the TEM specimens were prepared in cross sections, since the concentration distribution from ion implantation is a function of depth. Depth profiles were also examined by Rutherford backscattering spectrometry (RBS). Optical measurements include optical absorption, photoluminescence (PL) and infrared reflectance measurements.

Si NANOCRYSTALS IN SiO₂

Multiple implants of Si at different energies were performed to produce uniform concentration profiles of Si inside SiO₂. A TEM micrograph in Fig. 1 shows the Si nanocrystals are a few nanometers in size (in the 1-5 nm range, mostly 2-3 nm) in the samples implanted with excess Si concentration of -5 x 10²¹ cm⁻³ throughout a SiO₂ film on a Si substrate and annealed at 1100°C for 1 h. The formation of nanocrystals of different materials can be very different under similar annealing conditions [6]. It takes a higher annealing temperature for Si than that, e.g., for Ge to precipitate inside SiO₂. To achieve visible luminescence, the sizes of Si nanocrystals should be about a few nanometers in order to have sufficient quantum confinement effect [3].

Very strong PL has been observed in the samples containing Si nanocrystals about a few nanometers in size. Figure 2(a) shows PL spectra, excited by an Ar laser at 514.5 nm wavelength, from a samples implanted with Si at a dose of 1.5 x 10¹⁷ cm⁻² before and after thermal annealing. There is some luminescence with a broad peak centered at -650 nm from the as-implanted sample. These luminescence centers are presumably due to the ion-implantation damage of the SiO₂ matrix. The PL intensity is significantly reduced after the sample is annealed at 800°C. After annealing at a higher temperature of 1100°C, Si nanocrystals in sizes of a few nanometers have been formed and a very strong PL peak center at -750 nm have been observed. For samples annealed at different temperatures, the PL peak intensity is the highest for the sample annealed at 1100°C.
Fig. 2. (a) PL spectra from a sample implanted with Si at a dose of $1.5 \times 10^{17}$ cm$^{-2}$ before and after thermal annealing at 800°C and 1100°C. PL was excited by an Ar laser at 514.5 nm wavelength. (b) PL spectra from samples implanted with flat Si concentration profiles of A: $1 \times 10^{21}$ cm$^{-3}$, B: $5 \times 10^{21}$ cm$^{-3}$, and C: $2 \times 10^{22}$ cm$^{-3}$. These spectra were excited by a Xe lamp at 300 nm wavelength.

Figure 2(b) shows PL spectra, measured using a SPEX Fluorolog 2 and excited at 300 nm, from samples implanted with flat Si concentration profiles of (A) $1 \times 10^{21}$ cm$^{-3}$, (B) $5 \times 10^{21}$ cm$^{-3}$, and (C) $2 \times 10^{22}$ cm$^{-3}$ and subsequently annealed at 1100°C (the detector's detection limit does not cover the whole range of the PL peaks). The only strong PL peak occurs around 750 nm. When measured using an Ar laser, excited at 514.5 nm, the PL peak from sample B has the highest intensity (Si nanoparticles in this sample are shown in Fig. 1). The PL peak is shifted toward a higher energy for sample A, which has been implanted with less Si, but shifted to a lower energy with much lower peak intensity for sample C which has much more Si implanted. TEM of sample C revealed that the Si nanocrystals are in the range from a few to several nanometers. Combining the results from PL and TEM from a number of samples, it is concluded that maximum PL intensity occurs in the samples annealed at 1100°C and containing Si nanocrystals with sizes about a few nanometers.

Strong optical absorption has been observed in the Si-nanocrystal-containing silica samples. The absorption bandgap energies measured are much larger than the PL peak energies observed [9]. When the implantation dose of Si is changed, the size distributions of Si nanocrystals change and the strong peak position can be shifted slightly, much less than the shift in the absorption energy. Large differences between luminescence and optical absorption energies have been reported for porous Si produced by electrochemical dissolution of Si [10]. Similarly, the optical properties of these Si-nanocrystals-in-SiO$_2$ systems can be explained by quantum confinement effects in Si nanocrystallites in association with surface/interface states. Theoretical calculations have also been reported to show the existence of self-trapped excitons on bonds of silicon crystallite [11]. The self-trapped state can be a stable situation for the excited states for very small crystallite.
For the formation of compound semiconductors, such as GaAs, where there is more than one element involved, the sequence of Ga and As implantation was found to influence the size distributions of GaAs nanocrystals dramatically [12]. Figure 3 shows cross-sectional TEM images from samples implanted with the same doses, $1.5 \times 10^{17}$ ions/cm$^2$, but different implantation sequences and annealed at 1000°C for 1 h. The GaAs nanocrystals in Fig. 3(a) were formed in the sample implanted with Ga first and then As, and have sizes ranging from a few nanometers to 30 nm. These nanocrystals are nearly spherical and randomly oriented with respect to each other, as expected for amorphous matrices. Some voids are observed in the region near the oxide surface. In the sample implanted with As and then Ga, the GaAs nanocrystals formed after annealing at the same temperature are much smaller with sizes in the range of 1-10 nm as shown in Fig. 3(b). The difference between the two samples shown in Fig. 3 (a) and (b) is very striking considering they have been through the same processing except the implantation sequence of Ga and As.

Fig. 3. Cross-sectional TEM images from samples implanted with equal doses, $1.5 \times 10^{17}$ cm$^{-2}$, of Ga and As, but different implantation sequence: (a) Ga first and then As and (b) As first and then Ga. Both samples have been annealed at 1000°C.

RBS measurements of the implanted ion profiles reveal that the As implanted in SiO$_2$ is thermally stable, while Ga implanted in SiO$_2$ is very mobile during implantation and annealing. Optical absorption spectra from samples implanted with Ga along or As along into silica glass wafers are shown in Fig. 4. A strong absorption peak at 220 nm has been observed in the as-implanted sample implanted with Ga only. This absorption peak is attributed to the surface plasmon resonance of Ga particles in SiO$_2$. Details on surface plasmon resonance of metal particles, such as Ag, in a dielectric matrix can be found elsewhere [13]. The optical density decreases after annealing at 1000°C, which is in agreement with the Ga loss observed in the RBS spectra. TEM from a sample implanted with Ga first and then As confirms the formation of Ga particles in the as-implanted stage. The optical absorption spectrum for the sample implanted with As only is virtually unchanged after annealing at 1000°C. The thermal stability of the As profile helps to interpret the thermal stability of the ion-concentration profile of As + Ga in the samples implanted with As first. When Ga ions are implanted after the implantation of As, they bond with
the As atoms due to the chemical affinity between Ga and As. In the samples implanted with Ga first and then As, there is much more diffusion involved since Ga is very mobile in SiO₂. Consequently, the GaAs nanocrystals grow much bigger.

In the samples implanted with As first and then Ga, the GaAs nanocrystals formed after annealing are smaller than the bulk exciton radius. Therefore, quantum confinement effect is expected. An infrared reflectance spectrum is shown in Fig. 5 recorded from a sample implanted with equal amount, 1.0×10¹⁷ ions/cm², of As and then Ga and annealed at 1000°C for 1 h. A strong reflectance at 278 cm⁻¹ has been observed. A Raman spectrum measured from the bulk GaAs is also plotted in Fig. 5. The single peak from the GaAs-nanocrystal-containing sample lies in between the transverse (267 cm⁻¹) and longitudinal (291 cm⁻¹) optical phonon modes of bulk GaAs. Observation of a similar single mode between the bulk transverse and longitudinal optical modes in the infrared spectrum has been reported for microcrystallites of MgO and GaP [14]. This peak is attributed to the excitation of surface phonon modes. A single surface phonon mode has also been detected for GaAs nanocrystals formed in single crystalline Al₂O₃ matrix, where GaAs nanocrystals are faceted and very well aligned with the crystalline matrix [7].

Fig. 4. Optical absorption spectra from samples implanted with 1.0×10¹⁷/cm² of Ga or As only, before and after annealing.

Fig. 5. Infrared reflectance spectrum (solid curve) from a GaAs-nanocrystal-containing sample with the Raman spectrum (dashed curve) from bulk GaAs superimposed.

CONCLUSIONS

Semiconductor nanocrystals of Si and GaAs have been formed in SiO₂ by ion implantation and subsequent thermal annealing. The microstructure has been characterized extensively by TEM. A broad range of nanocrystal sizes can be produced through the control of ion implantation and annealing processes. Strong PL peaked at around 750 nm is observed in Si-nanocrystal-containing samples. The absorption bandgap energies measured are consistent with the quantum confinement effect, while the PL peak energies are considered to be associated with the surface/interface states. For the formation of compound semiconductor GaAs nanocrystals, it is demonstrated that the sequence of Ga and As ion implantation affects the size distributions of GaAs nanocrystals significantly. The nanocrystal sizes are much bigger in the samples with Ga
implanted first than those with As implanted first. This phenomenon is explained by the different diffusion behaviors of Ga and As species. Optical absorption measurements show that Ga particles have already formed in the as-implanted stage with the absorption peak at 220 nm due to a surface plasmon resonance of metal particles in SiO₂. Single surface phonon mode has been observed from samples containing GaAs nanocrystals in the infrared reflectance measurement. We have also fabricated and characterized nanocrystals of other semiconductor materials in different matrices using the ion implantation technique, which is beyond the scope of this paper.
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Abstract

The choice of fuzzy set membership functions affects how well fuzzy systems approximate functions. The most common types of fuzzy membership functions are: triangular, trapezoids and Gaussian functions. In this paper, we propose a unified solution in hardware implementations of a wide variety of membership functions of fuzzy set. This provides designers more flexibility in designing fuzzy systems.

1 Introduction

There exist numerous examples of successful applications of fuzzy logic in control, pattern recognition, and expert systems. Fuzzy logic has been applied into more and more scientific areas. The design of fuzzy systems is very much depended on knowledge of domain experts. Due to high degree of freedom in designing a fuzzy logic system, fine tuning or optimizing of a fuzzy system is necessary.

Majority of fuzzy logic applications are built using existing commercial fuzzy logic processors. These applications usually do not require high speed performance. There are some applications, however, in which processing speed is very important.

Our goal, which is presented in this paper, is to design "parallel" and "serial" membership function generators (MFG) with programmable parameters such as, horizontal shift, shape selection, height specification, etc. During last 12 months, we proposed several different methods to implement membership function generators in hardware. We use some basic fuzzy sets defined on the unit interval [0, 1] to construct different shapes of membership functions. Those basic fuzzy sets on [0, 1] correspond to some basic linguistic truth values such as true, very true, fairly true, false, very false, fairly false.

2 Theoretical Background

The general block diagram of our membership function generator is shown in Fig. 1. The system consists three blocks: pre-processor, shape generator and post-processor or scaler.

![Figure 1: The general block diagram of membership function generator circuits](image)

The role of the preprocessor is to determine a proper region in which a current input voltage locates. It is done by comparing the input voltage with programmed parameters. The comparison can be done in either digital or analog manner. The role of the shape generator is to generate a selected shape of the membership function. Shapes can be linear, which is a straight line, or nonlinear, which can be any desired shape. The hardware of the shape generator depends on the
specific type of membership functions. When only linear membership functions are involved, only a simple analog circuit is sufficient. When nonlinear membership functions are involved, we use either the RAM approach for high speed parallel processing or dedicated analog and digital circuit to implement some typical types of nonlinear membership functions.

In applications of fuzzy sets and fuzzy logic, trapezoidal membership functions are the most often used. The major reason is that a trapezoidal membership function is a piecewise linear function, which is easy to be handled theoretically and easy to be implemented in hardware. A trapezoidal membership function $A(v)$ can have the following general form:

$$
A(v) = \begin{cases} 
0 & \text{if } v < V_a \\
\frac{v - V_a}{V_b - V_a} & \text{if } V_a \leq v < V_b \\
1 & \text{if } V_b \leq v \leq V_c \\
\frac{V_d - v}{V_d - V_c} & \text{if } V_c < v \leq V_d \\
0 & \text{if } V_d < v
\end{cases}
$$

(1)

where $V_a, V_b, V_c, V_d$ are parameters that fully specify the shape of the trapezoidal shown in Fig. 2.

Trapezoidal membership functions are special cases of so-called fuzzy numbers. Fuzzy numbers are fuzzy sets defined on the real number set that are convex and with height 1. See [2]. A fuzzy number $A$ has the following general form:

$$
A(v) = \begin{cases} 
0 & \text{if } v < V_a \\
l(v) & \text{if } V_a \leq v < V_b \\
1 & \text{if } V_b \leq v \leq V_c \\
\tau(v) & \text{if } V_c < v \leq V_d \\
0 & \text{if } V_d < v
\end{cases}
$$

(2)

where $l(v)$ is called the left function of the fuzzy number which is increasing and continuous from right; and $\tau(v)$ is called the right function which is decreasing and continuous from left. Interval $[V_b, V_c]$ is called the core of the fuzzy number. From Eq. 1, we can see that the trapezoidal membership function has $l(v) = \frac{v - V_a}{V_b - V_a}$ and $\tau(v) = \frac{V_d - v}{V_d - V_c}$.

To implement a general fuzzy number in hardware, the difficulty is the left and right functions in Eq. 2. It is impossible to have a hardware that can realize all possible functions $l(v)$ and $\tau(v)$. In this paper, we propose to implement some nonlinear functions via using some typical functions defined on the unit interval. The two typical functions on the unit interval are particular interesting to us are the square function and the square root function that correspond to linguistic truth values very true and fairly true, respectively. The two functions, $v^2$ and $\sqrt{v}$, are depicted in Fig. 3.

In our implementation, the left function, $l(v)$, and the right function, $\tau(v)$, of a fuzzy number are the composition of functions in the unit interval and the straight line. That is,

$$
l(v) = \left( \frac{v - V_a}{V_b - V_a} \right)
$$
Figure 3: Some examples of linguistic truth values

Figure 4: An example of generated membership functions

and

\[
\mathbf{r} (v) = \frac{V_d - v}{(V_d - V_c)}
\]

When \( f \) is the square function and \( g \) is the square root function, the represented fuzzy number \( A \) is

\[
A(v) = \begin{cases} 
0 & \text{if } v < V_a \\
\left(\frac{v - V_a}{V_b - V_a}\right)^2 & \text{if } V_a \leq v < V_b \\
1 & \text{if } V_b \leq v \leq V_c \\
\sqrt{\frac{V_c - v}{V_d - V_c}} & \text{if } V_c < v \leq V_d \\
0 & \text{if } V_d < v
\end{cases}
\]

Figure 4 shows an example of these membership functions when \( V_a = 0, V_b = 2, V_c = 4 \) and \( V_d = 8 \).

3 Membership Function Generator: Lookup Table Approaches

Due to the parallel architecture of fuzzy rule block, very high performance is possible to achieve. There is no limit in shapes of membership functions, and high execution speed. Gaussian, Sinusoidal, trapezoidal or any arbitrary shapes can easily be defined. To reduce size of the static RAM the number of membership functions can overlap [1]. This paper, however, describes architectures of a one RAM approach, and two RAM approach without overlaps.
3.1 Hardware Implementation with One RAM Approach

The block diagram of one RAM (or look up table) approach is shown in Fig. 5.

Signal $V_m$, to be fuzzified, is fed into simple comparator circuit $C_1, C_2, C_3$ and $C_4$. Signal $V_m - V_o$ and $V_m - V_c$ are multiplied by the values $\frac{1}{V_m - V_o}$ and $\frac{1}{V_m - V_c}$, which are stored in RAM, respectively. Multiplication between analog signal and digital signal is done by a multiplying digital to analog converter (MDAC). The digital output of analog to digital converter serves as address to RAM. As stated any type of function can be stored into RAM. Output of RAM is fed into XOR circuit. When polarity switch $P$ is in position "O", values of RAM are restored at the output of the DAC. When polarity switch $P$ is at position $+V_c$, inverted values of RAM are restored at the output of the DAC. To save RAM memory space some additional switching circuits are needed to generate low and high voltage.

3.2 Hardware Implementation with Two RAM Approach

In our two RAM approach, we use one RAM, RAM A, to store one half of the membership function which is referred as an “S-function,” and the other RAM, RAM B, to store the other half of the membership function, which is referred as a “Z-function.” An “S-function” can be represented by

$$L(v) = \begin{cases} 0 & \text{if } v < V_a \\ l(v) & \text{if } V_a \leq v < V_b \\ l & \text{if } V_b \leq v \end{cases}$$

while a “Z-function” can be represented by

$$R,(v) = \begin{cases} 1 & \text{if } V_c \leq v < V_d \\ r(v) & \text{if } V_d \leq v \end{cases}$$

where $l(v)$ and $r(v)$ are the left and the right functions of the membership function, respectively. Then, the original membership function is obtained by taking the minimum of the S-function and the Z-function. That is, the original membership function of a fuzzy set $A$ is obtained by

$$A(v) = \min(L(v), R(v))$$

In the block diagram of the two RAM approach, shown in Fig. 6, the resulting membership function is obtained by taking minimum of the outputs from RAM A and RAM B. Note that the motivation of this approach was triggered by the analog approach given by Miki et al [3].
4 Membership Function Generator: Arithmetic Approaches

A key element in the design of a high speed fuzzy processor is the availability of a high speed fuzzifier to allow maximum processor (sometimes measured in number of fuzzy logic inference per second or FLIPS). A RAM approach is the answer to speed requirements. Unfortunately, it is complex for VLSI realization and power consuming as well. In this section, we discuss several efficient schemes for VLSI implementation using arithmetic approaches.

4.1 Piecewise Linear Membership Function: The Mult implication Approach

The proposed fuzzifier is characterized by a generalized trapezoidal membership function defined in terms of horizontal shifting parameters $V_a, V_b, V_c,$ and $V_d$. Asymmetrical and symmetrical triangular S-shaped and Z-shaped curve are special cases of the generalized trapezoidal functions. Fig. 7 presents a block diagram of a fast arithmetic membership function calculator. Preliminary results of this solution are given in [4], its improved version is given in by Ramirez et al in this proceeding.

4.2 Piecewise Linear Membership Function: The Division Approach

Another approach is to use a division operation. Unlike the multiplication approach, the adjustable parameters in the division approach are only $V_a, V_b,$ and $V_d$. The block diagram of the division method is shown in Fig. 8. Detailed discussion including realization and simulation results of this approach is given in the paper “Piecewise Linear Membership function Generator: A Divider Approach” by R. Hart, G. Martinez, B. Yuan, D. Zrilic and J. Ramirez, which is also included in this proceeding. We should mention that this approach is simple from the realization point of view. But this approach is slower than the mult implication approach because division takes longer than multiplication.
Figure 7: Scheme of a digital fuzzifier

Figure 8: The block diagram of the division approach
Fig. 9: The circuit diagram of the current mode approach

4.3 Piecewise Linear Membership Function: The Current Mode Approach

The basic building block of this type of membership function generator is operational transconductance amplifiers (OTA). An OTA is used as a voltage to current convert. The circuits diagram of the current mode membership function generator is shown in Fig. 9. It is easy to see that the circuit is simple and highly modular. Experimental and simulation results are described in detail in the paper "A new universal analog fuzzifier based on operational transconductance amplifiers" written by P. Saavedra, J. Ramirez-Angulo and J. Zrilic, which is also in this proceeding.
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W PHOTOPROTECTION IN TROPICAL MARINE ORGANISMS

Roy A. Armstrong
Tropical Center for Earth and Space Studies
University of Puerto Rico at Mayaguez

Introduction

Increasing levels of ultraviolet (UV) radiation reaching the earth’s surface which results from stratospheric ozone depletions could have serious implications for terrestrial plants and for squaie organisms within the euphotic zone. A documented 9% decline in ozone at mid-latitudes is considered to produce a 12% increase in harmful UV radiation (Kerr 1993). The biologically damaging effects of higher UV levels, particularly W-B (280-320 nm), could manifest earlier in the tropics because of the relative thinness of the earth’s equatorial ozone layer. Tropical marine organisms are also living close to their upper tolerance levels of water temperature. However, despite the large potential effects on plants and animals, little is known about UV effects on tropical ecosystems. Long-term ecological studies are needed to quantify the effects of increased UV radiation on terrestrial and marine ecosystems and to produce reliable data for prediction.

Plants have developed several mechanisms to protect themselves from harmful UV radiation, one of which is the production of secondary leaf pigments that absorb W-B radiation (screening pigments). A higher concentration of screening pigments (e.g. flavonoids) in leaves may be interpreted as a natural response to increased W radiation. If higher concentrations of flavonoids filter out the excessive W radiation, no damage will occur, as suggested by Caldwell et al. (1989) and Tevini (1993). Failure to screen all W-B may result in deleterious effects on photosynthesis, plant genetic material, and plant and leaf morphology and growth. Eventually this will have an impact on ecosystem processes, structure, species composition, and productivity.

This paper describes an ongoing project that is assessing the responses of mangroves, seagrasses and corals to W radiation by studying pigment concentrations, biophysical parameters, and variations in spectral reflectance in the field and in W-reduction experiments. Preliminary results on the distribution of W-absorbing flavonoid compounds in red mangroves (Rhizophora mangle) and the seagrass Thalassia testudinum, are presented. This research also provides, for the first time, a permanent record of daily W irradiance measurements at a tropical location.

UV Effects on Plants

As suggested by Caldwell (1981), Wellmann (1983), Beggs et al. (1986), and Braun (1991), anthocyanins and flavonoids have as one of their major functions the absorption of W radiation that might otherwise cause damage to the plant. Zeaxanthin, a widespread xanthophyll, is known to perform a protective role in plants by absorbing damaging W radiation (De Las Rivas et al. 1991). Increased W radiation affects photosynthesis rate and disrupts the chloroplast envelope (Barnes et al. 1987; Bormann et al. 1986; Sisson 1986; Campbell 1975; Caldwell et al. 1989; Tevini 1993). Damage seems to accumulate with duration of dose (Sisson 1986; Sullivan and Teramura 1992). Plant pathology is also augmented under increased UV-B radiation (Biggs and Webb 1986, Tevini 1993). Laboratory and field experiments in high latitudes have shown that increased W-B irradiance inhibits photosynthesis and increases accumulation of UV-absorbing pigments (Hardy et al. 1992). Pigment composition of red mangroves (Corredor, et al. 1995) closely follows the pattern found by De Las Rivas et al. (1989,1991) in several
species of deciduous trees from temperate environments further confirming the conservative nature of photosynthetic pigment suites in higher plants.

UV Effects on Marine Organisms

Both UV-A (320-400 nm) and UV-B (280-320 nm) are potentially important ecological factors in coral reefs (Jokiel and York 1982; Jokiel 1980). Reef building corals living near the equator tolerate higher UV levels than corals from high latitudes; shallow water corals also exhibit a higher UV tolerance than deeper corals (Maragos 1972). This adaptation results from variations in the concentration of a UV absorbing pigment, S-320, found in corals bearing endosymbiotic algae or zooxanthellae. Since the intensity of UV diminishes with increasing depth, less of this protective pigment is required at greater depths. The pigment S-320 is synthesized in response to UV light and not in response to other physical factors that also vary with depth (Jokiel and York 1982). Similar W-absorbing pigments have been extracted from marine algae (Sivalingham et al. 1974) and are probably common in other shallow water marine organisms.

Results

We have established a UV monitoring station in La Parguera, Puerto Rico using a Biospherical Instruments GUV-511 temperature-stabilized radiometer. This instrument has four bands centered at 308, 320, 340, and 380 nm in addition to PAR (400 -700 nm). Its purpose is to provide a high temporal resolution database of W irradiances. Data collection started in November 1996. Ozone data from the Total Ozone Mapping Spectrometer (TOMS) was acquired on-line from NASA’s Climate Data System (NCDS) and from CD-ROM. Seasonal ozone variations in Puerto Rico show minimum values between November and the end of February (Figure 1). Maximum penetration of the shorter wavelengths of UV-B (<305 nm) is expected to occur at this time of the year. The highest surface irradiances of IN-A and the longer wavelengths of UV-B are expected to occur during the summer months, when lower solar zenith angles are present.

Figure 1: Seasonal ozone measurements using 12 year averaged data for Puerto Rico.
For this tropical location, the link between stratospheric ozone, solar zenith angle and surface UV spectral irradiance will be established after the first year of data collection by the UV monitoring station. For submerged plants and animals, such as seagrasses and corals, incident UV radiation also depends on water depth and the presence of dissolved and particulate organic matter in the water column. In situ UV measurements to a depth of 10 meters are being obtained with a Optronic Laboratories OL 754 spectroradiometer. This instrument offers an accuracy of ± 0.2 nm over the 200-800 nm spectral range (and ± 0.1 nm for the 280-320 nm range), is highly sensitive and has a large dynamic range, with user-selectable bandwidths of 1 to 10 nm.

Preliminary measurements of screening pigments in mangrove and seagrass leaves have been obtained by solvent extractions and spectrophotometric analysis. Figure 2 shows the absorption spectrum of W-absorbing pigments for upper-canopy (top) and shaded (bottom) red mangrove leaves. The sun-exposed upper-canopy leaves have higher amounts of photoprotective pigments. Distinct peaks are present at about 280 and 330 nm.

Figure 2: Absorption spectrum of photoprotective pigments in *R. mangle* leaves.

Pigment separation and identification in mangroves as well as seagrasses and corals is in process. This is being performed by a two-step isocratic HPLC/DAS following a modification of the procedure detailed by De Las Rivas et al. (1989, 1991). A C-18 reverse phase column is being used for pigment separation. For seagrasses and corals, the amount of photoprotective pigments is inversely proportional to water depth, due to the filtering effects of the water column. Figure 3 shows the absorption spectra of photoprotective pigments in the seagrass *T. testudinum* present at various depths and under full sun and shaded conditions. Shallower seagrasses have lesser amounts of UV-absorbing pigments. At the same depth, shaded seagrasses also have lesser amounts of protective pigments. A distinct absorption peak, most likely due to flavonoids, is present at about 330 nm.
Conclusions

Preliminary results indicate that the total content of leaf photoprotective pigments, such as flavonoids in seagrasses and mangroves is irradiance dependent. Thus, for mangroves, lower canopy leaves exhibit lower flavonoid contents while upper canopy leaves exhibit higher contents. Similarly, seagrass flavonoid content is inversely correlated to depth with greater contents at shallow depths and vice-versa. Corals (or their symbiotic zooxanthellae) do not produce flavonoids but are known to produce a separate type of W-absorbing compound known as mycosporine-like amino acids or S-320's. S-320 content of corals is also irradiance dependent and increases dramatically upon bleaching, the stress-induced expulsion of zooxanthellae.

In the course of this study, we intend to document present levels of UV-photoprotective compounds in the major classes of sessile tropical marine organisms and to document variations in the levels of these pigments in response to natural and experimentally induced UV flux rates. This information will serve to assess the capacity of these organisms to modulate their response to variations in UV flux as well as to provide a baseline for assessment of the organismic response to expected increases in UV flux due to stratospheric ozone depletions.
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Application of Modular Modeling System To Predict Evaporation, Infiltration, Air Temperature, and Soil Moisture
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ABSTRACT

Models are used for numerous application including hydrology. The Modular Modeling System (MMS) is one of the few that can simulate a hydrology process. MMS was tested and used to compare infiltration, soil moisture, daily temperature, and potential and actual evaporation for the Elinsboro sandy loam soil and the Mattapex silty loam soil in the Microwave Radiometer Experiment of Soil Moisture Sensing at Beltsville Agriculture Research Test Site in Maryland. An input file for each location was created to run the model. Graphs were plotted, and it was observed that the model gave a good representation for evaporation for both plots. Comparing the two plots, it was noted that infiltration and soil moisture tend to peak around the same time, temperature peaks in July and August, and the peak evaporation was observed on September 15 and July 4 for the Elinsboro plot, respectively. MMS can be used successfully to predict hydrological processes as long as the proper input parameters are available.

INTRODUCTION

Mathematical modeling is an accepted scientific process providing a mechanism for comprehensively integrating basic processes (physical, biological, and chemical) and describing a system beyond what can be accomplished using subjective human judgments. As our understanding of the basic principles of basic processes deepens, it is possible to construct a model that better represents the natural system, and to use the models in an objective manner to guide both our future research efforts and the current measurement techniques. The soil properties and other hydrological processes are an example of a natural system that has been modeled with different levels of resolution, and to which a modeling effort has been applied. Recently the Modular Modeling System (MMS) has been used to model the hydrology and related processes.

MMS is a complex system of computer software, written in FORTRAN of C language, to create models for various applications. MMS was developed in September 1989 with the establishment of a three-year agreement between the U.S. Geological Survey and the University of Colorado's Center for Advanced Decision Support for Water and Environmental Systems. MMS provides the framework needed to enhance development testing, and evaluation of physical-process algorithms and it facilitates the integration of user selected algorithms into operational physical-process models (MMS, User's Manual 1989).

Few hydrology models are currently available that simulate a hydrology process. The purpose of this project is to test MMS and simulate a hydrology process and to compare infiltration, soil moisture, daily temperature, and potential and actual evaporation for two bare plots at different locations consisting of Elinsboro sandy loam soil and Mattapex silty loam soil.

MATERIALS AND METHODS

The data used to run the MMS came for the Microwave Radiometer Experiment of Soil Moisture Sensing at Beltsville Agricultural Research Center Test Site from Maryland. Data for this project was collected everyday from June 19, 1981 to October 2, 1981 at approximately 9:30 a.m. MMS is designed to run on a Silicon Graphics computer using a UNIX system. To run and input data into the model, a basic knowledge of the commands are required. First, an input file must be created for each bare plot. The input file requires header information with a list of variable names each followed by a number which represents the number of values for that variable in each row of the input file. Next, there should be a separator line which includes at least four pound symbols (####). After the separator line, the data lines are divided into fields, where each field is separated by a space. There are ten fields in the data line. The first six fields are assigned for time to include year, month, day, hour, minute, and second. The seventh, eighth, ninth, and tenth fields are assigned for the input parameters rainfall (in.), minimum temperature (°C), maximum temperature (°C), and evaporation (in.).

After both input files are created, the model can be executed using one input file at a time. Once the proper procedure is followed to execute the model and input parameters are given to the model, the output data and plots will be generated. To make comparisons within and among plots the following four parameters were used: 1) infiltration, 2) soil moisture, 3) average minimum, and maximum temperature, and 4) evaporation.
RESULTS AND DISCUSSION

By observing the graphs for the Elinboro Sandy loam soil (see Figures 1-4), several things can be noted. Infiltration has its highest peak on September 15, probably due to lack of runoff, nature of soil type and high rainfall. There is a steady decline in soil moisture from June until September where there is a sharp inclination that corresponds with the highest peak of infiltration. Temperature peaks in July and August, then it starts to decline. The highest peak of actual evaporation occurs on September 15. Although the potential evaporation that the model predicts is slightly overestimated, it is a good estimation of the actual evaporation. Overall as infiltration increases, soil moisture increases, but evaporation decreases. The decrease in evaporation could be attributed to a decrease in air temperature or due to a relatively high humidity.

Figure 1. Temporal representation of Infiltration for June 19, 1981 to October 2, 1981 for Elinboro Sandy Loam Soil

Figure 2. Temporal representation of soil moisture for June 19, 1981 to October 2, 1981 Elinsboro Sandy Loam Soil

Figure 3. Temporal representation of Temperature (°C) for June 19, 1981 for Elinsboro Sandy Loam Soil
By studying the graphs for the Mattapex silty loam soil (see Figures 5-8), it can be shown that the highest infiltration peak values occur on July 3 and September 15, which could be attributed to lack of runoff and high rainfall. Soil moisture is also highest around the same time due to the preceding rainfall activity and less evaporation (data not shown). After July 3 there is a sharp decline in soil moisture until September 15, which is due to lack of rainfall. Temperature declines over time and has its highest peak on August 15, but its main peak time is during July and August. Actual evaporation peaks most around July 4. The model gives a good representation of evaporation.
Comparing the infiltration, soil moisture, temperature, and evaporation of both experiment plots, many similarities exist among the plots, although the two plots are not in the same location. According to the graphs infiltration, soil moisture and temperature generally peak at the same time, but evaporation peaks at different times. This could happen because of the change in local variability of evaporation.

CONCLUSION

The MMS is currently running and an hydrology related process can be simulated. Comparing the output parameter of each plot, both plots behave similarly with very few dissimilarities. The highest peak of infiltration and soil moisture content for both plots was observed on September 15 as a result of the preceding rainfall activity on both locations. Temperature for both plots was at its highest peak in July and August, however, the peak evaporation for the two plots occurred at two different occasions i.e. for the Elinsboro plot it occurs on September 15, and for the Mattapex plot is occurs on July 4. Such models can be successfully used to predict soil surface evaporation and/or soil hydrology processes if the proper input data set is available.
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USE OF ULTRASONIC TECHNOLOGY FOR SOIL MOISTURE MEASUREMENT

J. Choi, R. Metzl, M.D. Aggarwal, W. Belisle and T. Coleman
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Alabama A&M University, Normal, AL 35762

ABSTRACT

In an effort to improve existing soil moisture measurement techniques or find new techniques using physics principles, a new technique is presented in this paper using ultrasonic techniques. It has been found that ultrasonic velocity changes as the moisture content changes. Preliminary values of velocities are 676.1 m/s in dry soil and 356.8 m/s in 100% moist soils. Intermediate values can be calibrated to give exact values for the moisture content in an unknown sample.

INTRODUCTION:

Ultrasound waves have been used extensively for material characterization and for sensing of material parameters. Sound waves indeed are capable of providing useful information about the medium through which they travel. Ultrasound is an extension of the audible sound and differs only in frequency range and not in principle. The waves produce small amplitude mechanical vibrations which are made to propagate through the sample under test. Ultrasonic waves propagate through the material, change their velocity and are attenuated depending on the material properties and are detected. The characteristics of the ultrasonic waves are modified as they travel through the material due to reflection, scattering, and absorption. The detected signal can be displayed, processed and interpreted in terms of the properties of the material under investigation based upon its relation to the input wave. We feel that information about soil moisture can be obtained by measuring both the velocity and attenuation of the ultrasonic wave. The attenuation of an ultrasonic wave is associated with absorption and scattering of elastic waves by structural inhomogeneities. Scattering may be the governing attenuation mechanism in this medium. Because our interest is in measuring the moisture content in a variety of soil types, we have looked at both the velocity difference and the attenuation.

The velocity of sound waves in water as determined in our experimental setup is 1558.6 m/s and in air it is 317.9 m/s measured at room temperature (21°C). It is estimated that the velocity of sound waves in dry soil and 100% moist soils differ by as much as 319.3 m/s and we will be able to interpolate an accurate scale for the determination of soil moisture.

PRINCIPLE OF ULTRASONIC TESTING

Consider an elastic medium as a network of atoms in a crystal lattice connected to each other by elastic forces. Suppose that a plane of the atoms at the surface of the medium is displaced by an external force following a harmonic function. All of these masses will undergo harmonic oscillation in the same phase. The elastic forces are
transmitted to the adjacent plane, then to the next adjacent plane, and so on. If the particles were rigidly coupled, the displacement and motion would be transmitted instantaneously. However, the elastic forces introduce a time delay that increases with distance. The above described phenomenon is an elastic wave, which is called an ultrasonic wave if its frequency is higher than 20 kHz. Two modes of propagation are possible in an infinite medium:

1. longitudinal waves or pressure waves by which particles are displaced along the direction of propagation,
2. shear waves or transverse waves by which the particles are displaced perpendicular to the direction of propagation.

In longitudinal waves, the sound velocity $c_l$ is determined by the density $\rho$, the modulus of the elasticity $E$, and the Poisson ratio $\sigma$ in an infinite medium$^{3,4}$:

$$c_l = \sqrt{\frac{E}{\rho (1 + \sigma)(1 - 2\sigma)}},$$

$$c_l = \frac{v}{\sqrt{\rho}},$$

where $v = \lambda + 2\mu$, $\lambda$ and $\mu$ are Lamé constants.

Considering plane waves, attenuation $A$ after traveling a distance $r$ with incident amplitude $A_0$ is:

$$A = A_0 e^{-\alpha r}$$

The attenuation coefficient $\alpha$ is given by

$$\alpha = \frac{1}{r} \ln \frac{A_0}{A}$$

For ultrasonic waves in a homogeneous medium, part of the wave energy is absorbed and turns into heat. In a heterogeneous medium, additional losses take place in the form of scattering. The attenuation coefficient is given by

$$\alpha = \alpha_a + \alpha_s$$

where $\alpha_a$ is the absorption coefficient and $\alpha_s$ is the scattering coefficient.

In solids, absorption is dominated by elastic hysteresis and internal friction. These mechanisms have frequency dependence that is normally a linear function in solids. Scatter is due to inhomogeneities that depends on the wavelength and a characteristic impedance different from that of the surrounding materials. The scattering coefficient
varies with the wavelength-to-diameter ratio of the inhomogeneities. In summary, the value of the velocities will be different for different soils.

**Experimental Setup**

A schematic diagram of the setup designed and fabricated in the laboratory is shown in Fig. 1. It consists of a Panametrics pulser/receiver unit combining an impulse type pulser with a receiving system and the sample holder for the soil sample under investigation as well as an oscilloscope to accurately measure the travel time for the ultrasonic waves.

![Schematic diagram of experimental setup](image)

Fig. 1. "Experimental setup for measuring soil moisture using ultrasonic transducers"

Two transducers are attached to a vertical support and the sample can be sandwiched between them. Coupling of the sample to the transducer has been found to be critical to control conduction of the sound between transducer and sample. Normally coupling to the sample is accomplished by using a light weight oil, glycerin or other suitable couplant. In the present case, we have used dry contact coupling which introduces some uncertainties in the measurement. The analog recording system makes it
difficult to determine the travel time accurately. The angle of incidence is kept perpendicular to the surface of the sample and the time of travel is measured. A transmitting 500 kHz transducer is connected to the pulser to apply electric pulses. The pulses are then converted to the ultrasonic signal in the transducer. The receiving transducer is connected to the receiver to amplify the received signal. This amplified signal is displayed on the oscilloscope screen.

For a typical measurement, the following procedure is followed:

(1) Two transducers are placed face to face (zero distance) and a reference peak is recorded,

(2) A sample is placed between the transducers and one of the transducers is adjusted to get a maximum amplitude and symmetrical sinusoidal waves without distortions.

(3) A propagation time is calculated by reading the time between the reference peak and the peak from the received signal.

(4) Ultrasonic velocity is calculated using the propagation time and the length of the soil sample under investigation.

Results and Discussion

Preliminary results for the measurement of ultrasound velocities in Decatur soil are given in Table 1, and are calculated by measuring the time interval from the reference point on the oscilloscope screen. Fig. 2 below shows the oscilloscope traces for a) dry soil and b) wet soil.

Fig. 2 Cathode Ray Oscilloscope traces to determine the travel time through the samples
Typical values of ultrasonic velocities in soils and other media are listed in Table 1.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Sample Thickness (mm)</th>
<th>Time (μS)</th>
<th>Longitudinal Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.9</td>
<td>6.0</td>
<td>317.9</td>
</tr>
<tr>
<td>Water</td>
<td>11.2</td>
<td>7.2</td>
<td>1558.6</td>
</tr>
<tr>
<td>Decatur Soil (Dry)</td>
<td>3.3</td>
<td>4.85</td>
<td>676.1</td>
</tr>
<tr>
<td>Decatur Soil (Wet)</td>
<td>4.78</td>
<td>13.4</td>
<td>356.8</td>
</tr>
</tbody>
</table>

Different values of ultrasonic velocity have been found for different packing for the same composition and moisture content. Attenuation of the ultrasonic signal is a function of the particle size and hence may be used as a possible method for particle size determination. Results show a differential in ultrasonic velocity of 319.3 m/s between dry and 100% moist soil. These results are planned to be used for making a moisture sensor. The relationship between ultrasonic velocity and moisture content as a function of packing also needs to be studied, More research is needed to bring this technology to fruition and work is underway.
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1. Introduction

Transition metal doped solids are of significant current interest for the development of tunable solid-state lasers for the near and mid-infrared (1-4 pm) spectral region [1,2]. Applications of these lasers include basic research in atomic, molecular, and solid-state physics, optical communication, medicine, and environmental studies of the atmosphere.

In transition metal based laser materials, absorption and emission of light arises from electronic transitions between crystal field split energy levels of 3d transition metal ions. The optical spectra generally exhibit broad bands due to the strong interaction between dopant and host (electron-phonon coupling) [3]. Broad emission bands offer the prospect of tunable laser activity over a wide wavelength range, e.g., the tuning range of Ti: Sapphire extends from 700-1100 nm [1,2]. The only current transition metal laser operating in the mid-infrared wavelength region (1.8-2.4 μm) is Co²⁺: MgF₂, but its performance is severely limited due to strong nonradiative decay at room temperature. Based on lifetime data, the quantum efficiency is estimated to be less than 0.1% [1,2]. In general, the probability for non-radiative decay via multi-phonon relaxation increases with decreasing energy gap between ground and excited state. Therefore, efficient transition metal lasers beyond 1.6 μm are rare [1,2].

Recently, tunable laser activity around 2.3 μm was observed from Cr doped ZnS and ZnSe [4,5]. The new lasing center in these materials was identified as Cr³⁺ occupying the tetrahedral Zn site. Tetrahedrally coordinated optical centers are rather unusual among transition metal lasers [1,2]. Their potential usefulness, however, has been demonstrated by the recent development of near infrared laser materials such as Cr: forsterite and Cr: YAG, which are based on tetrahedrally coordinated Cr⁺⁺ ions [6,7]. According to the Laporte selection rule, electric-dipole transition within the optically active 3d-electron shells are parity forbidden [3]. However, a static acentric electric crystal field or the coupling of asymmetric phonons can force electric-dipole transitions by the admixture of wavefunctions with opposite parity. Tetrahedral sites lack inversion symmetry which provides the odd-parity field necessary to relax the parity selection rule. Therefore, high absorption and emission cross sections are observed. An enhanced radiative emission rate is also expected to reduce the detrimental effect of non-radiative decay [4,5]. Motivated by the initial results on Cr doped ZnS and ZnSe, we have started a comprehensive effort to study Cr³⁺ doped II-VI semiconductors for solid-state laser applications. In this paper we present the optical properties and the demonstration of mid-infrared lasing from Cr doped Cd₇₆Mn₄₃Te.

2. Experimental details

The undoped and Cr doped Cd₇₆Mn₄₃Te samples were prepared at Brimrose Corporation using a modified Bridgman growth method. The nominal Cr concentration was 5x10¹⁹ atoms/cm³. Absorption measurements were carried out using a Cary 5E spectrophotometer. Luminescence was excited with the 1.9 μm output of a Q-switched Nd: YAG pumped Optical Parametric Oscillator. The infrared emission was dispersed with a 1m monochromator and detected with a liquid nitrogen cooled InSb detector. The emission signal was processed with a boxcar averager and personal computer. All spectra were corrected for the spectral response of the luminescence setup. Lifetime measurements were performed by directly monitoring the InSb signal on an averaging digitizing oscilloscope. Cooling was achieved by mounting the sample on the cold finger of a closed cycle helium refrigerator. Laser experiments were performed using the pulsed (10Hz) 1.9 μm output of a H₂-Raman shifted Nd: YAG laser.
3. Results and Discussion

Absorption:

The unpolarized absorption spectra of undoped (upper trace) and Cr doped (lower trace) Cd$_{0.85}$Mn$_{0.15}$Te are shown in Figure 1. The incorporation of Cr into the Cd$_{0.85}$Mn$_{0.15}$Te lattice results in a strong absorption band centered at around 1900 nm with a width of 400 nm (FWHM). This absorption feature is similar to that measured for other Cr doped II-VI's semiconductors [8] and is attributed to the only spin-allowed transition (\( ^5T_2 \rightarrow ^5E \)) of Cr$^{2+}$ ions (3d$^4$ electronic configuration) in a tetrahedral telluride coordination. Using the nominal Cr concentration of 5x$10^{19}$/cm$^3$ the peak absorption cross section was calculated to be 4.4x$10^{-19}$ cm$^2$. This value has to be considered as a lower limit because the actual concentration of Cr$^{2+}$ ions in the sample is unknown.

Figure 1 also shows that the bandedge of Cr doped Cd$_{0.85}$Mn$_{0.15}$Te exhibits a strong absorption shoulder extending nearly down to 1000 nm which is not observed in the undoped Cd$_{0.85}$Mn$_{0.15}$Te sample. Since all transitions from the $^5T_2$ ground state of Cr$^{2+}$ to higher excited states are spin-forbidden, it is unlikely that the 1000 nm absorption shoulder arises from an intra 3d transition. Further work on the identification of the Cr induced near bandedge absorption is in progress.

\[ T=300 \text{ K} \]

**Figure 1:** Unpolarized absorption spectra of undoped (upper trace) and Cr doped (lower trace) Cd$_{0.85}$Mn$_{0.15}$Te. The strong absorption band centered at 1900 nm is attributed to tetrahedrally coordinated Cr$^{2+}$ ions.

Emission:

The room temperature luminescence spectrum of Cr: Cd$_{0.85}$Mn$_{0.15}$Te excited at 1900 nm shows a strong band centered at 2250 nm with a FWHM of 450 nm and a lifetime of 1.4 μs. When cooling the sample to 15 K, the emission band narrows and consists of a main peak at 2200 nm and a shoulder at 2400 nm. The double peak in the low temperature spectrum indicates the
derivation of the local Cr\(^2\) environment from perfect tetrahedral symmetry [3]. At 15 K the lifetime increases to 3.7 \(\mu\)s. Under the assumption that the radiative decay rate is constant with temperature, any change in the measured lifetime is interpreted as being due to the onset of non-radiative decay [3,9]. This yields a promising high quantum efficiency of \(-38\%\) at room temperature.

**Figure 2:** Mid-infrared luminescence spectra of Cr\(^{2+}\):CdMnTe at low and room temperature. The luminescence was excited with the 1900 nm output of a Q-switched Nd:YAG pumped Optical Parametric Oscillator.

Using the estimated quantum efficiency and lifetime \(\tau\), the room temperature emission cross section \(\sigma_{em}\) was calculated according to McCumber’s theory [10,11]:

\[
\sigma_{em} = \eta \sqrt{\frac{\ln 2}{\pi}} \frac{1}{4\pi cn^2 \tau} \frac{\lambda^4}{\Delta \lambda}
\]

where \(n\) is the refractive index, \(c\) is the speed of light, \(\lambda\) is the emission wavelength, and \(\Delta \lambda\) is the full width half maximum (FWHM) of the emission band. It is implied in McCumber’s theory that the emission spectrum has a nearly Gaussian band-shape. For the case of Cr: Cd\(_{0.85}\)Mn\(_{0.15}\)Te, we obtained an emission cross section of \(2.7 \times 10^{-18} \text{cm}^2\), using \(\eta=38\%, \lambda=2250\ \text{nm}, \Delta \lambda=450\ \text{nm}, \tau=1.4\ \mu\text{s},\) and \(n=2.7\) (CdTe). The emission cross section of Cr\(^{2+}\):CdMnTe is significantly larger than that of the commercial laser material Ti: Sapphire [1,2].

**Laser experiments**

Room temperature laser operation of Cr\(^{2+}\):CdMnTe was demonstrated with a 3-4 mm thick sample placed in a cavity consisting of a flat high reflector (R\(>99\%\) @ 2350 nm) and a curved output coupler (R=95% @ 2350nm). For the excitation of Cr\(^{2+}\) ions the 1907 nm output from a H\(_2\) Raman-Cell pumped by a Nd:YAG laser was used (Figure 3). Laser activity centered at 2525 nm was achieved with a slope efficiency of 4. 5\% (Figure 4). More detailed studies on the laser performance of Cr\(^{2+}\):Cd\(_{0.85}\)Mn\(_{0.15}\)Te are currently in progress and will be published in a forthcoming paper [12].
4. Conclusion

The optical properties of Cr doped Cd$_{0.85}$Mn$_{0.15}$Te were presented. This system shows a broad absorption band centered at 1900 nm which is attributed to an intra 3d transition of tetrahedrally coordinated Cr$^{2+}$ ions. Direct excitation into this absorption band resulted in a strong mid-infrared luminescence centered at 2250 nm. Based on lifetime measurements the quantum efficiency was estimated to be 3 8%. Initial laser experiments have been carried out and room temperature laser activity at 2525 nm with a FWHM of -50 nm was demonstrated. Under less than optimal conditions the slope efficiency was measured to be 4. 5%.
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INTRODUCTION: A number of basic cellular functions, e.g., electrolyte concentration, cell growth rate, glucose utilization, bone formation, response to growth stimulation and exocytosis are modified by microgravity or during spaceflight (1-4). Studies with intact animal during spaceflights have found lipid accumulations within the lumen of the vasculature and degeneration of the vascular wall (5). Capillary alterations with extensive endothelial invaginations were also seen (6). Hemodynamic studies have shown that there is a redistribution of blood from the lower extremities to the upper part of the body; this will alter vascular permeability, resulting in leakage into surrounding tissues (7). These studies indicate that changes in gravity will affect a number of physiological systems, including the vasculature. However, few studies have addressed the effect of microgravity on vascular cell function and metabolism. A major problem with ground based studies is that achieving a true microgravity environment for prolonged period is not possible. On the other hand, increasing gravity (i.e., hypergravity) is easily achieved. Several researchers have shown that hypergravity will increase the proliferation of several different cell lines (e.g., chick embryo fibroblasts) while decreasing cell motility (8) and slowing liver regeneration following partial hepatectomy (9). These studies suggest that hypergravity will alter the behavior of most cells. Several investigators have shown that hypergravity affects the expression of the early response genes (e-fos and e-myc) and the activation of several protein kinases (PKs) in cells (10,11). In this study we investigated whether hypergravity alters the expression of F-actin by aortic endothelial cells, and the possible role of protein kinases (calmodulin-dependent and PKA) as mediators of these effects.

EXPERIMENTAL METHODS: BAECs were obtained from NIGMS/Coriell Cell Repository. Cells were maintained in Dulbecco’s Modified Eagle’s Medium supplemented with 10% fetal bovine serum and 1X antibiotics. We assessed F-actin expression in BAECs subjected to centrifugation in the presence or absence of protein kinase inhibitors (PKIs).

F-actin Expression When Subjected to Hypergravity: Subconfluent cultures were subjected to hypergravity (centrifuged at 6 and 12 G) for 24, 48 and 72 hr. The cultures were rinsed with phosphate buffered saline (PBS) and then fixed with 1%glutaraldehyde/0.1% Triton X-100/2.5% Formalin in PBS for 24 hours. Following fixation, the cells were stained with FITC-phalloidin and examined using phase and fluorescence microscopy. Controls were treated similarly except they were not subjected to centrifugation.

Effect of PKIs on F-actin Expression Under Hypergravity: The PKIs, KT5926 and KT5720, were added, singly, to the medium of subconfluent cultures (2uL PKI/mL) and centrifuged at 6 and 12 G for 24, 48, and 72 hr. Cultures were stained and examined for F-actin expression as previously outlined. Controls were treated similarly except they were not subjected to centrifugation.

RESULTS AND DISCUSSION: Figure 1 shows subconfluent BAECs that were subjected to hypergravity (12G). The cells generally showed increased F-actin expression throughout the cell as a function of time under hypergravity. Optimal fluorescence was observed after 48 hr with a slight decline seen after 72 hr. Cells subjected to 6G of hypergravity gave similar results. The controls, however, generally showed a decreased F-actin expression with increasing time of culture, with no fluorescence observed after 72 hr. The fluorescence observed for control cells
was localized to the nuclear region instead of throughout the cell as observed for hypergravity treated cells. There were no other morphological differences seen for either hypergravity-treated or control cells when examined by phase contrast microscopy. In this study, we only examine changes in f-actin. These findings suggest that hypergravity has a direct effect on f-actin levels in endothelial cells but could also affect other forms of actin. The latter possibility will be investigated in future studies.

Subconfluent BAECs subjected to hypergravity in the presence of the PKI - KT5926, which is a specific inhibitor of calmodulin(II)-dependent protein kinase, exhibited increased f-actin expression with increasing time under 6G is shown in Figure 2. Similar results were observed for cells subjected to 12G hypergravity. The fluorescence, observed under either 6 or 12G, was especially noted at cell-to-cell junctions as well as for the nuclear regions. The controls for PKI-KT5926 showed a slight increase in f-actin expression with increasing time under 6G. The protein kinase inhibitor KT5720 did not affect f-actin expression by BAEC under any of the conditions studied. Again, no other morphological changes were observed when examined by phase contrast microscopy. These results indicate that, of the two protein kinases examined, only the calmodulin(II)-dependent protein kinase has a mediator roles for cells subjected to hypergravity. Since calmodulin(II)-dependent protein kinase is activated normally by either increased intracellular Ca\(^{2+}\) concentration or inositol-3-phosphate, these may also mediate hypergravity-induced cellular changes. However, with the complexity for signal transduction mechanisms, it is not possible with the present study, to venture farther in possible signaling events.
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Figure 1. Fluorescence micrographs of BAEC after 24, 48 and 72 hr under control (A, C & E) and 12G hypergravity (B, D & F) conditions. Cultures are stained for f-actin using FITC-labeled phalloidin.
Figure 2. Fluorescence micrographs of BAEC treated with PK1 KT5926 (for calmodulin(l)-dependent protein kinase) after 24 and 48 hr under control (A & C) and 6G hypergravity (B & D) conditions. Cultures are stained for f-actin using FITC-labeled phalloidin.
STUDIES ON PTCDA/NTCDA MULTIPLE QUANTUM WELLS

Research Center for Optical Physics, Department of Physics,
Hampton University, Hampton, VA 23668

INTRODUCTION

In order to realize effective optical information processing, we should find out nonlinear optical materials with large third-order optical polarizability \( \chi^{(3)}(-\omega; \omega, -\omega, \omega) \) and short switching time at the same time. When one defines the figure-of-merit for nonlinear optical response \( F \) by

\[
F = \frac{|\chi^{(3)}|}{\alpha(\omega)} \tau, \quad F \text{ was found to be almost constant, independent of materials and pump frequency. Here } \alpha(\omega) \text{ is the linear absorption coefficient at relevant frequency } \omega.
\]

As a result, the material with fast response time shows a small value. This is the case with organic solids, \( \chi^{(3)} \) up to \( 3 \times 10^{-6} \text{ esu} \) has been reported for thin films of polyacetylene. This value lies far beneath those displayed by semiconductor-based multiple quantum wells; however, within the transparency domain, organic materials exhibit a much faster response. If we remember that \( \chi^{(3)} \) for \( \text{AlGaAs/GaAs} \) multiple quantum well (MQW) is much larger than \( \text{GaAs} \), we may hope organic multiple quantum wells (OMQW) to show values much larger than organic semiconductors. Thus OMQW may be the structures with improved figure-of-merit \( F \). For OMQW lattice mismatch is not a problem due to weak vander-waals binding forces between molecules in an organic solid. This gives a wide choice of materials to choose components of OMQW. So et al. and Ammermann et al. have reported OMQW structures. Ammermann et al. report the fabrication organic light emitting diode (OLED) using OMQW based on \( \text{tris-(8-hydroxy-chinoline) aluminum} \) \( \text{Aluminum/2-(4-biphenyl)-5-(4-tert-butylphenyl)-1,3,4-oxadiazole} \). So et al. fabricated OMQW using \( \text{3,4,9,10 perylene tetra-carboxylie di-anhydride (PTCDA) and 3,4,7, 8 naphthalene tetra-carboxylie di-anhydride (NTCDA)} \).

A Quantum well consists of an ultrathin layer of a lower bandgap semiconductor sandwiched between two lattice-matched, wide band-gap semiconductors. For OMQW one should select two organic semiconductors with sufficient difference between bandgaps with lower bandgap region being inside the wider band-gap region. Therefore, one may like to do energy band structure calculations for organic crystals. However, a simpler approach to selection of materials for OMQW is provided by highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) energies. HOMO and LUMO energies lie at the center of energy bands. We have used this approach to look into the OMQW based on PTCDA and NTCDA.

CALCULATIONS

We have carried out simple LCAO-MO calculations for PTCDA and NTCDA molecules. For the calculations the values of coulomb integral (\( \alpha \)) and resonance integral (\( \beta \)) have been taken to be \(-5.96 \text{ eV}\) and \(-3.08 \text{ eV}\) respectively. These values are based on empirical correlation of ionization potential and spectra of a number of organic molecules. The hetero-atomic nature of the PTCDA and NTCDA molecules has been taken following Streitweiser. Calculated HOMO energies and some of the higher-state energies have been collected in table 1. Only those higher-state energies have been included in table 1 for which spectral transitions are above 200 nm (limit of available experimental data).

RESULTS AND DISCUSSIONS

As can be seen from table 1, the HOMO-LUMO energy separations for PTCDA and NTCDS are 1.49 eV and 0.72 eV respectively. Because HOMO and LUMO energies lies at the center of energy bands, the energy separation between HOMO and LUMO may be approximated to energy band gaps. Based on their spectral studies So et al. have reported a band-gap of 2.2 eV for PTCDA and 3.1 eV for NTCDA. Theoretical and experimental values of band gap for PTCDA are in reasonably good agreement if one remembers that we have done only semi-empirical calculations using parameter values based on hydro-carbon molecules. However, the calculated band gap of NTCDA is much smaller than experimental value of the band gap. Further this band gap is smaller than the calculated band gap for PTCDA while the experimental values show that NTCDA bandgap is larger than the PTCDA bandgap. A look at the theoretical spectral transitions suggest that the transition between HOMO and LUMO lies at 1719 nm. This value is outside the range of spectra reported by So et al. According to our calculated values next higher spectral transition is at 403 nm. This value corresponds
to 3.08 eV and is equal to the band-gap reported by So et al. Since So et al. did not extend the range of their spectra, they took the -400 nm peak to represent the energy band-gap of NTCDA.

The spectra reported by So et al. is not adequate to examine properly. So we recorded the spectra of PTCDA and NTCDA in thin film form. These spectra are shown in figure 2. The values of peak positions are collected in table 1. Our spectra is quite similar to the ones reported by So et al. As can be seen from table 1, the agreement between theoretical and experimental values of peak positions of NTCDA spectra is extremely good. Our calculated peak positions are at 403 nm, 268 nm, and 229 nm. Corresponding experimental values are 397 nm, 249 nm, and 225 nm. However in case of PTCDA the agreement is not so good. For PTCDA we find the lowest energy peak is at 570 nm according to our spectra while the calculated value is at 836 nm. But the theoretical values of 258 nm and 229 nm are in an excellent agreement with experimental values of 253 nm and 226 nm. This gives us confidence in our calculations.

To visualize the organic multiple quantum wells (OMQW) based on PTCDA/NTCDA we have used the values of table 1 and drawn an energy level diagram shown in figure 1. In the figure the LUMO energies have been taken as the bottom of conduction bands and HOMO energies as top of the valance bands. This energy diagram of OMQW based on PTCDA/NTCDA is quite different from the well known AlGa As/Ga As energy diagram. In the PTCDA/NTCDA OMQW the wells are quite deep but there is no step potential in the valance band. However, it is clear from these calculations that the energy gap of PTCDA is larger than that of NTCDA and that the NTCDA band-gap region lies inside the band-gap region of PTCDA. Therefore, these two materials are suitable for OMQW. Similar studies on other organic materials may bring out the pairs of organic materials suitable for OMQW. Calculation of energy states of PTCDA and NTCDA thin films are in progress and will be reported soon.

References:

<table>
<thead>
<tr>
<th>Energy eigen Value (in eV)</th>
<th>Energy separation from HMO (in eV)</th>
<th>Spectral Peak position $\lambda$ (in nm)</th>
<th>Calculated</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PTCDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-9.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(HOMO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-7.55</td>
<td>1.49</td>
<td></td>
<td>836</td>
<td>553</td>
</tr>
<tr>
<td>(LUMO)</td>
<td></td>
<td></td>
<td></td>
<td>503</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>480</td>
</tr>
<tr>
<td>-5.96</td>
<td>3.08</td>
<td></td>
<td>403</td>
<td>391</td>
</tr>
<tr>
<td>-4.37</td>
<td>4.67</td>
<td></td>
<td>266</td>
<td></td>
</tr>
<tr>
<td>-4.22</td>
<td>4.82</td>
<td></td>
<td>258</td>
<td>253</td>
</tr>
<tr>
<td>-3.62</td>
<td>5.42</td>
<td></td>
<td>229</td>
<td>226</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NTCDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-9.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(HOMO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-8.32</td>
<td>0.72</td>
<td></td>
<td>1719</td>
<td></td>
</tr>
<tr>
<td>(LUMO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5.96</td>
<td>3.08</td>
<td></td>
<td>403</td>
<td>393</td>
</tr>
<tr>
<td>-4.41</td>
<td>4.63</td>
<td></td>
<td>268</td>
<td>249</td>
</tr>
<tr>
<td>-3.60</td>
<td>5.44</td>
<td></td>
<td>228</td>
<td>225</td>
</tr>
</tbody>
</table>
Figure I: Energy level diagram for PTCDA/NTCDA Multiple Quantum Wells
Figure 2. Spectra of PTCDA and NTCDA thin films.
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Potentials for Soil Enzyme Activities as Indicators of Ecological Management

Z. N. Senwo*, A. Manu, and T. L. Coleman
Center for Hydrology, Soil Climatology, and Remote Sensing
P.O. Box 1208
Alabama A&M University
Normal, AL 35762

Abstract

Activity measurements of selected soil enzymes (cellulase, glucosidase, amidohydrolase, phosphatase, arylsulfatase) involved in carbon, nitrogen, phosphorus, and sulfur cycling in the biosphere, hold potential as early and sensitive indicators of soil ecological stress and restoration. These measurements are advantageous, because the procedures are simple, rapid, and reproducible over time. Enzyme activities are also sensitive to short-term changes in soil and kind-use management. Enzyme activities have also been observed to be closely related to soil organic matter proposed as an index of soil quality.

Introduction

Public concerns about soil, water, and environmental degradations have increased significantly and agricultural practices are criticized as a major contributor. The activity measurements of some selected soil enzymes (cellulase, α- or β-glucosidase, amidohydrolase, acidic or alkaline phosphatase, and arylsulfatase) involved in carbon, nitrogen, phosphorus, and sulfur cycling in the biosphere, are being considered as potential indicators of soil management practices, soil quality/health, ecological stress and restoration. Soil enzyme activities have recently been considered among the most efficient and cost-effective tools for analyzing changes in various land management practices such as residue management, soil compaction, tillage, and crop rotation (Dick, 1994, Deng, 1994, Senwo, 1995).

Soil enzyme activities can be used: (1) to test and/or generate hypotheses to improve understanding of soil biological, chemical, and physical processes; (ii) to provide guidelines in identifying gaps in knowledge and stimulate new research initiatives; (iii) to integrate basic knowledge of various biochemical and physical attributes of the biosphere; (iv) to make long-term predictions of the impacts of agricultural practices on soil, water, and environmental quality; and (v) to select the best alternative practices fitting the desired soil, water, and environmental quality goals.

Enzyme activities in soils have been shown to be closely related to other proposed indexes (organic matter, pH of soil under tillage and residue management) (Table 1).

<table>
<thead>
<tr>
<th>Enzyme activity</th>
<th>Organic C</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspartase</td>
<td>0.84***</td>
<td>0.41**</td>
</tr>
<tr>
<td>Amidase</td>
<td>0.90***</td>
<td>0.24</td>
</tr>
<tr>
<td>L-asparaginase</td>
<td>0.50***</td>
<td>0.74***</td>
</tr>
<tr>
<td>L-glutaminase</td>
<td>0.70***</td>
<td>0.77***</td>
</tr>
<tr>
<td>Urease</td>
<td>0.80***</td>
<td>0.72***</td>
</tr>
</tbody>
</table>

***, **, Significant at $P <0.01$, and 0.001 respectively (From Senwo, 1995).

Soil organic matter decomposes very slowly and many years may be required to measure changes from decomposition activities. The accumulation of organic and inorganic nutrients in
soils stimulates microbial growth and activity, and therefore, enzyme synthesis. High organic matter levels from residue applications may provide more favorable environment for the accumulation of enzymes in the soil matrix (Burns, 1982). Enzymes in soils may be polymerized, entrapped, and/or adsorbed giving rise to a stable active enzyme-soil colloid associations (Burns, 1982) and their activities in soils are also closely related (Table 2).

Table 2. Correlation coefficients for linear regressions of between enzyme activities.

<table>
<thead>
<tr>
<th>Correlation Coefficient</th>
<th>Aspartase</th>
<th>Cellulase</th>
<th>α-Gluco</th>
<th>β-Gluco</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arylsulfatase</td>
<td>na</td>
<td>0.33*</td>
<td>0.74***</td>
<td>0.46**</td>
</tr>
<tr>
<td>Amidase</td>
<td>0.44**</td>
<td>0.66***</td>
<td>0.67***</td>
<td>0.61***</td>
</tr>
<tr>
<td>L-asparaginase</td>
<td>0.94***</td>
<td>0.43**</td>
<td>0.76***</td>
<td>0.53***</td>
</tr>
<tr>
<td>L-glutaminase</td>
<td>0.88***</td>
<td>0.40**</td>
<td>0.66***</td>
<td>0.48**</td>
</tr>
<tr>
<td>Urease</td>
<td>0.50***</td>
<td>0.40**</td>
<td>0.87***</td>
<td>0.50**</td>
</tr>
</tbody>
</table>

*, **, ***: Significant at $P < 0.05, 0.01$, and 0.001 respectively. (From Deng, 1994; Senwo, 1995). na = not available, Glu = glucosidase.

Various soil management practices have profound effects on enzyme activities (Dick, 1994; Deng, 1994; Senwo, 1995). Gupta and Germida (1988) observed that cultivation depressed phosphatase and arylsulfatase activities by 49 and 65%, respectively. Senwo (1995) observed aspartase activity in soils were affected by tillage and management practices (Fig. 1).

![Fig. 1](image)
tilled but not bared, NT2M = not till but doubled mulch, CPN = chisel plowed and not mulched, CPM = chisel plowed and mulched, MPN = moldboard plowed and not mulched, MPM = mold board plowed and mulched (adapted from Senwo, 1995).

Deng (1994) also reported that the activities of 14 enzymes involved in C, N, P, and S cycling in soils were greater in four replicated plots that were not tilled but doubled mulched, than in those treated with other tillage systems and residue placement. The activities decreased significantly with increasing soil depth, accompanied by a decrease in organic C content and pH. Eivazi and Bayan (1994) observed that the activities of α- and β-glucosidase, and acid phosphatase were significantly reduced by burning treatments.

Activity Measurement

There has been little or no success in extracting enzymes from soils (Tabatabai, 1982), however, several procedures exist for measuring enzyme activities in soils (Tabatabai, 1994; Alef and Nannipieri, 1995; Senwo and Tabatabai, 1996). The measurement of most soil enzyme activities involve the quantitative measurement of the appearance or disappearance of a product when soil has been treated with a microbial inhibitor (usually toluene) and incubated with buffered solution at a fixed temperature and time. The pertinent parameters measured for most enzyme assays include: the optimal pH (Fig. 2), amount of soil needed to obtain maximum activity without limiting the substrate concentration, temperature

![Graph](image-url)

Fig. 2. Effect of pH of buffer on aspartase activity in soils. (From Senwo and Tabatabai, 1996).

substrate concentration at which the reaction essentially follows a zero-order kinetics, amount of soil needed to obtain maximum activity without limiting the substrate concentration, temperature
(Fig. 3) and time of incubation to obtain maximum activity.

Fig. 3. Effect of incubation temperature on aspartase activity in soils. A, Field-moist soils; B, air-dried soils (From Senwo and Tabatabai, 1996).

Summary and Conclusion
The potential exist for use of soil enzyme assays in identifying positive or negative effects of land management practices within periods, long before there are measurable changes in soil organic matter. Most soil enzyme assays are simple, rapid, and reproducible.
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Hypergravity Alters the Susceptibility of Cells to Anoxia-Reoxygenation Injury
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INTRODUCTION: Gravity is a physical force, much like shear stress or mechanical stretch, and should affect organ and cellular function. Researchers have shown that gravity plays a role in ventilation and blood flow distribution, gas exchange, alveolar size and mechanical stresses within the lung (1-3). Short exposure to microgravity produced marked alterations in lung blood flow and ventilation distribution while hypergravity exaggerated the regional differences in lung structure and function resulting in reduced ventilation at the base and no ventilation of the upper half of the lung (4). Microgravity also decreased metabolic activity in cardiac cells, WI-38 embryonic lung cells, and human lymphocytes (5). Rats, in the tail-suspended head-down tilt model, experienced transient loss of lung water (6), contrary to an expected increase due to pooling of blood in the pulmonary vasculature. Hypergravity has also been found to increase the proliferation of several different cell lines (e.g., chick embryo fibroblasts) while decreasing cell motility (7) and slowing liver regeneration following partial hepatectomy (8). These studies show that changes in the gravity environment will affect several aspects of organ and cellular function and produce major change in blood flow and tissue/organ perfusion. However, these past studies have not addressed whether ischemia-reperfusion injury will be exacerbated or ameliorated by changes in the gravity environment, e.g., space flight. Currently, nothing is known about how gravity will affect the susceptibility of different lung and vascular cells to this type of injury. We conducted studies that addressed the following question: Does the susceptibility of lung fibroblasts, vascular smooth muscle and endothelial cells to anoxia/reoxygenation injury change following exposure to hypergravity conditions?

EXPERIMENTAL METHODS: Bovine aorta endothelial (BAEC) and primate smooth muscle (SMC) were obtained from the NIGMS/Coriell Cell Repository. Rat lung fibroblasts (RFL) were isolated from adult Sprague Dawley rats as previously reported (9). All cell lines were maintained in DMEM containing 10% fetal bovine serum. Confluent cultures of each cell line were subjected to centrifugation at 6G for 24-48 hrs. Control cultures were not centrifuged or rotated. Cells were then placed under anoxia (5% CO₂/balance N₂) for 2 hr with or without a 1 hr period of reoxygenation. The change in viable cell numbers was assessed by: measuring viable cells by hemacytometer counting of trypan blue stained cells, or using MTT assay for viable cells (microtiter plate assay). The effect of hypergravity on the expression of heat shock protein (HSP60) by RFL was evaluated by immunocytochemical staining using a FITC-labeled monoclonal antibodies (Stress Gene). Subconfluent cultures were fixed after 12 and 24 hr under hypergravity using 10%formalin, 0.1% triton X-100 in PBS. Cultures were incubated with the primary antibody for 1 hr, washed 3X with PBS, incubated with biotin labeled anti IgG secondary antibody for 1 hr and subsequently stained with fluorescein conjugated streptavidin. Cells were viewed by fluorescence microscopy and photographed. Controls, stained with non-immune mouse IgG, showed no fluorescence under these conditions.

RESULTS AND DISCUSSION: Figure 1 shows the change in viable cell count, expressed as percent of controls, for SMC and BAEC as a function of time under 6G. The solid line at 100% represents the level for cultures that were not treated with anoxia or anoxia-reoxygenation. SMC were found to have a 60% decrease in viable cells after 48 hr of hypergravity and 2-hr of anoxia. In the first 24 hr of hypergravity, the acute response of SMC seems to be an exacerbated injury under anoxia and reoxygenation. As seen with SMC, there is a reversal of this increase in the following 24 hr period...
FIGURE 1. The response of SMC and BAEC to anoxia or anoxia-reperfusion injury following hypergravity treatment for 24-48 hr. Data is plotted as mean of the % of matched untreated (controls) normogravity or hypergravity cultures.
as the cells adapt to hypergravity. Although it is expected that more cell damage and loss of viability would result from the combined effect of anoxia and reoxygenation, we found that 2 hr of anoxia results in similar damage. Hypergravity worsened the damage for SMC but decreased the damage for BAEC, suggesting that protective mechanisms maybe differentially activated in vascular cells.

Figure 2 shows that results similar to those seen with BAEC were also found for RFL whether these cells were maintained in DMEM or PBS. When maintained in complete media (DMEM), these cells show an increase in viable cells with time in hypergravity when treated with anoxia alone. However, RFL maintained in PBS show a steady decrease with time in hypergravity. RFL behave similar to BAEC when placed under anoxia-reoxygenation. The acute response of RFL to hypergravity is a transient decrease in susceptibility to damage, i.e., increased viable cell counts, under anoxia-reoxygenation. Again this is followed by a reversal in the following 24 hr period as the cells adapt to hypergravity. This pattern of response was also found for RFL maintained in PBS.

When BAEC and RFL have apparently adapted to hypergravity, both cell lines are not readily injured by anoxia-reoxygenation. In fact, RFL maintained in PBS, which has no energy source (e.g., glucose) was not found to have the maximum injury under hypergravity as expected. Under these conditions RFL responded similarly to cells in complete media. These results suggest that hypergravity may increase protective mechanisms in these cells that ameliorate possible damage from anoxia-reoxygenation. One possible protective mechanism that maybe induced by hypergravity is increased expression of stress proteins like heat shock proteins. Heat shock proteins have been shown to protect cells from damage and death under a number of different stresses, e.g., increased temperature or sheer stress (10). We tested this possibility with RFL, as shown in figure 3. Within 12 hr under hypergravity, RFL's had clearly increased immunofluorescence for heat shock protein, HSP60 (figure 3A) compared to control cells (figure 3 C). By 24 hr, hypergravity resulted in an even more intense immunofluorescence, suggesting that HSP60 expression is stimulated for at least the initial 24 hr period. Preliminary data from similar studies with BAEC (data not shown) indicate that these cells also may increase their expression of heat shock proteins within the first 24 hr period of hypergravity. Further studies are planned to examine the possible mediation of hypergravity effects on cells by the heat shock protein family.
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FIGURE 2. The response of RFL, maintained in complete media (DMEM) or in PBS, to anoxia or anoxia-reperfusion injury following hypergravity treatment for 24-48 hr. Data is plotted as mean of the % of matched untreated (controls) normogravity or hypergravity cultures.
Figure 3. Expression of heat shock protein (HSP60) by RFL subjected to 12 and 24 hr of hypergravity (A & B) or normogravity (C & D).
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ABSTRACT A binary linear block code is shown to be isomorphic to a fuzzy relation matrix under a specified λ-cut. This paper provides the details which establish this connection between fuzzy relations and linear block codes. The fuzzy relation matrices are developed from the time-series data using outer vector products. Then directed graphs and trellises are defined, and, finally, the edge-minimal trellises produce the linear block codewords.

I. Introduction

We consider a new problem in defining fuzzy relations on crisp or fuzzy time-series data where the results are a continuous message of the codewords equivalent to the data. These data points are multidimensional and the maps of these points evolve sequentially from some starting point, say LO, to a final point, say LF. The process of evolving the characteristics or attributes of the data at L to any intermediate point L, in the associated directed graph shows that each path through the graph can be continuous and the influence at coordinate values at LO reaches each coordinate value at L. As will be shown later, this sequential coupling of characteristics or attributes through the evolving time-series can be represented by a continuous-time variable memory Markov process. To the author's knowledge, the only fuzzy relations that has a similar property of memory is the time-varying decomposable relation (d-relation), where, given the characteristic properties of the universal set, one may decompose or partition the universal set into subsets conditioned on that particular time-varying property [1]. The conditioning can be time-varying. These conditional subsets support pseudomeasures that provide topological structure on the universal set. Such is also the case for our relations. According to the Literature, no other fuzzy relations are endowed with pseudomeasures as part of their definitions [1], [2], [3], [4], [5], [6]. Thus the topological structure that is inherent in the data appears not to be included as an essential basis for defining the relations. (In Section III, we develop such a relation.) However, in [2, Chapter 14], [7] fundamental tools are presented on which families of unique results may be formed, but our method presents as its product the unique family results. In the approach presented in this paper, the optimization of the relation to the particular multidimensional data is inherent in the results. The related or associated graph of the relation, the edge-minimal trellis, and the resulting binary linear block codewords reflect the uniqueness of the optimization process inherent in the final code set.

The rest of the paper is organized as follows, In Section II, we shall present preliminaries of each the fundamental used in the paper. These discussions are brief but references are made to additional sources in the literature. We also present a description of the multidimensional time-series date which motivated the paper. Section III contains our main results. Here we bring together in a coherent form the preliminaries from Section II. We also present some observations and comments on the results in this section. The paper is concluded in Section IV.

II. Preliminaries

In this section we present background materials on essential concepts that are used in the sequel. Several of these concepts are given as definitions and others are given in terms of notation used in Section III. first, we will discuss directed graphs and relations, second, directed graphs and trellises, and finally trellises and linear block codes.
A. Directed Graphs and Relations

A directed (weighted) graph \([8]\) is a pair \((V,E) = G\), such that the set of vertices \(V=V(G)\) and the set of edges \(E=E(G)\) show that these vertices and edges are in graph \(G\).

If vertices \(u\) and \(v\) are in \(V(G)\) and edge \(e=ue\) is in \(E(G)\), then we say that edge \(e\) of the graph connects vertex \(u\) to vertex \(v\). Likewise, we can define a relation associated with graph \(G\) as

\[1) \gamma_u \geq 0 \text{ for every } u, v \in V(G)\]

\[2) \gamma_u \geq 0 \text{ iff } e_u \in E(G) \text{ and } e_u = e_v \text{ for every } u, v \in V(G)\]

\[3) \text{The cardinality of } V(G) \text{ is } n=n(G)=|V(G)| \text{ for a finite graph.}\]

NOTE: For a fuzzy graph the cardinality is infinite \([2]\).

For the binary graph, that is, a normalized graph, for \(e_u \in E(G)\), \(\gamma_u = 1\), otherwise \(\gamma_u = 0\).

The labeling of a graph \(G=(V,E)\) is a bijective mapping

\[Y: V(G) \rightarrow \{1, 2, \ldots, n\}\]

There is also a labeling of the edges

\[\lambda(e): u \rightarrow v,\]

where \(\lambda(e)\) is obviously related to the statements in equation \((1)\). More will be said about this later.

If the weights given in equation \((1)\) are assembled into array form, the result is the adjacency matrix, which is a matrix showing the relationships between the vertices of the graph.

For many applications, the weighted adjacency matrix is normalized so that each element resides in the closed interval \([0,1]\), e.g., the definition of fuzzy relations \([2]\) and simple graph used in fundamental mathematical analyses \([8]\). In this paper, we will consider normalized graphs.

However, the intervals of each element of the relational matrix (relation) are not necessarily equal.

B. Directed Graphs and Trellises

A trellis \(T=(V,E)\) of rank \(n\) is a finite-directed graph \(G\), where, as above, \(V=V(G)\) is the vertex set and \(E=E(G)\) is the edge set. The labels assigned in equation \((2)\) above specifies the depth of the vertex in the trellis. The vertex a depth zero is called the source and the vertex at depth \(n\) is tailed the sink \([9]\). However, because of the sectionalization of the trellis \([10]\), any internal vertex between zero and \(n\) maybe considered as the source or sink.

Therefore, it is beneficial to define the initial (init) vertex and the final (fin) vertex of the graph. By the we mean,

\[\text{init}(e) = u \text{ and } \text{fin}(e) = v.\]

Notice that in a more generalized form, for a sequence of edges \(e_1, e_2, \ldots, e_L\), where \(P=e_1, e_2, \ldots, e_L\), with \(\text{init}(e) = u \text{ and } \text{fin}(e) = v\), then \(P: u \rightarrow v\). This shows that we may write for the \(i+1\)th edge \(e_i\), and the \((i+1)\)th edge, \(\text{fin}(e_i) = \text{init}(e_{i+1})\). Following \([9]\), the number of edges leaving a vertex \(v\) is denoted by \(p^+(v)\), and the number of edges entering a vertex \(v\) by \(p^-(v)\), i.e.,

\[p^+(v) = |\{e: \text{init}(e) = v\}| \text{ and } p^-(v) = |\{e: \text{fin}(e) = v\}|.\]

The significance of equation \((4)\) is that it reinforces the fact that paths through the graph/trellis can share common vertices and can split into separate paths later. Equation \((4)\) and the paragraph following it suggest that we can define projection maps on the trellis such that past and future sections of the trellis graph maybe identified. This says that the associated relation maybe partitioned into a past submatrix (relation) and a future submatrix (relation). We will discuss this further in the next subsection.

C. Trellis Diagram and Linear Block Codes

Considering the labeling of the edges of graph \(G\) in equation \((2)\), we can write the labeled trellis as \(T=(V, E, \lambda)\) and from \([9]\), \([11]\), \([12]\) we define a fixed \((n, k, d)\) binary linear block code,
where \( n \) is the length of the code (also the rank of the trellis), \( k \) is the number of information bits in each codeword and \( d \) is the Hamming distance, the number of bit positions that are different between any two codewords. Notice that the labels of the trellis are taken from \( \{0,1\} \), with the structure of "language semiring"[9].

We say that trellis \( T \) represents a code \( C \) if the language produced by \( T \) (the concatenation of edge weights) is identical to the linear block code of \( C \). In other words, if we associate a length-\( n \) binary (code) word with every path from source (\( \text{init} [e] \)) to sink (\( \text{fin} [e] \)) in the trellis by concatenating the edge labels on the path, and if the set of such trellis path words is identical to the set of codewords in \( C \), then we say that \( T \) represents \( C \). From the coding theory literature [11][12], and others, the weight enumerator for \( C \), that is the total “flow” of weights from source to sink will be the generating function for the weights of the codewords. The weight enumerator process supports finding the trellis with the fewest edges, and, according to [9], there is always (up to isomorphism) a unique edge -- minimal trellis that represents \( C \). This edge-minimal trellis conclusion is a fundamental result for the results of this paper, and also leads to the following important result.

Finally, we define the \( i' \) past projection mapping codeword \( C = (C_i, \ldots, C_n) \), \( \pi: C + P' \) such that \( \pi(C) = (C_i, \ldots, C_n) \), where the kernel of \( \pi_i \), i.e., the set of codewords \( C \) such that \( \pi_i(C) \) is zero from the \( i+1 \) ton. This projection is called the past subcode of \( C \). Likewise, a future projection \( \Theta: C \rightarrow F \), or \( \Theta(C) = (C_i, \ldots, C_n) \). Then the kernel of \( 0 \), is the past subcode \( P \), as the kernel of the \( \pi \) is the future subcode \( F \). Then from the well-known “rank+ nullity = dimension” theorem from linear algebra, it follows that

\[
k = p + f, \quad i=0, \ldots, n \quad \text{and} \quad k = p + f', \quad i=0, \ldots, n\]

where \( p' \) and \( f' \) are the dimension of the future projections sub codes and \( p \) and \( f \) are the past projection subcodes. From the equivalence of the edge - minimal trellis and a code \( C \), the projection arguments above suggests that there are edge-minimal subtrellis sections that are equivalent to the past and future subcodes.

III. Main Results

Our main results consists of the formulation of a simple systems model where the map from the input \( X \) and the output \( Y \) is the relation \( R \) of interest. The notations for the model follow [2].

Let \( X \) be the universe of discourse of input parameters and \( Y \) be the output parameter universe of discourse. The system which maps elements in \( X \) onto \( Y \) is \( f \) which has the associated relation \( R \). This is shown in Figure 1.

\[
X \xrightarrow{\text{f}} Y
\]

Figure 1. Simple system model

For our presentation we will use a fuzzy relation \( R \) and let subsets of \( X \) and \( Y \) to be fuzzy. That is \( A \subseteq X \) and \( B \subseteq Y \) are fuzzy subsets. Then, functionally, we may write

\[
f: A \rightarrow B
\]

for a crisp function or if \( x \in X \) is crisp

\[
B = f(x)
\]

for a fuzzy functional. The associated fuzzy relation has the form in equation 6. Below, we will further define \( R \) as a special outer product.
From Section II, Subsections A, B, and C we know that equation (3) has an associated graph, trellis and a binary linear block code under appropriate normalization. Also from [2], an appropriate lambda-cut can be applied to normalized R to create the binary relations.

Our specific relations are developed from three finite length time-series of 3-dimensional (3-D) data, \((\{X_i\}, \{Y_i\}, \{Z_i\})\), \(i = 1, 2, \ldots, N\). The relations between the \(i\)th sample and the \((i+1)\)th sample for each of the time-series is formed from the outer products. These product matrix, (relations) show a three deep motion coupling or influence that propagates three samples ahead throughout these time-series. This is shown in Figure 2.

The outer products and the resulting relational matrices which couples the \(i\)th vector of influence to the \((i+3)\) vectors for coordinates \(x\), \(y\), and \(z\). The \(x\)-coordinate relationship is shown in equation (3). Similar relationships exist for \(y\) and \(z\) but they will not be presented here.

\[
R^* = \begin{bmatrix}
X_i & X_{i+1} & X_{i+2} & X_{i+3} \\
Y_i & Y_{i+1} & Y_{i+2} & Y_{i+3} \\
Z_i & Z_{i+1} & Z_{i+2} & Z_{i+3}
\end{bmatrix} 
\]  

where \(x_i \in X\) and \(y_i \in \{Y\} \in Y\).

**Figure 2. Influence coupling for time-series relational data**
Figure 2 a) shows a typical input 3-D parameter vector coordinate. Figure 2 b) shows the depth of the three coordinates of 3-D parameters that are influenced or coupled to the parameters of the typical input vector. In Figure 2 c), the three columns of the resulting relational matrix for the three deep x-coordinate parameters. The relation is shown in equation 9. The three deep influence reach of these relations represent memory of the motion or activity at i that is present at i +3. Since the time-series evolves to time N, the sequential relations represent dynamic Markov process of third-order. This Markov property will be investigated in a future paper.

From Section II A., we know that there is a weighted directed graph defined for equation (1) and the relations for y and z. Also from Section H B., these graphs can be made equivalent to edge-minimal trellises, which are in turn isomorphic to a binary linear block code. Finally, we saw in Section II C., that these edge-minimal trellises and their binary linear block codes have the sectionalization property where each codeword and trellis can be partitioned into a past section and a future section with respect to any internal vertex. Such a trellis is shown in Figure 3.

![Figure 3. An edge-maximal trellis](image)

First notice that for vertices 1-3 and 4-6, are connected by all edges. Such a trellis is called an edge-maximal trellis for states x, y, and z. Furthermore, we will take vertices 1-3 as the past, and vertices 4-6 as the future subgraph with reference to edges between vertex 3 and vertex 4.

Second, the codewords and subcodewords are defined by the binary weights (0 or 1) on the edges. For example, the subcodewords of edgeweights from the source vertex 0 to the sink vertex 3 is 111 for each path. The sequences of state equivalent subcodewords are oxxx, oxxy, oxxz,..., 0000 for a total of 28 subcodewords. Obviously these are not unique codewords. However, unique codewords may be realized from real data as shown in the edge weights in Figure 4, which are subcodewords of a real time-series from a biological source are realistic edge-minimal subcodewords. This rank 3 trellis is typical of the longer sequence of codewords currently being investigated. The data is 3-D kinematics data.

![Figure 4. A simple 3-bit subcode taken from real 3-D data.](image)

Notice that a codeword or subcodeword represents a measure the time-series sojourn in each state. For Figure 4, states o and x were not visited, while state y was visited on edges e_{13} and e_{23}, and state z was visited on edge e_{31}.

For long time-series, the total sequence of codeword message will extend over the time-series and be subdivided into an integer valued number of codewords based on the past and future partition. Furthermore the actual “message” bit structure will depend on the lambda-cut (λ-cut) used on the normalized relation matrix. For a particular λ-cut, the codeword set should be unique for the given time-series. This is currently being investigated.
IV. Conclusions and Future Research
We have presented definitions of directed weighted graphs, trellises and linear block codes as ways of showing a connection between fuzzy relations and linear block codes. The connection has been shown through a special relation formed by taking the outer product of two time-series data vectors. Then the relation matrix is normalized followed by a λ-cut which results in a edge-minimal trellis and the linear binary codeword. We discuss the methods using real 3-D data.

Future plans are to investigate the Markov properties inherent in the outer product relation model and to determine the uniqueness of the linear code given the cuts chosen.
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ABSTRACT
This paper describes the results of a study on the effects of counterflow on the mixing and acoustic properties of a Mach 1.44 rectangular jet. The jet is operated over a wide range of nozzle pressure ratios encompassing design, under and over-expanded modes. As expected, the flowfield measurements indicate that counterflow enhances the jet diffusion rate by significantly increasing the mixing rates (by as much as 60%) of the compressible shear layers at the jet periphery. The enhanced mixing rates are observed at all nozzle pressure ratios. Acoustic measurements conducted in the anechoic facility indicate that although counterflow is very effective in eliminating screech tones at all operating conditions, it has relatively little influence in reducing the overall sound pressure level (OASPL), which was only reduced by a few dB in the forward quadrant. It is conjectured that although screech and broadband shock-associated noise may decrease, the enhanced mixing with increasing levels of counterflow increases the turbulent mixing noise, resulting in a relatively constant OASPL.

INTRODUCTION
The low diffusion rates of supersonic jets due to the poor mixing properties of compressible shear layers have imposed a significant limitation on the design of efficient air-breathing propulsion systems which would be required to power the next generation of high-speed aircraft. Much effort has been expended over the past two decades in investigating the behavior of compressible shear layers and in pursuing ways of enhancing compressible mixing. More recently, a unique approach has been utilized by Strykowski et al. in which secondary flow streams traveling in a direction opposite to the primary flow are used to generate a compressible countercurrent shear layer. The mixing rates of this shear layer were found to be significantly higher than the conventional coflowing compressible shear layers at convective Mach numbers (\(M_{c}\)) as high as two. However, by enhancing the mixing of compressible shear layers we have only addressed half of the problem; there is the equally important, and perhaps more intractable, problem of supersonic jet noise. To successfully design the next generation of supersonic aircraft, especially for commercial applications such as the High Speed Civil Transport (HSCT), one must also significantly reduce the jet noise generated from such vehicles.

The present study was initiated with this goal in mind. Our aim was to study the aerodynamic, and more importantly, the acoustic properties of countercurrent shear layers generated at the periphery of a supersonic rectangular jet with a design Mach number of 1.44. To better simulate realistic operating conditions, the jet was operated at ideal, over and under-expanded modes. The effect of counterflow on the mixing layer diffusion rates, screech tones, shock associated noise and mixing noise was examined in detail using pressure surveys, microphone measurements and flow visualization.

EXPERIMENTAL FACILITY AND TECHNIQUES
Test Facility
The experiments were conducted in the blow-down compressed air facility of the Fluid Mechanics Research Laboratory (FMRL). The jet flow is driven by an air compressor which is capable of supplying air at a maximum pressure of 2300 psi. The air supply consists of a bank of large storage tanks with a total capacity of 10 m³. Air can also be heated by passing through an array of resistive heaters having a maximum power output of 450 kW which can increase the stagnation temperature to 750 Kelvin. During an experiment, the stagnation pressure inside the reservoir can be maintained within ±0.5% using staged control valves.

Counterflowing Nozzle and Collar
A rectangular convergent-divergent (C-D) nozzle with a design Mach number, \(M_d\) of 1.47 (subsequent measurements indicate that the actual design Mach number is 1.44) and an aspect ratio of 4 is used for the experiment. Based on the results of previous counterflow studies, an optimized counterflow (or suction) collar was designed for the experiment. A schematic of the nozzle and collar geometry is shown in Fig. 1. To provide optical access for flow visualization, the side walls of the collar are made of acrylic plastic (plexiglass) while the upper and lower surfaces of the collar are equipped with glass windows. The small dimension (height, H) of the rectangular nozzle is 10.41 cm (0.41") and the gap between the nozzle and the collar surface, at the nozzle exit, is
approximately 50% of the nozzle height. The counter flowing current is produced by connecting the gaps in the suction collar to a vacuum source which consists of two regenerative vacuum pumps, connected in series.

**Measurement Techniques**

The mean aerodynamic properties of the flowfield were examined in detail via standard pitot and static pressure surveys of the jet flowfield. The pitot surveys were used to determine the extent of the potential core and the shear layer growth rates, while the static pressure profiles provide a measure of the shock-eel structure in the jet plume. Far field acoustic measurements, emphasizing the characterization of the frequency shifts and directivity of noise radiation as a function of counterflow were conducted in the FMRL anechoic facility using a 1/4” B&K condenser microphone. (A description of the anechoic facility maybe found in Ref. 10).

Planar Laser Scattering (PLS) and white light schlieren and shadowgraphy were used to visualize the flow field. The images were recorded on a high-resolution (1048 x 1048 pixels) digital CCD camera. As the subsequent results will show, Schlieren and shadowgraph imagery is especially useful in determining the shock cell structure and for identifying the presence of acoustic radiation and screech tones emanating from the supersonic jet.

**Test Conditions**

As stated earlier, the primary aim of the current research is to characterize the effect of counterflow on aeroacoustic properties of the jet at design and off-design conditions. Consequently, the jet was operated over a wide range of nozzle pressure ratios, NPR, spanning a fully expanded jet Mach number ($M_j$) range from 1 to 2 with corresponding moderately over-expanded to moderately under-expanded flowfields. ($NPR = P_o/P_e$, where $P_o$ represents the total pressure and $P_e$ represents the static pressure at the nozzle exit). A summary of the test conditions is provided in the table below. For the sake of brevity, only results from 3 selected cases, representing ideal and over and under-expanded conditions will be primarily discussed in this paper.

<table>
<thead>
<tr>
<th>NPR</th>
<th>2.77</th>
<th>3.18</th>
<th>3.37</th>
<th>4.25</th>
<th>5.75</th>
<th>7.82</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_j$</td>
<td>1.3</td>
<td>1.4</td>
<td>1.44</td>
<td>1.6</td>
<td>1.8</td>
<td>2.0</td>
</tr>
</tbody>
</table>

**Table 1- Summary of test cases**

**RESULTS AND DISCUSSION**

The effect of counterflow was examined by measuring the jet properties with and without counterflow. The amount of counterflow is measured by monitoring the pressure on the upper surface of the suction collar in the nozzle exit plane, where counterflow is roughly proportional to the vacuum pressure at that point. Hence, a higher vacuum pressure (i.e. lower absolute pressure) in the collar implies higher counterflow. In addition, the effect of varying the level of counterflow was also examined for each of the test cases shown in Table 1 by observing the flow fields for a minimum of two levels of counterflow -- moderate and high. Moderate counterflow corresponds to a vacuum
pressure of approximately 2.7 psi (12 psia) and high counterflow corresponds to a vacuum pressure of 4.7 psi (10 psia).

Aerodynamic Properties

Mixing Enhancement

To quantify the effect of counterflow on the potential core length, centerline mean pitot surveys were conducted for all the test cases, with and without counterflow. A summary of these measurements is shown in the plot below, where $L_{core}/H$ is the core length non-dimensionalized by the jet height, and 'free jet' implies no counter flow.

As seen in the plot, even a moderate amount of counterflow significantly enhances mixing, thereby reducing the potential core length. Moreover, this mixing enhancement due to counterflow is observed at all jet operating conditions. Centerline profiles for $M_j = 1.8$ measured for various levels of counterflow indicate that there is an inverse relationship between collar vacuum pressure (degree of counterflow) and potential core length: for a fixed NPR, increasing counterflow enhances mixing and decreases the potential core extent.

Detailed pitot surveys across the shear layer were also obtained at several streamwise locations for $M_j = 1.44$ (design condition) and $M_j = 1.8$ (under-expanded). Shear layer growth rates derived from these data confirm the trends observed in Fig. 2. At a vacuum pressure, $P_{vac}$, of 4.7 psi, the shear layers at both Mach numbers grow at rates 70% to 80% higher than the jets without counterflow. The dramatic reduction in potential core as a result of enhanced mixing due to counterflow can also be clearly seen in Fig. 3. Figure 3a shows the $M_j = 1.8$ free jet without counterflow whereas Fig. 3b depicts the same jet with counterflow at a vacuum pressure of 5.7 psi (9 psia).

Shock Cell Structure

Centerline static pressure profiles were obtained for a range of NPR’s or fully expanded jet numbers to examine the effect of NPR and counterflow on shock cell structure and specifically, on shock cell spacing. Several important trends are revealed from these surveys. First, as observed in the pitot surveys, the potential core lengths are dramatically reduced due to counterflow. Second, the number of shock cells in the jet plume is reduced for cases with counterflow. Third, the average shock cell spacing is reduced with increasing counterflow and lastly, the strength of the shocks decreases with increasing counterflow. A summary of these observations is shown in Fig. 4 where Fig. 4a depicts, the average shock cell spacing ($L_{core}/H$) as a function of $M_j$, while Fig. 4b shows the effect of increasing the level of counterflow for a fixed $M_j$. Fig. 4a shows that increasing $M_j$ increases shock cell spacing, a
trend also observed by Seiner and Norum for over and under-expanded round jets. Furthermore, as depicted in Fig. 4b, for a fixed $M_j$, increasing counterflow (i.e. increasing vacuum pressure, $P_{vac}$) proportionally decreases shock cell spacing. Although not shown here, the number of shock cells also decreases linearly with increasing counterflow.

![Image](Fig. 4- Influence of counterflow on shock cell spacing. a) cell spacing vs. $M_j$; b) cell spacing for $M_j = 1.8$ as a function of counterflow)

**Acoustic Properties**

The acoustic data presented in this section consists of far-field measurements taken in the anechoic facility. The measurements were conducted in a polar grid, at various angular locations at a fixed radius of 41.6" (R/H = 101.5). All angles and distances were measured relative to the center of the suction collar exit plane.

**Screech Tones**

Narrow-band noise spectra for an over-expanded case $M_j = 1.3$ are shown in Fig. 5 where the sound pressure level SPL (dB) is shown as a function of frequency. For the free jet case, screech tones and their accompanying harmonics are clearly present as manifested by the several distinct, sharp peaks. In contrast, when counterflow is present the screech tones disappear. The elimination, or at least a drastic attenuation, of screech tones due to counterflow is measured for all jet nozzle pressure ratios. Screech tones are a result of the interaction between amplified instability waves and the shock cell structure; by drastically altering the shock cell structure (see Figs. 3-5), counterflow presumably disrupts the feedback loop required for screech tone generation.

![Image](Fig. 5- Narrow band noise spectra for $M_j = 1.3$, with and without counter flow.)
**Broadband Shock-Associated Noise**

While eliminating screech tones, counterflow also affects the overall spectral noise distribution, especially broadband shock-associated noise. Fig. 6 shows narrow-band noise spectra for $M_j = 1.6$ for two levels of counterflow. The spectra show that peak frequencies of the broadband shock-associated noise shifts to higher frequencies with increasing counterflow (This trend can also be observed in Fig. 5, for the overexpanded jet). It is widely believed that shock associated noise is generated by the interaction between large-scale turbulent structures in the shear layer and the quasi-periodic shock cell structure. According to this model, a reduction in the shock cell spacing would lead to a shift of the dominant frequencies to higher levels, consistent with the behavior observed in Fig. 6.

![Narrow band noise spectra for $M_j = 1.6$](image)

Fig. 6- Narrow band noise spectra for $M_j = 1.6$

![Polar plot of OASPL for $M_j = 1.8$.](image)

Fig. 7- Polar plot of OASPL for $M_j = 1.8$. 
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A polar plot of the overall sound pressure level (OASPL) for fully expanded jet Mach number of 1.8 is shown in Fig. 7, where each radial line represents a division of 7.5 degrees. This plot allows us to examine the directivity as well as the overall noise levels as a function of counterflow. As seen in the figure, the OASPL decreases over the entire measurement space with the most noticeable reduction occurring in the forward quadrant. Nonetheless, even in this region, the noise reduction is fairly modest (approximately 3dB at θ = 45 deg.). Similar trends in OASPL -- as a function of counterflow -- are observed for other Mj's. There are many possible explanations for this behavior. First, a close examination of Figs. 5 and 6 reveal that although the spectral content of the noise is modified, the overall noise level is relatively unchanged. In fact, the sound pressure level at higher frequencies increases slightly which suggests that the overall sound pressure level may actually increase for some cases. Second, it is well-known that counterflowing shear layers have much higher turbulent intensities than conventional shear layers. These highly energetic turbulent structures may not only lead to higher turbulent mixing noise, but their interaction, even with the relatively weak shock cells (in the case of counterflow), may result in higher broadband shock-associated noise levels. This would lead to an overall increase in OASPL.

CONCLUSIONS

This aeroacoustic properties of a Mach 1.44 rectangular jet operated at design, under and over-expanded modes were investigated. The aerodynamic measurements indicate that counterflow enhances the jet diffusion rate, at all nozzle pressure ratios by significantly increasing the mixing rates of the compressible jet shear layers. Acoustic measurements show that although counterflow is very effective in eliminating screech tones at all operating conditions, it has relatively little influence in reducing the overall sound pressure level (OASPL), which was only reduced by a few dB in the forward quadrant. It is conjectured that although screech and broadband shock-associated noise may decrease, the enhanced mixing with increasing levels of counterflow increases the turbulent mixing noise, resulting in a relatively constant OASPL.
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INTRODUCTION:

This effort used a new and novel method of acquiring strains called Sub-pixel Digital Video Image Correlation (SDVIC) on impact damaged Kevlar/epoxy filament wound pressure vessels during a proof test. To predict the burst pressure, the hoop strain field distribution around the impact location from three vessels was used to train a neural network. The network was then tested on additional pressure vessels. Several variations on the network were tried. The best results were obtained using a single hidden layer.

SDVIC is a fill-field non-contact computer vision technique which provides in-plane deformation and strain data over a load differential. This method was used to determine hoop and axial displacements, hoop and axial linear strains, the in-plane shear strains and rotations in the regions surrounding impact sites in filament wound pressure vessels (FWPV) during proof loading by internal pressurization. The relationship between these deformation measurement values and the remaining life of the pressure vessels, however, requires a complex theoretical model or numerical simulation. Both of these techniques are time consuming and complicated. Previous results using neural network methods had been successful in predicting the burst pressure for graphite/epoxy pressure vessels based upon acoustic emission (AE) measurements in similar tests (Walker, J. L., Hill, E. v. K., Workman, G. L., Russell, S. S., “A Neural Network/Acoustic Emission Analysis of Impact Damaged Graphite/Epoxy Pressure Vessels, ” American Society for Nondestructive Testing, 1995 Spring National Conference, 20-24 March 1995). The neural network associates the character of the AE amplitude distribution, which depends upon the extent of impact damage, with the burst pressure. Similarly, higher amounts of impact damage are theorized to cause a higher amount of strain concentration in the damage effected zone at a given pressure and result in lower burst pressures. This relationship suggests that a neural network might be able to find an empirical relationship between the SDVIC strain field data and the burst pressure, analogous to the AE method, with greater speed and simplicity than theoretical or finite element modeling.

The process of testing SDVIC neural network analysis and some encouraging preliminary results are presented in this paper. Details are given concerning the processing of SDVIC output data such that it may be used as back propagation neural network (BPNN) input data. The software written to perform this processing and the BPNN algorithm are also discussed. It will be shown that, with limited training, test results indicate an average error in burst pressure prediction of approximately six percent.

SPECIMEN:

This study is part of a larger damage assessment program concerning impact damaged FWPV. The specimen utilized for this study conform to ASTM standard D2585-68 (1985), and represent sub-scale simulated solid rocket motor casings or fuel storage vessels with a 14.6 cm diameter. The bottles were formed by a series of helical and hoop plies, with the outermost being a hoop, as shown in Figure 1. At the NASA Marshall Space Flight Center’s Productivity Enhancement Complex, DuPont Kevlar fibers were wet wound with Dow DPL862/W epoxy resin around an inner rubber bladder on a sand mandrel and then rotisserie cured to form each specimen. The undamaged burst pressure was approximately 20.7 MPa.

APPARATUS AND PROCEDURE:

An air driven water pump was used to internally pressurize each specimen as shown in Figure 2. This figure illustrates the SDVIC data acquisition hardware. Approximately 6.45 cm² around the impact zone on each impacted bottle, or at a random location on each un-impacted bottle, was viewed by a CCD camera with illumination by two 500 watt halogen quartz shop lamps. A random black and white speckle pattern was applied to the region of interest on each bottle by overspray from ordinary flat or low gloss spray paint to assist in the image correlation process. A PC based image digitization board was used to acquire images during holds in the pressurization cycle. These images correspond to approximately 0.8,
17, 25, and 33 percent of the undamaged burst pressure for an un-impacted bottle. To minimize vibration effects, five frames were averaged for each image.

The SDVIC image processing software was used to correlate each non-zero image with the image acquired at 0 pressure. This software utilizes a pattern recognition algorithm to determine with sub-pixel resolution the relative position, and thus deformation, of small image subsets between two images. An automated routine repeats this process for a grid of subsets covering the entire region of interest, resulting in tabulated and false color plotted full-field displacement and strain data. Figure 3 and 4 are a false color plot of the hoop strains and a photograph of an impact damaged graphite/epoxy pressure vessel respectively. The underlying hoop plies had ripped vertically as a result of the impact and a previous low level pressurization. The SDVIC software package is available from NASA COSMIC.
In the case of AE neural network analysis, the amplitude distribution is divided into a series of discrete categories, with the population of each supplied as the input to the corresponding input layer neuron. The six deformation fields (in-plane displacement and the inplane strains and rotations) generated by SDVIC processing are each composed from a grid of 134 x 134 measurements, for a total of 17,956 data points. It is not practical to attempt processing with this many input neurons. Therefore, the tabulated SDVIC deformation field data is summarized by a group of distributions analogous to the AE amplitude distribution. With some qualitative foresight as to the failure characteristics of these specimens, the hoop strain was chosen as the single parameter which most strongly represents the damage, and is the only input to the neural net.

It is theorized that an increase in impact damage severity, corresponding to a decrease in burst pressure, will cause more of the strain field to contain higher strain values due to the strain concentrating effect of that damage. That is, at a given internal pressure an un-impacted bottle maybe expected to have a narrow distribution of hoop strain values about some average. An impacted bottle with the pressure, field of view, and all image correlation parameters repeated should have a lower and wider distribution due to a shift toward higher strain values. Figure 5, illustrates that a bottle with a burst pressure of 17.9 MPa has a taller, narrower distribution than one with a burst pressure of only 11.7 MPa. From another point of view, the area under this curve represents a strain x area product, which resembles a strain energy.

The minimum and maximum strain varies from specimen to specimen, and the neural network approach requires the same number of inputs for each specimen. Thus, each individual strain field was converted to a strain distribution with the same number of categories, but not necessarily the same category ranges. For example, if there are 20 strain categories and input neurons, then the first input neuron always receives the number of data points which fall in the lowest twentieth (or five percent) of the strain distribution.

The hoop strain distributions used in this test are shown in Figure 6, in order of increasing burst pressure from front to back. This set of nine specimen represent a range of impact damage levels from none to that which reduced the actual burst pressure by approximately one quarter of the undamaged value. Seventeen strain categories and input neurons were used. The data used here was obtained during a 6.89 MPa hold in the proof cycle, or at approximately one third of the undamaged burst pressure. This level of pressurization should cause no damage to an un-impacted specimen.

**NEURAL NETWORK PROCESSING:**

A software program called VICNet was written to convert the tabulated SDVIC strain field data into strain distribution tables for the entire population of specimens at once. The program then input the strain distributions and actual burst pressures for three of the nine bottles, which had been designated as the training data set. The VICNet back propagation neural network (BPNN) routine analyzed the training set to adjust internal weights and biases such that the neural network output was within an average of 5% deviation from each actual burst pressure. In addition to the seventeen input neurons and single output neuron, a hidden layer of 3 intermediate neurons were used. The results of this training, which required only 85 iterations and less than 10 seconds, are shown in Table 1.
The VICNet BPNN routine then input the strain distributions for the remaining specimens which were designated as the test data set. These distributions were processed by the neural network in a single pass using the internal weights and biases determined from training. The actual burst pressures were in no way accessible to the software algorithm. The test results are shown in Table 2. Multiple independent repetitions of this training and testing have yielded similar average uncertainties.

**CONCLUSIONS:**

It has been shown that a back propagation neural network routine can, with some degree of accuracy, be trained to predict the burst pressure of impact damaged structures based upon SDVIC strain field data collected from other similar structures. In the case of the filament wound pressure vessels studied here, an average testing error of about six percent has been demonstrated. To be completely thorough, future testing will be conducted in which this method is used to predict the burst pressure of the specimen prior to actual burst testing. It will also be determined whether similar analysis at lower proof loads will provide similar levels of uncertainty. Further research will also be conducted to determine the extent to which a neural network which has been trained on SDVIC data from one size of specimen may be used to predict failure of another size of similar specimen. If this is successful, then a network which has been trained on an appropriate set of smaller, less expensive specimen may be used to predict the failure of a larger, more expensive service article which may have sustained some form of damage.
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Abstract

The cornerstone of the theory of discrete-time single-input single-output linear systems is the idea that every such system has an input-output map \( H \) that can be represented by a convolution or the familiar generalization of a convolution. This thinking involves an oversight that was recently corrected by adding an additional term to the representation. Here we give a corresponding result for the important case of representations of causal continuous-time system maps that take bounded functions into bounded functions.

I. INTRODUCTION

The cornerstone of the theory of discrete-time single-input single-output linear systems is the idea that every such system has an input-output map \( H \) that can be represented by an expression of the form

\[
(Hx)(n) = \sum_{p=-\infty}^{\infty} h(n,p)x(p)
\]  

(1)

in which \( x \) is the input and \( h \) is the system function associated with \( H \) in a certain familiar way. It is widely known that this, and a corresponding representation for time-invariant systems in which \( h(n,p) \) is replaced with \( h(n-p) \), are discussed in many books. Almost always it is emphasized that these representation; hold for all linear input-output maps \( H \). On the other hand, in [1, p. 98] attention is directed to material in [2, p. 58] which shows that certain time-invariant \( H \)'s in fact do not have convolution representations. This writer does not claim that these \( H \)'s are necessarily of importance in applications, but he does feel that their existence shows that the analytical ideas in the books are flawed.

In [3] it shown that, under some mild conditions concerning the set of inputs and \( H \), (1) becomes correct if an additional term is added to the right side. More specifically, it is shown that

\[
(Hz)(n) = \sum_{p=-\infty}^{\infty} h(n,p)x(p) + \lim_{k \to \infty} (HE_kx)(n)
\]

1The claim in [1] that there exists a discrete-time time-invariant causal \( H \) that has no convolution representation is correct, but it may not be clear that the argument given there actually shows this. Specifically, it may not be clear from what is said in [1] that the pertinent map constructed there is causal and time-invariant. However, it is not difficult to modify what is said so that it establishes the claim (see [2, p. 58] or the proof of the proposition in Section G.2 of the appendix of [3]).

2The oversight in the books is due to the lack of validity of the interchange of the order of performing a certain infinite sum and then applying \( (1-I)(n) \). The infinite sum at issue clearly converges pointwise, but that is not enough to justify the interchange.
for each $n$, in which $h$ has the same meaning as in (1), and $E_k x$ denotes the function given by $(E_k x)(p) = x(p)$ for $|p| > k$ and $(E_k x)(p) = 0$ otherwise. This holds whenever the input set is the set of bounded functions, the outputs are bounded, and $H$ is continuous. In particular, we see that in this setting, an $H$ has a representation of the form given by (1) if and only if

$$\lim_{k \to \infty} (HE_k x)(n) = 0$$

for all $x$ and $n$. Since this is typically a very reasonable condition for a system map $H$ to satisfy, it is clear that the $H$'s that cannot be represented using just (1) are rather special.

A natural question that arises is whether a similar need for an additional term arises in connection with the theory of representations of continuous-time system maps. Here we show that it does. More specifically, we consider causal input-output maps $H$ that take bounded functions into bounded functions. We show in the next section that if $H$ is continuous and satisfies a certain condition $A.1$ that is often met, then

$$(Hz)(t) = \int_{-\infty}^{t} h(t, \tau)x(\tau) d\tau + \lim_{a \to \infty} (HP_a x)(t)$$

for all $t$, in which $h$ has the usual impulse-response interpretation and $(P_a x)(\tau) = x(\tau)$ for $\tau \leq a$ and $(P_a x)(\tau) = 0$ otherwise. In the appendix an example is given of an $H$ for which $\lim_{a \to \infty} (HP_a x)(t)$ is not always zero.

II. REPRESENTATION RESULT

2.1. Preliminaries

Let $F$ be either the set $\mathbb{R}$ of real numbers or the set of complex numbers, and let $L_\infty$ denote the normed linear space of bounded $F$-valued Lebesgue measurable functions $x$ defined on $\mathbb{R}$, over the field $F$, with the norm $\|x\|$ given by $\|x\| = \sup_{t \in \mathbb{R}} |x(t)|$. We use $L_1$ to denote the set of integrable $F$-valued functions on $\mathbb{R}$.

For each $a \in \mathbb{R}$ define maps $T_a, Q_a$, and $P_a$ from $L_\infty$ into itself by $(T_a x)(t) = x(t-a)$, $(Q_a x)(t) = x(t), t > a$ and $(Q_a x)(t) = 0$ otherwise, and $(P_a x)(t) = x(t), t \leq a$ and $(P_a x)(t) = 0$ otherwise. For each positive $\sigma$ let $w_\sigma$ denote the element of $L_\infty$ given by $W(t) = \sigma^{-1}$ for $t \in [0, \sigma)$ and zero otherwise.

Throughout Section II $H$ denotes a linear map of $L_\infty$ into itself. We say that $H$ is causal and time invariant, respectively, if (as usual) $P_a H = P_a HP_a$ for each $a$ and $T_a H = HT_a$ for each $a$. In the next section, we refer to the following two conditions.

A.1. For each $t$ and $a$ in $\mathbb{R}$ with $a < t$, there is a real constant $c_{t,a}$ such that

$$|(Hu)(t)| \leq c_{t,a} \int_a^t |u(\tau)| d\tau$$

for $u \in L_\infty$ with $u(t) = 0$ for $t < a$.

A.2. $\sup_a |(HQ_a u)(t)| < \infty$ for each $u \in L_\infty$ and each $t \in \mathbb{R}$.

Condition A.2 is met whenever $H$ is continuous because then $|(HQ_a u)(t)| \leq \|HQ_a u\| \leq \|H\| \cdot \|Q_a u\| \leq \|H\| \cdot \|u\|$. Condition A.1 is also often satisfied.

In the next section, when we say that a limit exists we mean that it exists as a number in $F$.

2.2. Our Theorem

The following is our main result.
Theorem Let $H$ be causal and such that A.1 and A.2 are met. Then the following holds for each $t \in \mathcal{R}$ and each $x \in L_\infty$.

(i) $h(t, \tau) := \lim_{\sigma \to 0} (HT_{\tau}w_\sigma)(t)$ exists for almost all $\tau \in \mathcal{R}$, $h(t, \cdot)$ is Lebesgue measurable on $\mathcal{R}$, $h(t, \cdot)$ is essentially bounded on each finite interval in $\mathcal{R}$, and $h(t, \cdot) \in L_1$.

(ii) $\lim_{a \to -\infty} (HP_{\sigma}x)(t)$ exists.

(iii) We have

$$ (Hz)(t) = \int_{-\infty}^{t} h(t, \tau)x(\tau) \, d\tau + \lim_{a \to -\infty} (HP_{\sigma}x)(t). $$

Proof 

Let $t \in \mathcal{R}$ and $x \in L_\infty$ be given. Using A1, by a direct modification of material in the proof of Theorems 1 and 2 of [4], and with $a \in (-\infty, t)$ arbitrary, $h(t, \tau) := \lim_{\sigma \to 0} (HT_{\tau}w_\sigma)(t)$ exists for almost all $\tau \in (a, t)$, $h(t, \cdot)$ is Lebesgue measurable and essentially bounded on $(a, t)$, and we have

$$ (Hu)(t) = \int_{a}^{t} h(t, \tau)u(\tau) \, d\tau + (HP_{\sigma}u)(t). \quad (2) $$

for each $u \in L_\infty$.

In particular, $h(t, \tau)$ exists for almost all $\tau \in (-\infty, t)$, $h(t, \cdot)$ is Lebesgue measurable on $(-\infty, t)$, and with $u$ given by $u(\tau) = h(t, \tau)^* / |h(t, \tau)|$ if $h(t, \tau) \neq 0$ or $h(t, \tau)^*$ is the complex conjugate of $h(t, \tau)$ and $u(\tau) = 0$ otherwise for almost all $\tau \in (-\infty, t)$,

$$ \int_{a}^{t} |h(t, \tau)| \, d\tau = H(Q_{\sigma}u)(t) $$

for each $a$. Thus, by A.2 and the observation that $h(t, \tau) = O$ for $\tau > t$, we have (i). By (2) with $u = x$, since $y$ defined by $y(t) = h(t, \tau)x(\tau)$ for $t \in \mathcal{R}$ belongs to $L_1$,

$$ \lim_{a \to -\infty} \int_{a}^{t} h(t, \tau)x(\tau) \, d\tau = \int_{-\infty}^{t} h(t, \tau)x(\tau) \, d\tau $$

and we have (ii) and (iii). This completes the proof.

For $H$ time invariant the conclusion of the theorem holds without the hypothesis that A.2 is satisfied. This is true because A.2 is used only to establish that $h(t, \cdot)$ belongs to $L_1$, and for $H$ time invariant $1@, \cdot ^* \in L_1$ follows from (2) which implies that $z$ given by

$$ z(t) = \int_{a}^{t} h(t - \tau)u(\tau) \, d\tau, \; t > a $$

equals $(HQ_{\sigma}u)(\cdot)$ restricted to $t > a$ which is bounded for each $u \in L_\infty$. Here we have written $h(t - \tau)$ for $h(t, \tau)$.

An example of a bounded linear causal map from $L_\infty$ into itself that does not meet A.1 is the identity map $I$, but $\lim_{a \to 0} (IT_{\tau}w_\sigma)(t)$ vanishes for almost every $\tau$ and $\lim_{a \to -\infty} (IP_{\sigma}x)(t) = O$ for every $t$ and $x$. This shows that the theorem becomes false if A.1 is omitted.

In the appendix an extension result for time-invariant maps defined on $L_\infty$ is given from which it follows that there are maps $H$ of the kind addressed by the theorem for which the additional term is not always zero.

A result for noncausal input-output maps along the lines of our theorem can be proved in a similar way. In this case the extra term involves also the behavior of the input for large values of its argument, as it does in the discrete-time case discussed in Section I. And corresponding results in the setting of inputs and outputs of a finite number of variables can be proved starting with the approach described in [5].
111. APPENDIX: AN EXTENSION PROPOSITION

We begin with some additional preliminaries: Let $M$ denote a linear manifold in $L_\infty$ that is closed under translation in the sense that $T_a M = M$ for each $a$, where $T_a$ is as defined in Section 2.1 except that here the domain of $T_a$ is $M$. Assume also that $y \in M$ implies that $z(t) = y(t)$ for $t \leq 0$, and $z(t) = 0$ otherwise. We do not rule out the possibility that $M = L_\infty$.

Let $A$ be a linear map of $M$ into $L_\infty$. Such an $A$ is time-invariant or causal, respectively, if $A$ is time-invariant or causal in the sense of Section 2.1 (with obvious modifications to accommodate the more general domain $M$). It is bounded if $\|A\|_M := \sup \{ \|Ax\| : x \in M, \|x\| \leq 1 \} < \infty$, in which $\|\cdot\|$ is the norm in $L_\infty$. Our result is the following.

Proposition: Let $A$ be shift invariant and bounded. Then there exists a bounded linear shift-invariant map $B$ from $L_\infty$ into itself that extends $A$ in the sense that $Bx = Ax$, $x \in M$.

Proof

By the shift invariance of $A$, we have $(Ax)(t) = (AT_{-t}x)(0)$ for all $t$ and all $x \in M$. The map $(A \cdot)(0)$ is a bounded linear functional on $M$, because

$$\|(Ay)(0)\| = \|(AT_{-t}y)(0)\| = \|(AT_0y)(a)\| \leq \sup_t \|(AT_0y)(t)\| \leq \|A\|_M \cdot \|T_0y\| = \|A\|_M \cdot \|y\|$$

for $y \in M$. When $A$ is causal, $(A \cdot)(0)$ has the property that $(Ay)(0) = 0$ for any $y \in M$ for which $y(t) = 0$ for $t \leq 0$. By the Hahn-Banach theorem [6, pp. 178 and 181] there is a bounded linear functional $F$ that extends $(A \cdot)(0)$ to all of $L_\infty$. Set $G = F$ if $A$ is not causal, and if $A$ is causal define $G$ on $L_\infty$ by $Gy = FP_0y$. Define $B$ on $L_\infty$ by $(Bx)(t) = GT_{-t}x$. It is easy to check that $B$ is a linear shift-invariant bounded map into $L_\infty$, that $B$ extends $A$ to $L_\infty$, and that $B$ is causal if $A$ is causal. This completes the proof.

Since the set $L$ of elements $x$ of $L_\infty$ such that $x(t)$ approaches a limit as $t \to -\infty$ is a linear manifold that is closed under translation, and since

$$(Ax)(t) = \lim_{r \to -\infty} x(\tau)$$

defines a shift-invariant bounded causal linear map of $L$ into $L_\infty$, it follows from our proposition that there exist causal time-invariant maps $H$ of the kind addressed by our theorem for which the term $\lim_{a \to -\infty}(HP_\alpha x)(t)$ is not always zero. More explicitly, the associate $B$ via our proposition of the $A$ just described meets A. 1 and satisfies $\lim_{a \to -\infty}(HP_\alpha x)(t) = \lim_{\tau \to -\infty} x(\tau)$ for $x \in L$. And an example of an $H$ of the type addressed by the theorem for which the additional term is not always zero and $H$ is not shift invariant is obtained by adding to this $B$ any linear bounded causal map of $L_\infty$ into itself that meets A. 1, is not shift invariant, and has a representation without an additional term.

---

3It is also true that $B$ can be chosen so that it preserves the norm of $A$, in the sense that $\|B\| = \|A\|_M$.

4A proposition similar to the one above, but for discrete-time maps, is given in [3].
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Introduction

The processing of titanium foils by conventional ingot metallurgy (IM) techniques involves casting ingots, hot forging into billets, followed by several hot rolling, heat treatment, and surface grinding sequences to produce plate or strip that is suitable for cold rolling to foil gauge. Using these techniques, processing losses exceeding 50% are not uncommon making commercial production of titanium foils very expensive. Recently, Gaspar et al. [1-3] have reported success in direct casting sheets of conventional titanium alloys and titanium-based ordered intermetallic compounds using a single-chill-roll casting technique called melt overflow rapid solidification technology (MORST). Using this technique, near-net-shape foils have been continuously cast using into -500 μm thick x 10 cm wide x 3 m long sheets which were successfully ground, cold rolled, or hot pack rolled to foil gauge (≤ 100 μm thickness). In comparison to IM processing techniques, the potential advantages of foil production from direct cast (DC) strips are improved purity, increased chemical homogeneity, and a reduction in processing losses resulting in lower processing costs. While the microstructures, mechanical properties, and textures of IM titanium alloys have been extensively characterized, they have not yet been addressed for DC titanium. In the present work, the microstructure, mechanical properties, and crystallographic textures developed in DC strips and in cold rolled foils produced from DC strips are compared with those of IM titanium foils.

Experimental Procedure

Titanium strips were cast in the plasma melt overflow furnace at Ribbon Technology Incorporated, Columbus, Ohio. The plasma melt overflow furnace combines plasma arc melting in a cold copper hearth with MORST by rotating the cold copper hearth about the same axis of rotation as the chill roll to overflow liquid onto the circumference of the chill roll [1-3]. The chemical compositions of the DC titanium strip/foil and of a conventional ingot metallurgy (IM) foil supplied for comparison purposes are given in Table 1. The DC material was prepared from conventional purity (CP) titanium [2]. However, during processing of the DC strip used in this investigation, approximately 20% Ti-6Al-4V scrap was accidentally mixed with the CP-Ti scrap. This addition was not discovered until the alloy strip had been cast, cold rolled and annealed (CR).

Portions of the DC strip were supplied to Texas Instruments, Materials and Controls Division, Attleboro, MA for cold rolling. Cold rolling was accomplished in two rolling and annealing steps where the strip was initially cold rolled to approximately 50% of it’s original
thickness followed by vacuum annealing at 700°C for two hours. The strip was then rolled to a final thickness of 0.17 mm and again vacuum annealed at 700°C for two hours. The IM sheet (0.15 mm thickness) was processed using conventional techniques.

Table 1. Chemical compositions of titanium strips/foils investigated

<table>
<thead>
<tr>
<th>Processing Method</th>
<th>Ti</th>
<th>Al</th>
<th>V</th>
<th>Fe</th>
<th>O</th>
<th>N</th>
<th>H</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC balance</td>
<td>1.29</td>
<td>0.93</td>
<td>0.19</td>
<td>3600</td>
<td>450</td>
<td>8</td>
<td></td>
<td>150</td>
</tr>
<tr>
<td>IM balance</td>
<td>0.043</td>
<td>0.008</td>
<td>0.12</td>
<td>1960</td>
<td>130</td>
<td>57</td>
<td></td>
<td>380</td>
</tr>
</tbody>
</table>

DC = direct cast, IM = ingot metallurgy

For texture analysis, portions of each alloy strip were cut into small pieces, mechanically polished, and etched with Kroll's reagent to remove any residual deformation layers. Texture variations were measured using the x-ray diffraction technique on a Philips X'Pert PW3040 MRD x-ray diffractometer operating at 40 kV and 45 mA. The following incomplete pole figures were measured using Ni filtered CuKα radiation to determine textures in the α phase: {0002}, {1010}, {1011}, {1120}, and {1122}. The pole figure data was analyzed using the popLA software package [4].

Dog-bone shaped tensile specimens 45 mm long with a gage section 11.4 mm x 6.4 mm were machined from the cold rolled foils. Multiple specimens were machined parallel to and perpendicular to the rolling direction. Tensile tests were performed at room temperature on a computer interactive ATS Model 1630 universal testing machine operated at constant crosshead velocities corresponding to an initial strain rate of 7.4 x 10⁻³ S⁻¹.

Results and Discussion

Microstructure

In the DC strip, equiaxed grains with grain diameters approaching 35 μm were observed. During solid-state cooling, the alloy transformed martensitically to a mixture of acicular α and retained β phases. A typical optical microstructure is shown in Figure 1. In general, the strip was fully dense and contained no visible porosity or cracks. After cold rolling and annealing, microstructure consisting of fine equiaxed α grains were observed in both the DC and IM foils. Nominal grain diameters were 18 μm in the DC foil and 14 μm in the IM foil (Figure 2).

![Figure 1. Optical micrograph of DC titanium strip. Casting direction is horizontal.](image)
Texture can be described as a non-random distribution of grain orientations that occurs during the manufacture of materials. Significantly different textures can result from solidification, deformation, recrystallization, and phase transformations and may lead to anisotropic mechanical properties. The experimental textures for the DC strip and for the DC+CR and IM+CR foils are represented in the pole figures displayed in Figures 3 and 4. In the DC strip, relatively weak (-1.8 x random) fiber textures were observed with the major poles oriented parallel to the strip normal in the \{11\bar{2}0\} direction with some components nearly parallel to the casting and transverse directions in the \{0002\} pole figure. Textures where the basal plane is parallel to either the chill or wheel surface of the specimen are typical in rapidly solidified hcp metals produced via conventional chill casting or melt spinning [5,6].

Figure 3. \{0002\} and \{11\bar{2}0\} indirect pole figures for DC titanium strip. The casting direction is labelled RD on the pole figures.
The post CR textures for DC and IM foils are shown in Figure 4. After CR, the texture intensifies (-3 x random). In both foils, the c-axes were concentrated in the normal direction (ND) - transverse direction (TD) plane tilted approximately 35° from the ND towards the TD. Such split textures are commonly observed in IM titanium foils produced by cold rolling [7-10].

![Figure 4. {0002} indirect pole figures for DC and IM foils.](image)

**Mechanical Properties**

Mechanical properties results are presented in Table 2 along with the results obtained in a recent investigation of DC titanium alloys [2]. It is difficult to make an accurate comparison of mechanical properties due to the differences in composition between the DC and IM foils, however, some general observations can be noted. In agreement with Gaspar et al. [2], the room temperature yield stress (YS) and ultimate tensile stress (UTS) were relatively anisotropic in the IM titanium specimen. It was additionally observed that the IM specimens exhibited -40% greater tensile elongation's to failure than the DC specimens. Consistent with the observations of Gaspar et al. [2], YS and UTS were relatively anisotropic in the DC foils. The elongation, however, was noticeably lower in the transverse direction. They attributed this difference to crystalline anisotropy resulting from unidirectional rolling.

**Summary and Conclusions**

In general, this study has confirmed prior reports that high quality DC foils with mechanical properties comparable to IM foils can be successfully produced using the MORST process. Furthermore, these foils exhibit the same microstructure and textures as IM processed foils with lower interstitial impurity contents.
Table 2. Tensile Properties of CP-Ti Foils

<table>
<thead>
<tr>
<th>Sample [reference]</th>
<th>Orientation</th>
<th>YS (MPa)</th>
<th>UTS (MPa)</th>
<th>(\varepsilon_s) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM [this study]</td>
<td>L</td>
<td>545±7</td>
<td>645±7</td>
<td>16.3±2.5</td>
</tr>
<tr>
<td>IM [this study]</td>
<td>T</td>
<td>515±35</td>
<td>620±28</td>
<td>16.8±1.1</td>
</tr>
<tr>
<td>IM CP-Ti [2]</td>
<td>L</td>
<td>339</td>
<td>459</td>
<td>31.5</td>
</tr>
<tr>
<td>DC [this study]</td>
<td>L</td>
<td>910</td>
<td>1010</td>
<td>151</td>
</tr>
<tr>
<td>DC [this study]</td>
<td>T</td>
<td>978±68</td>
<td>1170±17</td>
<td>7.3±1.4</td>
</tr>
<tr>
<td>DC Ti-1.25Al-0.8V [2]</td>
<td>L</td>
<td>762</td>
<td>841</td>
<td>18.6</td>
</tr>
<tr>
<td>DC Ti-1.25Al-0.8V [2]</td>
<td>T</td>
<td>807</td>
<td>887</td>
<td>7.4</td>
</tr>
</tbody>
</table>

L = longitudinal, T = transverse, IM = ingot metallurgy, DC = direct cast, base strain rate= 7.4 x 10⁻³ s⁻¹.

NOTE: in reference [2], a nominal strain rate of 10⁺⁴ s⁻¹ was used
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Introduction

Representation of morphology and evolution of the microstructure during processing and their relation to properties requires proper experimental techniques. Residual strains, lattice distortion, and texture (micro-texture) at the interface and the matrix of a layered structure or a functionally gradient material and their variation are among parameters important in materials characterization but hard to measure with present experimental techniques. Currently techniques available to measure changes in interred material parameters (residual stress, micro-texture, microplasticity) produce results which are either qualitative or unreliable. This problem becomes even more complicated in the case of a temperature variation. These parameters affect many of the mechanical properties of advanced materials including stress-strain relation, ductility, creep, and fatigue. A review of some novel experimental techniques using recent advances in electron microscopy is presented here to measure internal stress, (micro)texture, interracial strength and (sub) grain formation and realignment. Two of these techniques are combined in the chamber of an Environmental Scanning Electron Microscope to measure strain and orientation gradients in advanced materials. These techniques which include Backscattered Kikuchi Diffractometry (BKD) and Microscopic Strain Field Analysis are used to characterize metallic and intermetallic matrix composites and superplastic materials. These techniques are compared with the more conventional x-ray diffraction and indentation techniques.

Experimental Techniques

EBSP and OIM Techniques

Electron backscattered pattern (EBSP) in the SEM originates from elastically backscattered and diffracted electrons. These electrons are formed when stationary primary electron beam is made to hit the surface of a specimen inclined at 70°. The diffraction patterns are imaged on a phosphor screen placed close to it, as illustrated in Figure 1. The phosphor screen is viewed through an optical port using a high gain television camera which in turn is interfaced to a computer. The resulting Kikuchi pattern (Figure 2) is recorded in the computer and indexed. By indexing successive patterns from hundreds of selected points on the sample surface, sufficient data can be collected to determine both macroscopic and...
local orientation texture and to provide a detailed survey of nearest neighbor orientation relationships. Following upon the work of Venables[1], who developed the EBSP technique in the SEM, Dingley[2] advanced the technique, by interfacing with a computer to produce an on-line analysis of the diffraction patterns. This technique was later automated [3, 4] and evolved into the Orientation Imaging Microscopy (OIM) technique.

The OIM technique is essentially an extension of the electron backscattered patterns (EBSP) technique. Here, the EBSPs are collected from points on the sample surface over a regular grid and then automatically indexed.

From this data, a map, called an OIM micrograph, is constructed displaying changes in crystal orientation over the specimen surface. In the OIM micrograph, the orientation of each point in the microstructure is known and hence the location, length and misorientation of all boundaries. This information is used to construct a micrograph based on a criteria input by the investigator. For example, a contiguous grain may be defined as a crystallographic entity on the basis that all points within it must have an orientation within 5 0 100, or 15°. Typical OIM micrographs require several hundred to several thousand EBSP measurements to be taken on a hexagonal grid of points, with spacing of 0.2 mm to several microns.

In addition to the orientation measured, an image quality (IQ) parameter which represents the sharpness of the electron backscatter patterns can be determined. This parameter is associated with the presence and intensity of local plasticity and other defects. An IQ micrograph can be produced by mapping the data from each pixel over the entire region of interest. The distribution of grain boundary misorientations (mesotexture) and pole figures can also be constructed from the data. This fully automated technique provides for the examination of the microtexture and mesotexture of large regions of the specimen.

**Microscopic Strain Field Analysis**

We have developed a technique for microscopic strain field analysis (MSFA) which combines in situ heating or straining in an Environmental Scanning Electron Microscope (ESEM) with digital image processing [5]. This technique can be used to investigate the granular and intergranular strain localization during deformation. Figure 3 is a schematic which illustrates the application of MSFA to measure thermal strains in inhomogeneous materials. An ElectroScan model E-3 Environmental Scanning Electron Microscope
ESEM equipped with a heating and/or tensile stage, is used to image the specimen in a strain-free state and in a strained state. A digital micrograph of the region of interest is collected for each state. These images can be collected in real time (10 pictures per second) using a SGI computer interface. After the specimen is strained, the same feature must be centered before collecting the second micrograph.

The displacement field is determined by comparing the images of the strain-free and strained microstructure using the cross correlation approach. This approach has been discussed in detail for the measurement of particle displacements in the analysis of two dimensional velocity fields in fluid dynamics [6]. In brief, a small interrogation region where the material can be assumed to deform uniformly is selected. The displacement vector for the region is determined from the cross correlation of the equivalent regions in the two images. Two 2D Fourier transforms are applied to the interrogation region to obtain the two dimensional cross correlation function. In this two-dimensional array, the location of the maximum is proportional to the local displacement vector.

The cross correlation function is calculated for interrogation regions over the entire image to produce a map of the local displacement. Displacements are displayed as an array of vectors. The displacement gradients and the subsequent components of strain are calculated using a finite difference approach.

Figure 3- Schematic of MSFA for measurement of thermal strains in inhomogeneous materials.

Results and Discussion

Materials and Materials development

In this section, the preliminary results of micromechanical characterization of a Al-8090 superplastic material is presented. Tensile specimens of the material were deformed at 516 °C and at a rate of 10⁻⁶ see⁻¹ to different strain values and then characterized. The techniques described above were used for characterization, and this include Orientation Imaging Microscopy (OIM), Electron Backscattered Kikuchi Pattern (EBSP), load relaxation and strain rate change tests.

OIM Microstructural Analysis

Figure 4-a is the IQ micrograph for a sample deformed to 15%. The microstructure is essentially equiaxed and similar to that obtained by conventional optical or scanning electron microscopy techniques. Figure 4-b is an OIM image constructed using the same data set as
Figure 4- a) Image Quality (IQ) micrograph and b) Disorientation boundary micrograph. Thin and thick lines represent grain boundaries with disorientation greater than $1^\circ$ and greater than $10^\circ$ respectively. Al-8090 specimen deformed to 15% strain.

Figure 5- Disorientation boundary micrographs. Black lines depict boundaries with misorientations greater than $3^\circ$.

Figure 6- Misorientation boundary micrographs. Black lines depict boundaries with misorientations greater than $7^\circ$.

in Figure 6-a but drawn to reveal boundaries with disorientation between $1^\circ$ and $10^\circ$ as thin lines, and those boundaries with misorientation greater than $10^\circ$ as thick lines. The microstructure appears to be equiaxed. If boundary disorientation greater than $3^\circ$ is
chosen, the micrograph of Figure 5 is produced. In this micrograph, regions of the same orientation within a tolerance of 3° are distinguished by a uniform color. Similar analysis is presented in Figures 6 and 7-a for boundary disorientation greater than 7°, and 10° respectively. When boundaries with misorientations greater than 10° are plotted, the microstructure consists of fine grains sandwiched between coarse grain structures (Figure 7-a). The corresponding EBSP pole figures obtained from these grains are shown in Figure 7-b. It is clear that the microstructure exhibits a rotated cube type texture with three distinct pole segments, A, B and C corresponding to the three grains A, B and C in Figure 7-a.

Figure 7- (a) 100 Disorientation boundary micrographs. (b) Pole figure representation of the previous figures. Dark gray, black and light gray represent the three right, top right and bottom left coarse regions.

Figure 8- Composite of Test Results for Al-Li 8090 at (a) 516 °C and (b) Disorientation histogram for AlLi-8090 at Four Strain Levels.
It is evident that these techniques have opened up a new horizon in the art of microstructural characterization. It is well accepted that grain boundary sliding occurs at high angle grain boundaries. The mechanisms of such process are still under argument. The experiments performed above can be analyzed to provide information on the nature of the grain boundaries and distinguish the high angle grain boundaries which are candidates for grain boundary sliding. Figure 8 provides the result of grain boundary disorientation distribution for different ranges of strain rates.

Summary and Conclusions

A novel microcharacterization technique is introduced which measures strain and texture gradients and uses the chamber of an Environmental Scanning Electron Microscope. It combines and adopts the most important features of two other techniques of characterization, EBSP and PIV (Particle Image Velocimetry). In general, this novel experimental technique will open new opportunities in the characterization of materials. It is shown that it was possible to measure strain and strain gradients with a resolution of 0.2% and orientation within 0.3 degrees. At the present these techniques are applied to superplastic materials and composites materials. It is intended to extend the range of applicability of these techniques to Nanostructures of high strain rate superplastic material using a Transmission Electron Microscope (TEM).
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Distributed Piezoelectric Element Method for Vibration Control of Smart Beams
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Abstract In this paper, a new method for active control beams — Distributed Piezoelectric Element (DPE) method is presented in which new method for designing piezoelectric modal sensor and modal actuator are given and the scheme for modal control is proposed. The observation spillover and control spillover related to this method are also analyzed and the approaches to eliminate or to reduce spillover are given.

The Distributed Piezoelectric Element Method has provided three advantages:

(1) the change of the order of controlled modes can be realized by software, but it does not need to change the shape of piezoelectric sensor and actuator laminae on the structures;
(2) it may not be necessary to change the sensor and actuator laminae for the change of the basic structures;
(3) the sensor/actuator could not only sense/actuate the local strain or strain rate, but also the entire strain or strain rate.

Therefore, this method is appreciated for the vibration control by using a on-board computer.

Key words smart beam; vibration control; distributed piezoelectric element; observation spillover; control spillover
I Introduction

In recent 10 years, smart structures for vibration control of the space flexible structures have attracted significant attention in the vibration control field. Applying smart structure to vibration control can be traced back to Beiley and Hubbard [2], who used PVDF as a distributed sensor and actuator in a cantilever beam to control its vibration. The following 10 years, there were many significant works [3-14]. Modal control methods are often used in vibration control which need distributed sensor/actuator to sense/actuate desired modes exactly. In this method, however, the class of full distributed sensor/actuator is not fit the change of structural shape and load, the change of the number of controlled modes and the change of the local deformation of structure. These evoke us to seek a method that may overcome the above shortcomings.

As we know, a single-piece piezoelectric sensor/actuator layer can only sense/actuate an average strain of the area it covers, and from which the local strain is hard to be determined, moreover, it may lead to observability/controllability deficiencies. Seeing that case, we address the idea, so-called "Entirely distribution, and separated treatment". That means, the entire piezoelectric sensor/actuator layers are cut into several independent pieces called sensor/actuator elements, and each of which can senses/actuates a local strain state. And also we may have information in a whole structure through synthetic treatment for the local information. Also, we address the distributed piezoelectric element (DPE) method for vibration control of beams, in which the observed modal coordinates and modal velocities in modal sensor are drawn from the output charge or current of sensor elements, while, the modal actuators are obtained through modulating the spatial distribution of voltage exerted on the actuator elements. Then use the modal sensor and modal actuator to realize the modal control of beams. Also, the control and observation spillover are analyzed and the improved methods are given.

II Differential equation of motion for a smart beam

Consider a slender elastic beam, two piezoelectric laminae, for instance PVDF, are bonded onto the upper face of the beam as actuator and the lower face of it as sensor respectively. (see Fig I) In particular, for PVDF with single axis, when its principle axis coincides with the axis of the beam, the constitutive equations are

\[ \begin{align*}
\sigma &= Y_s - e_{31}E_3 \\
D_3 &= e_{31}S + e_{33}E_3
\end{align*} \]  

where \( \sigma, Y_s, D_3, \) are the stress, strain, electric displacement and electric field intensity, respectively

\( e_{31} \) and \( e_{33} \) are the elastic constant, piezoelectric constant and dielectric constant, respectively

Based on the theory of Euler - Bernoulli beam, the differential equation of motion of the beam can be derived

\[ \rho A(x) \frac{\partial^2 w}{\partial t^2} + \frac{\partial}{\partial x} \left( Y_J(x) \frac{\partial^2 w}{\partial x^2} \right) = -b_1e_{31} \frac{\partial^2 (r_i V)}{\partial x^2} \]  

where \( \rho A(x) \) is the equivalent mass density in a unit length of the beam. Eq. (3) represents that the motion equation of smart beam responds to voltage applied to actuator laminae, it is also called actuator equation.

III Modal sensor design

The electric field intensity exerted on sensor laminae is zero, the electric displacement \( D_3 \) can be obtained from Eq.(2). Integrating over the length of the beam yields the so-called sensor equation of the beam
\[ q = -e_{11}b_1 \int_0^1 (z_0 + z_i) \frac{\partial^2 w}{\partial x^2} dx = -e_{11}b_1 \int_0^1 \frac{\partial^2 w}{\partial x^2} dx \] (4)

where \( q \) is the charge of full sensor lamina. Differentiating Eq. (4) with respect to \( t \), we have

\[ I(t) = \frac{dq}{dt} = -e_{11}b_1 \int_0^1 \frac{\partial^2 w}{\partial x^2} dx \] (5)

which gives the value current of the beam's surface. Those are not able to obtain the information of modes. In order to draw the modal coordinates and modal velocities from the voltage output of the sensor lamina, the sensor lamina boned on the surface of the beam is separated into \( m \), sensor elements say \( S_1, S_2, \ldots, S_m \), \( \Delta x_i \) is the length of the \( i \)th sensor element and \( x_i \) is the coordinate of center of the \( i \)th element, as shown in Fig. 2.

From Eq. (4), the charge of the \( i \)th sensor element caused by strain of the beam is that

\[ q_i = -e_{11}b_1 \int_0^1 \frac{\partial^2 w_i(x, t)}{\partial x^2} dx = b_1e_{11} \int_0^1 \epsilon_i(x, t) dx, \quad i = 1, 2, 3, \ldots, m \] (6)

Making mode truncation, the transverse displacement of the beam can be expressed as a linear superposition of the former \( m \) modes of the beam

\[ w(x, t) = \sum_{j=1}^{m} \eta_j^*(t) W_j(x) \] (7)

where \( W_j(x) \) is the \( j \)th mode shape of the beam, \( \eta_j^*(t) \) is the observed value of the \( j \)th mode coordinate. Then we have

\[ q_i(t) = b_1e_{11} \sum_{j=1}^{m} \eta_j^*(t) \int_0^1 \frac{\partial^2 W_j(x)}{\partial x^2} dx = b_1e_{11} \sum_{j=1}^{m} \eta_j^*(t) \int_0^1 \epsilon_j^*(x) dx, \quad i = 1, 2, \ldots, m \] (8)

is the \( j \)th strain mode of sensor lamina. Eq. (8) can be rewritten in the matrix form

\[ \{q\} = e_{11}b_1[\epsilon^*][\eta^*] \] (9)

where \([\epsilon^*]\) is \( m \times m \) strain mode matrix. The output charge of several neighboring elements can be superposed together. On the other hand, removing the output charge of a element is equivalent to removing this element. Therefore, the number, size and location of sensor elements can be changed through superposing and removing the output charge of sensor elements. Without loss of generality, the matrix \([\eta^*] \) is assumed to be non-singular, the \( m \) mode coordinates can be solved from Eq. (9):

\[ \{\eta^*(t)\} = \frac{1}{b_1e_{11}}[\epsilon^*]^{-1}\{q(t)\} \] (10)

If the sensor lamina is divided into many very small elements with equal length \( Ax \), all the former \( m \) mode coordinates and mode velocities can be determined. In this case, Eq. (8) becomes

\[ \{q(t)\} = e_{11}b_1 Ax[\epsilon^*][\eta^*] \] (11)

Consider the orthogonally of strain modes and \([\epsilon^*]\) is non-singular. From Eq. (11), the equation corresponding to Eq. (10) can be obtained

\[ \{\eta^*(t)\} = \frac{1}{b_1e_{11}Ax}[\epsilon^*]^{-1}\{q(t)\} \] (12)

so that the observed values, \( \{\eta^*(t)\} \) and \( \{\eta^*(t)\} \) of former \( m \) mode coordinates and mode velocities can be obtained. The equations (10) or (11) and (12) show the process of mode observation performed by mode sensors, the observed values of former \( m \) mode coordinates and mode velocities can be obtained from output charge or current (differentiating \( q(t) \) and \( \eta^*(t) \) of all sensor elements.
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IV  Modal actuator design

The piezoelectric mode actuator is designed by adjusting the distribution, in space, of voltage of actuator lamina. Multiplying both sides of Eq. (6) by $W_j(x)$, integrating over the length of the beam with orthogonality of modes, we have

$$\ddot{\eta}_j(t) + \omega_j^2 \eta_j(t) = -b_j e^{s_j} \int_0^1 \frac{\partial^2 (xV)}{\partial x^2} W_j(x) dx, \quad j = 1, 2,$$

(13)

It can be seen that only some specified modes can be actuated by the voltage applied to piezoelectric actuator lamina through modulating the distribution, in space of the voltage. To this end, we design the voltage to be determined by

$$V(x, t) = \sum_{j=1}^m p_j(t) M_j(x)$$

(14)

where $n$ is the number of the order of required controlled modes, $n \leq m$, To realize the distribution, in space, of voltage in Eq. (14), the piezoelectric actuator lamina is divided into $m$ elements, $A_1, A_2, \cdots, A_m$, $m > n$, the length and the coordinate of central point of the $i$th element is $\Delta x_i$ and $x_i$ respectively. Apply constant voltage to each element, the continuous distribution, in space, of voltage $V(x, t)$ is approximated by “piecewise constant voltage”. The applied voltage to the $i$th actuator element is

$$V_i(t) = \frac{1}{\Delta x_i} \int_{x_i}^{x_i + \Delta x_i} V(x, t) dx = \frac{1}{\Delta x_i} \sum_{j=1}^n p_j(t) M_j(x) dx$$

(15)

where $r_i$ is the $z$-coordinate of the mid-plane of the $i$th actuator element and its matrix form is

$$\{V(t)\} = [C][M]\{P(t)\}$$

(16)

P(t) represents mode control force vector. If the actuator elements are very small ones with same length $Ax$, Eq.(16) becomes

$$\{V(t)\} = \Delta X[C][M]\{P(t)\}$$

(17)

Employing the orthogonality of modes yields

$$\ddot{\eta}_k(t) + \omega_k^2 \eta_k(t) = b_j e^{s_j} \omega_k^2 p_k(t), \quad k = 1, 2, \cdots, n$$

(18)

that shows that the former $n$ modes can be controlled. In this way, required voltage on each piezoelectric actuator element can be determined and the mode control can be approximately realized by applying these voltage to actuator elements.

V  Modal Control

The modal control of the beam can be realized by designing the modal control forces $P(t)$ in modal equation of motion (18). Employing negative feedback for modal coordinates and velocities, the $P(t)$ are designed as

$$\{P(t)\} = -[G]\{\eta^*(t)\} - [H]\{\dot{\eta}^*(t)\}$$

(19)

where $[G]$ and $[H]$ are diagonal mode control gain matriced, $\eta^*(t)$ and $\dot{\eta}^*(t)$ are the former $n$ modal coordinates and modal velocities observed from Eq. (10). Inserting Eq. (19) into Eq. (18) gives the closed loop equations

$$\ddot{\eta}_k(t) + \omega_k^2 \eta_k(t) = -b_j e^{s_j} \omega_k^2 b_k \dot{\eta}_k(t), \quad k = 1, 2, \cdots, n$$

(19)

Substituting Eq. (19) into Eq. (16) yields the voltage distribution

$$\{V(t)\} = -[C][M][G]\{\eta^*(t)\} - [C][M][H]\{\dot{\eta}^*(t)\}$$

(20)

Applying the ma voltages obtained from Eq. (20) on the actuator elements respectively can realize the modal control of the beam.
Fig. 6a Time behavior of the control voltage exerted on the 1st actuator element

Fig. 6b Voltage distributions exerted on the 7 actuator elements
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Abstract

Controlled aeromaneuvering is considered as a means of achieving a precisely targeted landing on Mars. This paper presents a preliminary study of the control issues. The candidate vehicle is the existing Mars Pathfinder augmented with roll thrusters and a center of mass offset actuator. These allow control of both bank angle and lift force, giving the ability to control the range and cross-track during the aeromaneuvering entry. A preliminary control system structure is proposed and a design simulation illustrates significant targeting improvement under closed-loop control.

1 Introduction

This paper describes on-going work on the development of technologies needed for precision landings on Mars. The current Mars Pathfinder mission uses a small bluff vehicle on a ballistic trajectory. The error in specified landing position is an ellipse of approximately 300 km by 150 km.

The objective of this work is to develop the feedback control strategies necessary to reduce this error ellipse to less than 10 km, and, in the longer term, to less than 1 km. This level of precision will enable targeting for specialized science missions; for example: landing inside a crater of 20 km in diameter; or retrieving samples from a prior mission.

The major sources of landing error are navigation errors on the approach to atmospheric entry, and, more critically, uncertainties in the atmospheric properties. In order to reduce these errors it is necessary to use closed-loop feedback control during the atmospheric entry phase. The cent rolled aeromaneuvering issues are discussed in this paper. The complete mission will also involve parachute and terminal landing phases. Work on these phases is in the preliminary stages and is not discussed in detail here.

The candidate landing vehicle is based on the existing Pathfinder entry vehicle. This is a low lift vehicle, with maximum lift to drag ratio of less than 0.3, which imposes limitations on the control design problem. The advantages of using this vehicle are low development cost and access to an existing aerodynamic database. In its nominal configuration the Pathfinder vehicle generates no lift. We are proposing that a variable center of mass offset be used as an actuator to generate a controlled lift force and that roll thrusters be used to bank and thereby steer the vehicle.

1.1 Mission Scenario

This study considers the case where the atmospheric entry is made directly from interplanetary cruise, rather than first going into orbit. This is more appropriate for a small low cost mission, and gives a higher entry velocity. It does not consider the potential for reducing the navigational errors during an orbital phase.

The descent to landing consists of three phases: atmospheric aeromaneuvering; parachute; and terminal landing phase. The atmospheric entry phase begin at an altitude of 125 km when the vehicle has a velocity, \( V \), of 7.5 km/second. The flight path angle, \( \gamma \), is nominally -14.2 degrees. The parachute is deployed at an altitude of 8 to 10 km, when the velocity has decelerated to approximately 0.5 km/sec. At the parachute deployment the flight path angle is between -45 and -60 degrees. The parachute is released at an altitude of approximately 5 km, when the velocity has further decelerated to 60 m/sec. A three axis reaction control system (RCS) is then used to navigate and descend to a soft landing.

The work described here considers only the aeromaneuvering control aspect of this problem. The entry into the upper atmosphere is considered as the initial point for this control. The objective is to control the
atmospheric descent and guide the vehicle to the start of the parachute phase above a prespecified target on the planet.

The 1997 Pathfinder mission to Mars will use a bluff body on a ballistic entry trajectory. The errors in the atmospheric entry conditions (flight path angle, azimuth angle, and entry altitude) and uncertainties in the atmospheric properties and vehicle aerodynamics translate to a target accuracy of approximately 300 km by 100 km.

The objective of this work is to use closed-loop control during the atmospheric entry phase to reduce the error at parachute deployment to within 10 km or less. The controlled terminal phase will further reduce this error, with the longer term design objective being a total system landing error under 1 km.

1.2 Related work

Controlled aeromaneuvering has been considered in a number of other applications. Lifting trajectories have been used in the Apollo, Shuttle and Viking programs. See Dierlam [1], and the references therein, for more detail on the strategies used in these cases. Although the Viking program placed vehicles on Mars, these were not precision landings [2]. An open-loop strategy was used and the 3-σ ellipse was of the order of 120 km x 60 km. The Apollo program used a low L/D ratio (0.3) vehicle and bank angle control to maintain a reference drag profile. Crossrange requirements were met by changing the sign of the bank angle in response to current crossrange error. The desired landing accuracy was 15 nautical miles.

The Shuttle program uses a vehicle with an approximate L/D ratio of 1.2 and has significantly greater accuracy requirements. Control is implemented via bank angle, angle-of-attack and a speed brake, which are used to fly reference drag and altitude rate profiles. In the case of Earth re-entry a better characterization of the atmosphere is available, reducing the uncertainty associated with the problem. In this case the entry conditions can also be more precisely specified.

Dierlam [1] describes a simulation study of a bank angle control strategy for landing a vehicle on Mars. A predictor-corrector strategy is used to predict the terminal errors which result from the currently estimated trajectory errors and forms the basis of the control algorithm. This work is similar in several respects although it considers a three degree of freedom simulation and does not consider the effects of uncertainty on vehicle orientation. The use of a predictor-corrector based guidance algorithm for aerobraking in the Martian atmosphere has been considered by Braun and Powell [3].

2 Vehicle Characteristics

The candidate vehicle is based on the Pathfinder aeroshell design, depicted in Figure 1. Detailed aerodynamic and configuration information is available in the work of Spencer and Braun [4]. The vehicle studied here is augmented with two control actuators. The first is a variable center of mass offset, and is used to alter the trim angle-of-attack and thereby generate lift. The second is a pair of thrusters used to roll the vehicle, and thereby steer the lift force.

The prior work on the aerodynamic properties of the Pathfinder aeroshell [4] assumes a trim angle-of-attack, α, of zero which is the case for ballistic entry trajectories. We consider using a variable center of mass offset as an actuator, which necessitates developing an aerodynamic model for other values of α. This approach is based on a Newtonian impact theory model. This model is appropriate for the hypersonic entry considered here, and we also use it as an approximate ion for lower velocities closer to the planet surface. Future work will require the development of more detailed aerodynamic models for the lower velocities.

The lift and drag forces acting on the vehicle are given by,

\[ L = QSCL \]  \[ D = QSCD, \]

where \( S \) is a reference area (in this case 5.515 m\(^2\)) and \( Q \) is the dynamic pressure, given by, \( Q = \rho V^2/2 \). The atmospheric density is \( \rho \), and \( V \) is the vehicle velocity. The lift and drag coefficients, \( C_L \) and \( C_D \), are function of the angle-of-attack, \( \alpha \), and the side-slip angle, \( \beta \). Because of the circular symmetry of the aeroshell we can combine \( \alpha \) and \( \beta \) into a single effective angle of attack variable, \( \alpha_e \), defined by

\[ \sin^2 \alpha_e = \cos^2 \beta \sin^2 \alpha + \sin^2 \beta. \]

This is effectively the angle-of-attack in a frame rotated by an angle,

\[ 6' = \arctan \left( -\frac{\cos \alpha \sin \beta}{\sin \alpha} \right), \]

with respect to the wind frame. In this frame the lift and drag coefficients can be approximated by,

\[ C_L = C_N \cos \alpha_e - C_A \sin \alpha_e, \]
\[ C_D = C_N \sin \alpha_e + C_A \cos \alpha_e, \]
All dimensions in meters

Figure 1: Pathfinder entry vehicle configuration

where $C_N$ and $CA$ are the normal and axial coefficients, which are approximated by,

$$C_N = 0.4381a_e$$
and
$$CA = 1.7204 - 1.5623a_e.$$

The pitching and yawing moments are given by, $M = QcSC_m$ and $N = QbSC_n$, where $b$ and $c$ are reference lengths, which are both 1.325 m in this case. These moment equations determine the static trim of the vehicle. In the standard configuration this is $\alpha = 0, \beta = 0$. The actuation considered here involves offsetting the center of mass in the body $Z$ axis, by an amount $dz$. With this offset the coefficients are,

$$C_m = C_{moz}dz + C_{ma}\alpha + C_{mq}q$$
and
$$C_n = -C_{ma}\beta + C_{nr}r,$$

where $q$ is the pitch rate and $r$ is the yaw rate. The coefficients are $C_{moz} = 1.6757$, $C_{ma} = -0.5275$, $C_{mq} = -0.05$, and $C_{nr} = -0.054$. Note that the $Z$ axis center of mass offset does not affect the yaw moment. These Figure 2a) illustrates $C_m$ and $C_n$ as a function of $\alpha$ and $\beta$. This figure can be interpreted by considering the velocity vector as pointing directly at the viewer from the origin. The stem of each arrow is placed on the vehicle nose and the arrow then gives the relative size and direction of the corresponding moment acting on the vehicle. The figure shows $dz = -0.099$ which gives a static trim of $\beta = -18.0$ degrees ($\sin \alpha = -0.309$). This is the maximum magnitude trim angle and gives a maximum lift coefficient of $C_L = 0.3531$ and a lift/drag ratio of 0.2305.

The achievable range is illustrated in Figure 2b). The entry trajectories are illustrated for the maximum and minimum angles-of-attack. This corresponds to a movement of the center of mass of $\pm 7\%$ of the vehicle radius. The resulting ground track is extended over 800 km beyond the ballistic case. Varying the center of mass offset, $dz$, allows control actuation over this range.

### 3 Control Issues

The two major sources of error are navigation errors at entry and atmospheric uncertainty. The most significant entry condition errors are in altitude ($\pm 2.5$ km) and flight path angle ($\pm 1.0$ degrees). The knowledge error associated with these is an order of magnitude less which gives the potential to correct for these errors during the aeromanuevering phase. This work uses a simple exponential model for the Martian atmospheric density,

$$p = \rho_r e^{-0.1(R-R_r)}, \quad R_r = 3,4290.0 \text{ km}, \quad \rho_r = 7.8 \times 10^4 \text{ kg/km}^2,$$

as a function of altitude, $R$, expressed as a radius from the planet center. The uncertainty in atmospheric density considered in this work is $\pm 25\%$. 

| Mass (kg) | 552.0 |
| Inertias (kg.m²) | $I_x$ | $I_y$ | $I_z$ |
| | 230.0 | 184.0 | 180.0 |
| | $I_{yz}$ | $I_{xz}$ | $I_{xy}$ |
| | 0.0 | 0.0 | 0.0 |
A more significant control issue is the nonlinearity in the control actuation. As illustrated previously, the lift force can be controlled by moving the center of mass. The actuator effectiveness is directly proportional to the dynamic pressure, $Q$. Figure 3 illustrates the lift and drag forces that result from a nominal trajectory of $\alpha = -13$ degrees.

At the atmospheric entry ($t = 0$), the density is so small that $Q$ is effectively zero. As the density increases the $V^2$ term causes a rapid increase in $Q$. The vehicle decelerates quickly, causing $Q$ to drop to a low level for the duration of the entry. There is a window of maximum effective control opportunity between $t = 50$ and $t = 100$ seconds. Only limited control capability is possible after $t = 100$ seconds. The vehicle position, in planet latitude and longitude, is very sensitive to both control actions and atmospheric perturbations occurring within that 50 second window.

To illustrate the nature of the system dynamics, we present a simplified set of dynamical equations for this problem. The velocity, $V$, is given by

$$\frac{dV}{dt} = -\frac{D}{m} - g \sin \gamma,$$

where $g$ is the gravitational acceleration and $m$ is the vehicle mass. The flight path angle, $\gamma$, equation is

$$V \frac{d \gamma}{dt} = \frac{L}{m} \cos \sigma - \left( g - \frac{V^2}{R} \right) \cos \gamma.$$

The azimuth/heading angle, $\psi$, is determined by,

$$V \frac{d \psi}{dt} = \frac{L}{m \cos \gamma} \sin \sigma - \frac{V^2}{R} \cos \gamma \cos \psi \tan \mu,$$

where $\mu$ is the longitude. The center of mass offset, $dz$, and thereby changing $\alpha$. The roll thrusters allow the controller to vary the bank angle, $\sigma$. Note that in the above equations all terms are actually functions of time. Not shown are the vehicle moment equations, or the equations determining vehicle position in planet centered coordinates.

4 Candidate Control Structure

Figure 4 illustrates the control structure considered for this problem. This consists of the following components.

Nominal Path. The nominal control actions, $u_{nom}$, are determined by an offline optimization. The issues that must be considered include: vehicle dynamics and maneuvering constraints; entry location
and errors; control system achievable performance; atmospheric models; actuation saturation (rate and magnitude) constraints; terminal objectives (velocity, position, flight path angle); sensing limitations; robustness to system and atmospheric uncertainties; dynamic loading constraints; and thermal constraints.

**Path Update.** Trajectory deviations will be caused by entry condition errors and atmospheric perturbations and will require the calculation of a corrected trajectory. This involves a nonlinear prediction of terminal conditions based on the best current estimates of position, velocities, attitude and atmospheric variables, followed by a correction algorithm to determine the require control, $u$. Operational constraints (saturations, thermal limits, dynamic load limits) on the modified flight path must be considered. A sampled prediction/correction algorithm gives periodic up dates for $u$.

**Attitude Control.** Low level attitude control is required to fly the current modified flight path. The control input, $u$, is specified in terms of a (angle-of-attack) and $\sigma$ (bank angle). A high bandwidth (continuous or digital) control law is required to generate the appropriate center of mass offset and roll thruster commands. A nonlinear/gain scheduled control is needed to account for widely varying vehicle response over the flight path.

**Sensing/Estimation.** The vehicle position, attitude and velocity is estimated from inertial measurement unit and any measurements (e.g. stagnation pressure). The parameters in atmospheric models, including density, are estimated and used for both attitude control and flight path updating. This is a highly nonlinear estimation problem, particularly for the atmospheric parameters. The quality of the velocity/attitude estimation is a function of IMU drift and will degrade over time. The quality of the atmospheric parameter estimates will improve over time.

### 5 Preliminary Design

A preliminary design has been evaluated and the results are shown graphically in Figure 5. The calculations involve a full 6 degree-of-freedom model. The primary reference for this type of model is Etkin [5], and for specific detail on the aerornanuever dynamic equations see Boussalis [6] and Smith [7].

The nominal trajectory was generated by selecting $u_{nom}$ to be $\alpha = -13$ degrees and $\sigma = 0$ degrees. These values take the vehicle to close to the center of its achievable range (refer to Figure 2b).

The path update used a predictor to estimate the terminal range as a function of $\alpha$. This predictor used a nominal model for the atmospheric density. The prediction result was used to select a new value for $\alpha$. The desired bank angle was generated by a tracking controller following a precalculated azimuth trajectory. The estimator design problem is currently being investigated in more detail. The preliminary design shown here used a measurement of the vehicle velocity, position, and attitude. This is optimistic in that these values will be degraded in an estimator. However, the use of an estimator would also give the opportunity to use more accurate atmospheric density values. The exact nature of this trade-off will be investigated in future research.
The simulated entry conditions include a one degree error in both the azimuth and the flight path angle. In addition, the atmosphere was 25% less dense than the nominal case. Without closed-loop control, these conditions lead to a terminal landing error of 237 km. The closed-loop control reduces this error to under 20 km.

6 Summary

The simulation results indicate that controlled aeromaneuvering, using roll thrusters and center of mass offset actuation, has the potential to significantly reduce the landing error ellipse. On-going work is focusing on the development of higher performance controllers incorporating atmospheric density estimators. Overall system performance will be more extensively evaluated using more detailed models of system sensors, actuators, noise and drift. The attitude stabilization and RCS with optical sensing design problems will be studied for the parachute and terminal landing phases.
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Abstract

The problem of coordination and control of multiple spacecraft (MS) moving in formation is considered. Here, each MS is modeled by a rigid body with fixed center of mass. First, various schemes for generating the desired formation patterns are discussed, then, explicit control laws for formation-keeping and relative attitude alignment based on nearest neighbor-tracking are derived. The necessary data which must be communicated between the MS to achieve effective control are examined. The time-domain behavior of the feedback-controlled MS formation for typical low-Earth orbits is studied both analytically and via computer simulation. The paper concludes with a discussion of the implementation of the derived control laws, and the integration of the MS formation coordination and control system with a proposed inter-spacecraft communication/computing network.

1 Introduction

Future use of multiple micro-spacecraft moving in formation for space exploration, constellation space antennas and interferometers, and space-based global communication systems calls for novel approaches to the design of spacecraft control systems. In particular in recent years, growing emphasis is placed on the concept of separated spacecraft interferometry (SSI). The SSI concept envisioned the collecting apertures to be located on separate spacecraft while central combining instruments to be located on yet another spacecraft. A virtual structure is therefore developed without the real need for maintaining the necessary structural rigidity. The SSI provides measurements unachievable with other techniques and allows long baseline lengths and orientation changes.

This paper focuses on the development of a control system architecture for the coordination and control of a fleet of micro-spacecraft moving in formation. Here, we are dealing with a collection of systems which interact with each other in a cooperative manner to achieve a common objective. Although control of a single spacecraft is based on well-established control theory concepts and methodologies, the control systems for multiple spacecraft moving in formation require architectures which differ from those of conventional single spacecraft control systems. To provide a desired formation, basic mathematical models for controlled movement of rigid bodies in free space is presented. The control laws for the coordination of spacecraft attitude during motion to achieve a specified objective (e.g. orient each spacecraft along a given direction) is also developed. This is followed by the derivation of control laws for formation keeping and relative attitude alignment. The time-domain behavior of the feedback-controlled formation flying for typical low-Earth orbits is studied both analytically and via computer simulation. Emphasis is placed on determining the information exchange needed for achieving and maintaining a desired formation, and the conditions
for ensuring formation stability in the presence of various types of perturbations. Other important factors such as collision-avoidance, spacecraft failures, loss of communication between spacecraft, and also various constraints imposed by implementation and the physical size of the micro-spacecraft are discussed.

2 Modeling of Multiple Spacecraft in Formation

To simplify the development, we consider only a spacecraft triad modeled by rigid bodies with fixed centers of mass moving in free space under the influence of a gravitational field and external disturbances. We introduce the following coordinate systems in the three-dimensional Euclidean space $\mathbb{R}^3$: (i) an inertial coordinate system $\mathcal{F}_0$ with orthonormal basis $\mathcal{B}_0 = \{e_x, e_y, e_z\}$, and (ii) a set of moving coordinate systems $\mathcal{F}_i$, $i = 1, 2, 3$ whose origins $O_i$ are at the mass centers of the spacecraft. Let $\mathcal{B}_i = \{e_{ix}, e_{iy}, e_{iz}\}$ denote an orthonormal basis associated with the moving coordinate system (abbreviated by “MCS” hereafter) $\mathcal{F}_i$, and $[w]_i$ the representation of the vector $w$ with respect to basis $\mathcal{B}_i$. The basis vectors in $\mathbb{R}^3$ and $\mathcal{B}_i$ are related by a linear transformation $C_i$ defined by

$$e_{ix} = C_{ix} e_x, \quad e_{iy} = C_{iy} e_y, \quad e_{iz} = C_{iz} e_z, \quad i = 1, 2, 3$$

(1)

whose representation with respect to basis $\mathcal{B}_0$ is given by the direction cosine matrix $C(q_i) = (q_{i4} - \hat{q}_i \hat{q}_i^T)I + 2\hat{q}_i \hat{q}_i^TQ(q_i)$, where

$$Q(q_i) \triangleq \begin{bmatrix} 0 & -q_3 & q_2 \\ q_3 & 0 & -q_1 \\ -q_2 & q_1 & 0 \end{bmatrix}; \quad \hat{q}_i \triangleq \begin{bmatrix} q_{i1} \\ q_{i2} \\ q_{i3} \end{bmatrix},$$

(2)

and $q_i = [\hat{q}_i^T, q_{i4}]^T$ denotes the unit quaternion with $q_{ij}$ being the Euler symmetric parameters $[5]$ defined by $q_{ij} = \varepsilon_{ij}\sin(\phi_i/2)$, $j = 1, 2, 3$; $q_{i4} = \cos(\phi_i/2)$, satisfying the constraint $\sum_{j=1}^{4} q_{ij}^2 = 1$, $i = 1, 2, 3$ where $\phi_i$ is the principal angle and the $\varepsilon_{ij}$’s are the components of the principal vector of rotation $\ell_i$ defined by $\ell_i = \varepsilon_{i1} e_x + \varepsilon_{i2} e_y + \varepsilon_{i3} e_z = \varepsilon_{i1} e_{ix} + \varepsilon_{i2} e_{iy} + \varepsilon_{i3} e_{iz}$. The time derivative of $q_{ij}$ is related to the angular velocity $\omega_i = \omega_{ix} e_{ix} + \omega_{iy} e_{iy} + \omega_{iz} e_{iz}$ of $\mathcal{F}_i$ relative to the inertial coordinate system $\mathcal{F}_0$ by

$$\frac{\omega_i}{dt} = \frac{(q_{i4} \omega_i \cdot \hat{q}_i^T)}{2}, \quad \frac{\omega_{i4}}{dt} = -\frac{(\omega_i \cdot \hat{q}_i^T)}{2}$$

(3)

where $w \times v$ and $w \cdot v$ denote respectively the cross and scalar products of vectors $w$ and $v$ in $\mathbb{R}^3$.

Let $d/dt_0$ and $d/dt_i$ denote the time derivative operators with respect to $\mathcal{F}_0$ and $\mathcal{F}_i$ respectively; and $D_i$ the time derivative operator $d/dt_0$ in $\mathcal{F}_i$ defined by $D_i w \overset{\Delta}{=} d w/dt_i + \omega_i \times w$ for $w \in \mathbb{R}^3$. The angular velocities of the i-th spacecraft or $\mathcal{F}_i$ relative to $\mathcal{F}_0$ are given by the following Euler’s equations relating that time derivative of the angular momentum $I_i \omega_i$ with respect to $\mathcal{F}_0$ to the control torque $\tau_{ci}$:

$$D_i(I_i \omega_i) \overset{\Delta}{=} d(I_i \omega_i)/dt_i + \omega_i \times (I_i \omega_i) = I_i d \omega_i/dt_i + \omega_i \times (I_i \omega_i) = \tau_{ci}$$

(4)

for $i = 1, 2, 3$, where $I_i$ is the tensor of inertia associated with the i-th spacecraft. The time derivative of $\omega_i$ may also be taken with respect to $\mathcal{F}_i$.

In formation acquisition and keeping, we are interested in the relative motion between any pair of spacecraft labelled by subscripts i and j. Let the MCS $\mathcal{F}'$ be $\mathcal{F}_i$ as defined earlier (See Fig. 1), and
\( \rho_{ji} \) denote the position vector of the j-th spacecraft relative to \( \mathcal{F}_i \). The evolution of \( \rho_{ji} \) with time is governed by

\[
D_i^2(\rho_{ji}) = (f_{cj} + f_{gj})/M_j - (f_{ci} + f_{gi})/M_i,
\]

where \( D_i^2 \) denotes the time derivative operator \( d^2/dt^2 \) in the MCS \( \mathcal{F}_i \) given by

\[
D_i^2 \triangleq d^2/dt^2 + (d\omega_i/dt_i) \times + 2\omega_i \times d/dt_i + \omega_i \times (\omega_i \times \cdot).
\]

### 3 Formation-Keeping Control Laws

The movement of spacecraft triad in formation can be achieved in many ways. Here, we use a simple approach proposed in [6]. Let the first spacecraft be designated as the leader, and the remaining spacecraft as followers. The leader provides the reference motion \( r_1 = r_1(t) \) (relative to \( \mathcal{F}_o \)) for the followers, and also two nonzero deviation vectors \( h_i(t), i = 2,3 \), such that the point set \( \mathcal{P}(t) = \{r_1(t), r_1(t) + h_2(t), r_1(t) + h_3(t)\} \) defines the desired formation pattern at time t. It is assumed that the convex hull of \( P(t) \) is a simplex. We define the positional error for the i-th follower relative to the leader as \( E_i(t) \triangleq h_i(t) - \rho_{i1}(t), i = 2,3 \).

In what follows, we shall derive formation-keeping control laws assuming that each spacecraft in the triad moves in a low Earth orbit (LEO), and the desired motions for the followers are given by \( d_i(t) = r_i(t) + h_i(t), i = 2,3 \). Using (5), we obtain the following differential equation for \( E_i \):

\[
D_i^2(E_i) \triangleq \ddot{E}_i + \dot{\omega}_i \times E_i + 2\omega_i \times \dot{E}_i + \omega_i \times (\omega_i \times E_i) = D_i^2(h_i) + f_{g1}/M_1 - f_{g1}/M_i + u_{ci} - u_{ci},
\]

where \( u_{cj} = f_{cj}/M_j \).

Assuming a central Newtonian gravitational force field, the gravitational force acting on the i-th follower has the form: \( f_{gi} = -\mu M_i r_i/||r_i||^3 \), where \( \mu \) is the geocentric gravitational constant; \( r_i \) is the vector specifying the position of the mass center of the i-th spacecraft relative to the inertial frame \( \mathcal{F}_o \); and \( ||r_i|| \) the Euclidean norm of \( r_i \). Let \( e_{ri} = r_i/||r_i|| \). We can write

\[
r_i = ||r_i|| e_{ri} = ||r_i|| ((e_{ri} \cdot e_{ix}) e_{ix} + (e_{ri} \cdot e_{iy}) e_{iy} + (e_{ri} \cdot e_{iz}) e_{iz}),
\]

where \( r_j = r_i + \rho_{ji} \). For LEO spacecraft triad moving in formation at approximately the same altitude, we have \( ||r_i||/||r_i|| \cong I \). Thus, the components of \( (f_{g1}/M_1 - f_{g1}/M_i) \) in (7) with respect to basis \( B_i \) can be approximated by

\[
(f_{g1}/M_1 - f_{g1}/M_i)_{ik} = \omega_{io}^2 \left[ ||r_i|| (e_{ri} \cdot e_{ik}) - (||r_i||/||r_i||)^3 (\rho_{lik} + ||r_i|| (e_{ri} \cdot e_{ik})) \right] \cong -\omega_{io}^2 \rho_{lik}, \quad k = x, y, z,
\]

where \( \omega_{io}(t) = \mu/||r_i(t)||^3 \) is the orbital angular speed of the i-th spacecraft about the origin of \( \mathcal{F}_o \) at the time t. Substituting (9) into (7), making use of the identity \( \omega_i x (\omega_i x E_i) = (\omega_i \cdot E_i) \omega_i - ||\omega_i||^2 E_i \), and assuming \( \omega_{io} \cong \omega_o \) (a positive constant) lead to

\[
\ddot{E}_i + \dot{\omega}_i \times E_i + 2\omega_i \times \dot{E}_i + (\omega_i \cdot E_i) \omega_i + (\omega_{io}^2 - ||\omega_i||^2) E_i = D_i^2(h_i) + \omega_o^2 h_i + u_{ci} - u_{ci}.
\]
To derive a formation-keeping control law for the \( i \)-th follower, we consider the time rate-of-change of the positive definite function \( V_i = (K_{li} E_i \cdot E_i + \dot{E}_i \cdot \dot{E}_i)/2, K_{li} > 0 \). It can be verified [8] that if we set

\[
\begin{align*}
\mathbf{u}_{ci} &= I_i^{-1} (-\omega_i \times (I_i \omega_i) + \tau_{ci}) \times (h_i - E_i) + (\omega_i \cdot (h_i - E_i)) \omega_i \\
&+ (\omega_i^2 - ||\omega_i||^2)(h_i - E_i) + K_{li} E_i + K_{2i} \dot{E}_i + 2\omega_i \times h_i + \ddot{h}_i + \mathbf{u}_{c1},
\end{align*}
\]

(11)

where \( h_i = dh_i/dt_i, \dot{h}_i = d^2 h_i/dt_i^2 \), and \( K_{2i} \) is a positive constant, then \( dV_i / dt = -K_{2i} ||\dot{E}_i||^2 < 0 \).

The equation for \([E_i]_i\) corresponding to the feedback-controlled system is given by

\[
[\dot{E}_i]_i + (K_{2i}[I] + 2Q([\omega_i]_i(t)))[\dot{E}_i]_i \equiv 0
\]

(12)

Since \( Q([\omega_i]_i) \) is skew-symmetric, all solutions \([E_i, E_i]_i(t) \to (0, 0) e^R^6 \) as \( t \to \infty \) for any \( K_{li}, K_{li} > 0 \).

Remarks. RI: The model-dependent Control law (11) corresponds to state-feedback linearization controls which involve partial cancellation of the terms in (10). Assuming perfect cancellation, there is no coupling between the equations for the tracking errors of followers given by (12). Since perfect cancellation is not achievable physically due to inaccurate knowledge of the model parameter values, sensor errors, actuator saturation, and unmodelled external disturbances, it is of importance to determine the effect of imperfect cancellation on the behavior of the feedback-controlled system. Here, we model this imperfection by introducing a persistent disturbance \( N \) in (12) as follows:

\[
[\dot{E}_i]_i + (K_{2i}[I] + 2Q([\omega_i]_i(t)))[\dot{E}_i]_i + K_{li}[E_i]_i = N(t, w_i(t)) \cdot [\dot{E}_i]_i, [E_i]_i, [\ddot{E}_i]_i.
\]

(13)

and require that the zero state is totally stable [7]. Since \( B_1 \) is a skew-symmetric matrix, the zero state of (12) is uniformly asymptotically stable for any \( K_{li}, K_{li} > 0 \). Then, total stability of the zero state follows from a well-known theorem of Malkin [7].

R2: The control laws (11) for the followers require the knowledge of its own attitude control law \( \tau_{ci} \) and the control law \( u_{ci} \) of the leader. The latter information must be transmitted to the follower spacecraft. Note also that control laws (11) can be rewritten as

\[
\mathbf{u}_{ci} = I_i^{-1} (-\omega_i \times (I_i \omega_i) + \tau_{ci}) \times E_i - (\omega_i \cdot E_i) \omega_i - (\omega_i^2 - ||\omega_i||^2) E_i \\
+ K_{li} E_i + K_{2i} \dot{E}_i + \mathbf{u}_{ci} + D_i^2(h_i) + \omega_i^2 h_i.
\]

(14)

The terms \( \mathbf{u}_{ci} \) and \( D_i^2(h_i) + \omega_i^2 h_i \) in (11') correspond to a feed-forward control. When the norms of these terms are large, the norm of \( \mathbf{u}_{ci} \) is also large. This situation may be alleviated by replacing the term by a suitable scaling depending on the norm of \( D_i^2(h_i) + \omega_i^2 h_i \). In the important special case where the spacecraft move in a nearly circular LEO and the deviation vector \( h_i \) rotates about the Earth's center with angular velocity \( \omega_i \equiv \omega_o \), then \( D_i^2(h_i) + \omega_i^2 h_i \equiv O \) or \( h_i \) is close to a solution of the simple harmonic oscillator equation \( d^2 h_i/dt_o^2 + \omega_i^2 h_i = 0 \).

R3: It is evident that if each follower applies control law (11), then the desired formation pattern \( \mathcal{P} = \mathcal{P}(i), t \geq 0 \), is asymptotically stable, i.e. given any real number \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \Delta(t) < \delta \Rightarrow \Delta(t) < \epsilon \) for all \( t \geq 0 \). Moreover, \( \Delta(t) \to O \) as \( t \to \infty \), where
\( \Delta(t) = \left( \sum_{i=2}^{3} \left( \sigma_{1i} \| E_i(t) \|^2 + \sigma_{2i} \| \dot{E}_i(t) \|^2 \right) \right)^{1/2}, \)  

and \( \sigma_{1i}, \sigma_{2i} \) are specified positive weighting coefficients. Here, asymptotic stability is only local in the sense that the convergence of \( \Delta(t) \) to 0 as \( t \to 00 \) is attained if the deviation of the initial formation pattern at \( t = 0 \) from the desired one is sufficiently small. In physical situations, the possibility of collision between spacecraft must also be considered.

**R4:** It has been shown recently [9] that under certain mild conditions, asymptotic stability of the formation pattern \( \mathcal{P} = \mathcal{P}(t) \) can be achieved using simplified versions of control laws (11') given by

\[ u_{ci} = K_{1i} E_i + K_{2i} \dot{E}_i + \left\{ u_{ci} + D_i^2(h_i) + \omega_{io}^2 h_i \right\}, i = 2,3, \]  

which correspond to proportional-plus-rate feedback plus feed-forward controls. The inclusion of the feed-forward control is essential for asymptotic stability.

### 4 Attitude Control

Let the desired attitude and angular velocity of the i-th follower at time \( t \) relative to the inertial coordinate system \( \mathcal{F}_o \) be specified respectively by the MCS \( \mathcal{F}_i(t) \) and \( \omega(t) \), which may depend on the attitude and angular velocity of the leader, e.g., the desired attitude and angular velocity of the i-th follower correspond exactly to \( \mathcal{F}_i(t) \) and \( \omega_1(t) \) respectively. It is of interest to control the relative attitudes and angular velocities between the spacecraft. Here, we shall derive control laws for the followers which are expressed in terms of their instantaneous attitudes and angular velocities relative to the inertial coordinate system \( \mathcal{F}_o \) or to the MCS \( \mathcal{F}_i \).

Let the unit quaternion corresponding to \( \mathcal{F}_i(t) \) relative to the inertial coordinate system \( \mathcal{F}_o \) be denoted by \( q_i^d = [q_i^d_1, q_i^d_2, q_i^d_3, q_i^d_4]^T \). We assume that \( q_i^d \) and \( \omega_i^d \) are consistent in the sense that they satisfy (3) and (4) with control torque \( \tau_i^d \). We introduce the deviations \( \delta q_i = q_i - q_i^d = [q_i - q_i^d, q_i^d - q_i]^T \) and \( \delta \omega_i = \omega_i^d - \omega_i \). It can be verified that \( \delta q_i \) satisfies

\[ \frac{\delta \delta q_i}{\delta a} = -(q_i^d \omega_i^d - q_i^d \omega_i^d \times \hat{q}_i^d + \omega_i \times \hat{q}_i^d)/2, \]

\[ \frac{\delta \delta q_i}{\delta t} = -(\omega_i^d \times \hat{q}_i^d - \omega_i \times \hat{q}_i^d)/2. \]  

To derive an attitude control law, we consider the following positive definite function \( V_{ii} = K_{qi} \tilde{V}_{ii} + \tilde{V}_{ii} \) defined on \( \mathbb{R}^7 \), where \( K_{qi} \) is a given positive constant and \( V_{ii} = \delta q_i^d \times \hat{q}_i^d - \omega_i \times (I_i \delta \omega_i)/2 \). The time derivative of \( V_{ii} \) along the solutions of the equations for \( \delta q_i, \delta \omega_i \) is given by

\[ \frac{dV_{ii}}{dt} = \{K_{qi}(q_i^d \delta \hat{q}_i - \delta q_i^d \hat{q}_i^d - \hat{q}_i^d \times \delta \hat{q}_i^d) + \tau_i^d - \tau_i \times \omega_i \times (I_i \delta \omega_i)/2 \} \times \delta \omega_i. \]

Thus, if we set

\[ \tau_i = K_{qi}(q_i^d \delta \hat{q}_i - \delta q_i^d \hat{q}_i^d - \hat{q}_i^d \times \delta \hat{q}_i^d) + \tau_i^d - \omega_i \times (I_i \delta \omega_i)/2 + K_\omega I_i \delta \omega_i, \]

where \( K_\omega \) is a positive constant, then \( dV_{ii}/dt \) is bounded and \( V_{ii}(t) \leq V_{ii}(0) \) for all \( t \geq 0 \) implying uniform boundedness of \( \| \delta \omega_i(t) \| \) for all \( t \geq 0 \). By considering \( d^2V_{ii}/dt^2 \) and making use of Barbalat’s Lemma [10], we can deduce that \( (dV_{ii}/dt)(t) \to 0 \) as \( t \to 00 \), or \( \omega_i(t) \to \omega_i^d(t) \) as \( t \to 00 \). But it does not follow that \( \delta q_i^d(t) \to 0 \) and \( \delta \hat{q}_i(t) \to 0 \) as \( t \to 00 \).
To proceed further, we make use of the fact that the quaternion \((\Delta \vec{q}_i, \Delta q_{i4})\) of the desired attitude or \(\mathcal{F}_i^d\) relative to \(\mathcal{F}_i\) is related to the quaternions \((\vec{q}_i^d, q_{i4}^d)\) for \(\mathcal{F}_i^d\), and \((\vec{q}_i, q_{i4})\) for \(\mathcal{F}_i\) relative to the inertial coordinate system \(\mathcal{F}_0\) by

\[
\Delta \vec{q}_i = q_{i4}^d \vec{q}_i^d = q_{i4} - \vec{q}_i \times \vec{q}_i^d, \quad \Delta q_{i4} = q_{i4}^d - \vec{q}_i \cdot \vec{q}_i^d.
\]

(20)

When \(\mathcal{F}_i\) coincides with \(\mathcal{F}_i^d\) (i.e. \(\delta \vec{q}_i = 0\) and \(\delta q_{i4} = 0\)), we have \(\Delta \vec{q}_i = 0\) and \(\Delta q_{i4} = 1\). Using (18), control law (17) can be rewritten as

\[
\tau_{ci} = -K_{qi} \Delta q_i + \tau_{ci} - \omega_i^d \times (I_i \delta \omega_i) + K_{\omega i} \delta \omega_i.
\]

(21)

Following an analysis similar to that given in [16], conclude that \(\Delta \vec{q}_i\) and \(\delta \omega_i(t) \to 0\) as \(r \to \infty\), for any positive \(K_{qi}\) and \(K_{\omega i}\).

5 Implementation of Control Laws

We observe that the implementation of control laws (11) and (19) for formation keeping requires a knowledge of \([E_i], [\dot{E}_i], [\omega_i], [u_{ci}]\) and \([\vec{u}_c]\) at any time \(t\). The quantities \([E_i]\) and \([\dot{E}_i]\) can be determined from \([\rho_{1i}]\) and \([\dot{\rho}_{1i}]\) which require measurement of the position and velocity of the leader relative to the \(i\)-th follower spacecraft. These quantities can also be obtained by transmitting the position and velocity of leader to the \(i\)-th follower. Also, the control of the leader at any time must also be transmitted to the \(i\)-th follower spacecraft. When one or more spacecraft failure occurs, one may adopt the following backup schemes for control law implementation depending upon the nature of failure:

(i) Inter-spacecraft Communication System Failure: One may obtain estimates of \([\rho_{1i}]\) and \([\dot{\rho}_{1i}]\) by using on-board optical range sensors, or by setting the relative position and velocity between the failed and active spacecraft at their nominal values temporarily until the failure is recovered.

(ii) Overall Spacecraft Failure: Here the failure is sufficiently severe such that the failed spacecraft is no longer useful. In this case, it should be removed from the formation by deorbiting or by manual retrieval. If the failed spacecraft is replaced by a backup spacecraft, then it is necessary to reconfigure the formation. The control laws for steering the remaining active spacecraft from the old to the new formation requires separate consideration. This aspect will be discussed elsewhere.

We note also that in the derivation of foregoing control laws, no constraints have been imposed on the magnitude of the control variables. In the presence of bounded controls, one expects that the rate of decay of \(\|([E_i], [\dot{E}_i]) (t)\|\) and \(\|(\delta \omega_i, \delta q_i)(t)\|\) to zero would be reduced by when one or more of the control variables takes on its extreme values.

Finally, for a real mission, it is necessary to consider discrete-time versions of the proposed control laws. In view of the limited fuel on-board, it is generally undesirable to have continuously acting controls. Therefore, the system response corresponding to the control laws derived here serves as a basis for comparison between the idealized and the actual responses.

6 Fleet Coordination

For a fleet of spacecraft, one may require complete autonomy in each spacecraft in the sense that all the decisions for determining its future behavior are made on-board without the assistance of external agents. Although this approach provides enhanced operational reliability, it may not be cost effective since each spacecraft must contain all the essential hardware and software for
coordination and control. An alternative approach is to require each spacecraft to have only the basic hardware and software for attitude control and orbital maneuvering. The more complex tasks in fleet coordination and control are shared by all the spacecraft in the fleet. Moreover, some of the spacecraft may be equipped with special hardware and software to perform particular tasks for the entire fleet.

The fleet coordination is achieved with the aid of an inter-spacecraft communication network (e.g., radio or optical links). This network has the following basic functions:

(i) Communicating the necessary data for fleet formation-keeping and relative attitude control;

(ii) Linking the computers in the spacecraft to form a distributed computing network thereby increasing the computational capability of the fleet for more computational intensive tasks such as on-board interferometer data processing.

In the realization of the first function, each fleet leader broadcasts its position and attitude with respect to a specified inertial frame, and the follower spacecraft broadcast their positions and velocities relative to their leader to achieve formation alignment.

7 Simulation Studies

Extensive simulation studies have been made to determine the performance of the proposed control laws for formation keeping and attitude regulation in the presence of actuator saturation, variations in spacecraft parameters, and loss of communication between spacecraft. Only typical results will be presented here.

We assume that the leader of the spacecraft triad moves along an inclined circular orbit \( O_1 \) about the Earth with inclination angle \((\pi/2 - \phi_{\text{inc}})\) and ascending node along the Y-axis. For convenience, we introduce a geocentric fixed cartesian coordinate frame \( F_o \) with origin \( O \) at the Earth's center along with a spherical coordinate system \((r, \theta, \phi)\) with orthonormal basis \(\{e_r, e_\theta, e_\phi\}\). Its motion in spherical coordinates is given by

\[
\begin{align*}
    r(t) &= r_o, \quad \theta(t) = \cos^{-1}\{\cos(\phi_{\text{inc}})\cos(\theta_o - \omega_o t)\}, \\
    \phi(t) &= \tan^{-1}\{-\tan(\theta_o - \omega_o t)/\sin(\phi_{\text{inc}})\},
\end{align*}
\]

where \( r_o \) is a given orbital radius, and \( \omega_o = \sqrt{\mu/r_o^3} \). Here, for simplicity, we have set the desired orbit radius for all spacecraft to \( r_o \).

The desired motions for the second and third spacecraft correspond to two circular orbits with the same inclination angle \((\mu/2 - \phi_{\text{inc}}) = 8.2\mu/180 \text{ rad.}\), but with ascending nodes at \((r, \theta, \phi) = (r_o, \mu/2, \Delta \phi)\) and \((r_o, \mu/2, -\Delta \phi)\) respectively, where \( \Delta \phi = 9.5\mu/180 \text{ rad.}\) We adopt the simplified control law (11a) for formation keeping, where the deviation vector \( h_2(t) \) is given by

\[
\begin{align*}
    h_2(t) &= r_o\{-\cos(\phi_{\text{inc}})\sin(\tilde{\theta}(t)) + \sin(\phi_{\text{inc}})\sin(\tilde{\theta}(t))\}e_x \\
    &+ (\sin(\Delta \phi)\sin(\phi_{\text{inc}})\cos(\tilde{\theta}(t)) + \cos(\Delta \phi)\sin(\tilde{\theta}(t)) - \sin(\theta_o - \omega_o t))e_y \\
    &+ (\cos(\phi_{\text{inc}})\cos(\tilde{\theta}(t) - \Delta \theta) - \cos(\theta_o - \omega_o t))e_z.
\end{align*}
\]

Where \( \tilde{\theta}(t) = 190 - \omega_o t - \Delta \theta \). The deviation vector \( h_3(t) \) has the same form as (21) except with \( \Delta \phi \) replaced by \( -\Delta \phi \). Evidently, \( h_i(t) \) satisfies \( d^2 h_i(t)/dt^2 + \omega_o^2 h_i(t) = 0 \) for all \( t \) and \( i = 2, 3 \). To specify the desired attitude of the \( i \)-th follower, we introduce the (1-2-3) Euler angles \((\Theta_i, \Psi_i, \Phi_i)\) corresponding to a rotation of \( \Theta_i \) about the X-axis followed by a rotation of \( \Psi_i \) about the rotated
Y-axis, and a rotation of $\Phi_i$ about the rotated Z-axis. The desired Euler angles for the followers are given by:

$$\begin{align*}
\Theta^d(t) &= \Theta^d_0(t) = \bar{\theta}(t), \\
\Psi^d(t) &= \Psi^d_0(t) = \varphi_{inc}, \\
\Phi^d_0(t) &= \triangle \phi, \quad \Phi^d_0(t) = -\triangle \phi.
\end{align*}$$

Thus, the desired attitude of the $i$-th spacecraft can be expressed in terms of the following quaternions:

$$q_{24}^d(t) = \{1 + \cos(\Delta \phi) \cos(\varphi_{inc}) - \sin(\Delta \psi) \sin(\varphi_{inc}) \sin(\bar{\theta}(t)) + \cos(\bar{\theta}(t))(\cos(\Delta \psi) + \cos(\varphi_{inc}))\}^{1/2};$$

$$q_{21}^d(t) = \{\sin(\Delta \phi) \sin(\varphi_{inc}) \cos(\bar{\theta}(t)) + \sin(\bar{\theta}(t))(\cos(\Delta \phi) + \cos(\varphi_{inc}))\}/(4q_{24}^d(t));$$

$$q_{22}^d(t) = \{\cos(\Delta \phi) \sin(\varphi_{inc}) \sin(\bar{\theta}(t)) + \sin(\bar{\theta}(t))(\cos(\Delta \psi) + \cos(\varphi_{inc}))\}/(4q_{24}^d(t));$$

The quaternions corresponding to the desired attitude of the third follower have the same form as (23) except with $\Delta \phi$ replaced by $-\Delta \phi$. We require every spacecraft to spin about its z-axis with constant angular speed $\omega_s$. Thus, the desired angular velocity for the $i$-th follower is given by

$$\omega_i^d = \omega_0 \cos(\varphi_{inc}) e_X + \omega_0 \sin(\varphi_{inc}) e_Z + \omega_s e^d_{iz} = \omega_s e^d_{iz} + \omega_s e^d_{iz},$$

where $\{e^d_{iz}, e^d_{iy}, e^d_{ix}\}$ corresponds to the basis of the body coordinate system $F^d_i$ associated with the $i$-th follower with the desired attitude.

Figure 4 shows a typical time-domain response of the MS fleet with the simplified formation-keeping control law (11") and attitude control law (19) in the presence of actuator saturation. The spacecraft parameter values used in the simulation study are given in Table 1. The corresponding time-domain response of the MS fleet with the $[u_{cl}]_i$ term in (11") set to zero (to simulate the loss of communication between the MS) was also determined. The results do no differ significantly from those shown in Fig. 4. Next, the effect of inertia perturbations on the time-domain response of the spacecraft triad was studied. It was found that the qualitative behavior of the response is essentially identical to that of the unperturbed case.

8 Concluding Remarks

In this paper, control laws for a spacecraft triad moving in formation have been derived using a simplified model for a rigid spacecraft. These control laws require the knowledge of the relative displacements and attitudes of the spacecraft and its neighbors. Simulation results based on a generic spacecraft model showed that the derived control law are effective in formation and relative attitude alignment provided that the magnitude of the initial deviation from the desired state is sufficiently small so that collisions between the spacecraft do not occur. Finally, in this work, important factors such as data processing time-delay and time discretization arising in physical implementation have not been taken into consideration. Nevertheless, the results reveal the basic structure of the control laws and the required inter-spacecraft data required for their implementation. Finally, the problems associated with the physical implementation of the control laws in terms of the state-of-the-art hardware and fuel consumption for control are not considered here, and they require further study.
\[ M_i \quad \text{mass of MS} \]
\[ I_{ix} \quad \text{moment of inertia about x-axis} \]
\[ I_{iy} \quad \text{moment of inertia about y-axis} \]
\[ I_{iz} \quad \text{moment of inertia about z-axis} \]
\[ r_o \quad \text{desired orbital radius of MS} \]
\[ \omega_o = \sqrt{\mu/r_o^3} \quad \text{orbital angular speed of fleet leader} \]
\[ \omega_s \quad \text{desired spin speed about z-axis} \]
\[ \varphi_{inc} = \pi/2 \quad \text{inclination angle of reference orbits} \]
\[ \Delta \phi \quad \text{azimuthal angle associated with the ascending node of reference orbits} \]
\[ \Delta \theta \quad \text{MS separation angle} \]

Table 1: Values of microspacecraft and orbital parameters for simulation study.
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Figure 2. Exaggerated sketch of the reference orbits of spacecraft triad moving in formation along LEO about the Earth.

Figure 3. Time-domain response of the spacecraft triad with simplified formation-keeping control law (11") and attitude control law (19) with $K_{11}=0.5, K_{12}=2.0, K_{w}=1.5, K_{q}=0.4, l=2,3$, in the presence of actuator saturation, and with initial states:

$[E_1(0),\dot{E}_1(0)] = [52 -5, 00 0];$
$(Q_0(0)) = (0.02 0.02 0.02);$
$q_1(0) = [0.3 0.10.20.927261 8];$

$[E_2(0),\dot{E}_2(0)] = [-1 21, 00 0];$
$[w_1(0)], [-0.01 0.015-0.01];$
$q_1(0) = [-0.2 0.20.3 0.910433];$

The Follower spacecraft 2 is shown with solid lines and the follower spacecraft 3 is shown with dashed lines; Saturation levels:

$|f_{ij}| \leq 1 N; |r_{ij}| \leq 0.05 N.m, l=2,3; j=x,y,z.$

Figure 3a. Positional tracking errors (m) vs. time.
Figure 3b. Angular velocities (m/sec) vs. time.

Figure 3c. Quaternions vs. time.

Figure 3d. Control forces (N) vs. time.

Figure 3e. Control torques (N.m) vs. time.
Multi-window Controllers for Autonomous Space Systems

B. J. Lurie and F. Y. Hadaegh
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109

Abstract.

Multi-window controllers [1,2] select between elementary linear controllers using nonlinear windows based on the amplitude and frequency content of the feedback error. The controllers are relatively simple to implement and perform much better than linear controllers. The commanders for such controllers only order the destination point and are freed from generating the command time-profiles.

The robotic missions rely heavily on the tasks of acquisition and tracking. For autonomous and optimal control of the spacecraft, the control bandwidth must be larger while the feedback can (and, therefore, must) be reduced. Combining linear compensators via multi-window nonlinear summer guarantees minimum phase character of the combined transfer function. It is shown that the solution may require using several parallel branches and windows. Several examples of multi-window nonlinear controller applications are presented.

1. Composite nonlinear controllers

R was demonstrated in [1-5] that some nonlinear controllers perform better than any linear controllers. Therefore, the optimal controller is, generally, nonlinear.

For a sufficiently small region in the state space, the nonlinear optimal controller can be approximated well by a linear controller. For the adjacent region, another linear controller can be designed that would be optimal over this region, and so on. Then a central design problem arises as of how to integrate these locally-optimal linear controllers into a composite nonlinear controller, and in particular, how to provide smooth transitions between these linear laws when the time trajectory crosses the borders between these regions.

The transitions between the control modes can be defined by participation rules illustrated in Fig. 1. Over some transition interval of a variable or condition, the controller action is the sum of the actions of the adjacent regional control modes, and at the ends of the interval only one of the modes (or parameters, or actions) takes place. The linear transition rule Fig. 1(a) can be expressed as

\[ \text{action} = \text{action}_1 \cdot (1 - k) + k \cdot \text{action}_2, \]  

where the scalar \( k \) is changing from 0 to 1 over the transition interval. A smoother rule of the modes' changing is illustrated in Fig. 1(b). Commonly, the precise shape of the participation rules does not matter much as long as it is monotonic, not too steep, and not too shallow.

The monotonic shape of the participation rules does not yet guarantee the smoothness of the transition. R is also required that the adjacent control laws mix well, i.e., the combined action of the adjacent controllers exceeds that of each individual controller. This is not always the case. For example, even if some residue that needs to be cleaned out can be removed by either an acid or a base, an acid and a base should not be used as a mixture with gradually changing content. For regulation of a reactive electrical current, a variable capacitor or a variable inductor can be used, but these elements should not be combined in series or parallel since they might produce resonances. A low-
pass link should not be mixed in parallel with a high-pros link or else notches and n.m.p. shift might result [2,5].  

**Fuzzy logic controllers** break each smooth transition into several discrete steps. This increases the total number of regions with different control laws. Since these regions become small, fuzzy logic control can use low order regional control laws. Hence, fuzzy control design can be based on phase-plane partitions, and on passivity theory. However, in fuzzy logic controllers many variables need to be sensed and processed to define the boundaries of the regions.

What region size is optimal for composite controllers? There are two advantages of making the regions small. The first is that the control laws in the adjacent regions might become very similar which enables smooth transitions between them without taking special precautions. The second advantage is, because the **linear** controller can be of low order, the phase plane can be used for the controller analysis and design, and, as claimed by some of fuzzy logic advocates, the controllers can be designed even by those ignorant of control theory. However, when the number of the regions is large, the number of boundaries between them becomes very large. Correspondingly, the number of the decision making algorithms and instruments for changing between the control modes becomes very large. This complicates both the controller design and the designed controller.

On the other hand, higher order linear control laws can be made to remain nearly optimal over a much broader region than low-order laws. This reduces the number of the regions and the number of the boundaries between them thus making the designed controller much simpler. However, for the design of higher order regional control laws, not the phase plane but frequency domain methods should be used. The partition between the regions should be also somehow defined in the frequency domain. This approach requires caution and application of certain rules discussed in Chapter 4 to provide good blending of the regional control laws at the boundaries between the regions. Nevertheless, this approach is not difficult and leads to economical and nearly optimal controllers.

2. **Multi-window control**

In the following, we will consider a subset of the nonlinear controllers where the control law is dependent only on the amplitude of the error at the output of the feedback summer. The controller is composed of linear operators and non-dynamic (static) nonlinear functions determined by participation rules. It will be shown in examples and by some argumentation that such controllers provide nearly optimal performance for a wide variety of practical problems.

The sets of the error signals can be bounded by two-dimensional **windows** shown in Fig. 2(a). The windows divide the frequency spectrum (or, equivalently, time-response behavior) and the amplitude range. Within each window, some optimal linear operator (probably, of high order) is employed.

![Fig. 2. The multi-window control concept: (a) the choice of the linear controller defined by the error amplitude and frequency content, (b) the linear controller is defined only by the error amplitude](image)

When the amplitudes change, other windows become active and the control law changes. The amplitudes of different frequency components of the error define the composite control law.
The multiwindow nonlinear controller can be implemented as follows: the error is partitioned into components belonging to several windows, the components which belong to a window processed by the window linear operator, and the results combined by nonlinear functions implementing the appropriate participation law. This architecture is referred to as **multi-window**, and a great number of useful nonlinear control schemes can be cast in this form.

In many practical cases, the correlation between the error's amplitude and the frequency content allows using only the diagonal windows as shown in Fig. 2(b). (The error amplitude can be linearly weighted.) The optimal linear controllers within each window can be designed using Bode integrals as the realizability limitation and the criterion for minimum phase behavior as the condition of smooth blending with the adjacent regions differing in frequency.

High-order linear regional controllers can be made nearly optimal not only within rather wide assigned windows, but also over some reasonably wide margins overlapping the adjacent windows. In this case, with relatively steep participation rules and narrow transition areas as illustrated in Fig. 3, the participation rules and the position of the borders between the windows become not critical.

When the transition area is narrow (which often is the case), the transition is only required to be smooth. When the transition area is comparable to the area of the window, the transitional nonlinear control law must also be optimal. The transitional operators can be analyzed and synthesized using either the absolute stability approach or the describing function approach, using as the design constraints the Bode integrals.

![Transition areas at the window borders](image)

The static **nonlinearities** used to implement the transition between the control modes lend themselves to realization using **fuzzy** rules. The **nonlinearities** are chosen (like saturation) such that sharp **discontinuities** are avoided.

Two-window compensators are widely employed (although not always optimized) in practical feedback systems, particularly, in anti-windup schemes, in acquisition and tracking systems, and in **Nyquist-stable** systems for provision of global and process stability.

The **multiwindow** compensator is a nonlinear dynamic compensator. And, vice versa, the **NDC** discussed in [2], whether they are made as a combination of parallel channels or as links with nonlinear local feedback, are **multiwindow** controllers. In [2], **composite** nonlinear controllers are studied as the means of providing global stability and process stability. In this paper, we concentrate on applications.

3. Windup, and anti-windup controllers

The overshoot in a system with saturation for the large amplitude input step can be excessive and persistent – this phenomenon is called **windup**. The windup can be many times longer than the overshoot in the linear mode of operation. Windup is caused by a combination of two factors: the error integration in the compensator and the actuator saturation. The saturation limits the return signal and therefore prevents the error signal accumulated in the compensator integrator from being compensated. During the initial period after the step command is applied, when the output is still low and the error is large, the compensator integrates the error. When the time comes at which this integrated error would be compensated by the return signal in the linear mode of operation, this does not happen for large commands, since the return signal is reduced by the actuator saturation. Then, it might take a long time for the feedback to compensate the integrated error. The error "hangs up", and only **after** some time, the output **signal** drops to the steady state value.

Using the DF concept, the qualitative explanation for the windup phenomenon goes as follows. Actuator saturation reduces the describing **function** loop gain thus shifting the equivalent crossover frequency down in frequency. The resulting overshoot is long, corresponding to this low crossover **frequency**. The value of the windup depends on the loop phase lag. When the phase stability margin is more than 70°, the windup is practically nonexistent, but it is large when the stability margin is 30° or smaller. The windup can be reduced or eliminated by employing nonlinear dynamic compensation.
Windup in *PID* system is commonly reduced or eliminated by placing a saturation in front or after the integrator, or resetting the integrator. A saturation link with different threshold is sometimes placed as well in front of P-term as shown in Fig. 4 thus making a three-window controller.

The diagram in Fig. 2 is somewhat ambiguous since it does not indicate whether the frequency selection or the amplitude selection is performed first. Often a particular order is required. This order is different in the block diagrams in Fig. 5 which exemplifies two types of architectures for multi-window compensators.

![Figure 4. Saturation in front of I- and P-paths.](image)

![Figure 5. Multi-window compensators with parallel channels](image)

(a) (b)

Fig. 5. Multi-window compensators with parallel channels

Fig. 5(a) shows compensators with parallel channels. In such compensators, saturation links are commonly placed in the low-frequency channel since this channel's gain response dominates at lower frequencies. At large signal levels, the saturation link reduces the low-frequency gain and the phase lag of the compensator decreases thus reducing or eliminating windup. Placing a saturation link in front of the Z-path in *PID* controller commonly allows making small both the length and the height of the overshoot. In doing so, the value of the saturation threshold is not very critical. Placing a dead-zone element in front of the high-frequency channel with \( k < 1 \), also reduces the phase lag at large signal amplitudes which helps to eliminate the windup and improve the transient response.

Also, the windows can be placed in the local feedback path of an amplifier in the compensator. The performance of such *multiwindow* controllers is at least as good as that of the parallel paths controllers, and in this case the design can be placed on firm foundation of Popov absolute stability criterion [2,3,5].

4. Acquisition and tracking

Acquisition and tracking systems, like those used in homing missiles, are designed to operate in two modes: acquisition mode when the error is large, and tracking mode when the error is small. An example of the acquisition/tracking type is a pointing control system for a spacecraft-mounted camera, in which a rapid retargeting maneuver is followed by a slow precise scanning pattern to form a mosaic image. Another example is clock acquisition in the phase-locked loops of telecommunication systems and frequency synthesizers. When the error signal is large, i.e. the system is in the acquisition regime, the controller should respond as rapidly as possible, i.e. the feedback bandwidth should be wide. In the acquisition mode it is not necessary however that the feedback be very large, since the error is big anyway. In contrast, in the tracking regime, the feedback bandwidth needs to be reduced to reduce the output effects of the sensor noise, but the value of the feedback should be made rather large to minimize the tracking error. The differing loop frequency responses for the two modes are depicted in Fig. 6.

While the determination of *the optimal* frequency responses for the acquisition mode and for the tracking mode is straightforward, guaranteeing smooth transient responses during transition from acquisition to tracking is not trivial. The transition can generate large transients in the output and error signals. If the transients are excessively large, the target can be de-acquired.
The transition between the responses can be done by switching dB or, better, by using nonlinear windows: the small errors are directed to the tracking compensator, and the large errors directed into the acquisition compensator. When using the windows, special care must be taken to ensure that all intermediate combined frequency responses of the parallel channels are acceptable. Intermediate response might result in an unstable system, or in a system with small stability margins and, therefore, producing large amplitude transient responses.

As an example, let the total loop response be the weighted sum of the acquisition and tracking responses:

\[ T = (1 - k)T_{\text{acq}} + kT_{\text{tr}} \]  

and suppose that \( k \) smoothly varies from 0 to 1 as the transition from acquisition mode to track mode occurs. For a certain value of \( k \), the gains in the two paths are equal at the frequency \( f_1 \) indicated in Fig. 6. At this point the difference in phase between the two transfer functions exceeds 180°, and the result is that a zero of the total transfer function \( T \) moves into the right half-plane of \( s \). The transient generated while the system remains in this state can be big and disruptive, even causing the target to be lost.

The conditions for the two parallel path transfer function \( W_1 + W_2 \) to become n.m.p. when each of the channels is m.p., is given in [2]. When the response is changing between two responses that, which combined, form n.p. lag that causes oscillation in the feedback loop – what happened? Qualitatively, we can describe the effect as follows. When one response dies down and the second response gradually rises to power, there is a time interval when they both are active, with the describing function \( k \) producing n.p. loop transfer describing function. When this time interval is long enough, a violent transient can occur that might lead to the target de-acquisition. For example, when the system in Fig. 5 with responses of Fig. 6 was modified so that the compensators are not switched instantly but their outputs combined via nonlinear windows, the overshoot in computer simulation reached 500%.

Therefore, when using two-window controllers with nonlinear blending of the linear controllers, the two compensator responses should not differ as much as those shown in Fig. 6. Hence, the two-window controller, although substantially better than a linear controller, still do not allow implementation of the best possible responses for acquisition and for tracking. This can be done with a three window controller using an intermediate frequency response during the transition which will look like the dotted line in Fig. 6.

5. Time-optimal control

Time-optimal control means changing the output variable between the commanded limits in minimum time, with limited force or power amplitude. For example, shifting a mass with limited force amplitude in minimum time results in the force profile shown in Fig. 7. This control switches the force from positive to negative values at appropriate instants. The switching must occur at exactly right moments or else the final error will be large. When the plant is uncertain, the moments cannot be exactly calculated, and the open loop control entails considerable errors.

When the time-optimal control has to be implemented closed loop-wise, it still should provide swift transitions from the maximum positive to maximum negative values, i.e. transitions very close to switching. The switching controller is a relay controller, i.e. a controller with infinite gain in the loop. An approximation to this controller is a controller with saturation and very large gain of linear links of the loop. The problem of designing such controller is therefore a feedback maximization problem while providing global stability and windup elimination. The solution to this problem also requires using an NDC, i.e. a multi-window controller as was shown in [4,5].
A reasonable complexity linear controller cannot provide time-optimal control. But a nonlinear, even a simple two-window controller, can be quite good. For most common problems, two windows suffice. However, when the transition between the modes must be very fast, or when the dynamic range is large, more windows may be necessary. For example, time-optimal precision pointing of space optical telecommunication systems with a huge range of error from acquisition to tracking would require more than two windows.

Example 1: Despin Control for S/C Booster Separation. The spacecraft booster is stabilized by spinning at 85 RPM. After separation from the booster, the spacecraft shown in Fig. 8(a) is despun by yo-yo to about 2 RPM. The yo-yo is a weight at the end of a cable wrapped several times around the spacecraft. When the spacecraft is released from the booster rocket, the weight is also released and begins unwrapping the cable. When all the cable length is unwrapped, the cable is separated from the spacecraft, and the yo-yo takes away most of the rotation momentum. The remaining spacecraft spin needs to be removed by fining thrusters. The spacecraft is unstable for spinning about z-axis since it is prolate, and the despin should be fast. Because of huge uncertainty in the initial conditions after the separation, with various positions and spin rates and different types of coupling between the axes, the controller design for the despin function must be made very robust, and at the same time, it must perform in a nearly time-optimal fashion. After the despin is complete, the controller must be changed to provide better control accuracy in the cruise mode.

![Fig. 8. A spacecraft (a) local frame coordinates, (b) attitude control system block diagram, (c) time-response of z-axis despinning](image)

The controller shown in Fig. 8(b) uses pulse width modulated (PWM) thrusters. Since each thruster produces x-, y-, and z-torques, they are combined in pairs and decoupled by the thruster logic matrix. This renders the control of each axis independent to a certain extent. The problem is however complicated by coupling between the x, y, and z-rotations due to the spacecraft dynamics, including spinning of fuel and oxidizer, initially at the rate of the booster. Due to large plant uncertainty, despin was chosen to be proportional, providing large phase stability margin over the entire frequency range of possible plant uncertainty and x-, y-, and z-controllers coupling.

In the block-diagram, the demultiplexer DM separates vector into its components. The multiplexer M is doing the opposite. The compensators are independent for the x-, y-, and z-rotations, i.e., the controller matrix is diagonal.

When the controllers' gains were chosen such as to despin the s/c without substantial overshoot, the z-axis response was as shown in Fig. 8(c), curve 1. It is seen that the control is not time-optimal.

A better controller can be designed using fuzzy logic, with switching between different control laws depending on the variable values. Because of the complex spacecraft dynamics, there could be many ways to choose the switching conditions. However, the study of these options would be expensive and time consuming. Instead, a two-window nonlinear controller was designed which only changes the control law on the basis of the absolute value of the error in each channel. This was done by passing the errors via saturation-dead zone windows so that smooth transition between the control laws was provided. The resulting control law is nearly perfect for the despin function and as well for the cruise mode. The transient response for this controller is shown by the curve (2). The de-spin time was reduced by 20%.
The two-window controller performs better and is at the same time more robust than the original linear controller, with larger stability margins for large error mode when the cross-axis coupling is the largest.

This example shows that even for complicated plants with multi-channel coupled nonlinear feedback loops, a nonlinear two-window controller using only the error in individual channels for changing the control law provides nearly time-optimal performance, substantially better than that of linear controllers.

Example 2. In Cassini spacecraft, the main engine (thruster) is gimballed. The trajectory maneuvers can be performed by articulating the engine in x- and y-directions. The block diagram for the x-axis controller is shown in Fig. 9.

The error is processed by a two-window nonlinear controller which has a local feedback path comprising a saturation link and the guidance filter $G$. Small errors are multiplied by the transfer function $k/(1 - G)$. Large errors are multiplied by $k$. Intermediate amplitude errors are processed by the nonlinear compensator which is an intermediate between the two linear compensators. The two-window controller is of the kind described in [2,3]. It eliminates the wind-up, allows for large disturbance rejection, and assures asymptotic global stability.

The Cassini attitude control employs thrusters (without PWM). The plant is close to a pure double integrator, although there may be flex modes at high frequencies. The thrusters are not throttled and not modulated, the torque is positive or negative some fixed value, or zero (similar to a 3-position relay.) These controllers also employ two-window nonlinear compensators.

Example 3. Temperature controller for the mirrors of the Narrow View Camera of Cassini spacecraft. The camera is a small telescope shown in Fig. 10(a). The primary and the secondary mirrors of the camera must be kept at approximately same temperature in order for the mirror surfaces to match each other, and the image in the focal plane to be clear. Fig. 11 shows Bode diagrams for three [parallel channel compensator. The low-frequency (LF) channel is preceded by a saturation element which constitute amplitude window for the feedback error. The transient response to a step input is shown in Fig. 12. The time-response of the heater power shows that the controller is nearly time-optimal. The controller was described in more detail in [1].

Example 4. An tunnel-effect accelerometer [6] is shown in Fig. 13(a). The proof mass and the soft springs it is suspended on are etched of Silicon. The position of the proof mass is regulated by electrostatic forces between the proof mass and the upper and lower plates. The accelerometer uses tunnel effect sensor of the proof mass position. The voltage on the lower plate equals the voltage on the upper plate plus some bias. It can be shown that with proper bias voltage, the upper plate voltage is proportional to the measured acceleration.
To achieve the desired accuracy, the feedback in the proof mass control loop must be larger than 100 dB at frequencies up to 5 Hz. The feedback crossover frequency $f_b$ is limited by the dynamics (structural resonances) of the proof mass and suspension system to less than 3 kHz.

The tunnel current is the exponent of the inverse value of the tunnel effect gap. The normal value of the gap is approximately 6 Angstrom, but initially, the gap can be smaller, the tunnel current much larger, the derivative of it (the tunnel sensor sensitivity) also larger, and the loop gain bigger than nominal. The system global stability is provided by using a NDC with dead-zone in the local feedback path.

The mechanical plant might have some resonance modes with uncertain frequencies over 500 Hz. The quality factor of the resonances is not higher than 20, i.e. 26 dB.

The compensator is shown in Fig. 13(b). The dead-zone element was chosen non-symmetrical (a Zener diode) since the characteristic of the tunnel effect sensor is also non-symmetrical. For low level signals the Zener is not conducting, and the compensator response is determined by the lower feedback path. Two series RC circuits shunting the feedback path provide two leads giving sufficient phase stability margins over the range 200 to 3000 Hz. The Bode diagram and the Nyquist plot for signals of small amplitudes simulated in SPICE are shown in Fig. 13. When the signal is exceeding the Zener threshold, the diode opens and the upper feedback path, which is a low-pass, reduces the compensator gain at lower frequencies by approximately 30 dB. This gain reduction reduces the slope of the Bode diagram, substantially increases the phase stability margin at frequencies below 200 Hz, and improves the transient response of the closed loop which is important since the acquisition range of the tunnel effect sensor is very narrow, only about 15 Angstrom.

This controller provides global stability with the loop phase shift of $\pi$ at frequencies where the loop gain is large, eliminates windup, reduces the overshoot, and increases the acquisition band of the tunneling condition. The tunnel effect is an exponential function, and if the feedback loop was initialized when the distance in the tunnel sensor gap was much smaller than normal, then, the loop gain is much larger, and the system would become unstable if it were not for the gain reduction by the NDC.

Example 5. A small parabolic antenna tracking the Earth is placed on Pathfinder Mars Lander. Two identical brushless motors with internal analog rate feedback loops articulate the antenna in two orthogonal directions. The motors are controlled by two independent identical SISO controllers.

The sampling frequency is 8 Hz. Were the delay caused only by the sampling, the crossover frequency would be $f_b/5 \approx 1.6$ Hz. However, since the computer must handle not only the motor control loops but other higher priority tasks, there is an additional 500 msec delay caused by four real time interrupt (RTI) delays, 125 msec each. Also, due to limited bandwidth of the analog rate controllers for the motors (already designed), the motors have 50 msec delay. Since the total delay is not only 62.5 msec (of sampling) but 62.5 + 500 + 50 $\approx$ 600 msec, the realizable crossover frequency is lower in proportion to this delay, i.e. $f_b < 1.6.62.5/600 \approx 0.17$ Hz.
The controller includes two cascaded linear links, $C_1 + 1$ and $C_2$. A saturation link placed in front of $C_1$ makes the transfer function of the compensator dependent on the signal level. When the signal level is below the saturation threshold, the compensator transfer function is $(C_1 + 1)C_2$. When the signal is high, the compensator transfer function reduces to $C_2$.

For small signal amplitudes, the compensator function is $C = (C_1 + 1)C_2$ where $C_1$ is a single-pole low pass filter $C_1 = 2.5/(0.0833 + s)$ and $C_2$ is a lead link, $C_2 = (0.106 + s)/(2.23 + s)$. The asymptotic gain frequency responses of the compensator links are shown in Fig. 14. The digital compensator equations $C_1$: $(0.15 + 0.15/z)/(1 - 0.99/z)$, $C_2 = (0.9 - 0.8883/z)/(1 - 0.75/2)$.

The asymptotic loop gain frequency responses are shown in Fig. 15 for the case of both $C_1$ and $C_2$ operational, and for the case of $C_1 = 0$ (lower curve). The Bode step is very long because of the necessity to compensate for large time delay of up to 7 RTI, and to reduce or eliminate the overshoot.

The simplified feedback loop block diagram is shown in Fig. 16. The block diagram includes saturation in the higher gain, low frequency path; linear links $C_1$ and $C_2$; a scaling block that has saturation and a dead zone; the delay block; and the model of the plant (of the motor with its analog control electronics). The variable $\text{dur}_\text{out}$ is the duration of the motor to be on during the sampling period of 125 msec. The motor is rate-stabilized by an analog loop with 30 msec rise-time. The motor transfer function is therefore that of an integrator (the angle of rotation is proportional of the time the motor is on) with an extra pole caused by the limited bandwidth of the analog rate loop.

**Conclusion.** Multiwindow controllers employed in space systems designed at JPL outperform conventional linear controllers and simplify the commanders.

We believe that such controllers should replace linear controllers in most of control systems, students must be taught that, generally, the controllers must be nonlinear, and newer control schemes should be compared to multiwindow controllers (instead of to linear controllers) to determine their advantages. (For example, it is shown in many examples that some fuzzy logic and neural network controllers perform substantially better than the best linear controllers, but comparisons to well designed multiwindow controllers are typically missing.)
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ABSTRACT
This paper describes the design and implementation currently underway at the Jet Propulsion Laboratory of a long range science rover for future missions to Mars. The small rover prototype, called Rocky 7, is capable of long traverse, autonomous navigation, and science instrument control, carries three science instruments, and can be commanded from any computer platform and any location using the World Wide Web. In this paper we describe the mobility system, the sampling system, the sensor suite, navigation and control, onboard science instruments, and the ground command and control system.

1. INTRODUCTION
Even prior to the recent discovery of the possibility of past life on Mars by a research team of scientists at the Johnson Space Center and at Stanford University, NASA had planned six missions to Mars for 2001, 2003, and 2005. Currently NASA is replanning its Mars exploration strategy to develop strategies that lead to one or more sample return missions. Since samples must be examined using onboard science instruments and collected from a variety of sites, rovers will play a crucial role in these missions. These rovers will traverse to sites separated by several kilometers and place instruments against outcrops or loose rocks, search an area for a sample of interest, and collect rocks and soil samples for return to Earth. Our research objectives are to develop technologies that enable such scenarios within the mission constraints of mass, power, volume, and cost.

Our goal is to develop technologies that overcome limitations detailed above as well as to introduce new capabilities currently not supported. These are:

• Increase rover autonomy so that the number of science experiments per uplink command is increased, resulting in more science data. This involves increased autonomy for rover navigation to reach science targets, autonomous confirmation of reaching such targets, and use of sensory information to autonomously perform manipulation and science instrument placement and pointing.

• Develop the ability of the microrover to traverse long distances by integrating a celestial sensor (e.g., sun sensor) to determine rover's orientation; and by developing a deployable mast mounted camera system to send panoramic images of the surrounding area to the ground control personnel.

• Integrate representative science instruments on to the rover and develop intelligent data reduction techniques to maximize the useful science return.

• Develop onboard resource analysis and decision making capability so that maximum science is returned for the available resources.

• Develop a distributed Internet based rover interface so that scientists can provide science experiment requests and the general public can view return images immediately.

• Test and validate these technologies in realistic settings and with planetary scientist participation.

This paper provides an overview of our prototype rover called Rocky 7 and describes our near-term goals. Section 2 gives a description of the mobility system, the sampling arm, sensors, the perception system, the navigation technique, and the science instruments. Section 3 describes a new operator interface development that allows a

*Samad Hayati is the task manager. Following individuals comprise the team that has designed and developed the Rocky 7 rover: Dr. Richard Volpe, Dr. Bob Balaram, Dr. Richard Welch, Dr. Paul Backes, Mr. Robert Ivlev, Mr. Tim Ohm, Mr. Richard Peters, Mr. Sieve Peters, and Mr. Greg Tharp.
rover to be commanded from any location using the World Wide Web. Conclusions are given in Section 4. References are provided in Section 5.

2. ROCKY 7 ROVER

In this section we provide the Rocky 7 rover configuration and detail the constituent components. Figure 1 shows Rocky 7 in the JPL Mars Yard. Mars Yard is a 15X25 meter outdoor test area that closely simulates Mars-like terrain constructed based on statistical analysis of images taken by Viking Landers I and II.

One important consideration in developing Rocky 7 has been its flight relevance. This has severely constrained its size, mass, and power. The size of the rover is dictated by the size of the payload envisioned for future missions. Rocky 7 measures 48 cm wide, 64 cm long, and 32 cm high.

2.1 Mobility System

The mobility system is a modified Rocker-Bogie design used in previous rovers at JPL[2]. It consists of two rockers (hence the name “Rocky”) hinged to the sides of the main body attached to six wheels two of which are steerable. This configuration requires two fewer actuators (total of eight) than previous version. Each rocker has a steerable wheel at one end and a smaller rocker at the other end. Two wheels are attached at the end of each of these small rockers. The main rockers are constrained in motion via a lever which is hinged at the end of the main body and its two ends are attached to the end of main rockers. This mechanism provides two important mobility characteristics for the rover. First, a wheel can be lifted vertically while other wheels remain in contact with the ground. This feature provides rock climbing capability to the rover. Rocky 7 can climb rocks 1.5 times its wheel diameter. Second, the vehicle can climb over rocks that span the width of the vehicle, using the smaller rocker and the two-wheel arrangement on the main rocker, even if a rock almost fits snugly between the front and middle wheels.

2.2 Sampling System

One significant improvement over previous Rocky series rovers is the incorporation of a sampling device on Rocky 7. The savings in actuators achieved by reducing the number of steerable wheels are used to develop the sampling system. This lightweight (650 gm) sampling arm consists of a two-DOF manipulator (32 cm long) that is attached to the front of the rover and can reach 10 cm below the ground surface. When folded, it is in a horizontal position against the front of the rover. The arm has a two-DOF scoop mechanism and is designed to both dig and carry the samples. When scoops are rotated 180 degree backward the arm can grasp objects using the back side of the scoops. Figure 2 shows that sampling arm with acquired soil sample.

In addition to sampling function, the arm is used to deliver light to an optical fiber via a pair of mirrors. This is accomplished by configuring the scoops to a position and exposing a normally closed hole. The optical fiber carries the light (image) to a point spectrometer located inside the rover chassis.
The arm is deployed for three different operations: digging, dumping, and spectrometer data acquisition. Before each deployment the rover checks for possible collision of the arm with the obstacles (rocks) using its onboard stereo vision system and automatically positions itself to avoid them. For a dig operation, the vision system also processes the images of the area in front of the rover to determine if the ground is soil-like by analyzing the image texture and elevation information. It then deploys the arm and lowers it until contact is made with the surface by monitoring the arm motor current. After the dig operation, it positions the scoop that collected the sample and takes its image. It then compares this image against the one taken just before the dig operation. If it detects enough difference between these two images, the rover reports success and completes the dig operation by closing the scoops and stowing the arm. Otherwise it does an automatic dump, stows the arm, and reports failure. Similar autonomous checks are performed for a dump operation.

2.3 Sensors

Several sensors are used for navigation. A sun sensor developed by Lockheed Martin, called the Wide Angle Sun Sensor (WASS), provides heading information as a function of the rover's location and the time of day using an onboard real-time software module. In addition, an accelerometer is installed to provide pitch and roll information. The wheels are equipped with encoders for precise servo control and to estimate the rover's position. The rover is equipped with seven (extendible to eight) CCD cameras. Two at each end, for the perception system discussed in the next section, two at the end of a deployable mast and one in a close-up imager.

2.4 Perception System

To simplify the perception system hardware, Rocky 7 uses only a passive stereo vision [3] for hazard detection unlike its predecessor that used a laser striping system in conjunction with multiple monocular cameras to detect obstacles. The stereo vision system uses a pair of cameras with wide angle lenses to allow viewing of both the manipulator and its actions as well as to permit imaging of rocks and other hazards extending from near the rover to a little above the horizontal. Rocky 7 is equipped with six cameras that can be used for navigation: two in front of the rover, two in the back, and two on the mast.

One advantage of the stereo vision system is that it is easy to extend the system capability by adding additional cameras to the back side of the rover and use the existing infrastructure (i.e., frame grabbers and software) to perform collision avoidance.

2.5 Navigation System

Rocky 7 navigation strategy is based on operator waypoint designation and autonomous behavior based navigation to move to the specified targets [4, 5]. Operation starts with a command issued to the rover to take a panoramic image of the scene by obtaining several overlapping images. These images are then processed by a stereo vision software to obtain terrain maps on the ground. An interactive software allows one to select specific points (locations) on one of these images using a mouse. The software returns the position of this location as calculated by the stereo vision system and displays the coordinates of the point. If no valid coordinate exists for the particular point, the software indicates this to the operator. The operator continues this operation and builds a path which deems to be safe for the rover to traverse through in moving from its initial position to the target location.

Before each move, the rover takes a set of images and process them onboard and determines if there are obstacles that it must avoid. If there is no obstacle it moves a short distance and then stops and repeats the same operation.
If it determines that there is an obstacle, then it turns away by a fixed amount to the right or to the left depending where the obstacle is.

2.6 Science Instruments

An important objective of our research in developing rovers is to understand not only the mobility, navigation, and control issues, but to also consider problems associated with the integration of science instruments, their on board operation and data reduction. Currently Rocky 7 has three science instruments: a point reflectance spectrometer, a wide field of view spectral imager, and a close-up spectral imager.

The point reflectance spectrometer is on-board the rover chassis and its fiber optic path is integrated into the rover manipulator. This allows the spectrometer to be pointed at rock/soil targets from many different angles. Also included on the manipulator is a calibration target for taking reference data for the current illumination. In the near future a laser will be added to the fiber optic path so that the point of the spectra data can be illuminated and imaged to confirm exactly where the spectral data was taken.

The wide field of view spectral imager is developed by adding motorized filter wheels to the mast cameras. This filter wheel system is used to gather broad band spectral data enabling color images to be constructed. The mast is a three degrees of freedom torso/shoulder/elbow articulated robotic arm enabling the cameras on the end to be positioned 1.4 meters above the ground as well as being able to pan and tilt the cameras to get the desired imagery. The cameras are shown in Figure 3.

The third instrument is a close-up imager that uses a monochrome camera and active lighting source. This is packaged as a 500g "dummy" instrument representing an APX or Moessbauer spectrometer which would have to be placed against a designated target. The instrument is mounted at the end of the mast and the mast degrees of freedom are utilized to position instrument against rocks in front of the rover. Passive compliance is used to allow the instrument to orient itself normal to the target surface and contact sensors used to confirm placement.

2.7 Long Traverse

Rocky 7's mast and the sun sensor allow the rover to traverse long distances. The scenario for the operation of the rover consists of traversing in the indicated direction, using the sun sensor, and periodically (e.g., 100m to 200 m) transmitting panoramic images to the ground station. These panoramic images are obtained by a pair of cameras mounted on a stowable mast that is carried by the rover. The ground station provides new commands to either to continue to traverse in the same direction or to change direction. If the site is of interest to scientists, site survey commands will be issued. For each site survey, a panoramic image is used to designate science targets and to specify science experiment parameters (such as angle of pointing a science instrument relative to a target, instruments distance from a target, and duration of data acquisition, etc.). The rover then autonomously performs the requested science experiment. Success of each science experiment is confirmed by the rover autonomously via executing specific tests for that experiment.

3.0 Advanced Operator Interface

We have developed a ground control station to remotely command the rover and receive data from it. The operational scenario is based on the rover downlinking science data and stereo panoramic image pairs. This data along with camera parameter information is used to develop terrain maps.

The interface is based on a World Wide Web (WWW) which consists of viewing an image taken by a rover camera. Through a mapping between this image and an elevation map discussed earlier an operator can point and click on any point on the image and obtain the coordinates of the point. This technique has been used before at JPL for target selection and waypoint designation successfully. This Web based version of the allows a scientists to select science targets in his or her home institution using any computer platform. He/she is also be able to describe the nature of a particular science
experiment to be performed at that point (pointing requirements, time required for data collection, data compression, etc.). This information is then sent electronically to a central station at JPL for consolidation and verification for flight rules for next day's mission and for uplinking to the rover. Figures 4 and 5 show the interface for remote target and waypoint selection.

Figure 4. WEB based interface. Right image shows waypoints selected. The left image shows a top view of the elevation map generated from panoramic images. The right image corresponds to one of the wedges shown in the left image. This interface can be accessed from: http://robotics.jpl.nasa.gov/tasks/scirover/operator/wits/index.html

Plans are also underway to provide panoramic elevation maps to clearly show the camera image in the context of the panoramic elevation map. The operator control station will also be able to show these in the context of descent imagery which is very important for scientists planning their global exploration strategy.

In the future, we will perform feature segmentation and provide feature maps to identify landmarks for rover localization autonomously.

4. CONCLUSIONS

This paper has provided an overview of research on future Mars rovers covering navigation, perception, science instrument pointing and placement, and operator interface issues.

Although this research program covers many essential elements of Mars rovers, research related to materials, space qualified computers, communication hardware, thermal insulation, advanced mobility systems, and structures are being address by other tasks at JPL [6].

Figure 5. This image is the same image as shown in Figure 5 without the elevation map. The operator has an option of looking at the left image of Figure 5 with or without the elevation map.
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ABSTRACT

This paper documents the application of genetic algorithms (GAs) to the problem of robust flight path determination for Mars precision landing. The robust flight path problem is defined here as the determination of the flight path which delivers a low-lift open-loop controlled vehicle to its desired final landing location while minimizing the effect of perturbations due to uncertainty in the atmospheric model and entry conditions. The genetic algorithm was capable of finding solutions which reduced the landing error from 111 km RMS radial (open-loop optimal) to 43 km RMS radial (optimized with respect to perturbations) using 200 hours of computation on an Ultra-SPARC workstation. Further reduction in the landing error is possible by going to closed-loop control which can utilize the GA optimized paths as nominal trajectories for linearization.

1. INTRODUCTION

In this study, GAs are applied to optimizing a nonlinear simulation of descent dynamics of a low-lift vehicle during planetary (i.e., Mars) entry. The basic idea is to find a flight path which comes closest to a desired landing position, yet is robust to expected perturbations in the trajectory. Such a robust flight path is found by minimizing a quadratic cost function representing the landing miss distance, over several realistically perturbed trajectories. The most important perturbations are the error in the initial entry conditions, and uncertainties in the atmospheric density. In order to vary the flight path, the initial flight path angle is chosen as a free parameter, and the vehicle angle-of-attack is controlled as a function of time. The control of the angle-of-attack is accomplished using the center-of-mass (COM) relocation concept put forth by D. Boussalis of JPL [1]. The COM relocation concept is important because it allows considerable control authority during the atmospheric entry phase to minimize landing errors, yet it is applicable to low-lift Mars Pathfinder type aeroshells (i.e., with lift-to-drag ratio L/D = 0.3). This avoids the need for designing higher lift (and much more expensive) vehicles. For simplicity the entry dynamics have been restricted to planar motion, and the landing error is defined at 10 km altitude where the parachute opens rather than at ground level. This paper is an abridged version of a longer report [11].

2. CONTROL ACTUATION

The control actuation scheme will be based on center-of-mass (COM) relocation, as outlined in Boussalis [1]. In this approach, a proof-mass is moved inside the vehicle so that the COM is relocated as a known function of time. The COM relocation acts to shift the dynamic equilibrium of the vehicle such that the angle-of-attack is changed. In particular, the equilibrium angle-of-attack value varies as an explicit known function of the COM relocation. Hence, even though one is moving a proof-mass, the control can be thought of as commanding a desired angle-of-attack. Since the angle-of-attack acts to change the amount of lift or drag on the vehicle, it provides a means to effect the propagation of the flight path.
3. ROBUST FLIGHT PATH PLANNING MODEL

For the purposes of this study, the “landing error” is defined as the RMS error in the desired terminal ground track location over a collection of 5 simulated paths, i.e.,

\[ J = \sqrt{\sum_{i=A,B,C,D,E} (S_{xd} - S_{xi})^2 + (S_{yd} - S_{yi})^2} \]  

(1)

where \( S_{xd}, S_{yd} \) (specified later) are the desired ground track at the terminal time, and \( S_{xi}, S_{yi} \) are the actual ground track at the terminal time.

For the purpose of evaluating the RMS error \( J \), the 5 simulations (A, B, C, D, and E) are performed per control profile to determine the effect of perturbations on the flight path. Parameter perturbations associated with A, B, C, D and E are shown in Table 1 and Figure 3. These perturbations reflect the major sources of error in the descent phase which are due to uncertainty in the atmospheric parameter \( \beta \), and uncertainty in delivery to the specified initial flight path angle \( \gamma(0) \) (i.e., the entry corridor).

Three scenarios are addressed for optimization of the flight path:

**Scenario 1: Two Point Boundary Value Problem, Constant Control**
Find the control (i.e., the entry condition \( \gamma(0) \), and fixed COM offset \( dz \)) that under perfect knowledge and no disturbances, places the vehicle at the desired final position (in terms of its desired ground track) at the terminal time (i.e., the time instant at which the altitude is 10 km, and the parachute deploys). Apply this control to the 5 perturbed trajectories to calculate RMS landing error \( J \).

**Scenario 2: Robust Flight Path Determination, Constant Control**
Find the control (i.e., the entry condition \( \gamma(0) \), and fixed COM offset \( dz \)) that optimizes the RMS landing error \( J \) at the terminal time over the 5 perturbed trajectories.
Scenario 3: Robust Flight Path Determination, 5th Order Control

Find the control (i.e., the entry condition $\gamma_0$, and the COM offset $dz$ as a 5th order Chebychev polynomial function of time $dz = u(t) = \text{Trunc}[a_0 + a_1 c_1(t) + \ldots + a_5 c_5(t)]$), that optimizes the RMS landing error $J$ at the terminal time over the 5 perturbed trajectories. A control constraint on $dz$ to $+/-0.08$ m is enforced by the operator $\text{Trunc}[]$, which truncates the Chebychev polynomial when it exceeds these thresholds.

Note that by minimizing the RMS landing error $J$, one is not only delivering the vehicle to its desired final position under nominal conditions, but is also minimizing the effect of perturbations on the actual flight path. This is the essence of the robust flight path planning problem.

Table I Perturbed Parameters for Simulation

<table>
<thead>
<tr>
<th>Indv Runs</th>
<th>beta</th>
<th>gamma(0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$1.00*\beta_0$</td>
<td>$\gamma_0 + 0.0$</td>
</tr>
<tr>
<td>B</td>
<td>$1.25*\beta_0$</td>
<td>$\gamma_0 + 0.2$</td>
</tr>
<tr>
<td>c</td>
<td>$0.75*\beta_0$</td>
<td>$\gamma_0 + 0.2$</td>
</tr>
<tr>
<td>D</td>
<td>$0.75*\beta_0$</td>
<td>$\gamma_0 - 0.2$</td>
</tr>
<tr>
<td>E</td>
<td>$1.25*\beta_0$</td>
<td>$\gamma_0 - 0.2$</td>
</tr>
</tbody>
</table>

Figure 3 Flight path angle ($\gamma_0$) and atmospheric ($\beta$) perturbations

The kinematics and dynamics of the vehicle during descent are described by the a system of differential equation which can be found in [11].

4. GENETIC ALGORITHM IMPLEMENTATION

The Genetic Algorithm Toolbox [7] is used to solve the three scenarios posed in the previous section. For this purpose, the chromosomes are set up as shown in Table 2 and the initial conditions are given in Table 4. The desired final landing location is specified as, $S_{\text{vd}} = 556.1$ km and $S_{\text{vd}} = 976.65$ km.

Table 2 Chromosome Coding

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Range value</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>gamma0 (degree)</td>
<td>-9 to -17</td>
<td>15 bit</td>
</tr>
<tr>
<td>dz (m)</td>
<td>-0.08 to 0.08</td>
<td>15 bit</td>
</tr>
<tr>
<td>ai, i=0,...,5</td>
<td>-0.08 to 0.08</td>
<td>15 bits</td>
</tr>
</tbody>
</table>

Table 3 Summary of Computational Requirements

<table>
<thead>
<tr>
<th>Scenario</th>
<th># Individuals per # Generations</th>
<th>Machine</th>
<th>Memory</th>
<th>Speed</th>
<th>Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>10</td>
<td>Pentium</td>
<td>16 Meg</td>
<td>133 Mhz</td>
<td>172</td>
</tr>
<tr>
<td>II</td>
<td>20</td>
<td>Ultra SPARC</td>
<td>132 Meg</td>
<td>143 Mhz</td>
<td>90</td>
</tr>
<tr>
<td>III</td>
<td>20</td>
<td>Ultra SPARC</td>
<td>132 Meg</td>
<td>143 Mhz</td>
<td>200</td>
</tr>
</tbody>
</table>
Table 4 Initial States (all scenarios)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Altitude</strong></td>
<td>125.0</td>
<td>kilometer</td>
</tr>
<tr>
<td><strong>Longitude theta</strong></td>
<td>0.0</td>
<td>degree</td>
</tr>
<tr>
<td><strong>Latitude phi</strong></td>
<td>-10.0</td>
<td>degree</td>
</tr>
<tr>
<td><strong>Velocity</strong></td>
<td>7.5</td>
<td>kilometer/sec</td>
</tr>
<tr>
<td><strong>Flight path angle, gamma0</strong></td>
<td>Evolved</td>
<td></td>
</tr>
<tr>
<td><strong>Azimuth (heading) angle, psi</strong></td>
<td>60.0</td>
<td>degree</td>
</tr>
<tr>
<td><strong>Pitch rate, q</strong></td>
<td>0.0</td>
<td>degree/sec</td>
</tr>
<tr>
<td><strong>Pitch</strong></td>
<td>gamma0+alpha0</td>
<td>degree</td>
</tr>
<tr>
<td><strong>Sx Ground track</strong></td>
<td>0.0</td>
<td>kilometer</td>
</tr>
<tr>
<td><strong>Sy Ground track</strong></td>
<td>0.0</td>
<td>kilometer</td>
</tr>
</tbody>
</table>

5. ANALYSIS OF THE RESULTS

The results of all three scenarios are tabulated in Table 5.

Table 5 Summary of Results

<table>
<thead>
<tr>
<th>Scenario</th>
<th>gamma0 (degree)</th>
<th>dz (cm)</th>
<th>Landing Error - RMS Radial (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario I</td>
<td>Evolved -12.54</td>
<td>Evolved - 0.03713</td>
<td>111.68</td>
</tr>
<tr>
<td>Scenario II</td>
<td>Evolved -13.58</td>
<td>Evolved - 0.0610</td>
<td>75.825</td>
</tr>
<tr>
<td>Scenario III</td>
<td>Evolved -12.5080</td>
<td>Chebychev a0 = 0.0145</td>
<td>43.3855</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a1 = 0.04096</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a2 = -0.069</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a3 = 0.0260</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a4 = 0.0530</td>
<td></td>
</tr>
</tbody>
</table>

For comparison purposes, the landing error plots for Scenarios I, II and III are organized from left to right in Figure 4. As expected the RMS landing errors decrease from left to right with increasing control authority.

Figure 4 Summary of landing errors for all scenarios

The improvement in going from Scenario I (111 km) to Scenario II (76 km) is to be expected since Scenario I was not optimized with respect to the perturbed trajectories while Scenario II was. The improvement in going from
Scenario II (76 km) to Scenario III (43 km) is also expected since Scenario III is a generalization of Scenario II in terms of progressing from a zeroth order polynomial to a 5th order polynomial control representation.

a. Scenario I  

b. Scenario II  
c. Scenario III

Figure 5 Summary of altitude paths for all scenarios

It is instructive to compare the altitude plots of the three Scenarios in Figure 5. It is seen in Scenario III how the GA successfully reduces landing error by making the perturbed flight paths coalesce.

The flight path determined by GA for the 43 km (Scenario III) result is very interesting and suggests a new “bounce and plop” strategy for precision landing. In order to study this strategy in more detail, the altitude and control signal $dz=u(t)$ for Scenario III are plotted on the same x-axis (i.e., versus time) in Figure 6. The scale for the control signal has been converted to mm to allow sharing of the same y-axis. It is seen that the “bounce” is induced by lowering the COM (i.e., $dz=u(t)$) to its maximum negative location of $u= -0.08$ m (i.e., maximum positive lift), at approximately 10 seconds. Note that the bounce does not take effect until the atmosphere is sufficiently dense at an altitude of 40 km (occurring at approximately 75 seconds), to create a significant lift effect. The “plop” is induced by raising the COM location to its maximum positive location of $u= +0.08$ m (i.e., maximum negative lift), at approximately 135 seconds. Again, the negative lift is seen to take effect when the atmosphere becomes sufficiently dense at an altitude of 40 km (occurring at approximately 200 seconds). This overall approach forces the perturbed trajectories to coalesce, which effectively reduces landing error.

Figure 6 Superposition of vehicle altitude and control signal $dz=u(t)$
6. CONCLUSIONS

A genetic algorithm was applied to the problem of robust flight path determination for Mars precision landing. The notion of a robust flight path appears to be new, although it is a natural statement of what is desired in many open-loop control scenarios. In this study, the objective of the robust flight path problem was to determine the flight path which delivers a low-lift open-loop controlled vehicle to its desired final landing location while minimizing the effect of certain realistic perturbations.

The results of the study can be summarized as follows. When the control (i.e., the COM location) is chosen constant with time and the flight path is optimized with respect to the nominal trajectory, the resulting landing error is 111 km RMS radial. When the control is chosen constant with time and the flight path is optimized over perturbed trajectories, the landing error is reduced to 76 km RMS radial. When the control is allowed to vary as a fifth order polynomial and the flight path is optimized over perturbed trajectories, the landing error is 43 km. The trajectory determined by GA for the 43 km result is very interesting and suggests a new “bounce and plop” strategy for landing.

The major computational bottleneck for this study was in evaluating the objective function (or equivalently, the “fitness”) for each individual in the population, since it required integrating the kinematics and dynamics of motion. For implementation purposes, it was necessary to trim down the GA implementation to a reduced population of 20 individuals and no more than 60 generations, requiring approximately, $20 \times 10^6 \div 60 = 200$ hours of computation on an Ultra SPARC computer. Methods to reduce the computation time would be greatly beneficial.

Results indicate that even though genetic algorithms may require long processing times, they are fairly easy to program, and can provided useful solutions to complex optimization problems, such as those associated with problems of robust flight path planning, and spacecraft autonomy.
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Abstract

In this paper, a pointing control performance criteria is established to support high resolution space spectroscopy. Results indicate that these pointing requirements are very stringent, and would typically be difficult to meet using standard 3-axis spacecraft control. To resolve this difficulty, it is shown that performance can be significantly improved using a reconfigurable control architecture that switches among a small bank of detuned Kalman filters. The effectiveness of the control reconfiguration approach is demonstrated by example on the Space Infra-Red Telescope Facility (SIRTF) pointing system, in support of the Infrared Spectrograph (IRS) payload.

1 Introduction

Spectroscopy measurements are important for many types of scientific observations, and as a result are used in a wide variety of spacecraft payloads. For example, NASA's Space Infra-Red Telescope Facility (SIRTF), is expected to carry the InfraRed Spectrograph (IRS) payload to obtain various high-resolution spectrographs of interstellar, matter, planetary nebula and galactic nuclei.

High resolution spectroscopy depends on the accurate determination of the ratios of measured spectral lines. This requires that the flux obtained during measurement is not significantly degraded (i.e., offset) by motion of the image spot in the entrance slit during the exposure. Because of properties of the slit geometry and the imaging optics, the flux offset varies as a complicated function of both the pointing hiss and jitter [4][5][6]. Due to this dependence on both bias and jitter, it is shown that typical pointing requirements needed to support high-resolution spectroscopy are quite stringent, and would typically be difficult to meet using standard 3-axis spacecraft control.

To resolve this difficulty, it is shown in Section 3 that performance can be significantly improved using a reconfigurable control architecture that switches among a small bank of detuned Kalman filters. The effectiveness of the control reconfiguration approach is demonstrated by example on the SIRTF pointing system, in support of the IRS payload. Conclusions are postponed until Section 4.

2 Pointing Requirements

2.1 Signal Diagram

A detailed signal diagram representing the spectroscopy requirements is shown in Figure 1. The quantity \( w_p(\tau) \) represents the pointing process, which is assumed to be a second-order stationary Gaussian random process with mean \( w_0 \) and variance \( \sigma_w^2 \). In pointing control language, \( w_0 \) is defined as the bias and \( \sigma_w \) is the long-term jitter, i.e., the RMS jitter associated with windows of infinite duration.

The pointing process \( w_0(\tau) \) is expressed in units of arcseconds, and is defined with respect to the slit center. For example, if \( w_0 = 0 \) the image spot will be directly at the slit center. The coefficient \( A_2 \) of the square law has units of (arcsec)^{-2} so that the quantities \( \xi \) and \( z \) are dimensionless. The coefficient \( A_2 \) is determined...
by fitting curves depicting fractional flux offset versus position, and is in general a function of slit geometry, wavelength, and the optical design [4]. Only motion along the slit width (i.e., the dispersion direction) is considered in the analysis since performance is relatively insensitive to motion along the slit length. As a result, all expressions will be in terms of single axis requirements resolved along the dispersion direction.

**Pointing Process**

![Diagram of pointing process](image)

**Figure 1:** Signal diagram for spectroscopy pointing requirements

### 2.2 Statistical Analysis

The pointing control objective is to keep the image spot in the center of the slit by keeping the smoothed flux offset \( z \) small. Specifically, for accurate measured line ratios, it is desired that the probability of \( z \) exceeding a specified threshold \( d \) be less than a specified probability \( \alpha \). Equivalently,

\[
P_z(z > d) \leq \alpha
\]

where \( P(.) \) is the probability distribution of \( z(t, T) \) in Figure 1. Since \( z(t, T) \) is a stationary process in time, the probability \( P_z \) will not depend on \( t \), but will in general be a function of the exposure time \( T \).

Let \( z_{1-\alpha} \) be the \((1 - \alpha)\%\) percentile of the random variable \( z \) defined as follows,

\[
P_z(z \geq z_{1-\alpha}) = \alpha
\]

Then the pointing condition (1) can be equivalently written as,

\[
z_{1-\alpha} \leq d
\]

For infinite-time exposures (i.e., \( T \rightarrow \infty \)), the percentile \( z_{1-\alpha} \) can be evaluated analytically as [1],

\[
z_{1-\alpha} = A_2 \left( \sigma_2^2 + w_2^2 \right) \quad \text{valid for } T \rightarrow \infty
\]

Unfortunately, for exposures of finite duration \( T \), expression (4) is not valid, and the percentile \( z_{1-\alpha} \) is much more difficult to evaluate. Hence, it will be replaced by an overbound \( \tilde{z}_{1-\alpha} \), which can be used to enforce (3) as follows,

\[
z_{1-\alpha} \leq \tilde{z}_{1-\alpha} \leq d
\]

In [1], using Bienayme's inequality (Papoulis [2] pp. 115), such an overbound is obtained of the form,

\[
\tilde{z}_{1-\alpha} = \frac{A_2}{\sqrt{\alpha}} \cdot \left[ 3(\sigma_2^2 + w_2^2)^2 - 2w_2^4 \right]^{1/4} \quad \text{valid for any } T \geq 0
\]

Using (6) in (5) and rearranging gives the pointing requirement,

\[
[3(\sigma_2^2 + w_2^2)^2 - 2w_2^4]^{1/4} \leq \sqrt{\alpha} \cdot \frac{d}{A_2}
\]

It is emphasized that (7) is very different from requirements for imaging instruments which avoid smearing by constraining the allowable RMS jitter over a window of specified duration (cf., [3]). In contrast, requirement (7) simultaneously constrains both the pointing hiss and jitter.
2.3 Three-Axis Control

As a realistic example, consider the values $\alpha = .05$ (for 95% confidence), $A_2 = .13$, and $d = .07$ (i.e., from the SIRTF IRS [4]). Substituting these values into (7), assuming equal contributions from bias and jitter gives,

$$
\sigma_a = |w_b| \leq .195 \text{ arcseconds}
$$

While it may be possible to meet the jitter requirement by taking advantage of optimal filtering and a good gyro/tracker combination, these requirements are quite stringent from the bias point of view. For example, a bias error of .2 arcseconds is by itself smaller than the accuracy of most available star trackers, and in addition there will be many other factors contributing to the overall pointing bias.

3 Reconfigurable Control

3.1 Architecture

It was seen that pointing requirements for high resolution spectroscopy are difficult to meet using standard 3-axis spacecraft control. An alternative approach based on a reconfigurable controller is proposed in this section. The basic idea is to place the image spot into the slit using a precision incremental maneuver on gyros, which avoids the bias error associated with the star tracker.

The proposed reconfigurable control architecture is shown in Figure 2. Here, KF1 and KF2 are Kalman filters which have been detuned to have time constants $\tau_1$ and $\tau_2$, respectively. KF1 and KF2 are both driven by the measured position quaternion $q_m$ and measured 3-axis rate $\omega_m$, while KFg is the optimal Kalman filter designed only with a rate measurement input. In this scheme, KF1 and KF2 are free running filters, while KFg is initialized by KF1 at time $t = 0$.

![Figure 2: Reconfigurable control architecture for high-resolution spectroscopy](image-url)
3.2 Handoff Description

As shown in Figure 2, the error signal which drives the attitude controller is taken from KF1 at time \( t = t_0 \), and is switched to KFg at time \( t = 0 \), and is switched to KF2 at time \( t = t_h \). It is assumed that the telescope and star tracker are in different frames, and that the body frame is the star tracker frame. Details of the particular handoff sequence are given below.

1. Point telescope to calibration source at attitude \( q_{cal} \) by nulling control error \( e_1(t) \) associated with KF1.
2. Calibrate frame misalignment between tracker and telescope using calibration source (as imaged on a detector in the telescope frame) during time interval \( t_0 < t < 0 \) while holding attitude on KF1.
3. Calculate incremental offset \( \Delta q \) in body frame needed to put a target source with known J2000 coordinates into center of spectroscopy slit.
4. At time \( t = 0 \), command the attitude \( \Delta q \otimes q_{cal} \) [where \( \otimes \) denotes standard quaternion multiplication], and null control error \( e_2(t) \) associated with KFg to implement maneuver.
5. Target arrives at slit at time \( t = t_a > 0 \).
6. At \( t = t_a \geq t_a \), sample the “one-shot” to clamp attitude estimate associated with KF2, and null the control error \( e_2(t) \).
7. Hold attitude by nulling \( e_2(t) \) until spectroscopy exposure of duration \( T \) is completed.

It is emphasized that the attitude estimate from KF2 is clamped at time \( t_a \) to generate the control error \( e_2(t) \) to be nulled. No effort is made to reconcile the estimate from KF2 with the estimate from KFg, since this would typically cause a large jump in the combined state estimate at time \( t_a \) (on the order of the tracker bias) which could kick the image spot out of the slit. In fact, this is the reason that standard 3-axis control fails, and is avoided in the reconfigurable control concept.

3.3 Covariance Analysis

A single axis covariance analysis is given below, to characterize behavior along the slit dispersion direction.

Given desired time constant \( \tau \), the Kalman filter gains \( k_1 \) and \( k_2 \) (associated with a two-state observer of single-axis position and gyro bias) are detuned as follows. Let \( \omega_j = (\omega_0^j)^{1/2} \).

- If \( \frac{1}{\tau} \leq \omega_0^j \) then use complex roots: set \( k_1 = \frac{\tau}{\omega_0^j} \) and \( k_2 = \frac{\omega_0^j}{\tau} \).
- If \( \frac{1}{\tau} > \omega_0^j \) then use repeated real roots: set \( k_1 = \frac{1}{\omega_0^j} \) and \( k_2 = \frac{\tau}{\omega_0^j} \).

The steady-state covariances associated with the detuned Kalman filters can be calculated as,

\[
P_{11} = \frac{r(k_2^2 + k_1^2 k_2^2) + q_1 k_2 - q_2}{2k_1 k_2}, \quad P_{12} = \frac{r k_1^2 + q_2}{2k_2}
\]

\[
P_{12} = \frac{r(k_2^2 + k_1^2 k_2^2) + q_1 k_2^2 + q_2(k_2^2 + k_1^2)}{2k_2}
\]

\[
P = E[ee^T] = \begin{bmatrix} P_{11} & P_{12} \\ P_{12} & P_{22} \end{bmatrix}
\]

where \( e = [\delta \phi, \delta \theta]^T \), \( \delta \phi = 8\cdot \hat{\theta} \) is the error in the angular position estimate, \( \delta \theta = b - \hat{b} \) is the error in the gyro bias estimate, and,

- \( q_1 \) - Gyro Angle Random Walk Covariance (rad^2/sec)
- \( q_2 \) - Gyro Bias Instability Covariance (rad^2/sec^2)
- \( r \) - Equivalent CT Tracker noise covariance (rad^2)
- \( \Delta \) - Tracker Sampling Period (sec)
- \( \sigma_{nea} \) - Tracker NEA (per star, 1-sigma)
- \( N \) - Number of stars on Tracker FOV.
The pointing jitter after handoff can be calculated as,
\[ \sigma_d^2 \equiv \beta^2 \cdot p_{11}(\tau_2) \]  \hspace{1cm} (12)
where \( p_{11}(\tau_2) \) is the position estimation error covariance of \( KF_2 \), and \( \beta = 206265 \) is a scale factor to convert radians to arcseconds. The quantity \( \sigma_d^2 \) will generally increase as \( KF_2 \) is detuned further (i.e., as \( \tau_2 \) is decreased).

The total pointing bias after handoff can be calculated as,
\[ w_b^2 = \sigma_d^2(t) + \sigma_p^2 + \sigma_s^2 + \sigma_m^2 + \sigma_e^2 + \sigma_{KF_2}^2(t) \]  \hspace{1cm} (13)
where,
- \( \sigma_d \) - Gyro Drift
- \( \sigma_p \) - Body-to-Telescope Frame Misalignment error
- \( \sigma_s \) - Gyro Scale Factor Error
- \( \sigma_m \) - Gyro Frame Misalignment Error
- \( \sigma_e \) - Steady-State Control Bias Error (after handoff)
- \( \sigma_{KF_2} \) - Bias from Kalman Filter \( KF_2 \) settling
- \( w_{tr} \) - Tracker bias change (over maneuver)

The jitter term \( \sigma_d^2 \) reappears in the bias expression (13) because at time \( t = t_a \) one is clamping onto the random (rather than deterministic) process associated with \( KF_2 \). The time-varying terms \( \sigma_d^2(t) \) and \( \sigma_{KF_2}^2(t) \) dominate the expression for the bias (13) and deserve closer attention. The gyro drift is given by,
\[ \sigma_d^2(t) = \beta^2 \cdot \left[ \frac{Q_d}{3} r + p_{22}(\tau_1)t^2 + (2p_{12}(\tau_1) + q_1)t + p_{11}(\tau_1) \right] \]  \hspace{1cm} (14)
where \( p_{ij}(\tau_1) \) are steady-state covariances from the detuned filter \( KF_1 \). As shown in Figure 2 the gyro drift increases monotonically with time after \( t = 0 \). The settling bias of \( KF_2 \) is given by,
\[ \sigma_{KF_2}(t) = w_{tr} e^{-(t-t_a)/\tau_2} \]  \hspace{1cm} (15)
where \( \tau_2 \) is the time constant (by design) associated with \( KF_2 \). This is the error associated with clamping onto the filter \( KF_2 \) before it has completely settled, As shown in Figure 2 the settling bias decreases monotonically with time after \( t = t_a \).

### 3.4 Application to SIRTF IRS

The reconfigurable control concept is applied to the SIRTF telescope in support of the IRS payload. Parameters associated with a candidate SIRTF pointing control design are given as
\[ q_1 = 3.3846 \cdot 15 \text{ rad}^2/\text{sec}, \text{ } q_2 = 7.3451 \cdot 21 \text{ rad}^2/\text{sec}, \text{ } r = 1.0581 \cdot 12 \text{ rad}^2, \text{ } \sigma_s = \sigma_m = \sigma_e = .1 \text{ arcsec}, \text{ } w_{tr} = .4 \text{ arcsec}, \text{ } A_2 = .13 \text{ (arcsec)}^{-2}, \text{ } d = .07, \alpha = .05. \]
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Equation (12) for \( \sigma_d^2 \) and (13) for \( w_b^2 \) are substituted into (6) to give the quantity \( \tilde{z}_{35} \) for \( t \geq t_a \), which is plotted in Figure 3 for different values of \( \tau_1 = 10, 20, 30 \) and \( \tau_2 = 10, 20, 30 \). If the handoff is timed to catch the minimum of each curve, it is seen that the desired value of \( d = .07 \) can be satisfied with any one of several possible designs. For example one reasonable design would be \( \tau_1 = 20.72 = 20 \) which requires optimal handoff at \( t = t_a + 30 \) seconds, and achieves a performance better than \( d = .06 \). Without reconfiguration, a 3-axis controller for the same example would perform no better than \( d = .12 \), and would have additions drift terms which have not been analyzed here.

### 4 Conclusions

A pointing control performance criteria has been established in support of high resolution space spectroscopy. The requirement, given by (7), simultaneously constrains both the pointing bias and jitter to ensure that the flux offset is small in the sense that it is less than a specified fractional error \( d \) with at least \( (1 - \alpha) \times 100\% \) percent confidence. Calculations indicated that these pointing requirements would be difficult to meet using standard 3-axis spacecraft control primarily due to a tight pointing hiss requirement.
In order to satisfy the performance requirement, a reconfigurable control concept was proposed which avoids to a large extent the contribution of the bias error from the star tracker. The effectiveness of the control reconfiguration approach was demonstrated on the SIRTF pointing system in support of the IRS payload. Results indicate that by proper choice of filter detuning and optimized handoff timing, the flux offset can be held (with .95 probability) to within $d = .06$ of the ideal flux. This contrasts with $d = .12$ for the 3-axis control design, and results in significantly improved high-resolution science capability.
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1 Introduction

The work reported in this paper is the result of a collaboration between researchers at the Jet Propulsion Laboratory and Steve Charles, MD, a vitreo-retinal surgeon. The Robot Assisted MicroSurgery (RAMS) telerobotic workstation developed at JPL [9] is a prototype of a system that will be completely under the manual control of a surgeon. The system, shown on Figure 1, has a slave robot that will hold surgical instruments. The slave robot motions replicate in six degrees of freedom those of the surgeon’s hand measured using a master input device with a surgical instrument, shaped handle. The surgeon commands motions for the instrument by moving the handle in the desired trajectories. The trajectories are measured, filtered, and scaled down then used to drive the slave robot.

We present the details of this telerobotic system by first giving an overview of the subsystems and their interactions in the following section then present details in subsequent subsections divided according to subsystem. This paper concludes with a description of a recent demonstration of a simulated microsurgery procedure performed at JPL.
2 System description

Figure 2 shows an overview of the hardware components of the RAMS telerobotic system.

Components of the RAMS system have been categorized into four subsystems. They are the mechanical subsystem, the electronics subsystem, the servo-control subsystem and the high-level software subsystem. The mechanical subsystem consists of a master input device and a slave robot arm with associated motors, encoders, gears, cables, pulleys and linkages that cause the tip of the robot to move under computer control and to measure the surgeon's hand motions precisely. The electronics subsystem consists of the motor amplifiers, a safety electronics circuit and relays within the amplifier box shown on Figure 2. These elements of the subsystem ensure that a number of error conditions are handled gracefully. The servo-control subsystem is implemented in hardware and software. The relevant hardware parts of the subsystem are the servo-control boards and the computational processor boards. Servo-control software functions include setting up the control parameters and running the servo-loop on the servo-assembly board to control the six motors, implementing the communication between the computation and servo-control boards, initializing the servo-control system and communicating with the electronics subsystem and communicating with the high-level software subsystem. The high-level software subsystem interfaces with a user, controls initialization of the system software and hardware, implements a number of demonstration modes of robot control and computes both the forward and inverse kinematics. A drawing of the interaction between the subsystems of the RAMS slave robot, is shown on Figure 3.

2.1 Mechanical subsystem

The RAMS slave manipulator is a six degrees-of-freedom tendon-driven robotic arm designed to be compact yet exhibit very precise 10 micron relative positioning capability as well as maintain a very high work volume. Physically, the arm measures 2.5 cm. in diameter and is 25.0 cm. long from its base to tip. It is mounted to a cylindrical base housing which measures 12 cm. in diameter by 18 cm long that contains all of the drives that actuate the arm. A photograph of the arm appears on Figure 4. The joints of the arm are a torso joint rotating about an axis aligned with the base axis and positioned at the point the arm emerges from its base, a shoulder joint rotating about two axes that are in the same plane and perpendicular to the preceding links, an elbow joint that also rotates about two axes that are in the same plane and perpendicular to the preceding links, and a wrist with pitch, yaw and roll joints.
The master device, cinematically similar to the slave robot, also has six tendon driven joints. It is 2.5 cm. in diameter and 25 cm. long. Its base houses high-resolution optical encoders requiring a larger volume - a box of size 10.8 cm by 18.4 cm by 23.5 cm. Gear transformation ratios in the master arm are reduced to allow backdrivability. A photograph of the master input device is shown on Figure 5.

The slave wrist design (based on the kinematics of the Rosheim OMNI-WRIST [8]) utilizes a dual universal joint to give a three degrees-of-freedom, singularity free, mechanically decoupled joint that operates in a full hemisphere of motion (up to 90 degrees in any direction). The master wrist design uses a universal joint to transmit rotation motion through the joint while allowing pitch and yaw motions about the joint resulting in singularity free motion over a smaller range of motion in three degrees-of-freedom. The fourth and fifth axes of the master and slave robots are unique joints that rotate about 2 axes and allow passage of cables to pass through the joint for actuating the succeeding joints without affecting their cable lengths. The sixth axes are torso joints which simply rotates the manipulators relative to their base housing. For the slave robot.
the torso range of motion is 330 degrees while on the master it is 30 degrees.

2.2 Electronics subsystem

The RAMS electronics subsystem design includes off the shelf and custom designed electronics. Figure 6 shows a layout of its general components.

Components of the electronics subsystem are a VME chassis, an amplifier chassis and safety electronics. The VME chassis houses the VME backplane and two Motorola MVME-167 computer boards used for high level system control. The VME chassis also contains the PMAC servo control cards and six supporting interface modules, power supplies (+/-15v) and a cable interface board. The VME chassis front panel contains main power control (AC) for the system. The rear panel provides access to the control computers serial communications port (RS-232). All components above are off the shelf items except the cable interface board.
2.3 Servo-control subsystem

The RAMS servo-control system is implemented on processor boards and servo-control boards installed in a VME chassis. Two Motorola MVME-167 boards, named Proc0 and Proc1, are installed on the VME chassis and run under the VxWorks operating system. Proc0 performs kinematic, communication and high-level control functions. These functions are described in the High Level Software Architecture Section. Calls to subroutines that read and set joint angle positions of the robot are made from the high-level real-time software on Proc0. These routines, through shared memory implemented between Proc0 and Proc1, provide setpoints and read current joint angles of the robot. Proc1, in turn, passes the setpoints for controlling the robot to the servo control board and retrieves the joint angles measured by the servo-control board. The servo level control system uses the PMAC-VME board by Delta Tau.

Communication between Proc0, Proc1 and the PMAC-VME boards is through shared memory. The PMAC board has a large variety of features for motor control, with a customer base largely from industrial installations. The key features used for control of the RAMS robot include:

2.4 High-level software subsystem

There are a number of components to the high-level software for the RAMS slave robot. A drawing of the parts of the software in shown on Figure 7. Embedded in the computational blocks of the real-time control software are the kinematic control algorithms. They are based on algorithms developed at JPL [6],[7] for the unique geometry of the robot. The demonstration of different control modes of the robot was implemented using a software development tool for real-time systems called Control Shell [3],[4]. Handling of operator commands in the real-time software, transitions between states of control, changes in data flow due to transitions of states in the software and the algorithms executed within computation blocks. The user specifies the control modes of the system through a graphic user interface (GUI) implemented with Tcl/Tk [2]. Commands entered into the GUI are transmitted over an Ethernet connection and are received on the real-time software side of the system. The message passing between the 2 parts of the software system uses NDDS [5]. A producer part creates the messages and broadcasts them from the GUI part of the system and a consumer part receives the messages and processes them.

3 Simulated Surgery

In September of 1996, a demonstration of a simulated eye microsurgery procedure was successfully conducted using the RAMS tele robotic system. The procedure demonstrated was the removal of a microscopic 0.015 inch diameter particle from a simulated eyeball.

Features added to the RAMS system to enable successful performance of the eye surgery demonstration were foot switch operated indexed motion, a surgical instrument mounted on the slave robot tip and a pivoting shared control algorithm to automatically compensate for pitch and yaw orientation of the surgical
instrument while the operator controls the x-, y-, z- and roll motions of the instrument. Figure 8 shows the RAMS system as seen performing the simulated eye microsurgery procedure.

Figure 8: Performing the eye surgery demonstration.

In the next year, the RAMS system will be upgraded to implement force feedback to the master arm from force sensors mounted on the slave robot. In addition, experiments will be conducted to characterize the performance of the system as compared to direct manual manipulation in simulations of microsurgical tasks.
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Abstract

This paper describes the control system design concepts for the Mars Volatiles and Climate Surveyor (MVACS) Robotic Arm which supports the scientific investigations to be conducted as part of the Mars Surveyor '98 Lander project. Solutions are presented to some of the problems encountered in this demanding space application with its tight constraints on mass, power, volume, and computing resources. Problems addressed include 4-DOF forward and inverse kinematics, trajectory planning to minimize potential impact damage, joint drive train protection, Lander tilt prevention, hardware fault monitoring, and collision avoidance.

1 Introduction

In January of 1999 NASA will launch the Mars Surveyor '98 Lander spacecraft with the Mars Volatiles and Climate Surveyor (MVACS) integrated science payload as part of the Mars Exploration Program [1]. The target landing site is at 71° S latitude late during the Martian southern spring season. The goal of the MVACS mission is to conduct scientific investigations to characterize the surface environment, search for near-surface ground ice, determine the quantity of CO₂ and H₂O in the soil, determine the abundance of volatile-bearing minerals in the soil, and search for climate records in the form of fine-scale layering in near-surface materials.

The major elements of the MVACS science payload consist of (see Figure 1):

1. A Surface Stereo Imager (SSI) supplied by the University of Arizona (UA) to characterize the general environment;
2. A Robotic Arm Camera (RAC) supplied by (UA) and the Max-Planck Institute for Aeronomy to provide close-range surface and subsurface images;
3. A Thermal and Evolved Gas Analyzer (TEGA) supplied by UA to determine concentrations of ices, adsorbed volatiles, and volatile-bearing minerals in soil samples;
4. A Meteorology Package (MET) and Soil Temperature Probe (STP) supplied by the Jet Propulsion Laboratory (JPL) to measure pressure, wind speed, and temperature;
5. A two-meter 4-DOF Robotic Arm (RA) supplied by JPL to dig trenches, acquire soil samples, position the RAC, position the Soil Temperature Probe, and deposit soil samples in the TEGA.

The Lander spacecraft is being built by Lockheed Martin Astronautics. The Principal Investigator is Professor David Paige of UCLA with project management provided by JPL.

Since this is a space application, there are tight constraints on mass, power, volume, and computing resources. The Robotic Arm is allocated a mass of 3.5Kg and a 10 watt average (20W peak) power budget.

http://mvacs.ess.ucla.edu/
Table 1: MVACS Robotic Arm Task Commands

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ra_acquire_sample(x, y, z, type)</td>
<td>Acquire a sample at location x, y, z.</td>
</tr>
<tr>
<td>ra_dig_trench(x, y, z, depth, length, width, trench-angle, dig_angle)</td>
<td>Dig a trench starting at x, y, z with the specified parameters.</td>
</tr>
<tr>
<td>ra_tega_dump()</td>
<td>Dump the sample into the current TEGA port.</td>
</tr>
</tbody>
</table>

The Robotic Arm control software will run on a RAD6000 running at 5MHz in a multitasking environment under the VxWorks® operating system. Additionally, the integrated instrument payload makes maximum use of subsystem designs that have been previously qualified on the Mars Pathfinder program to reduce cost and mission risk. The purpose of this paper is to present the design concepts of the Robotic Arm Control System delineating some of the problems encountered in this application.

2 Robotic Arm System Design

The Robotic Arm system consists of a lightweight 4-DOF manipulator, Arm Control Electronics (ACE) to drive the motors and read in sensor data, and the control software to provide command expansion, trajectory generation, control compensation, and to monitor the sensor data. Salient features of the manipulator are:

1. 4-DOF backhoe design sufficient to achieve digging, sample acquisition, and RAC and STP positioning;
2. Low-mass graphite-epoxy tubular links;
3. Joint actuators consisting of low-power motors with two-stage speed reduction (planetary gear plus harmonic drive) to achieve low-mass with high-torque output;
4. Capability of exerting up to 170N force at the end-effector for digging with up to 800N for ripping with the tines in selected configurations;
5. Non-backdriveable joints (via motor detents) which can be selectively shut off to conserve energy during selected manipulator motions;
6. Actuator heaters to maintain adequate temperature in the cold Martian environment;
7. Joint encoders and potentiometers to achieve 1cm absolute (0.5cm relative) positioning accuracy.
8. End-effector tools including the RAC, STP, scoop for digging, and tines for ripping;
9. A payload capacity of 5Kg at full-arm extension.

The Arm Control Electronics consists of circuitry to read in data from the encoders and pots, provide current drive to the motors, and set motor voltage levels, and an 8032 microprocessor to execute low-level joint set-point commands received from, and to pass sensor readings to, the control software.

The control software receives high-level task commands from the ground via the Lander and expands them into Cartesian and joint-motion commands. Arm joint trajectories are computed for each motion command and each via point is sent to the ACE for execution. The control software also monitors the sensor data for collision avoidance and hardware fault detection. An example of a high-level task command is to dig a trench with a specified depth, length and starting location. The control software expands the dig trench command received from the ground into a sequence of Cartesian motion commands which are executed in turn. This provides ease of use of the Robotic Arm by the ground operator and conserves uplink bandwidth. To provide maximum flexibility, however, the ground operator may also send both Cartesian and joint-motion commands. A sample of some of the available task-level and low-level commands are given in Tables 1 and 2, respectively. The MVACS Robotic Arm control system is depicted in Figure 2.

---
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Table 2: MVACS Robotic Arm Move Commands

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>ra_move_cartesian (z, y, z, \theta, d, ref)</code></td>
<td>Move the tool to the designated position. ref = absolute</td>
</tr>
<tr>
<td><code>ra_move_joint(jt1, jt2, jt3, jt4, ref)</code></td>
<td>Move the joints the designated number of radians or seconds. ref = absolute</td>
</tr>
</tbody>
</table>

3 Kinematics

Since the MVACS Robotic Arm has only four degrees of freedom, complete specification of the Cartesian position and orientation of the current tool frame is not possible. One must choose which four degrees of freedom out of the six degrees that completely specify the position and orientation of the tool frame. For ease of operation by the user, the 4-DOF representation was chosen as $X = [x \ y \ z \ 0]^T$ where $[x \ y \ z]^T$ is the Cartesian position of the origin of the tool frame in the world-coordinate system and $\theta$ is the angle the tool approach vector makes with the $x$-$y$ plane (parallel to the Lander deck). Frame assignments for the manipulator are given in Figure 3. Each of the tool frame approach ($z$) vectors is orthogonal to the rotation axis of the wrist joint so that the desired orientation is achievable. One exception is the RAC which is attached to the forearm and, thus, there are only three degrees of freedom. For the RAC, the user only specifies the desired position of the tool frame and not orientation.

The MVACS 4-DOF manipulator presents an unusual inverse kinematics problem. A typical method for solving the inverse kinematics for a 6-DOF manipulator is to compute the desired location of the wrist frame from the specified position and orientation of the tool frame and then use geometric methods to solve for the first three joints followed by the last, three joints [2]. For a 4-DOF manipulator with only one orientation angle specified, the above method fails since one does not have the full rotation matrix of the tool frame and cannot compute the wrist frame location.

In the MVACS case, however, it is possible to solve directly for joint 1 from the specified tool-frame position using geometric techniques since the last three joint axes are parallel and orthogonal to the axis of joint 1. One can then solve for the wrist position from

$$w_{p_4} = \begin{bmatrix} \mathbf{w}_{p_{\text{tool}}} - w_{R_4} \mathbf{4}_{\text{tool}} \end{bmatrix}$$

where $w_{p_4}$ is the wrist location, $w_{R_4}$ is the rotation matrix of the wrist, $\mathbf{4}_{\text{tool}}$ is the vector from the wrist-frame origin to the tool-frame origin expressed in the wrist frame, and $\mathbf{w}_{p_{\text{tool}}}$ is the desired position of the tool in world-frame coordinates. From the forward kinematics, we get

$$w_{R_4} = \begin{bmatrix} c_1 \ c_2 \ c_3 \ -s_1 \ c_1 \ s_2 \ c_3 \ s_1 \ s_2 \ c_3 \ -s_2 \ 0 \ c_2 \end{bmatrix}$$

where $s_i = \sin(\sum q_i)$, $c_i = \cos(\sum q_i)$, $q_i$ is the $i$th joint angle, and $q_2 + q_3 + q_4 = \theta_{\text{tool}} - 4\theta_{\text{tool}} + \pi/2$. $\theta_{\text{tool}}$ is the specified tool-frame orientation angle and $4\theta_{\text{tool}}$ is the angle from the wrist-frame $z$ axis to the tool-frame $z$ axis about the wrist-frame $y$ axis. Now that the wrist position is known, one can use standard geometric techniques to solve for remaining joint angles.

Since the RAC is affixed to the forearm and not the end effector, it presents an unusual inverse kinematics problem as well since we cannot, specify both its location and orientation. Furthermore, it would difficult for the operator to specify the location of the RAC given that the location of the target to be imaged is known. To make it easy on the operator when the tool is set to the RAC, Cartesian motion commands are interpreted as $[x \ y \ z]^T$ being the location of the target to be imaged and the fourth element, $d$, as the distance from the RAC to the target. To solve the inverse kinematics, the following method is used:

1. Redefine the forearm to be the line from the elbow joint to the target when the RAC approach vector points at the target and compute its length from $d$ and the arm geometry;
2. Set \( p_4 \) to be the target location;
3. Solve for the three joint angles using standard geometric techniques;
4. Compute an adjustment to \( q_3 \) from \( d \) and the arm geometry necessary because of step 1.

4 Trajectory Planning

The Robotic Arm has the capability to execute both Cartesian and joint motion commands. Cartesian motion can be expressed as absolute or relative motion in the world frame or as tool-frame motion. Furthermore, straight-line or joint-interpolated motion can be specified. Joint-space motion commands can be given as absolute joint angles, as relative joint angles with respect to the current joint positions, or as timed motion. In order to prevent the arm from moving too far and potentially damaging Lander hardware in the event of loss of communication between the ACE and the control software, a sequence of via points is computed for any motion command and only after the arm has reached the current via point is the next via point sent to the ACE. Thus, trajectories are generated as a sequence of points in space only and not in time. The one exception is the timed joint-motion commands in which the operator can command each joint to move for a specified amount of time in which case the generated trajectory is a sequence of via points in time only and not in space.

The manipulator joints have high gear ratios and joint velocities are slow (on the order of tenths of a degree per second). During spatial arm motion at least one joint is moving at its maximum velocity. The remaining joint velocities are appropriately scaled to achieve coordinated motion. For timed joint motions, the operator can set the motor voltages as desired which will determine the joint velocities.

For Cartesian via sequence generation, the bounded-deviation joint-path method in [3] is used. This algorithm is basically a recursive bisector method for finding the via points. The straight-line Cartesian position at the midpoint is compared to the Cartesian position calculated at the midpoint of the corresponding joint space. If the error exceeds a specified amount (set to smaller than the required accuracy), the path is divided into two segments and the algorithm executed for each segment. The process continues until the error limit is satisfied.

Since we require via sequencing for both spatial and timed joint-motion commands as well, a similar approach is taken to generate the via sequence. The algorithm is as follows:

1. Store the current position as the first via point (for timed moves the starting via is set to zero);
2. Compute the joint-motion midpoint;
3. If the amount of the joint motion exceeds the specified limit, execute steps 2-4 for the two segments (start, point, midpoint) and (midpoint, end point);
4. Else store the end point as the next via point.

The limit and the amount of joint motion is specified as a single metric and is represented by \(|q|\) where \( q \) is the joint vector in radians or seconds.

5 Control System

In addition to task expansion and trajectory generation, the Robotic Arm control software also monitors progress of the arm towards its commanded via point as well as joint torque and Lander tilt-moment limits. Compensation is proportional control with sufficient gain such that at least one motor voltage is saturated to achieve maximum velocity until the arm approaches the set point. The remaining motor voltages are scaled accordingly.

Due to the high gear ratios, it is possible for the motors to exert enough torque to exceed the specified torque limits of the harmonic drives. During free-space arm motion, the load on the joints will not exceed the torque limits. However, during digging it is possible to exceed the limits if the motion of the end effector is impeded by rock, ice, or hard soil. Furthermore, under the preceding condition in certain arm configurations, it is also possible for the arm to exert enough force and torque on the Lander to tilt it; viz., high enough to
lift one or more footpads off the ground. It is critical that, joint torques be monitored to assure that damage or tilting not occur.

The MVACS Robotic Arm is not equipped with a force-torque sensor, but the motor currents are sensed so it is possible to estimate joint torques whenever the motors are on using the motor torque constant which is nearly linear. Once the full set of joint torques is computed, the reaction force and torque at the Lander deck can be computed and used along with the Lander geometry to compute the tilt moments about the lines between the footpads. The joint torques can be compared to the harmonic drive torque limits and the tilt moments can be compared to the tilt-moment limits to assure that damage or tilting does not occur. If either of the limits are being approached, the planned trajectory is modified by computing a delta to the trajectory which reduces dig depth by using a PI filter in the force feedback path [4]. If the limits are exceeded, the arm is stopped and the situation assessed by imaging the scene with the SSI and evaluating the downlinked images along with the engineering data.

6 Fault Monitoring and Collision Avoidance

It is critical that the Robotic Arm operate safely during the execution of its assigned tasks so as not to damage itself or any of the Lander hardware. Each time through the control loop, sensor data is analyzed and an assessment made as to whether any hardware failures have occurred. Available sensor data include joint positions from both encoders and voltages, motor currents, joint temperatures, power supply status, and A/D reference voltages. Potential hardware faults include failures of the sensors, motors, power supply, or voltage reference. The position of the joints as determined from both the encoders and pot voltages is also assessed and if the difference exceeds a specified limit, the arm is recalibrated. The calibration process consists of driving the arm against the joint limits and reloading the encoder counters. During normal operation the encoders are used as the primary joint-position sensor. In the event of an encoder failure, the arm can be commanded to use the pot voltage as the primary position sensor with some degradation of positioning accuracy.

To prevent collisions of the arm with the Lander hardware, all command sequences will be verified on the ground by simulation to assure that kinematic stay out, zones are not violated. The Telegríp® robotic system simulation tool is used to simulate the arm motion. In addition, on-board collision detection algorithms are executed both during path planning and while the arm is in motion. The MVACS Robotic Arm uses the obstacle detection scheme developed for the NASA Ranger Telerobotic Flight Experiment [5] adapted for the MVACS environment. This scheme is model based and uses simple object models and distance computation algorithms making it suitable for the MVACS real-time application. In the event of detection of an imminent collision, the arm is stopped and the situation assessed by imaging the scene with the SSI and evaluating the downlinked images.

7 Conclusion

Design concepts of the Mars Surveyor '98 Lander MVACS Robotic Arm Control System were presented describing some of the unique problems encountered in this demanding space application with its tight constraints on mass, power, volume, and computing resources. Solutions to the inverse kinematics problem, trajectory generation, damage and tilt prevention, hardware fault monitoring, and collision avoidance were described.
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The Lagoon Nebula M8

ANTHONY WILLIAMS
South Carolina State University

ABSTRACT

The Lagoon Nebula (M8) is a well known H II region in the constellation of Sagittarius. It is one of the most studied objects in the Interstellar Medium (ISM) and has been examined at all wavelengths from the radio to the gamma ray region. This study will concentrate on the optical region using CCD images taken through filters centered at select wavelengths. These wavelengths are important to understanding the physics of the nebula and include emission lines of the following ions: O II at \( \lambda \lambda 4363,5007 \), N II at \( \lambda \lambda 5755,6584 \), S II at \( \lambda \lambda 6717,6731 \) and H I at \( \lambda \lambda 4861,6563 \). The first two sets of lines are used to determine the electron temperature \( (T_e) \) of the nebula, the next pair is used to calculate the electron density \( (N_e) \) and the final pair is used to determine the amount of light which is scattered due to dust in the nebula.

The CCD images used in this study were obtained at San Pedro Mátrir Observatory in Baja, Mexico, using the 2.12 meter telescope. The images were reduced using the Image Reduction Analysis Facility (IRAF). Corrections to the raw data included bias subtraction, dark subtraction, cosmic ray removal and corrections for flat field differences. Additional steps were necessary to produce the final images, which are \( T_e \) and \( N_e \) maps of the nebula. These steps will be discussed. The maps show variations in temperature and density on a pixel-by-pixel level.

The O II images clearly show high ionization regions in the nebula near the ionizing stars, as expected, Some of the most dramatic variations can be seen in the sulfur images. Clumps, ridges and arcs of high density material are clear and well defined. These maps are used to better understand the physical conditions in M8 and the chemical abundances in the nebula.
Temperature and Density Variations in Galactic Nebulae

DONALD K. WALTER
South Carolina State University

ABSTRACT

The results from spectrophotometric studies of several galactic emission nebulae are discussed. Details of the spatial variation of the electron temperature \(T_e\) and density \(N_e\) are given for the Orion Nebula (M42), with a less in-depth discussion of the Lagoon Nebula (M8) and the Ring Nebula (M57), both of which are covered elsewhere in these proceedings by Anthony Williams and Latonia Groce respectively.

The data set consists of ground based longslit spectra and CCD imagery taken through narrow-band interference filters centered on important diagnostic lines of \(0^+\), \(N^+\) and \(S^+\) and \(H^+\). These seeing-limited ( < 2") images show significant spatial variations in \(T_e\) and \(N_e\) on scales as small as 0.005 parsec. Global trends and local variations of these diagnostics will be examined.

For the Orion Nebula it has been known for some time that \(N_e\) determined from the \(S^+\) double at \(\lambda\lambda6717,31\) decreases with distance from the stellar ionizing source, \(\theta^1\) C Ori. Our data show a similar trend for the \(\text{Cl}^+\) ion using the doublet at \(\lambda\lambda5518,5538\). These results are consistent with models of H II regions in the champagne phase of evolution.

The existence of temperature gradients in the Orion Nebula has been debated for over twenty years. We have used one, self-consistent set of data to convincingly show that these gradients do exist and are different for each ion. The \(0^+\) and \(S^+\) data can be fit with a gradients which increase with distance from \(\theta^1\) C Ori, but do show local deviations from the fits. The value for \(T_e\) of the \(N^+\) ion shows a sharp drop in temperature out to a distance of 100 arcseconds from \(\theta^1\) C Ori and then a very gradual decrease to a low of 8500 K at a distance of 300 arcseconds. These results must be taken into account by future models of H II regions.

Since nebular abundances are normally determined from forbidden-line ratios, and these lines are very sensitive to temperature \(\propto \exp \left[-1/kT\right]\) a difference of only 500-1000 K can result in abundance calculations which differ by a factor of two or more. For nebular abundance calculations, the importance of using local, on-the-spot values for \(T_e\) and \(N_e\) rather than global values is demonstrated.
Can the Ionospheric Disturbances of Gamma-Ray Bursts be Detected Using the VLF Method?

J. Brodney Fitzgerald, William Wright, Philip George, Hezzick Doyle, Charles H. McGruder, III, Johnny Jennings
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U.S. Inan

STAR Laboratory
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Following the first detection of an ionospheric disturbance caused by a gamma-ray burst, we searched for amplitude changes induced by gamma-ray bursts in very low frequency radio waves (VLF) propagating in the earth-ionosphere waveguide. All VLF propagation paths end in Huntsville, Alabama and the transmitters are located in Australia, Puerto Rico, Maine, Maryland, Washington State, Hawaii and Nebraska. Out of 200 bursts, which could have been detectable along 600 different propagation paths, not a single confirmed ionospheric disturbance attributable to a gamma-ray burst was found. Thus, it has been showed that the VLF approach is most likely not a viable method to detect gamma-ray bursts unless it can be demonstrated that all sea paths lead to a significant number of detections.
ABSTRACT

Rapidly rotating chromospherically active stars appear to be highly spotted. Heretofore we thought that the stars contained only two large spots at any one time. Eaton, Henry, and Fekel proposed that what appear to be two spots is actually the results of -20 to 30 smaller spots randomly distributed on a differentially rotating star. Initial tests of this random spot model showed that it can produce all of the characteristic photometric variations of highly spotted stars.

We have tested the random spot theory by measuring the differential rotation of the spots, the lifetimes, and the periods of migration in -20 data sets of 14 years duration in simulated model time. This time span is analogous to real stars that have been observed for about 20 years. Eaton, et al. noted that the spot lifetimes of a star with a differential rotation of $k = 0.01$ were in the range of 0.27 to 2.46 years with a median of 1.23 years. We recently calculated results of the -20 cases which show that the average differential rotation of the spots is $k = 0.012$ with a lifetime ranging from 0.26 to 3.56 years with a median of 0.55 years.
WASHINGTON CAMP - A NEW SITE FOR TSU ASTRONOMY

Montanez A. Wade

Center for Automated Space Science (CASS)

Tennessee State University, Nashville, TN 37203

ABSTRACT

The astronomy research program at Tennessee State University began in the Center of Excellence in Information Systems in 1988 with a grant from Marshall Space Flight Center. The initial research was to expand the investigation of Dr. D. S. Hall of Vanderbilt University on the behavior of chromospherically active (CA) stars utilizing automatic photometric telescopes (APT's) located in the southern Arizonan desert at the Smithsonian Institution's Mt. Hopkins Facility (Fred Whipple Observatory). The APT's were and are operated by Fairborn Observatory, a non-profit organization. Over the years the TSU program significantly expanded and by 1996 CASS astronomers managed four APT's at the Mt. Hopkins site: Fairborn 10-in, SAO/TSU 30-in, the Vanderbilt/TSU 16-in, and the TSU/SAO 32-in. In addition to CA star research, the program now includes observation of solar duplicates to better understand the Sun-climate connection, investigation of magnetic activity in cool stars, and verification of the existence of extra-solar planets. Observing schemes are programmed in Nashville and data are retrieved from the Arizona site via the Internet. With CASS funding TSU has under construction a 2-m automatic spectroscopic telescope (AST) and a 24-in automatic imaging telescope (AIT). Anticipating this expansion, Fairborn Observatory located a 40 acre site in Washington Camp, AZ to build its own expanded facility.

This paper will present a brief history of the TSU astrophysics program including a cursory description of the research areas, the instrumentation utilized in data acquisition, and a description of the facilities.

Keywords: Automated astronomy, photometry, chromospherically active stars
One of the foremost challenges to system theory in the present-day advanced technological world is to overcome the increasing size and complexity of the corresponding mathematical models. Since the amount of computational effort is enormous, it is simpler and more economical to decompose a large scale complex system into a number of interconnected subsystems at least for the purpose of studying stability analysis. These subsystems can be considered independent to some extent, so that some of the qualitative behavior of the corresponding subsystems can be combined with interconnection constraints to come up with the qualitative behavior of the overall large scale systems.

Besides the computational aspects of large scale dynamic systems, it is equally important to determine to what extent the complexity effects the system behavior and the role it plays in the system with large interconnected structures.

In this paper, by employing the theory of systems of integro-differential equations, a very general comparison theorem is obtained in the context of vector Lyapunov functions. Furthermore, this comparison theorem has been applied to derive sufficient conditions for the stability of the equilibrium state of the system under structural perturbations caused by the interactions among the states of the system.

**—The research reported herein is supported by the NASA research grant NCCW-0085.

*— presenter.
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Photometric Monitoring of Active Galactic Nuclei in the Center for Automated Space Science: Preliminary Results
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In this paper, we will present preliminary results of our program to photometrically monitor a set of Active Galactic Nuclei (AGN) known as Blazars. Using CCDs as N-star photometers and a technique known as aperture photometry, we can achieve close to 0.02 magnitude precision with small to midsize telescopes. Blazars are highly luminous and highly variable; studying these variations provides insight into the central engines producing the high luminosities. We report on our reduction and analysis of CCD data obtained at one of our collaborating institutions, the NF Observatory at Western New Mexico University. CCD data obtained at the Western Kentucky University 24 inch telescope will also be discussed.
The derivation of an optimal policy in managing natural resources has been a difficult task due to the complex nature of the biological ecosystem. Since the policy derived depends critically on the model used, a model containing relevant characteristics of nature is needed to obtain relevant results. Most of the mathematical models of a multi-species with harvesting studied so far have assumed the existence of an external resource for which the species compete. In this paper, we consider the growth of n-competitive species to depend not only on an external resource but also on an (n+1)th-species. That is, there is a resource which is itself renewable.

We investigate global stability results using a suitable vector Lyapunov function. Emphasis is placed upon the discounted present value of the resource and the Hamilton-Jacobi equation which it satisfies. We obtained the optimal harvesting policy utilizing the Hamilton-Jacobi equation with constant effort harvesting. As a by-product, we obtained the sufficient conditions for boundedness of solutions and permanence of the system.
ABSTRACT

An examination is made of the planetary nebula M57, also known as the Ring Nebula. The presentation will begin with an overview of planetary nebulae including their role in the evolution of the Interstellar Medium (ISM). Since planetary nebulae are formed during the final stages in the life of a star, these are important objects to study. They are good laboratories for learning about how stars interact with the ISM, including how a star will enrich the surrounding medium with elements heavier than H and He. There will also be a brief discussion of the various atomic processes which are important to the nebula.

The planetary nebula M57 will be discussed next. This well known object has been the subject of many studies. What is significant about this work is that we have derived temperature and density maps of the nebula using the ions O++, N" and S'. For the first time, point-by-point variations in the electron temperature ($T_e$) from both the O$^{++}$ ion and the N" ion can be compared. Cospatial maps of electron density ($N_e$) derived from S' are also presented. These quantities are important in order to calculate the chemical abundances of this object and to better understand how the ISM will evolve over time.

These maps were generated using CCD images taken at the 2.12 meter telescope at San Pedro Matr in Baja, Mexico. The images were calibrated on a SPARC 20 workstation using the well known image processing software, IRAF. The standard reduction steps were followed, including bias and dark subtraction, flat field corrections and cosmic ray removal. These steps will be discussed briefly.
ABSTRACT

Nanophase materials have attracted considerable attention from the scientific and technological communities, and the intense interest in this class of materials originates from the fact that reduction of matter to the nanometer scale often results in a manifestation of material properties that are unique from the bulk. The technological implication of nanophase materials has already had an impact in the areas of catalysis, optical devices for telecommunications, lasers based on quantum well structures, high density optical memory, optical computing, and ultrafast all-optical switching devices. Nanophase materials are also ideal candidates for investigating cross-over phenomena, whereby a metal cluster, for example, undergoes a transition from having physical properties that can be described by molecular physics to those which can be understood in terms of band structure theory of the bulk. Nanophase materials also open the opportunity to study the basic physics and chemistry that govern the transformation of very small clusters to subcritical nuclei to critical nuclei and consequently to the crystal growth process itself.

In the course of the transition, quantum size effects are often observed and are expressed in the optical properties of the nanophase materials. As an example, semiconductor nanocrystals with particle sizes smaller than their excitonic radii (quantum dots, QD’s) show blueshifts in their band gaps as a result of quantum confinement. The phonon spectra of QD’s exhibit surface modes that arise from a break-down of the cyclic boundary conditions for the bulk material and lead to a resonance that falls between the bulk longitudinal and transverse optical phonon frequencies. Metal nanocrystals, on the other hand, show collective-typed surface plasmons, in the visible to the ultraviolet part of the spectrum and are responsible for some of the beautiful colors of metal doped glasses. Such optical properties of metal nanocrystals and quantum dots can be used as probes to interrogate cross-over phenomena to gain an understanding of how the properties of nanophase materials evolve as a function of size. Along this line, we have investigated the optical spectra of gold nanocrystals embedded in dielectric matrices and report on the development of the surface plasmon absorption (530 nm) for different annealing environments. Surface phonon spectra for GaAs nanocrystals buried in sapphire and silica matrices are also reported and shown to agree with Fröhlich’s theory of surface phonons.
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