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ABSTRACT

A CFD sensitivity analysis is conducted for a modern civil transport at several conditions rang

ing from mostly attached flow to flow with substantial separation. Two different Navier Stokes

computer codes and four different turbulence models are utilized_ and results are compared

both to wind tunnel data at flight Reynolds number and flight data.

In depth CFD sensitivities to grid, code_ spatial differencing method_ aeroelastic shape_ and

turbulence model are described for conditions near buffet onset (a condition at which significant

separation exists). In summary_ given a grid of sufficient density for a given aeroelastic wing

shape_ the combined approximate error band in CFD at conditions near buffet onset due to

code_ spatial differencing method_ and turbulence model is: 6% in lift_ 7% in drag_ and 16_ in

moment. The biggest two contributers to this uncertainty are turbulence model and code.

Computed results agree well with wind tunnel surface pressure measurements both for an

overspeed _;cruise" case as well as a case with small trailing edge separation. At and beyond

buffet onset_ computed results agree well over the inner half of the wing_ but shock location

is predicted too far aft at some of the outboard stations. Lift_ drag_ and moment curves are

predicted in good agreement with experimental results from the wind tunnel.

The current effort was motivated by a problem identified by the U.S. aircraft industry:

that state ofithe art CFD (specifically_ Reynolds averaged Navier Stokes with current turbu

lence models) cannot adequately or consistently predict the onset and progression of separated

flows. In particular_ a specific problem was identified: CFD (and wind tunnel experiment) has

predicted lower buffet lift levels than experienced in flight for two particular aircraft. However_

in the current investigation_ the problem of CFD being unable to achieve flight buffet levels did

_ot occur. Instead_ the predicted lift curve from CFD tracked the trend from flight data well

through buffet all the way to near maximum lift.
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1 INTRODUCTION

In the last 20 years, computational fluid dynamics (CFD) has progressed from solving flows over

2 D airfoils to the point of being routinely used for predicting flows over high Reynolds number

3 D complex configuration aerospace vehicles. Although much of this progress is due to dramatic

increases in computer speed and memory, the CFD codes and grid generation techniques also

have improved in their ability to represent increasingly complex configurations through multi

block (patched or overset) and unstructured grid methodologies. Also, algorithm advances such

as multigrid, low Mach number preconditioning_ and parallel processing have made their way

into most widely used production CED codes.

Turbulence modeling for aerospace configurations has also made significant progress. In the

early to mid 1990's, the Menter shear stress transport (SST) two equation model [1] and the

Spalart Allmaras (SA) one equation model [2] were developed, and quickly replaced algebraic

models such as the Baldwin Lomax (BL) model [3] and other two equation models such as

Wilcox's h _ model [4] as industry standards. In spite of the fact that they contain many

heuristic elements, the SST and SA models improve predictions significantly for a wide variety

of 2 D and 3 D experiments involving separated flow, and also generally perform as well as the
earlier models for attached flows.

In the last seven years, significant progress has also been made in turbulence modeling with

the explicit algebraic stress model (EASM) [5]. The EASM, which contains nonlinear terms, is

derived directly from the full Reynolds stress equations and therefore inherently contains more

turbulence physics than models built from "the bottom up." It has progressed to the point where

it can now be routinely employed for complex configurations [6]. Enll Reynolds stress models,

which require the solution of seven additional equations, have not reached the point of being

robust enough to run easily and routinely for complex flows. Outside the realm of Reynolds

averaged Navier Stokes, large eddy simulations (LES) and direct numerical simulation (DNS)

require huge increases in computer capacity before they will be usable for high Reynolds number

complex flows.

Although much progress has been made in CED, the current state ogthe art is far from

perfect. The aerospace industry is beginning to utilize CED and trust its results and/or trends

near design conditions when there is little or no separated flow; but there is currently little

confidence in CED's ability to predict flows involving significant amounts of separation.

In October 1999, a Boeing proprietary talk was presented at NASA Langley Research Center

titled "CED Successes and Challenges." In this talk, a variety of cases mostly for wing

alone, wing body, or full aircraft configurations were used to illustrate areas where (from the

perspective of industry) state ogthe art CFD does well and where it is lacking. Several relevant

points from this talk are summarized in Appendix A.

As a result of this talk, and in order to address similar concerns raised by the Airframe Sys

terns subcommittee of NASA's AeroSpace Technology Advisory Committee (ASTAC) (formed

to review and advise NASA'S Office of Aerospace Technology), NASA Langley and Boeing

formed a team to assess CFD capability for aircraft near buffet onset. On a civil aircraft, buffet

onset is defined as the condition for which flow field unsteadiness causes the aircraft to shake

near the pilot's seat with an acceleration greater than some specified limit (e.g., -4-0.05 g's).

The tealn was named the "CFD Buffet Onset Team." This report details their results and

conclusions for the specific task of determining the sensitivities due to grid, turbulence model,

and code for a modern twin engine civil transport aircraft in buffet/separated conditions. The



reasonsandhistorybehindselectingthis particularcasearedetailedinsection1.2.Asa partof
thiseffort,comparisonsweremadewithexperimentaldatafromtheNationalTransonicFacility
(NTF),aswellaswith flight testdata.

1.1 Current CFD Capabilities and Known Limitations

Thepurposeofthissectionis to discusssomeofthecapabilitiesandknownlimitationsof CFD,
in particularappliedto complexconfigurations.It is givenasbackgroundfor thecurrentstudy
of themoderncivil transportaircraft,in orderto providesomeinsightinto themethodologies
chosenanduncertaintiesinvolvedin thecomputations.

Useof the ReynoldsaveragedNavierStokes(RANS)equationsimpliesthat theturbulent
flowcanbe representedby a meanstate. For stationaryturbulence(a turbulentflow that
doesnot vary in time on average),this is generallyconsideredto bea goodapproximation.
However,for unsteadyflows(a flow that does vary in time), the use of the RANS equations

is more questionable. Certainly, unsteady flows must be solved time accurately, rather than

in "steady state" mode (where different regions of the flow field are advanced at different time

steps in order to reach the end result more rapidly). In time accurate cases, the time scale

of the gross unsteady motion should be greater than the physical time step employed in the

computations, which in turn should be much greater than the time scales associated with the

turbulence. Many good predictions for unsteady turbulent flows have been obtained with time

accurate RANS (see, e.g., Rumsey et al.[7], Wang et al.[8]). But the ability to predict unsteady

flows depends on many factors, such as the unsteady time scale(s) and the type of unsteadiness.

Much more work needs to be done to define the ranges of unsteady flow conditions for which

time accurate CED using RANS can be employed.

A flow field of an aerospace type vehicle can be characterized in terms of three general

categories: attached, mildly separated, and massively separated. When a flow field is steady

and contains either no separation or mild separation, the RANS equations, closed with one

of the "state oFthe art" turbulence models such as SST or SA and solved to steady state,

can often predict the flow field in good agreement with experiment. However, when massive

separation exists, results tend to be more dubious. One reason for this uncertainty is that the

more massively separated a flow, the more inherently unsteady it is. Unfortunately, the dividing

line between "mildly separated" and "massively separated" is vague, and CED sometimes yields

fully converged steady flow fields even when the flow fields contain fairly large separated regions

that in reality are most certainly unsteady. Although this computed steadiness can be attributed

to inadequate grid density in many cases, the bottom line is that CED's success depends upon

the particular case. In some cases, in the mean, a steady separated region predicted by CED

can be a good approximation to the time averaged unsteady separated region in reality.

Assuming that the use of the RANS equations is appropriate for a particular case, CED's

capability to represent reality is influenced by three factors: numerical errors, geometric fidelity,

and modeling errors.

NUMERICAL ERRORS

Numerical errors arise from the combined effects of the grid and numerical scheme. The grid

must be fine enough such that discretization errors for the particular scheme employed are at

acceptably low levels. The issue of grid size is not as straightforward to treat as it might at first

appear, however. Particularly for complex 3 D configurations, it is very difficult to perform a

meaningful grid sensitivity study because achieving a significant increase in grid refinement is



oftenimpracticaldueto computerlimitations.And, in 3 D, thegrid sizesnecessaryto resolve
all importantfeaturesmaybesofinethat suchsufficientgridresolutionis difficultto achieve.

Forexample,it is nowwellknownthat thestreamwisegrid spacingnearthe trailingedge
of sometransonicwingscanhavea significanteffecton thepredictedshocklocation(see,e.g.,
Garneretal.[9]).If aninitial gridhas_oclusteringin thisregion,thensmalllevelsofrefinement
mayincorrectlyindicatesufficientgrid convergence.Only bydramaticallyrefiningthegrid in
thetrailingedgeregionisthefeatureadequatelyresolvedandtheshockpositiongridconverged.
Forturbulentflows_it isalsoimportantto haveadequategridresolutionin thesublayerofthe
turbulentboundarylayernearwalls.If certainregionsdonot,thenparticularfeaturesmaynot
becaptured,andsmalllevelsof refinementmayfail to showanyeffect.

Gridqualityhasanoftendramaticinfluenceon theCFDsolution.Nonorthogonalityand
highlevelsofstretchingor nonsmoothnessin thegrid canlowertheaccuracyofthe numerical
method. If a poor grid is localizedto a particularregion,then it is possiblefor a scheme
to convergelocallywith lowerorder accuracythan in other regionsof the flow field. This
locallyloweraccuracycouldcauseCFDto poorlypredicta particularfeaturethat mayhavea
globaleffectin thesolution.Theproblemof poorgrid qualityparticularlymanifestsitself in
structuredgridsfor complex3 D configurations.In thesecases,gridgenerationcanbedifficult
becausestructuredgridsareoftenill suitedto fitting %moothly"aroundconfigurationswith
manytwists,turns,andcorners.
GEOMETRIC FIDELITY

Geometric fidelity is the fidelity with which the CFD grid models the actual configuration

(whose data the CFD results are being compared to). This issue is very broad, and is the

area for which the greatest amount of user insight and experience is often required. Rarely is

a CFD analysis made with the exact same configuration as experiment or flight test. Usually,

simplifications are purposefully made; e.g., ignoring tunnel walls, small components, mounting

hardware, etc. For example, the flap support fairings (FSFs) on aircraft are often ignored in

the CFD grid because their effects tend to be only manifested locally. The more complex the

configuration, usually the more simplifications are made. Care must be exercised to insure

that a particular component omitted or simplified in the CFD grid is truly not important or

has little effect. As an example, Rogers et al.[10] described how a very small gap between the

Krueger slat and the inboard slat of a Boeing 777 in landing configuration was difficult to model

faithfully in a CFD grid. In the wind tunnel model, the gap was partially sealed using wax

and tape. In spite of its apparent insignificance, different gap treatments in the CFD grid had

dramatic effects on the flow over part of the wing. Without the partial sealing of the gap, a

vortex formed through the small gap and caused a large stall region on top of the wing. With

the sealing, the stall region was reduced considerably and the overall lift coefficient increased

by about 3%.

Sometimes, CFD can yield poor predictions because the shape of the body in the grid does

not match the actual shape due to unaccounted for aeroelastic deflections or even differences

between theoretical shape and as built shape. Also, how a blunt wing trailing edge is handled in

the CFD simulation (brought to a point, left as an "open" gap, or closed) can have a significant

effect on the solution, particularly for transonic conditions. This factor is discussed in greater
detail in section 2.1.



MODELING ERRORS

Modeling errors are errors that result from an incorrect or incomplete model or theory. The

most significant source of modeling error in most CFD computations is the turbulence model.

The choice of turbulence model (which can also include a transition model) invariably affects

the result of any CED calculation to some degree. Earlier in the introduction, recent advances

in turbulence modeling were discussed. It is clearly acknowledged that all models are imperfect

and no model works well for all situations. However, it is often difficult to isolate specific failings

of a given model because the cases where it fails are often so complex that one cannot easily

separate cause and effect. Also, as discussed above, the more complex the configuration, the

more uncertainty there is in the numerics and geometric fidelity. So it is often difficult, in the

case of complex configurations, to be sure that a given poor prediction is necessarily a failure

of the turbulence model, and not due instead to one or both of the other factors.

At this point it is important to also mention experiment and flight test. CFD is often

compared with wind tunnel or flight measurements as if the measurements were indisputable.

Clearly, uncertainties and errors present in the measured data should be accounted for just as

in the CFD.

1.2 Rationale for Work Performed

The CFD Buffet Onset Team is comprised of the authors of this report. Initially, the team

was presented with the problem (included in the summary in Appendix A) that CFD and high

Reynolds number wind tunnel data generally agree with each other for certain modern aircraft

(including a modern tri engine civil transport and a high wing transport), but both underpredict

lift levels present in flight near buffet. Some results are also detailed in Clark and Pelkman

[11]. The industry perspective (see Appendix A) maintained that disagreement between CED

and flight was due to inadequate turbulence models for separated high Reynolds number flows,

and that disagreement between wind tunnel and flight was due to tunnel turbulence and model

dynamics at high dynamic pressures.

There was also data for the current civil transport aircraft under study (see Fig. 1) that

indicated that the Cc at buffet derived from NTF tunnel tests is low compared to Cc at buffet

for flight, particularly at overspeed Mach numbers. (ACL is approximately 0.03 at cruise Mach

number and approximately 0.10 at an overspeed Mach number of M = 0.87.) However, it

should be noted that the CL at buffet for flight is determined by measuring accelerations on the

aircraft, whereas the Cc at buffet for the wind tunnel is determined with a proprietary method

that makes use of measured force data, as calibrated with previous aircraft. It is not clear

whether it is consistent to make comparisons of buffet lift levels using these two completely

different methods.

Based on the original problem specification, the preliminary goal established by the team

was: to answer the question why CFD and NTF experiments agree with each other' yet disagree

with flight r_ear buf))t. However, the issue of flight data "rigidification" soon became a source

of entanglement. The rigidification process is used to alter the flight data for direct comparison

with the shapes tested in wind tunnels or modeled in CFD. It is generally a linear correction

procedure that alters the original data in such a way that the behavior of a rigid wing is mira

icked. However, because the method is only an approximation, it is not clear how appropriate

it is for comparing to wind tunnel data or CFD.

It was recognized that the team could not resolve these issues associated with the rigidifi
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Figure 1: Buffet boundary comparisons for flight vs. correlation method derived from wind
tunnel test.

cation process. As a result, the team modified its goal to one that could be accomplished, and

that would help to answer some of the questions regarding CFD uncertainty for computations

near buffet. The team decided to use a modern twin engine civil transport aircraft as the vehicle

for determining CFD sensitivities. The reason for this choice was: (a) the aircraft possesses a

modern aft loaded wing, (b) on going NTF tests are being conducted on the aircraft, allowing

for concurrent CFD and wind tunnel investigations, and (c) needed aeroelastic shapes are more
readily available for this aircraft than others, because it is a current production fleet aircraft.

The new goal became:

E_tablish the sensitivities due to grid, turbulence model, and code for" a modern civil tran_por't

in bufJ_t/._epar'ated conditions.

(Subsequently, sensitivities due to spatial differencing method and aeroelastic shape were also

considered.)

The team recommended that rigidified flight data be avoided, and that the correct aeroelastic

shapes be used for the wings whenever possible. Data (Fig. 1) indicated that the CL at buffet

predicted using wind tunnel data was fairly close to CL at buffet for flight at the cruise Mach

number, but that at higher Mach numbers there was a more significant difference. Therefore the

team decided to focus its attention on computations at the overspeed condition of M = 0.87. It

was also decided to run three distinct conditions at this Mach number: an overspeed "cruise"

condition (OC) case (which is more appropriately referred to as a maximum operating Mach

number) with little or no separation, a "small separation" (S$) case, and a "buffet onset" (BO)

case with a significant amount of separation. These three conditions were determined from

correlations using measured wind tunnel data. The majority of the effort was directed to the
buffet onset case.

Although aeroelastic data is available for the wind tunnel model using photogrammetry [12],



measurements do not exist for the flight vehicle's aeroelastic wing shape in flight. However, in

an effort to get a rough idea of the role of the aeroelasties between the wind tunnel model

and flight vehicle, an esti_zated flight shape for the buffet onset condition in flight (BOF) was

obtained from a loads analysis. Further discussion of the BOF shape is given in sections 2.4

and 3.3.

Details of the grid methodology are given in section 2.4. A series of 27 CFD runs were

performed and analyzed by the team. These runs are summarized in section 2.5.

1.3 How this Document is Organized

Section 2 describes the methodology used for the current study. The rationale behind some of

the choices made by the team is given, and a summary of the team's "best practices" is listed.

The sensitivity results are given in section 3, for CFD alone. This is followed in section 4 by

comparisons with wind tunnel data, and in section 5 by comparisons with flight data. The final

two sections give a summary and conclusions.



2 METHODOLOGY

2.1 Previous Studies and Factors that Influenced the Current Methodology

Several previous studies, both published and unpublished, have influenced the team's choice of

methodology. One issue of importance is the treatment of a blunt wing trailing edge. Several

strategies have been attempted by others. Some possible strategies are illustrated schematically

in Fig. 2. These strategies include (a) altering the trailing edge to a point, (b) leaving the wake

cut of the grid ';open," (c) closing the wake cut over one grid point, and (d f) modeling

the actual blunt trailing edge with various grid closures. Most of these previous trailing edge

treatment studies are unpublished or are only given in company internal reports. Jiang [13]

has a brief discussion of the differences between leaving the wake cut ;;open" and inserting a

grid zone in the wake cut.

actual wing shape

t

open wake

C.

wake grid zone inserted

e.

f.

Figure 2: Schematic of some blunt wing trailing edge grid treatments (only a few sample grid

lines are shown for clarity).

The treatment of a blunt wing trailing edge can have a significant effect on the shock loca

tion for transonic computations, particularly when the flow near the trailing edge is attached.



However,unpublishedresultssuggestthat moreaccuratelymodelingthebaseshapemayhave
a tendencyto causethecomputationsto go locallyunsteady(thecomputationscorrectlytry
to resolveunsteadysheddingoff thecornerof the bluntbase).Whena flowhasa tendencyto
gounsteady,it needsto be run timeaccuratelyratherthan in steadystatemode,in orderto
capturethe correctphysics.But this canbeverycostlyandtimeconsuming,andits benefit
for globalstudiesin whichforcesandsurfacepressuresareof primaryconcernis questionable.

A preliminarystudybythisteamusedtwodifferentgridsfortheaircraftat cruiseconditions.
Onegrid usedoneto onemulti blockinterfaces,andhada trailingedgegrid closedoverone
point, strategy(c) (in Fig. 2). The trailing edge itself had a thickness comparable to the

NTF model. The second grid used overset multi block interfaces, and had an "open" wake

cut, strategy (b) (in Fig. 2). Its trailing edge thickness was comparable to the flight aircraft

(smaller than that of the wind tunnel model). The two grids produced a surprisingly large

difference in predicted shock location (of between 5 and 10 % local chord) at the outboard

stations. The resulting lift coefficients for the aircraft were different by 6%, drag coefficient by

6%, and moment by 13%. On the other hand, code to code differences on an identical grid were

very small.

After analysis, no single factor could be isolated as the cause of the differences. The three

factors: wake treatment, trailing edge thickness, and grid topology all played significant roles.

In other words, geometric fidelity in combination with numerical issues associated with the grid

topology were all sources of error.

As a result of this early study, and taking into account other proprietary studies done

previously, the team decided to model the NTF model's shape (i.e., the trailing edge thickness

corresponds with the wind tunnel model thickness) with the trailing edge wake closed over one

grid point, strategy (c) (in Fig. 2). This option seemed to be the best compromise between

faithfully modeling the tunnel model's trailing edge and ensuring that the solutions would not

have a tendency to go unsteady. Also, an overset grid approach was chosen, because of its

generally higher quality compared to the one to one methodology.

A variety of engine inflow/outflow boundary condition treatments have been employed pre

viously in industry. One approach is to specify information on both the engine inflow face and

on the engine exhaust face(s), and not compute flow through the engine itself. For an aircraft

engine, this is the only realistic choice available: the interior of the engine is treated as a "black

box." When modeling wind tunnel models for which the engine is "flow through" (has nothing

in its interior and allows flow through it), a second approach is to grid the model's nacelle

interior and compute the actual flow through it. In other words, computing with flow through

implies that no boundary condition specification is necessary at the engine faces. For this study,

the flow through method is employed. Engine power effects are not considered here because

secondary jet effects are believed to have negligible effect on buffet for the current configuration,

based on proprietary jet effects wind tunnel tests.

Two limited exclusive rights progress reports from NASA's AST program [14, 15] described

the effect of wind tunnel walls on the CFD solution for models in the NTF. Boundary conditions

were developed to simulate the tunnel's slotted walls. Results for several configurations both

near cruise and near buffet conditions showed that using CFD with "free air" grids (extending

to the far field) give very good agreement compared to CFD runs in which the slotted walls

are modeled. Based on these reports, the team decided to use only "free air" grids for the

current investigation, and avoid the complicating factor of trying to apply the same slotted wall

boundary condition in two different codes.



Theflight vehiclehasvortexgenerators(VGs)onthewinguppersurfaceto helpdelaystall
andimproveperformancenearbuffet_particularlyat overspeedconditions.It is knownthat
theVGspromotethetransferof momentumacrossthe boundarylayeranddelayor eliminate
separation.NTF testsincludedevaluationof VG increments.Furthermore_theflight vehicle
possessesflapsupportfairings(FSFs)oneachwing;thewindtunnelmodelwasevaluatedboth
withandwithouttheseaswell.FortheCFDstudy,thewindtunnelconfigurationwithoutVGs
or FSFsis modeled.Includingeitherof theseitemsincreasesthecomplexityandsizeof the
grid_thusrequiringadditionaltime both for grid generationandfor the CFDcomputations.
Unpublishedcomputationshavebeenperformedat BoeingSeattleusingthe currentaircraft
configurationwith VGsand FSFs. Althoughnot shownin this report_theseunpublished
resultsareconsistentwith thecurrentresultsandsupporttheconclusionsmadeherein.

Previousunpublishedstudiesshowedthat havingalargestingsupportextendingfromthe
backendof thefuselagecouldhavea significanteffecton thewingpressures(particularlythe
shocklocation)at transoniccruiseconditions(seeAppendixA). However_thecurrentmodel
is mountedona blademountmodeledaftertheverticaltail_but thickenedfor strength.This
mountingreducesinterferencewith fuselageupsweep_andthestingisalsolocatedfartherfrom
thewingthanafuselagemount.Thecurrentstudyassumesthat thetail mountedstingeffects
areverysmall_andusesa grid with no tail or sting. Theeffectsof ignoringthe tail mounted
stingarenot known_anda studyof theeffectof tail mountedstingwasdeferred.

2.2 Description of CFD Codes

TwodifferentCFD codes were employed in this study: CFL3D [161 and OVERFLOW [17]. Both

codes were developed at NASA. Both are multi zone codes in wide use in U.S. industry. Both

can use overset grids, and both employ local time step scaling_ grid sequencing_ and multigrid to

accelerate convergence to steady state. Time accurate modes are also available for both codes,

and both can employ low Mach number preconditioning for accuracy in computing low speed

steady state flows.

CFL3D is a finite volume method. It uses third order upwind biased spatial differencing

on the convective and pressure terms, and second order differencing on the viscous terms; it is

globally second order spatially accurate. The flux difference splitting (FDS) method of Roe is

employed to obtain fluxes at the cell faces. It is advanced in time with an implicit three factor

approximate factorization method.

OVERFLOW is a finite difference method. It can use either second order central differencing

or third order FDS. Left hand side options include a diagonalized (scalar pentadiagonal) scheme

and an LU SGS scheme. First order implicit time advancement is used.

For this study_ both CFL3D and OVERFLOW employed the PEGSUS [18] software to

obtain overset interpolants for the regions of overlapping grid.

2.3 Description of Turbulence Models

Three state of the art turbulence models were selected for the current study. These are: Spalart

Allmaras (SA) [2], Menter's shear stress transport (SST)/;' _: [1], and an explicit algebraic stress

model (EASM) in k _,, form [6]. ,4 fourth model, Baldwin Barth (BB) [19] was also run for one

case. However, this model is generally no longer considered viable because it is ill conditioned

near the edge of boundary layers [20] (see also Appendix A).



TheSA modelis aoneequationmodel,solvedfor a variablerelatedto the eddyviscosity.
Thereareseveralversionswith minorvariationsin usetoday. CFL3Demploysthe version
referredto asSAIa. This is the versionof the modelthat is givenin SpalartandAllmaras
[2]. OVERFLOWemploysa modificationto the SAIa modelthat is unpublished:it employs
anadditionalterm fv3 that multiplies part of the source term. From now on, this unpublished

version will be referred to as SA, because most of the computations in the present study were

run with it. The differences can be summarized as follows (refer to Spalart and tllmaras [2]

for the form of the transport equation):

Version SA Ia:

Version SA:

_' = _ + _2d_ (1)

fv2 = 1 x
1 + X'fvl (2)

= + (3)

1
- (4)

(1 + x/c 2)

/ 1
f_,3 = (1 + xf_l)( - f_2) (5)

X

The unpublished SA model tends to delay boundary layer transition relative to the SA Ia at

moderately low Reynolds numbers (e.g., 1 to 10 million), even when the model is turned on

everywhere (fully turbulent). At higher Reynolds numbers, the differences between the two

versions are less significant.

The BB model is another one equation model, that solves a field equation for a turbulence

Reynolds number. The SST model is a two equation model that solves equations for k and co.

Like SA, different versions of SST also exist in the literature (e.g., Menter [1] and Menter [21]).

Both CFL3D and OVERFLOW employ the version from the latter reference. EASM is coded

in CFL3D, but not in OVERFLOW. One significant difference between EASM and the other

models used in this study is that EASM is a nonlinear model, for which nonlinear effects are

included in the turbulent stresses. Like SST, EASM is a two equation model. The form used

in this study is a k co form [6].

The SA, SST, and EASM turbulence models have been used for validation on a wide variety

of aerodynamic flows too numerous to mention here, for both 2 D and 3 D (see, for example, [7],

[8], [22], [23], [24]). These validations include both attached and separated flows. In fact, one

of the main features of these models that has caused their popularity and wide use throughout

the world is their ability to do a better job predicting separated flows than other earlier models

such as Baldwin Lomax, Wilcox k 0s, and many of the "standard" forms of h o.

2.4 Description of Grids

A total of five grids were created for the current study. These are summarized in Table 1. In

this table, OC signifies overspeed "cruise" condition, SS is small separation, BO is buffet onset,

and BOF is buffet in flight. Each of the conditions OC, SS, and BO was defined from wind

tunnel force data. The angles of attack determined from this methodology are: OC is c_ = 1.03 °,

SSis(_=l.5 ° , and BO is c_= 2.8 ° .
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Thevariouswingmodeltwist distributions(OC,SS,andBO) weremeasuredin the wind
tunnelwith photogralnmetry.Grid1usestheOCdistribution,Grid2usesSS,andGrid3uses
BO. Theverticaldisplacementsdueto bendingwereestimatedby scalingthe modelvertical
displacementsat cruiseconditionsrelativeto windoff or zeroload conditionsin a manner
consistentwith theratioof measuredtwist increments.Theflight vehicleis muchmoreflexible
thanthescaledwindtunnelmodel.Thewindtunnelmodelwasdesignedto deformto thesame
shapeastheflight vehiclewhenbothareat cruiseMachnumberandflightReynoldsnumber;
but at buffet,theflight vehiclehassignificantlylargerdeflections.As discussedin section1.2,
an estimated flight shape was obtained for the flight vehicle near buffet (BOF). This shape was

obtained via flight test derived linear aerodynamics in a static loads analysis that used a 10,000

degree o_freedom finite element model. This shape was used to determine the effect of large

aeroelastic deformations on the results. Thus, Grid 4 is the wind tunnel model (without VGs

or FSFs) deflected to the estimated shape of the flight vehicle at buffet.

All grids are overset grids with minimum normal spacing at walls such that the 9 + value is

approximately 1, on average, for flow at a Reynolds number of 40 million. The far field extent

of all grids is approximately 50 mean aerodynamic chords (MAC). Most grids contain over 7.1

million points. When every other point is removed from these, the resulting grids have approx

ilnately 890,000 points. A fine grid with nearly 22.6 million points was also generated (Grid 5).

When every other point is removed, a coarser version of this grid contains approximately 2.8

million points.

As discussed earlier, the trailing edge of the wing (which has a small, but finite base thick

hess) is closed in all grids over one grid point. However, very near the wing tip (at and beyond

a span station of 97.9%), closing the trailing edge rapidly in this manner caused problems in

the grid generation, so this closure was relaxed in this region; instead, the grid was allowed

to remain open for 8 additional points into the wake. Here, the grid was closed at a distance

behind the trailing edge of roughly 3 4% of the local chord.

Some of the other characteristics of the grids are given here. The grids all use a C mesh

topology around the wing. The wing tip is closed off with a C O mesh type. Grids 1 through

4 (OC, SS, BO, and BOF) have 225 points streamwise on the wing (around in the C lnesh

direction) and 129 points spanwise. Grid 5 is refined primarily in the streamwise and normal

directions: it has 449 points streamwise on the wing and about the same number of points

spanwise as the other grids. All grids have tight clustering in the streamwise direction near the

wing trailing edge: grids 1 through 4 have spacing of about 0.2% of the local chord, and Grid 5

has half of this. In all of the grids, the wake cut approximately bisects the trailing edge angle

and "follows the wake" near the wing. Also, the grid lines parallel to the wing surface "open

up" (spread) in the wake (i.e., the minimum normal spacing increases after the grid line passes

aft of the trailing edge). This wake spreading is shown in a close up view of the grid treatment

near the trailing edge of the wing in Fig. 3. This view also shows the closure of the wake grid

behind the trailing edge over one point.

The precise topology of each of the zones in the current grids is not described here. However,

a few ilnportant general characteristics are as follows. Near the wing tip_ a wing tip cap grid is

employed. The engine nacelle and pylon use zones that wrap around their leading edges. The

far field uses a Cartesian like zone with some stretching. A view of a portion of the surface

of Grid 3 is shown in Fig. 4. This figure gives an indication of the distribution of grid points

on the wing. It also shows an overlap region, where the zone from the engine pylon overlaps a

portion of the wing lower surface.
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Figure 3: Close up of a spanwise cut of the grid near the trailing edge of Grid 3.
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Figure4: A portionof Grid 3,showingwingsurfacegrid distribution.
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Theshapeofthebifurcator(thesmallsupportbracketthat holdsthecorecowlinplaceinside
oftheenginenacelle)wasnotdefinedin thegeometrydefinitionsuppliedto thegridgenerator;a
bifurcatorshapefromadifferentaircraftconfigurationwasusedinstead.Becausethebifurcator
onlyaccountsfor arelativelysmallamountofflowblockage,the useof a differentshapeis not
expectedto havea significanteffecton theflow field. A headon viewof the computational
modelof theflowthroughnacelleisshownin Fig.5.

Figure5: Headonviewof nacelle.

As discussedin section2.1,the approachtakenin the currentstudy is to computeflow
throughthe wind tunnelmodel's%ngine"by griddingthe interiorof the nacelleshownin
Fig.5. Thisavoidstheneedfor additionalboundaryconditionsat theengineinlet andexhaust
faces.The massflow throughthe nacellecanthen becomputedin termsof an equivalent
freestreamarea,thestreamtubeof whichpassesthroughthe nacelle.For thecomputations
performedin this study,computedareavaluesareapproximately3.7 5.1%high(depending
onthecase)comparedto anestimatedlevelbasedon theenginedeckandairplanepolars.

Thecurrentgridsdonot includehorizontalor verticaltails;also,thestingisnot included.
Thewindtunnelmodelwasalsorunwithout a horizontaltail, but athickenedverticaltail is
presentin theformof a blademount,andthe stingextendsbackfrom thetop of thevertical
blade.

Finally,allgridsarefor halfoftheaircraftonly.Symmetryboundaryconditionsareapplied
on thesymmetryplane.Thefuselageiscomputedasaviscoussurface,andRielnanntypefar

14



Table1: Summaryof oversetgridsgenerated

Grid Wing twist Number of grid points

OC (NTF model)

SS (NTF model)

BO (NTF model)

BOF (estimated flight vehicle)

BO (NTF model)

7,116,606

7,116,606

7,116,606

7,116,606

22,575,898

field boundary conditions are applied at all far field boundaries.

2.5 Summary of Computations Performed

A summary of the computations performed for the current study is given in Table 2. Most

computations used OVERFLOW and the SA model, but there is a wide range of variation

designed to systematically evaluate the effects of code, spatial differencing method, grid, turbu

lence model, and aeroelastic shape. All runs except runs 8 and 10 used upwind differencing. All

runs were performed "fully turbulent" at M = 0.87 (the reason for this Maeh number choice

is discussed in section 1.2) and at a Reynolds number of 40 million based on MAC. A high

Reynolds number was chosen to avoid questions regarding transition location, and because it

is representative of the flight Reynolds number. NTF runs were conducted at Re = 40 million

(as well as at lower Reynolds numbers down to that attainable in conventional wind tunnels).

Each case run using CFL3D or OVERFLOW was considered to be converged when the

drag coefficient variation with additional multigrid cycles dropped to less than one drag count

(0.0001). At the higher angles of attack (above 4°), however, some of the computations exhibited

small levels of oscillatory behavior (e.g., oscillation in drag coefficient of on the order of 2 drag

counts), usually indicating a tendency for unsteadiness in the computed flow'. In these eases,

time accurate runs were not pursued; rather, representative force values were chosen from the

non time accurate runs.

Actual numerical values of the computed forces and moments for each of the runs are not

given in this paper. However, detailed comparisons using figures without axis labels will be

given in sections 3, 4, and 5.

2.6 Summary of Current "Best Practices"

This section contains a summary of "best practices" for applying CFD to an aerospace con

figuration such as the current aircraft. These guidelines arose from a group consensus of the

experienced CFD practitioners in this study, and were followed in the present work.

1. Approximate the physical model (geometry) as closely as possible in the CFD grid. If

walls, brackets, supports, etc. are ignored, recognize the fact and have a good idea of the

effects that might be missed.

2. Be aware of the aeroelastie deformations of the model or flight vehicle, and account for

these in the CFD grid or be aware of their effects.
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Table2: Summaryofcomputationsperformedat M = 0.87, Re = 40 million

Run Condition Grid o:, deg. Code Turbulence model

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

OC 1

OC 1

BO 1

SS 2

BO 3

BO 3 (coarsened
BO 3

BO 3

BO 3 (closer FF)
BO 3

BO+ 3

BO- 3

BO 3

BO 3

BO 3

BO 3

BO 4

BO 5

BO 5 (coarsened

past BO 3

past BO 3

past BO 4

past BO 4

past BO 4

past BO 4

SS 2

past BO 3

1.03 OVERFLOW SA

0.8979 OVERFLOW SA

2.8 OVERFLOW SA

1.5 OVERFLOW SA

2.8 OVERFLOW SA

2.8 OVERFLOW SA

2.8 OVERFLOW SST

2.8 OVERFLOW (central) BB
2.8 OVERFLOW SA

2.8 OVERFLOW (central) SA
3.0 OVERFLOW SA

2.5 OVERFLOW SA

2.8 OVERFLOW SA Ia

2.8 CFL3D SA Ia

2.8 CFL3D SST

2.8 CFLaD EASM

2.8 OVERFLOW SA

2.8 OVERFLOW SA

2.8 OVERFLOW SA

4.0 OVERFLOW SA

5.1 OVERFLOW SA

4.0 OVERFLOW SA

5.1 OVERFLOW SA

7.0 OVERFLOW SA

9.0 OVERFLOW SA

1.5 CFLaD EASM

4.0 CFL3D EASM

16



3. Useasufficientgridresolutionandperformagridsensitivitystudyto estimatediscretiza
tion errors.

4. Usecorrectboundaryconditions.If the caseis a windtunnelcomparison,investigate
the effectof windtunnelwalls. If it is afreeair computation,ensurethat the far field
boundaryconditionis appliedsufficientlyfar away.

5. Maintaingridsmoothness(quality)in structuredgridsasmuchaspossible:maintaintea
sonableorthogonality,avoidtoo largestretchingfactorsandtoorapidturningsor twist
ingsof gridfacenormaldirections.

6. Donot leaveagapin thewakecut behindablunt trailingedge,particularlyfor attached
tCto-vvs,

7. Cluster grid lines near the wing trailing edge in the strealnwise direction to be less than

or equal to approximately 0.2% of the local chord. Cluster grid lines near wing leading

edge in the wrap around direction to be less than or equal to approximately 0.1% of the
local chord.

8. Set the minimum spacing at walls to be small enough such that the 9+ levels are near 1

or less for turbulent flows.

9. When computing turbulent flows, always verify the resulting computed transition location

by looking at eddy viscosity contours or some other appropriate measure. Running _fully

turbulent" does rzo/guarantee transition to turbulence at the leading edge; the actual trip

location is a function of the turbulence model and the Reynolds number.

10. Spread grid lines in the wing wake (but not too rapidly); approximately follow the trailing

edge bisector angle to try to align the grid lines with the local flow direction.

11. Using more than one CFD code for a given case can help lend confidence to the valid

ity of the results and also give an idea of the magnitude of differences due to different

numerical treatlnents; however, be aware of differences in the tur'buler_ce model equatio_z8

employed (i.e., be aware of turbulence model versions and implementation differences used

by different codes).

12. Determine the pedigree of experimental and flight data. Corrections are often applied

to the data that limit its usefulness in direct comparison to CED results. Do not trust

experimental data blindly.
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3 CFD SENSITIVITY ANALYSIS

All the results for the CFD sensitivity analysis are for the buffet onset (BO) condition (a, = 2.8°).

This case has a significant amount of separated flow on the wing_ as shown in a plot of wing

upper surface streamlines in Fig. 6 (run 5). Mach contours at four spanwise stations on the

wing are shown in addition to the surface streamlines in Fig. 7. This second figure gives an

indication of the relative position of the shock wave in space, as well as an indication of the

off surface extent of separated flow behind the shock.

Figure 6: Wing upper surface streamlines at BO condition, OVERFLOW, SA model.

3.1 Effect of Grid

The effect of grid density on the surface pressure coefficients of the buffet onset case is shown

in Fig. 8. In this and all subsequent plots of surface pressure coefficients to follow, only the

@ levels on the upper surface are shown, for company proprietary reasons. Shown are results

from runs 18, 5, and 19 (on Grid 5, Grid 3, and on every other grid point from Grid 5). Results

using the coarsened Grid 3 (run 6) are not shown in this figure. Globally, results appear to be
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Figure7: Machcontoursat fourspanstations(approximately 2y/B = 0.4, 0.6, 0.8, and 0.95)

along with wing upper surface streamlines at BO condition, OVERELOW, SA model.
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reasonablywellgridconvergedevenonthegrid with 2.8millionpoints,althoughthe pressure
levelsin the separatedregionsbehindthe shockat theoutboardmoststationsshowa small
shift on the finestgrid. Thisshift probablyindicatesthat theseparatedregionon the outer
quarterof the wingis not adequatelyresolvedon the twocoarsergrids. However,the shock
positionremainsunchangedonall threegrids.
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Figure 8: Effect of grid density on surface pressure coefficients, OVERFLOW, SA model.

Although not shown here, lift coefficient, drag coefficient, and pitching moment coefficient

about the quarter chord MAC location can be plotted as a function of N -2/3, where N is the

total number of grid points. For a 3 D scheme that is globally second order accurate in space,

plotting against this variable should yield a linear variation on sufficiently fine grids, for a given

structured grid family. (A family consists of grids with the same distribution functions and rel

ative grid index relationships. For example, when a second grid is created by taking every other

point from a finer grid, then the two are in the same family.) Due to computational constraints,
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Table3: Forceandmomenterroroneachgrid,for BOcondition

Grid Numberof grid points % Lift error %Dragerror %Momenterror
5 22,575,898 0.09 0.66 0.18
3 7,116,606 0.61 1.40 2.82

5 (coarsened) 2,821,987 0.73 2.62 2.87

3 (coarsened) 889,576 2.40 7.75 4.90

the finest grid (22.6 million points) is not double the grid density in each index direction from

the grid with 7.1 million points, so the two are not in the same family. Nonetheless, a linear

variation was assumed to exist using the three finest grids, and results on an infinite density

grid were inferred using a least squares fit to the data.

Using the inferred results on an infinite density grid, the percent error can be computed for

each of the finite grid sizes. These results are tabulated in Table 3. Grid 3, which is the default

grid size for all the remMning computations in this paper, is in error from an infinitely refined

grid by less than 1% in lift, less than 2% in drag, and less than 3% in moment for the buffet
onset case.

Run 9 was performed to assess the adequacy of the default far field extent of approximately

50 MAC. Results using an extent of 25 MAC are indistinguishable from the 50 MAC results,

so pressure coefficients are not shown here. Quantitatively, the lift and drag on the grid with

closer far field are both lower by approximately 0.1%, and the moment is lower by only 0.01%.

This comparison indicates that the far field extent of 50 MAC is sufficiently far to yield forces

and moment with accuracy below 0.1%.

3.2 Effect of Code and Spatial Differencing Method

Recall from section 2.3 that OVERFLOW and CFL3D have different implementations of the SA

turbulence model. Most runs with OVERFLOW in this study use the unpublished version (SA).

However, the effect of the different versions was investigated by coding SA Ia into OVERFLOW,

and comparing results between SA and SA Ia for OVERFLOW alone (runs 5 and 13). Although

not shown, results using the two turbulence model versions are Mmost identical: the lift, drag,

and moment are different by less than 0.02%. (The Reynolds number of 40 million is high

enough such that both turbulence model versions transition immediately at the wing leading

edge.)

The effect of running the two different codes for the buffet onset case using the same grid

and same turbulence model (SA Ia) is shown in Fig. 9 (runs 13 and 14). The comparison

shows that results are very similar between OVERFLOW and CFL3D in general, with the

largest differences at the outboard stations downstream of the shock. Lift is predicted to be

approximately 2% higher, drag is 2% higher, and moment is 6% lower for CFL3D.

The effect of spatial differencing of the convective terms was also investigated. OVERFLOW

was run both with upwind differencing as well as with central differencing (all other OVER

FLOW runs in this study use upwind differencing). Results from runs 5 and 10 are plotted in

Fig. 10. There is only a smM1 difference between results. The central difference method tends

to yield a more smeared out shock, as expected. The lift from the central difference run is 0.8%
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Figure 9: Effect of code on surface pressure coefficients, $A Ia model.
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lower,thedrag0.07%higher,andthemoment0.6%lowerthan theupwindresult.
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Figure 10: Effect of spatial differencing on surface pressure coefficients, OVERFLOW, SA
model.

3.3 Effect of Aeroelastic Shape

Aeroelastic wing deforlnation can be significant for an aircraft, whereas for wind tunnel models

in the NTF it is less of a factor (although not negligible). Fig. 11 shows the percent change

in twist of the wind tunnel model's wing and the flight vehicle's wing at 95_ span station

between the respective 1 g condition and the buffet onset condition. Photogrammetry was used

to obtain the twist change for the wind tunnel model, and a finite element model was used for

the aircraft. The figure indicates the relatively large change in twist of the flight vehicle relative

to the wind tunnel model. The wind tunnel model is designed so that at the 1 g condition (at
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cruiseMachnumberandflight Reynoldsnumber),its twist matchesthe twist of theaircraft
wingat thesameconditions.Clearly,therefore,at offdesignconditionsthetwowingshapes
will not matchbecauseof their differentflexibilitycharacteristics.
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Figure 11: Change in twist between respective 1 g condition and buffet onset condition at

_I = 0.95 for two wings.

The effect of aeroelastic shape on the buffet onset case was investigated with runs 3, 5, and

17. Results are plotted in Fig. 12. Recall that Grid 1 represents the shape of the NTF model

wing at the overspeed "cruise" condition (OC) of _, = 1.03 °, Grid 3 is its shape for buffet onset

(BO) at a = 2.8 °, and Grid 4 is an estimated shape based on the flight vehicle at its buffet

onset (BOF).

Each of runs 3, 5, and 17 uses an angle of attack of _ = 2.8 °, so the results using Grid 3 are

expected to be the most representative of the NTF model at this condition. But because the

NTF model is comparatively stiff, the aeroelastic shape change is fairly small between Grid 1

and Grid 3, and results are very similar. The difference is 0.7% in lift, 2.4% in drag, and 0.7%

in moment. Grid 4, representative of the ftiyht vehicle's elasticity, has much greater deflection

and twist. Results using Grid 4 are significantly different from the others outboard of mid

span. For example, the shock location is further downstream at the outboard span stations.

The difference between results using Grid 4 and Grid 3 are 4% in lift, 11% in drag, and 6% in
moment.

It should be stressed here that this is not a straightforward comparison. Buffet onset in

the wind tunnel model occurs at _ = 2.8 °. However, when the flight vehicle wing shape for

buffet onset at M = 0.87 was estimated, conditions at the buffet lift coefficient were used,

which correspond to an approximate angle of attack of _ = 5.1 °. Moreover, the specific process

used to determine the angle of attack at buffet is not straightforward, but rather relies on some

heuristic methodology. There is also some uncertainty in angle of attack due to aircraft fuselage

aeroelastics. So results using the estimated BOF shape should be assessed with caution; it is
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Figure 12: Effect of _eroel_stic shape on surface pressure coefficients, OVERFLOW, SA model

(grid 1 = OC NTF model, grid 3 = BO NTF model, grid 4 = BOF estimated flight vehicle).
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notentirelyclearwhattheshapeactuallyrepresents.Fornow,weuseit onlyto obtainarough
ideaof the magnitudesof the possible effects due to aeroelastie differences between the wind

tunnel model and the flight vehicle.

3.4 Effect of Turbulence Model

The effect of three different turbulence models using CFL3D is shown in Fig. 13, using runs

14_ 15_ and 16. Results show only relatively small differences in the predicted results. The

SST model tends to yield the farthest forward shock location_ and EASM the farthest aft.

The difference is most pronounced at the last span station near the wing tip. The maximum

difference in lift between these three cases is 3.1%_ maximum difference in drag is 4.4%_ and

maximum difference in moment is 8.3%.
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Figure 13: Effect of turbulence model on surface pressure coefficients, CFL3D.
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Theeffectof threedifferentturbulencemodelsusingOVERFLOWis shownin Fig. 14,
usingruns5, 7, and8. Notethat the BB modelusedcentraldifferencing,whereastheother
twomodelsusedupwinddifferencing.However,basedon resultsin section3.2, the differences

due to spatial differencing on the grid with 7.1 million points is probably very small. The three

turbulence models predict very similar results. Again, SST tends to predict the shock farthest

forward, but of these three turbulence models, SA tends to predict the shock farthest aft. The

maximum difference in lift between these three cases is 2.9%, maximum difference in drag is

4.3%, and maximum difference in moment is 6.2%.
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Figure 14: Effect of turbulence model on surface pressure coefficients, OVERFLOW.

27



3.5 Summary of CFD Sensitivities

This sectionsummarizesmostof the differencespresentedsofar, in termsof the forcesand
moments.In thefollowing,weshowonlyresultsongrids1and3 (eachwith 7.1millionpoints).
Grid densityeffectswereestablishedearlierin section3.1andarenot repeatedhere.Because
grid 4doesnot correspondwith a windtunnelmodelaeroelasticshape,weleaveit out of this
summary.

Lift coefficients are shown in Fig. 15. In the figure, "O" indicates OVERFLOW and "C"

indicates CFL3D. The left most bar labeled with "1 g" indicates the use of Grid 1 (the wind

tunnel model shape for the 1 g OC case, run 1). All the other results in the figure use Grid

3. "Central" indicates central differencing (as opposed to upwind differencing), and "closer"

indicates results using the grid with closer far field extent. The solid horizontal line indicates

the mean of the ten results, and the dashed lines denote the range for the mean plus or minus

l_r, where v is the standard deviation. Results for drag and pitching moment are given in

Figs. 16 and 17, respectively. Most of the results in the three figures lie within 4-1cr (denoted

in the figures) of the mean. In general, the choice of turbulence model and code have the most

significant effect on the predictions, with CFL3D tending to give larger forces and (negative)

moments than OVERFLOW for a given turbulence model.

hCL=O.02

2G

SA SST BB SA SA SA SA-la SA-la SST EASM
O O O O O O O C C C
1-g central closer central

Figure 15: Summary of the predicted lift coefficients for the BO condition.

A summary plot is given in Fig. 18 showing the maximum variation in lift, drag, and pitching

moment for the four categories of grid size, code/differencing, tunnel model aeroelastics, and

turbulence model. The grid error represents the error from using a grid with 7.1 million points

compared to interpolated results using a grid of infinite density for this case.
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Figure 16: Summary of the predicted drag coefficients for the BO condition.
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Figure 17: Summary of the predicted moment coefficients for the BO condition.
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Figure 18: Established CFD variations for the BO condition, using grid with 7.1 million points.

In summary_ for this modern civil transport buffet onset case, we have established an ;:error

band" for the CFD, applying a consistent set of best practices. Given a grid of sufficient

density (e.g., 7.1 million points for this case) for a given aeroelastic wing shape, the combined

approximate maximum variation of computed forces and moments due to individual differences

in code, spatial differencing method, and turbulence model are: 6% in lift, 7% in drag, and 16%

in pitching moment.

This result presupposes that one of only four turbulence models SA, SST, BB, or EASM

is used. As mentioned in the introduction, these models tend to perform better for separated

flows than many other models. If one was to use the Baldwin Lomax model for this case, for

example, one would likely see much larger variations.
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4 COMPARISONS WITH WIND TUNNEL DATA

At M = 0.87, the overspeed "cruise" (OC) condition corresponds to an angle of attack of

= 1.03 °. At this angle of attack, the flow over the upper surface is mostly attached, with a

small amount of flow turning near the trailing edge, as seen in the upper surface streamlines

in Fig. 19 (run 1). Maeh contours at four span stations are superimposed on the streamline

plot in Fig. 20. Results computed with OVERFLOW and the SA model (run 1 in Table 2) are

compared with wind tunnel data in Fig. 21. Note that the angle of attack of the wind tunnel

model in this case is _ = 1.1 °, which is the closest wind tunnel condition to the OC angle of

attack of a = 1.03 °. Overall, results agree very well with experiment. Often, users of CFD

in industry run CFD codes to match the lift when comparing against experimental pressures

near design conditions. This was also done for the current case: OVERFLOW was run to

approximately match the wind tunnel lift level (run 2). These results are also plotted in the

figure. The "fixed C'L" option has only a very small effect, mostly on the upper surface near

the leading edge.

Figure 19: Wing upper surface streamlines at OC condition, OVERFLOW, SA model.
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Figure20:Machcontoursat fourspanstations(approximately2y/B = 0.4,0.6,0.8,and0.95)
alongwith winguppersurfacestreamlinesat OC condition,OVERFLOW,SAmodel.

The small separation (SS) case corresponds to _ = 1.5 °. At this angle of attack, the flow

over the upper surface exhibits a small amount of separation near the wing trailing edge, as

seen in the upper surface streamlines in Fig. 22 (run 4). Mach contours are given in Fig. 23,

and the surface pressure coefficients are plotted in Fig. 24 (wind tunnel model angle of attack

in this case is (v = 1.6°). CFD results are again in very good agreement with wind tunnel data,

although the CFD predicts the shock slightly too far aft at the 29/B = 0.80 station.

Surface streamlines and Mach contours for the buffet onset case were shown previously in

Figs. 6 and 7 (run 5). Although not shown, different turbulence models applied to the BO

case yield surface streamlines and Mach contours that are almost indistinguishable from those

obtained using SA. The surface pressure coefficients are plotted in Fig. 25 (wind tunnel model

angle of attack in this case is o, = 2.9°). Overall, agreement is good at inboard stations, but the

CFD predicts the shock too far aft beginning at mid span and exl_ending out 1_othe 29/B = 0.80

sl_ation. Agreement is good again at the station nearest l_he wing tip.

Fig. 26 shows the progression of the shock forward as the angle of attack is increased from
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Figure 21: Predicted surface pressure coefficients at OC condition, OVERFLOW, SA model.
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Figure22:Winguppersurfacestreamlinesat SScondition,OVERFLOW,SA model.
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Figure 23: Mach contours at four span stations (approximately 2///B = 0.4, 0.6, 0.8, and 0.95)

along with wing upper surface streamlines at SS condition, OVERFLOW, SA model.
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Figure 24: Predicted surface pressure coefficients at SS condition, OVERFLOW, SA model.
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= 2.5° (BO-) throughthe buffetonsetangle(BO) to a = 3.0° (BO+) (runs12,5, and
11).TheCFDconsistentlypredictstheshocktoofar aft at the 29/B -- 0.70and0.80stations,
but the forwardmovementof the shockwith angleof attackagreesqualitativelywith the
experimentalmovementat all spanstations.

Resultsat two higheranglesof attackof a = 4.0° and c_ = 5.1 ° are shown in Figs. 27

and 28_ respectively (wind tunnel model angle of attack in these cases is a. -- 4.1 ° and 5.1°).

Results are good at the inboard stations, but the CFD predicts the shock too far aft starting

near mid span, and the prediction gets progressively worse out to 29/B = 0.80. Very near the

wing tip, however, the CFD predicted shock location is close to the experiment again.

Note the "dip" in the upper surface experimental pressures at 29/B = 0.80 between 15

40% chord in Figs. 21, 24, 25, 26, 27, and 28. It occurs at all angles of attack, but appears to

be more exaggerated at the higher angles of attack. After some preliminary analysis, we believe

that this dip is physical (i.e., not merely bad pressure taps). One piece of evidence in support

of this belief is that the dip is a function of temperature (the dip increases with decreasing

tunnel temperature). It is possible that at low temperatures a gap is opening at a model part

break near this location. While this cause is only speculation at this time, it is possible that the

experimental shock location was influenced by whatever is occurring in this region. Therefore,

the CFD disagreement with experimental shock location should not carry any weight until more

conclusive validations can be performed.

The computed lift, drag, and moment coefficients are compared to experiment in Figs. 29,

30, and 31. Included in these figures are all CFD results on the 7.1 million point grids, excluding

Grid 4. Thus, the CFD "error band" due to code, differencing method, turbulence model, and

tunnel aeroelastic effects are represented by the range of solutions shown at (v = 2.8 °. The

results due to two particular codes and turbulence models are also plotted with thin broken

lines. It is shown that CFL3D with EASM tends to yield higher lift levels, higher drag levels,

and more negative moment levels than OVERFLOW with SA at all angles of attack. (Although

not computed over a range of angles of attack, the SST or BB models are expected to yield

lower lift levels, lower drag levels, and more positive moment levels than SA, based on results at

the BO condition.) Note that solutions at (v = 4.0 ° and _, = .5.1 ° use Grid 3 (runs 20, 21, and

27). Aeroelastically correct grids were not created for these angles of attack; however, because

of the relative stiffness of the NTF model and based on differences due to aeroelastic effects at

lower angles of attack, results are not expected to be much different.

These results indicate that the CFD is predicting the lift, drag, and moment levels from

the experiment fairly well. Lift tends to be slightly overpredicted, and moment underpredicted

(overpredicted in magnitude). The larger CFD error band in the moment is evident. Note in

Figs. 29 and 31 the correlation between the change in lift curve slope (near _ = 2°) and the

pitching moment break. CFD results follow the experimental slope changes.
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Figure 25: Predicted surface pressure coefficients at BO condition, OVERFLOW, SA model.
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Figure 26: Range of surface pressure coefficients between o_ = 2.5 ° and o_ = 3.0 ° (BO-, BO,

and BO+ conditions)_ OVI_RFLOW, SA model.
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Figure 27: Predicted surface pressure coefficients at a = 4.0 ° (past BO condition), OVER

FLOW, SA model.
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Figure 28: Predicted surface pressure coefficients at a = 5.1 ° (past BO condition), OVER

FLOW, SA model.
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Figure 30: Drag coefficient comparisons.
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5 COMPARISONS WITH FLIGHT DATA

5.1 Discussion on Flight Data

There is some uncertainty as to how to best compare flight test data with wind tunnel data

and CFD, particularly for off design conditions such as buffet onset. At the present time, buffet

onset and the angle and lift at which it occurs in the wind tunnel is determined based on a
heuristic methodology that makes use of force data trends. Buffet in flight is determined in

a completely different manner, based on accelerometer readings (e.g., -4-0.05 g's at the pilot's

seat). Also, most correlations between wind tunnel and flight data must contend with the
difficult issue of Reynolds number scaling, because most wind tunnels operate at much lower

Reynolds numbers than flight vehicles. Currently, the NTF and ETW are unique in their ability

to achieve flight Reynolds numbers.

Even if one is fortunate enough to have the use of a wind tunnel that can be operated at

flight Reynolds numbers, a major difficulty associated with comparing wind tunnel data with

flight data directly is the fact that the tunnel model has very different aeroelastic characteristics

from the flight vehicle: the scaled model is much stiffer. The wind tunnel model is designed

so that its deflected shape matches the deflected shape of the flight vehicle at cruise Math

number and Reynolds number. However, at any other conditions outside of cruise, the two

shapes do not match. Building additional wind tunnel models to match flight aeroelastics at

different conditions is not practical, so instead a process termed "rigidification" was developed

by aircraft manufacturers as a method to compare different data sets (see section 1.2). In

the rigidification process, the flight force curve is modified to approximate what it would be
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if aeroelastic deflections were removed from the actual wing. For example, if the force curve

is rigidified about its 1 g shape, then the resulting curve is intended to be what would result

if the wing could remain frozen at its 1 g shape throughout the angle of attack sweep. The

problem with the rigidifieation process is that it utilizes linear sealing techniques, which have

questionable validity in regions outside of the point about which the linearization is being taken.

CFD often uses only one grid throughout an entire angle of attack sweep. This is tantamount

to ignoring aeroelastic effects. However, if the flight aeroelastie shapes are known, it is a

relatively easy task (certainly simpler and less expensive than building different wind tunnel

models) to create an appropriate grid for each angle of attack and avoid altogether the need

for rigidified flight data to compare against. For the current study, linear aerodynamics in

combination with a finite element model were used to derive an estimate of the wing's aeroelastie

shape. This was only done for conditions near flight buffet onset.

There are other uncertainties associated with flight data as well. The actual body angle

of attack in flight can be uncertain, due to body aeroelasties which can be significant for the

flight vehicle. Also, there is not a single set of flight force curves because they depend on flight

conditions such as aircraft weight, fuel distribution, altitude, thrust effects, etc. Some of these

conditions are not accounted for in CFD simulations or wind tunnel tests. Finally, the validity

of pressure data from flight for CFD or wind tunnel comparison is questionable because, at off

design conditions, flight data is often obtained through unsteady maneuvers. These maneuvers

can yield inconsistent results between the inside and outside wings, and can also present other

difficulties in interpretation when compared to steady wind tunnel or CFD results.

In the case of the current aircraft, the flight vehicle has vortex generators (VGs) on the

wings. The VGs have little to no effect near cruise conditions, but can significantly reduce the

amount of separated flow at higher angles of attack. Wind tunnel tests have been run both

with and without VGs. The VGs can be modeled in CFD as well, but doing so is more difficult

for grid generation and much more expensive for the flow solver due to the larger number of

required grid points.

Finally, wind tunnel models and CFD are often run with no horizontal tail. In this case, the

flight data results are "de trimmed" to compare with the wind tunnel data. Although there is

more confidence in this process than in the rigidification process for some conditions, it repre

sents an additional step of altering the original flight data before comparing with wind tunnel

data or CFD. When combined with other modifications, this de trimming has the potential for

introducing still more uncertainty into the comparisons.

In the following section, CFD data is compared with de trimlned elastic flight data curves,

extracted from a flight simulator. However', tt_e comparison should be viewed qualitatively only.

Although not shown, several sets of flight data were extracted at different times, and there are

unexplained variations and inconsistencies between them. These inconsistencies do not indicate

any problems with the flight data itself, but rather point out the difficulties associated with

comparing flight data from a simulator with wind tunnel data or CFD. The goal of the simulator

process is to faithfully approximate flight conditions and characteristics. It was never intended

for comparison to wind tunnel data or CFD. It is clearly difficult to know what to extract from

the flight simulator for direct comparisons; there is a lot of variability possible, depending on

how it is done. Therefore, the elastic flight data shown in the next section is used to note trends

only, and not to establish absolute levels.
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Table4: VG incrementsfromwindtunneldataappliedto CFDlift andmoment

ct,deg ACL AC'M

2.8

4.0

5.1

7.0

9.0

0.025 0.028

0.04 0.045

0.05 0.045

unknown unknown

unknown unknown

5.2 Comparisons

Three grids (grids 1, 3, and 4) were used in the comparison of CFD with flight data. Grid 1

was used for computed results at a = 1.03 ° because the NTF wing shape at OC conditions

is believed to be close to that of the flight vehicle in flight at the same conditions. Grid 3

corresponds with the wind tunnel model shape at a = 2.8 °, and Grid 4 is an approximate flight

shape at buffet onset based on a linear loads analysis, as discussed in detail in earlier sections.

Furthermore, all grids are based on the wind tunnel model, so their trailing edges are slightly

thicker (scaled) than the flight vehicle. There are no VGs or FSFs modeled in the grids, and
there is no horizontal or vertical tail.

Grid 4 was run at a variety of angles of attack, from a = 2.8 ° through a = 9° (runs 17, 22,

23, 24, 25). Obviously, the aeroelastics of the flight vehicle play a significant role throughout

this large a range. The Grid 4 itself is believed to approximately represent the actual wing

shape only somewhat near flight buffet onset conditions. Its validity at other angles of attack

is unknown. Grid 3 was run at three angles of attack (runs 5, 20, 21) in order to determine the

effect of the relatively large aeroelastic shape difference between grids 3 and 4 on the forces and
illoinents.

Computed lift is compared to flight data in Pig. 32, and moment is compared in Fig. 33.

Because VGs were not modeled in the CFD, their effect, which is known to be important for

conditions with upper surface wing separated flow, was approximately accounted for in these

plots; wind tunnel experiments that investigated the effects of VGs on lift and moment were used

to establish approximate increments. There is some confidence in this wind tunnel procedure

based on earlier successes predicting VG increments for a different aircraft, which had flight

data both with and without VGs to compare against [25]. For the present CFD data, the lift

and moment increments applied are given in Table 4.

As discussed earlier, the results in Pigs. 32 and 33 should be viewed with caution. Data from

the flight simulator in this case is suspect: for example, near _ = 1° (1 g conditions)_ the flight

data is significantly lower in absolute level than expected. However, viewing the comparison

qualitatively, the CFD results follow the lift curve trend well through buffet onset to maximum

lift. There is no evidence here of CFD tailing off prior to flight buffet levels, as was reported

for other aircraft (see Appendix A). The moment curve shows greater deviation from the flight

results, but this is a more sensitive quantity than the lift, and the potential variability of the

extracted flight data from the simulator is larger. The effects of the aeroelastic shape differences

between grids 3 and 4 are relatively minor (roughly 0.02 in CL and 0.01 in C_/I); they do not

cause any dramatic changes in the lift or moment curve behavior.
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Figure 32: Comparison of computed lift with elastic flight data, OVERFLOW, SA model (grid

1 = OC NTF model, grid 3 = BO NTF model_ grid 4 = BOP estimated flight vehicle).
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6 SUMMARY

In this report, results from the NASA Boeing CFD Buffet Onset Team were presented. This

team was created to investigate reported problems with state of the art CFD applied to flows

over aircraft configurations with significant regions of separated flow. Specifically, the team was

motivated by the fact that previous CFD results and wind tunnel experiments for other aircraft

have underpredicted buffet onset lift levels compared to flight test results. The team focused

on flow over a modern civil transport at M = 0.87 (overspeed) at buffet onset conditions. The

rationale behind this choice was discussed.

Current CFD capabilities and known limitations were outlined. Three potential sources of

error in CFD computations numerical errors, geometric fidelity, and turbulence model were

discussed as a background to the current problem. The methodology employed in the current

study was described.

Based on the team goal to establish the sensitivities due to grid, turbulence model, code,

etc., for the current aircraft in buffet/separated conditions, the primary focus of this paper was

a CFD sensitivity analysis. The effects of grid density and grid extent were established for

buffet onset; use of an overset grid with 7.1 million points was in error from an infinite density

grid by less than 1% in lift and drag, and less than 3% in moment. Results using a far field

extent of 25 MAC was different from results using 50 MAC by less than 0.1% in forces and

moment.

The effects of code and spatial differencing method were also explored. The effect of code

was the greater effect: 2% difference in lift, 2% in drag, and 6% in moment on the grid with 7.1

million points. The effect of differences in wind tunnel model aeroelastic shape was fairly small

(0.7% in lift, 2.4% in drag, 0.7% in moment), but the difference between results using a wind

tunnel shape vs. using an estimated flight vehicle shape was large (4% in lift, 11% in drag, 6%

in moment).

The effect of four different turbulence models was assessed. Two of these models SA

and SST represent state of the art models in wide use currently throughout the world for

both attached and separated aerodynamic flows. EASM is a more recently developed nonlinear

model that is derived directly from the full second moment Reynolds stress model. The BB

model was also assessed, although it has lost favor in the CFD community due to potential

problems near boundary layer edges. For a given code using the grid with 7.1 million points,

the maximum difference between turbulence model results was approximately 3% in lift, 4% in

drag, and 8% in moment.

In summary, given a grid of sufficient density for a given aeroelastic wing shape, the combined

approximate error band in CFD due to code, spatial differencing method, and turbulence model

is: 6% in lift, 7% in drag, and 16% in moment. The biggest two contributers to this uncertainty

are turbulence model and code.

Comparisons were made with wind tunnel data. Computed results agreed well with surface

pressure measurements both for an overspeed "cruise" case as well as a case with small trailing

edge separation. At and beyond buffet onset, computed results agreed well over the inner half of

the wing, but shock location was predicted too far aft at most of the outboard stations. However,

a "dip" in experimental surface pressures at one of the outboard stations may indicate a gap

opening in the configuration at low temperatures; this could influence the experimental shock

location. Nonetheless, computed lift and moment curves were predicted in good agreement with

experimental results from the wind tunnel.
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Thepedigreeof flight datafroma simulatorprogramwasdiscussed,includingissuessur
roundinga rigidificationprocess.Potentialproblemsin usingsimulatorgenerateddata for
comparisonwith windtunneldataandCFDwerehighlighted.Whilelift curvesfromcurrent
CFDresultsdoshowthecharacteristiclift curve"break_'nearbuffetonset,theyshownoindi
cationof reachingmaximumlift prior to flight buffetlevels:the CFDcurvesfollowtheflight
lift curvetrendwellpastbuffetto maximumlift. It shouldbeemphasized,however,that the
off designflightwingshapeis unknown(notmeasured).Theflight shapeat buffetusedin the
CFDwasestimatedusingaloadsanalysis.Therefore,theactualloaddistributionis unknown,
anddetailedcomparisonsof CFD computations with flight data should be viewed with caution.
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7 CONCLUDING REMARKS

The current effort was motivated by a problem identified by the U.S. aircraft industry: that

state o_the art CFD (specifically, Reynolds averaged Navier Stokes with current turbulence

models) cannot adequately or consistently predict separated flows. In particular, a specific

issue was identified: CFD (and wind tunnel experiment) have predicted lower buffet lift levels

than experienced in flight for two aircraft. In fact, CFD and wind tunnel did not even achieve

flight lift levels near flight buffet onset.

Prior to the initiation of the current study, some data for the current aircraft suggested a

similar trend. At Mach numbers above nominal cruise, wind tunnel data showed a lower buffet

CL than for flight. The current effort was undertaken using a modern civil transport in order

to (1) attempt to reproduce the problem seen for other aircraft, and (2) try to identify the

underlying cause(s) of the discrepancy. As an integral part of this effort, the CFD sensitivities

due to grid, code, spatial differencing method, aeroelastic shape, and turbulence model were
established for the current aircraft near buffet onset.

The bottom line of the investigation is that the problem of CFD being unable to achieve

flight buffet levels did not occur for the current aircraft. Instead, the predicted lift curve from

CFD tracked the trend from flight data well through buffet all the way to near maximum lift. If

anything, the relatively small error band due to two different codes and four different turbulence

models for a separated flow buffet onset case, combined with good agreement with experiment,

suggests some validity of today's state of the art CFD tools for aerodynamic flows outside of

the cruise envelope.

The reasons for the success of CFD in this case as opposed to the failure of CFD in earlier

studies are not known. It is possible that the flow fields of the configurations in the earlier

studies are more sensitive to small perturbations near buffet onset than the flow field of the

current configuration. Part of the difference may also be due to the use of inappropriate flight

data: the use of simulator derived flight data as well as the use of a rigidification process

appear to be questionable for comparing to wind tunnel or CFD results. Finally, many of the

geometric simplifications and omissions necessary when performing CFD analysis of a complex

flight vehicle are a potential source of error.

It is clear that in spite of advances in CFD over the last 20 years, its use remains far

from "push button" at the present time. Particularly for complex configurations and for flows

outside of the cruise envelope, a significant amount of user knowledge and experience is required

to successfully apply CFD, both in the grid generation as well as in the flow solution phases.

Over time, as CFD is applied to an increasing number of configurations, and as U.S. industry

continues to incorporate CFD into its design processes, CFD codes and methodologies will

improve and reduce the risk associated with running complex off design cases, hnproved error

analysis is also expected to increase confidence in CFD results.

Certainly, turbulence modeling remains an active area of research. Today's turbulence

models remain far from perfect, and there are doubtless many situations for which any given

model can produce poor or even incorrect results. However, the current study has failed to

identify any particular turbulence model failure. In any case, it is doubtful that failure in a

complex configuration case would lead to any insight into a specific turbulence model deficiency,

because so many other potential sources of error exist. Usually, only through well designed,

silnple unit problem experiments and CFD analysis can improvements to turbulence models be

made.
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APPENDIX A: INDUSTRY PERSPECTIVE ON CFD

This appendix summarizes, in bullet form, some of the major observations and conclusions

made in the Boeing proprietary talk "CFD Successes and Challenges." Most of this material

resulted from studies funded through NASA's Advanced Subsonic Transport (AST) program.

This summary serves as a backdrop for the current study. Primarily, three different CFD codes

were used to generate these observations and conclusions: CFL3D, OVERFLOW, and TLNS3D.

The first two are the same codes used in the current study. TLNS3D is a central difference code

[26]. Also, the Johnson King turbulence model [27] is mentioned; this model was not used in

the current study.

The first part of the list includes general observations or lessons learned:

2 D airfoil testing is not really 2 D, even when there is sidewall suction: For example,

CFD misses trends and shock location for a high wing transport type airfoil. CFD results

improve if run in 3 D and sidewall suction present in the experiment is modeled.

When modeling thick trailing edge wings, it is better to "close the wake" with the grid

(many CFD users opt to leave a gap in the wake this improves convergence, but also

adversely affects shock location and misrepresents possible real unsteady physics).

Upwind differencing is generally recommended over central differencing. Central differ

encing tends to smear shocks, underpredict suction peaks, and overshoot total pressure.

The Baldwin Barth turbulence model exhibits problems (kinks) near the edge of boundary

layers that get worse with grid refinement.

There are inherent difficulties comparing CFD with low Reynolds number wind tunnel

data because of uncertainty of transition location on the tunnel model.

CFD is not reliable for estimating flight Reynolds number aileron effectiveness character

istics when flow separation is involved.

For airframe/engine integration, CFD enables the design of interference drag free instal

lations, and gives excellent insight into Reynolds number scaling effects for attached flows;

but there is less confidence for predicting separated flows.

Actual digitized (as built) geometry can be different from a design shape; using CFD with

the digitized geometry improves comparison with experiment.

Including the sting in a CFD simulation can be important for some wing/body configu

rations: it can affect shock location on the wing.

The second part of the list includes more specific results, for particular configurations:

For several modern wings and aircraft configurations near cruise conditions, CFD with

the Spalart Allmaras turbulence model yields excellent agreement with NTF experiment.

For a particular wing near buffet onset, CFD with Spalart Allmaras is in fair agreement

with NTF experiment (worst near tip shock too far aft), and fairly closely follows exper

ilnental Cc ee trend. The Johnson King turbulence model predicts the shock significantly

too far aft, and gives much too high CL at buffet. For a different wing near buffet onset,

CFD with Spalart Allmaras is in excellent agreement with NTF experiment.
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• For a particularapplicationwith a winglet,CFDdoesnot capturethe patternof the
separatedjunctureflow.

• For a tri enginecivil transport,CFD with SpalartAllmarascloselyfollowsNTF CL

(_ trend, which breaks too early compared with corrected flight data (i.e., flight buffet

occurs at higher lift than CFD or wind tunnel experiment).

• For a high wing transport (HWT), CFD is close to NTF data, which again breaks too

early, and does not look like it can reach flight buffet onset levels. At lower angles of attack,

@ predictions agree well with NTF. At higher angle of attack, results are generally good,

except at a mid span location where CFD shock location is forward of NTF.

• For a HWT wing alone, Johnson King turbulence model gives higher lift than Spalart

Allmaras, particularly at high angles of attack, where Spalart Alhnaras tends to break and

Johnson King tends to keep increasing (Note: this behavior" induces the speculation that

Johnson-King might predict full-configuration flight trends better" than Spalart-AIlmaras

however, Johnson-King has inherent limitations which rnak'es it problematic for coding in

a general multi-zone CFD code).
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