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ABSTRACT 

Basic aerodynamic coefficients are modeled as functions of angle of attack, speed brake deflection angle, Mach number, 
and side slip angle. Most of the aerodynamic parameters can be well-fitted using polynomial functions. We previously 
demonstrated that a neural network is a fast, reliable way of predicting aerodynamic coefficients. We encountered few 
under fitted andor over fitted results during prediction. The training data for the neural network are derived from wind 
tunnel test measurements and numerical simulations. The basic questions that arise are: how many training data points 
are required to produce an eiticient neural network prediction, and which type of transfer functions should be used 
between the input-hidden layer and hidden-output layer. In this paper, a comparative study of the efficiency of neural 
iietwork prediction based 0:: different transfer functions and training dataset sizes is presented. T!ie results of the neural 
network prediction reflect the sensitivity of the architecture, transfer functions, and training dataset size. 
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1. INTRODUCTION 

The Virtual Flight Rapid Integration Test Environment (VF-RITE)’ project was initiated to develop a process and 
infrastructure to facilitate the use of computational fluid dynamics (CFD), wind tunnel, and/or flight data in a real-time, 
piloted flight simulation and quickly return performance knowledge to the design team. The goal of this project was to 
develop a design environment that merges these technologies and data in an effort to improve the current design 
methodologies and reduce the design cycle time of new vehicles. Although many sources of data are available, the 
aerodynamic database for different vehicles arc captured and distributed via DARwIN6,79133’5, a NASA Ames Research 
Center developed collaborative distributed portal system. Preliminary simulation studies can be conducted to identify 
problems or detkiencies in aerodynamic performance and vehicle stability and control. These problems can be 
addressed and corrected during the initial phases of the design. This environment also allows for the opportunity to 
develop preliminary control systems early on in the vehicle development. 

Mathematical aerodynamic models derived from CFD data for aidspace vehicle configurations were generated and 
integrated into the NASA Ames Vertical Motion Simulator (VMS) facility. Selection and integration of different CFD 
datasets was initially done by hand to determine all the steps involved in the modeling process. The datasets contained 
different levels of physics fidelity which warranted careful integration and generation of the data. Information 
technologies were then developed to aid in the decision making (determine data and models) and automation of the 
process. Finally, the new math models were implemented and evaluated during a simulation experiment in the VMS 
facility. The handling qualities of each configuration were evaluated using Cooper-Harper ratings‘* during the approach 
and landing phases. The data and aerodynamic model were supplied lo the V M S  software using a dataset called the 
“function table”. The function table is used by the VMS operator to program the desired motion. The information in the 
function table in conjunction with the aerodynamic model, which derives some of its information from the CAD model, 
provides the complete basis for the running of the full motion simulator. As more data becomes available, flight control 
system designs may need to be modified to allow for minor nonlinearities in control effects. 

The governing equations behind a simple function table are primarily linear and generally do not include compressibility 
effects or other higher order terms. This level of modeling was considered adequate for approach and landing 
simulations of a vehicle. The vehicle and data considered in this paper is the Space Shuttle Vehicle (SSV). The function 



table consists of data for all Mach number, angle of attack (Alpha), side slip angle (Beta), and speed brake deflection 
angle. The collection of data for the above mentioned parameters can be very expensive for any given vehicle. In order 
to rapidly turn around a vehicle design and to study the impacts of lateral and longitudinal a neural 
network approach was adopted to predict aerodynamic coefficients. Artificial neural networks' (ANN) are employed, 
such that once propcrly trained can provide a means ofrapidly evaluating the impact of design changes. 

2. NEED FOR NEURAL NETWORK 

Aerodynanlic forces and rxoments coeffkicnts can be generated using CFD codes of vzying physics tkielity scch 2s 
Vortex lattice method (e.g., Vorviewi6), Euler (e.g., AIRPLANE" and F l ~ w C a r t ~ ~ ) ,  and Navier-Stokes"'07i' (e.g., 
Overflow-D'). Navier-Stokes simulations are the most time consuming of these methods but have the greatest fidelity. 
Depending on the complexity of the geometry, the creation of a viscous mesh around a three dimensional vehicle may 
take a grid generation specialist several days or even months to complete. Any modification to the geometry (such as 
changing the deflection angle on a single control surface) may also result in several weeks of additional work. The 
computer time required to run a single steady state case on a parallel super computer such as the SGI Origin 2000 cluster 
is usually on the order of hours. Consequently. it is not currentIy feasible to use a &vier-Stokes solver for aIT 
aerodynamic data generation or for initial design calculations. During conceptual design, numerous changes to a vehicle 
configuration necessitates a fast and robust flow solver like Vorview. Once the design space is narrowed down to 
several configurations, an optimizer coupled with an Euler solver (AIRPLANE) can be used to maximize the 
performance chamcteristics of the vehicle. The optimized configuration is then modeled using a Navier-Stokes code 
such as Overflow-D to predict more realistic aerodynamic data. 

Wind tunnel tests of scaled models have traditionally been used to characterize aerodynamic coefficients of an air 
vehicle. Wind tunnel data, in original form, are sometimes unsuitable for use in piloted simulations because data 
obtained from different wind tunnels for different scale models of the same vehicle are not always consistent. 
Traditionally, the approach considered to describe the aerodynamics of a vehicle is to fit, wherever possible, a 
polynomial function for each aerodynamic coefficienti4. This ensures a smooth continuous function and removes some 
of the scatter from the wind tunnel measurements. Fitting a smooth function through the wind tunnel data results in 
smooth derivatives of the data which are important in performing stability analyses. Also, measurements of the same 
coefficient from two different wind tunnels are usually taken at dissimilar values of angle of attack and side slip angle, 
so some means of reconciling these dissimilar sets of raw data is needed. The curve fitting method used to generate the 
parameters for each polynomial description is an unweighted least squares algorithm. 

The collection of aerodynamic data can be expensive from wind tunnel tests or numerical simulations. Wind tunnel 
testing can be costly due to complex model fabrication, high personnel overhead, and intensive power utilization. 
Numerjcal simulation of complex vehicles on the wide range of conditions required for flight simulation requires steady 
and unsteady data. Steady aerodynamic data at low Mach numbers and angles of attack may be obtained with simpler 
Euler codes. Steady data for a vehicle with zones of flow separation present, usually at higher angles of attack, require 
Navier-Stokes simulations which are costly due to the large processing time required to attain convergence. Preliminary 
unsteady data may be predicted with simpler methods based on correlations and vortex methodsI7 however, accurate 
prediction of the dynamic coefficients requires complex and time consuming numerical  simulation^'^. Using a neural 
network approach, data from experimental and numerical simulation can be fused together to generate an efficient 
archive database. The neural network could also be used to generate the function table for vehicles of similar geometry 
without conducting additional wind tunnel tests or CFD simulations. In general a neural network perfoms very well in a 
classification and prediction arena within the data range being utilized during the training phase. The dataset to train the 
neural network can come from either Navier-Stokes simulations, from wind tunnel test measurements, or a combination 
of both. 



, 

3. SELECTION OF DATASET AND NEURAL NETWORK 

If a neural network is going to be effectivez6, the training dataset must be complete enough to satisfy the following goals: 
Every group must be represented: The training dataset consists of several subgroups, each having its own 
central tendency toward a particular pattern. All of these patterns must be represented. 
Within each class, statistical variation must be adequately represented: The range of data presented to the neural 
network must represent the entire range of data with noise included. In certain cases, only lower and upper 
bound data with few scattered data points in between the range will be available. In that case, it is acceptable to 
have sparse dataset. 

%%e11 a subclass lies ilea- a decision bonndxy, it is iqortx1: to iisc a !xge dataset in d e :  t= zmid k m i i ~ g  patterr?~ d 
noise, which are in common among a large fraction of the representatives of that subclass. In general, proper selection 
of the training dataset leads to the success of the neural network classifkation or prediction. 

Larger networks require large training datasets. Over fitting is more likely when the model is large. When designing a 
neural network and selecting the training dataset for a given problem, the designer has to explore answers for the 
following questions: 

Are t f G E Z i m o T m a t i o n s  r C q u f i i 3 f i G G ~ ~ a ~  
Are there enough sample representations in all sub-classes? 
How many neural network architecture layers are needed? (three layer or four layer network) 
How many hidden neurons? 

What type of transfer functions? 
How long is training required for the network? 

Real time problems can be solved using three layer neural networks with a few hidden neurons. In ow previous 
we concluded that a three layer neural network with a Levenberg-Marquardt training algorithm was sufficient 

to capture the relationship between angle af attack, and Mach number as inputs and coefficient of lift as output. The 
transfer functions used for predicting the coefficient of lift were pure linear, hyperbolic tangent and sigmoid. The 
training dataset used in the previous ~aper’~’~’  had 233 data pairs. This study investigates how many data samples and 
which neural network architecture produces the best prediction of aerodynamic coefficients. 

The following sections describe the basic definitions of aerodynamic coefficients’2 (Fig. 1) that will be predicted by the 
neural network. Aerodynamic coefficients are parameters in the aerodynamic model used to compute the forces and 
moments acting on an air vehicle. The aerodynamic coefficients are categorized into longitudinal and lateral groups. 

Longitudinal Aerodynamic Coefficients: 

Lift force coefficient (C,): a measure of the aerodynamic force that is perpendicular to the relative wind and opposes the 
pull of gravity. It is function of the vehicle speed, angle of attack, and dependent on the aircraft geometry. CL is usually 
determined from wind tunnel experiments, CFD codes as well as semi-empirical methods. It can be estimated fairly 
accurately for most aircraft. 
Drag force coefficient (CD): a measure of the force that acts in the opposite direction a vehicle travels. The drag 
coefficient contains not only the complex dependencies of object shape and inclination, but also the effects of air 
viscosity and compressibility. To correctly use the drag coefficient, it must be guaranteed that the viscosity and 
compressibility effects are the same between the measured case and the predicted case, otherwise the prediction will be 
inaccurate. For very low speeds (< 200 mph) the compressibility effects are negligible. At higher speeds, it becomes 
important to match Mach numbers between the two cases. (Mach number is the ratio of the vehcle velocity to the speed 
of sound.) 
Pitching moment coefficient (C,): a measure of the moment that rotates the aircraft nose up and down about the y-axis, a 
motion known as pitch. Pitch control is typically accomplished using an elevator on the horizontal tail. The pitching 
moment is usually negative when measured about the aerodynamic center, implying a nose-down moment. 



Lateral Aerodynamic Coefficients: 

Side angle (degrees) 
Mach number 
Speed brake deflection 
angle (degrees) 

Side force coefficient (CS): is a measure of the aerodynamic force acting perpendicular the vehicle’s body axis in the y- 
direction. 
Rolling moment coefficient ((23: a measure of the moment that rotates the wing tips up and down about the x-axis, a 
motion known as roll. Roll control is usually provided using ailerons located at each wingtip. 
Yawing moment cocflicient (Cy): a measure of the moment that rotates the nose left and right about the L-axis, a motion 
known as yaw. Yaw control is most often accomplished using a rudder locatcd on the vertical tail. 

0 < p < 1 0  
0.25 I M 20.98 
0 < ijsspzedbrake < 87.2 

The general eqiiations relating aerodynamic forces and moments to their corresponding aerodynamic coefficients are as 
follows: 

Force 
(Dynamic Pressure) (Reference Area) 

Force Coefficient = 

Moment 
( D j 5 i Z i i i ~ T e f e r e n c e  Area) (Reference Lengtfij 

Moment Coefficient = 

Ar, aerodynmic coefkient basica!ly depends on ang!e of attack, side slip angle, and Mach number with minor 
increments due to other factors (e.g., viscosity). It can be expressed as a polynomial function of these parameters. 
Aerodynamic coefficients also vary depending on the geometry of the vehicle. The inputs for the neural network 
considered in this study are angle of attack (Alpha), side slip angle (Beta), speed brake deflection angle and Mach 
number. The general aerodynamic parameters and range of values for the Space Shuttle Vehicle configuration used in 
this study are tabulated in Table 1. The outputs from the neural network are the coefficients of the aerodynamic model 
according to the aerodynamic coefficient equations. A good training dataset for a particular vehicle type and geometry is 
usually selected from a wind tunnel test. Sometimes if such a dataset is not available from wind tunnels tests, a good 
training dataset can be derived from Euler, Navier Stokes, Vortex lattice methodi6 numerical simulations. This dataset 
consists of a comprehensive input and output tupple for an entire parameter space. After a training dataset is selected, 
one must determine the type of neural network architecture and transfer functions that will be used to interpolate the 
data. The next section will discuss the selection procedure of the neural network architecture and transfer functions used 
in this work. 

Parame ters 
Angle of attack (degrees) 

1 Ranges of values 
I -10 < a 4 0  

Table 1 Range of Values Involved in Aerodynamic Coefficients 

4. SELECTION OF TRANSFER FUNCTIONS 

The transfer function when applied to the net input of a neuron, determines the output of that neuron. Its domain must 
generally be real numbers although there is no theoretical limit to what the net input can be. The range of the transfer 
hnction (i.e.? values it can output) is usually Iimited. The most common limits are -1 to +1. The majority of neural 
network models use a sigmoid (S-shaped) transfer function26. A sigmoid function is loosely defined as a continuous, 
non linear function whose domain is the real number set, whose first derivative is always positive, and whose range is 
bounded. Other possible transfer functions are hyperbolic tangent and pure linear. [Kalman and Kwansy, 199213 make a 
very eloquent case for choosing the hyperbolic tangent function. They proposed and justified four criteria that an ideal 
transfer function should meet and showed that only the hyperbolic tangent function met all four. The sigmoid function 
never reaches its theoretical maximum and minimum. For example, neurons that use the sigmoid function should be 



considered fully activated at around 0.9 and turned off at about 0.1 or so. Three types of transfer functions: linear, 
sigmoid, and hyperbolic tangent were compared in this study to determine the most efficient neural network prediction. 

Angle of attack (degrees) 
(for 0.25-0.4 Mach number) 
Angle of attack (degrees) 

5. ANALYSIS OF NEURAL NENVORK ARCHITECTURE 

-10.000, -7.500, -5.000. -2.500, 0.000,2.500, 5.000, 7.500, 10.000, 12.500, 
15.000, 17.500, 20.000, 22.500, 25.000 
-10.000, -7.500, -5.000, -2.500, 0.000, 2.500, 5.000, 7.500, 10.000, 12.500, 

15 

29 

The process of defining an appropriate neural network architect~re~‘~” can be divided into the following categories: (i) 
determining the type of neural network (whether three layer or four layer, etc.); (ii) determining the number of hidden 
neurons; (iii) selecting the type of transfer functions’; (iv) devising a training algorithm; and (v) checkin, 0 for over andor 

three layer neural network is capable of learning that function. For this study, the type of neural network considered is a 
three layer neural network with an input layer, a hidden layer and an output layer. For the case of the Space Shuttle 
Vehicle, the inputs for the longitudinal aerodynamic coefficients are angle of attack (Alpha), Mach number, and speed 
brake deflection angle. The inputs for the lateral aerodynamic coefficients are angle of attack (Alpha), side slip angle 
(Beta), Mach number, and speed brake deflection angle. The training data available for the longitudinal and lateral 
aerodynamic cocfficicnts for the Space ShuttIe VchicIc are given in Table 2. 

.-.. u l l d ~ i  fitting of the results a d  validation of nexz! network o ~ t p ~ t ~ ~ .  If i? function consists of zi fi,nite number of pohts, a 

(for 0.6-0.98 Mach number) 

Mach number 

(degrees) 
Lateral Aerodynamic Coefficients 
Angle of attack (degrees) 
(for 0.25-0.4 Mach number) 
Angle of attack (degrees) 
(for 0.6-0.98 Mach number) 
Sideslip angle (degrees) 
Mach number 
Speed brake deflection angle 
(degrees) 

Speed brake deflection angle 

15.000, 17.500, 20.000, 22.500, 25.000, 27.500, 30.000, 32.500, 35.000, 
37.500, 40.000, 42.500, 45.000, 47.500, 50.000, 52.500, 55.000, 57.500, 
60.000 
0.250, 0.400, 0.600.0.800,0.850,0.900, 0.920,0.950,0.980 9 
0.000, 15.000, 25.000,40.000,55.000,70.000, 87.200 7 

(CS, CR, CY) 
Same as above 15 

Same as above 29 

0.000, 1.000,2.000, 3.000,4.000, 6.000, 8.000, 10.000 8 
Same as above 9 
0.000, 25.000, 55.000, 87.200 4 

The prediction of aerodynamic coefficients using the neural network is classified into two categories: longitudinal and 
lateral aerodynamic coefficients. In longitudinal aerodynamic coefficient prediction, the neural network architecture 
design is based on neural network training experiments using the coefficient of lift and then that architecture is 
duplicated for the other two aerodynainic coefficients. For the category of lateral aerodynamic coefficients, the 
coefficient of rolling moment is used for the primary experiment. The objective of these experiments is to find the 
appropriate number of hidden neurons and the most suitable transfer functions between various layers of the neural 
network. Once the architecture is sorted out, neural network parameters can be tuned to bring about the necessary 
prediction accuracy. 

The maximum number of iterations for training is limited to 1000 cycles. Beyond 1000 cycles. the convergence rate 
tends to be extremely slow. During the training phase, the error of tolerance to reach the goal is set to 0.001. The 
learning and momentum rates are selected appropriately to get faster convergence of the network. The input and output 
values are scaled to the range [O.l ,  0.9J to ensure that the output will lie within the output region of the nonlinear 



sigmoid transfer function. Presentable variable values lie between 0.1 and 0.9 inclusive. The scaling is performed using 
the following equation: 

Architecture Transfer function 
("L) 

A = r ( V  - Vmin ) + A,, 

Training Prediction Number of iterations No. of data points 
data pairs data pairs for convergence exceeded 100 % over 

A,,, - Ami" 
v, - V"U, 

r =  

v - Observed Variable A - Presentable Variable 
Once the scaled training dataset is prepared, it is ready for neurai neiwurk training. The Levenberg-Marqiardi ceihod" 
for solving the optimization was selected for ba~kpropagation~ training. It was selected due to its guaranteed 
convergence to a local minima and its numerical robustness. The criteria to stop neural network training are: 

The maximum number of epochs (repetitions, i.e., 1000 iterations) is reached. 
Performance has been minimized to the goal. 
The performance gradient falls below the minimum gradient limit. 

. -  _- 
Oncefhe n e u r a ~ w ~ - i s t r l i i n e d i t h a s u i l a b T e d a t a s e t , ~ ~ ~ ~ ~ r ~ ~ i ~ ~ ~ ~ ~ o ~ ~ ~ m i ~ c o e f f ~ ~ - f o r a n e w  
dataset that it was not exposed to during the training phase. 

6. RESULTS 

As mentioned in the previous section, the coefticient of lift and rolling moment coefficient predictions were the pilot 
experiments whch will be repeated for the other aerodynamic coefficients. The number of available data pairs was 1631 
for longitudinal aerodynamic coefficients and 7456 for lateral aerodynamic coefficients. In our previous paperz7, the 
training dataset was classified into two datasets based on low and high Mach number ranges. In this current study, the 
training and prediction datasets were considered on the basis of speed brake deflection angle. Longitudinal aerodynamic 
coefficients datasets were classified based on 7 speed brake deflection angle datasets in which each dataset has 233 data 
pairs. The speed brake deflection angle was considered as the discriminator due to the low number of clusters present in 
longitudinal aerodynamic coefficients. For lateral aerodynamic coefficients, side slip angle (beta) was considered as the 
discriminator. The transfer functions adopted for the input-hidden layer were sigmoid (logsig) and hyper tangent (tanh) 
functions. For the hidden-output layer the transfer functions tested were sigmoid (logsig) and pure linear function 
(purelin). 

fitting 
Input- I Hidden- CL I CD 1 Cm I CL I CD 

I Hidden I Output 1 
- 

Table 3 Neural Network Configuration to Predict Coefficient of Lift (Bold numbers indicate fast convergence and best fit) 

3-10-1 (2"" ) tansig purelin 326 1306 5 6 54 38 41 41 1 
3-10-1 (3"') logsig logsig 816 816 4 6 154 28 32 29 
3-10-1 (4'h) logsig logsig 544 1087 5 10 23 75 35 90 



The training data pairs were always selected from the lower speed brake deflection angle clusters. The training dataset 
presented to the neural network consisted of speed brake deflection angles up to 25 degrees and a few data pairs at 40 
degrees (816 data pairs). The higher speed brake deflection angle cluster was used as the prediction dataset. We 
provided a portion of the training data starting from 8.3% (136 data pairs) to 50% (816 data pairs) to test the neural 
network for prediction. In figure 2, ‘‘I St NN prediction’’ rcfcrs to the first row in the table 3 with specific neural network 
architecturc and training data s ix .  At lower angles of attack, the first three neural network architectures performance 
are reasonable in comparison to the 4” neural network architecturc. The rcason for the poor performance of the 4t” 
neural network architecturc was due to lower number of training data pairs. Similarly, the 2”d neural network 
architecture did not perform well at higher anglcs of attack due to lower number of training cases. The first and third 
neural network architectures performed well compared to the other neural network architectures for coefficient of lift 
prediction. 

The same four architectures were repeated to predict the coefficient of drag. Except for the first neural network 
architecture, the others performed reasonably well (Figure 3). The third neiual network architecture performed the best 
and it nearly replicated the original pattern. The coefficient of drag function behaves like an ‘S’ function, so the sigmoid 
function was the appropriate function to choose between layers. Once again, the four network architectures were used to 
predict pitching momcnt coefficient. The 2”* neural network architccturc did not perform very well for the coefficient of 
pitching moment (Figure 4). The first and third neural network architectures produced a reasonable fit for the coefficient 
of pitcbing mcment. It was also observed that at least 5@% of the trahing cases were required to form a good training 
dataset in order to reasonably predict the longitudinal aerodynamic coefiicients. Based on this analysis with the given 
data, a three layer neural network architecture with sigmoid transfer function produced the most reasonable prediction of 
longitudinal aerodynamic coefficients. 

The four inputs used for the lateral aerodynamic coefficients prediction were angle of attack (alpha), side angle attack 
(beta), speed brake deflection angle, and Mach number. Initial analysis focused on predicting the coefficient of rolling 
moment. The four neural network architectures chosen for the longitudinal coefficients prediction were also applied to 
the lateral aerodynamic coefficients. The first neural network architecture considered for lateral aerodynamic 
coefficients was a three layer 4-12-1 network. The sigmoidal transfer function was used between layers and performed 
reasonably well. In order to reduce the under fitting and over fitting, the number of hidden neurons was varied between 
12 to 40 neurons as shown in Figure 5. Although i t  was difficult to exactly match the highly non-linear nature of the 
coefficient of rolling moment data, the 4-24-1 neural network architecture produced a reasonably closer pattern than any 
other architectures. 

The next focus was to determine how many data pairs were required to constitute a good training dataset. A similar 
approach to selecting a training dataset for longitudinal coefficients did not work as well for lateral aerodynamic 
coefficients. The interval of data in lateral aerodynamic coefficient is limited and the variation in the range is also low. 
Hence, the strategy for organizing the training dataset for lateral aerodynamic coefficient had to be totally different than 
for longitudinal coefficients. The available 7456 data pairs for lateral aerodynamic coefficients were divided into 8 
clusters based on side slip angle (beta). All lateral coefficients are zero when beta is 0 degree, so only seven datasets had 
real values for the lateral coefficients. 

The training data and prediction data combinations are provided in Table 4. The ‘T’ or ‘Trg’ refers to training dataset 
and ‘P’ refers to prediction dataset. In figure 6, the 2“‘ training dataset selection did not produce a reasonable result 
since only the beta=lO degree training dataset was selected while the remaining clusters were used for prediction 
datasets. In figure 7, the 2”d training dataset based plot is omitted, and the rest of the plot is expanded to better exanzine 
the accuracy of predicting the rolling moment coefficient. The qth training dataset architecture produced the best fit. The 
number of over fitting exceedance and time to converge for training the neural network was as the lowest for the 4‘h 
training data architecture. Hence we decided to use 7 data clusters for the training dataset and 1 data cluster as the 
prediction dataset. Using this training data selection approach, we applied the neural network to predict coefficient of 
side force and yawing coefficient as shown in figures 8 and 9. Both neural networks produced very reasonable 
predictions with only a few over or under fitted results. 



Side slip 0 
angle (Beta) 

Table 4 Selection of Training and Prediction Dataset for Coefficient of Rolling Momcnt 

1 2 3 4 6 8 10 Number of iterations for No. of data points exceeded 
convergence 100 96 over fitting 

'/.CONCLUSION 

This study investigated the training data arid transfer functions required to produce an efficient neural network 
architecture for predicting aerodynamic coefficients. The aerodynamic dataset considered for this analysis was for the 
Space Shuttle Vehicle in approach and landing. Oncc a ncural network is exposcd to a good training dataset, it can be 
used to predict complex aerodynamic coefficients. In this analysis, the neural network was used to predict aerodynamic 
coefficients independent of esch other. The r,eura! netwmk architectwes fcx !cngitudina! aerodynarr-ic coefficient. 
prediction and lateral aerodynamic coefficient were different. The best neural network architecture for predicting 
longitudinal aerodynamic coefficients was a three layer neural network architecture using a sigmoidal function between 
layers. For lateral coefficients, the requirement for the number of hidden neurons was higher than that for longitudinal 
coefficients. Future research will investigate creating a cluster of neural networks to handle all aerodynamic coefficients 
at once rather than independently. Overall the neural network prediction for aerodynamic force coefficients was 
relatively better as compared to predicting aerodynamic moment coefficients. Further research will focus on finding an 
optimized neural network architecture for both aerodynamic forces and moments. 
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Figure 1 Aerodynamic Forces and Moments 
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Figure 2 Neural Network Predictions for Coefficient of Lift 
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Figure 4 Neural Network Predictions for Coefficient of Pitching Moment 
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Figure 6 Neural Network Predictions for Coefficient of Rolling Moment 

Figure 7 Neural Network Predictions for Coefficient of Rolling Moment (Znd Trg. Omitted from fig. 6) 
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Figure 9 Neural Network Predictions for Coefficient of Yawing Moment 
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