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80th Annual Precise Time and Time Interval (PTTI) Meeting

OPENING ADDRESS

Captain Dennis G. Larsen
Superintendent
U.S. Naval Observatory
Washington, DC

Good morning. I have a small book here of opening remarks that was prepared for me. I have been
assured by my timing experts that it will take precisely ten minutes, which I think is the time allotted,
assuming that I use the right frequency. I will try to keep on track here.

It is my pleasure to open the Thirtieth Annual Precise Time and Time Interval Meeting. The series, as
most of you know, was started about 30 years ago to bring together the Department of Defense users of
time with the experts to provide precise time and time interval. Since then, these PTTI meetings have
expanded to include the international timing community and provide an opportunity for various users to
bring forward their ideas and timing requirements for improving not only the Defense Department’s
needs, but also the needs of the world.

Similarly, these conferences have allowed time and time interval providers to make system developers
aware of the latest improvements in the field. The objective of this series of meetings is mainly to
disseminate and coordinate PTTI information at the user level; to review present and future PTTI
requirements; to inform engineers, technicians, and managers of developing precise time and frequency
technologies; and to provide an opportunity for an active dialog that is more important today than ever
before.

In the past 30 years the accuracy with which time and time interval are measured and transferred has
improved by three orders of magnitude, or an order of magnitude every decade. We have also witnessed
remarkable growth in the use of time. It is safe to say that the development of precise time has played a
critical role in the growth of technology that touches all of our lives today. The Global Positioning
System is a prime example of a system based on timing that has had a remarkable impact on the world.
There are many others. ‘ : ‘

Glancing at the program for this meeting, we will see that this year’s schedule includes topics that
promise even more significant developments for the future. Potential improvements in time and
frequency standards provide a new challenge to develop timescale algorithms to steer the clocks of the
next millennium. Our ability to transfer time is tested by the expected precision of these new standards,
and significant improvements in time transfer will be required. A number of papers devoted to carrier-
phase time transfer test this interest in the technique for improved time transfer.

All of these developments, however, bring on new issues that this meeting, and also future PTTI
conferences, will have to address. The first concern that I would like to mention is the need to recognize
operational standards for the timekeeping and time transfer. The Department of Defense and the U.S.
has clearly recognized that. inter-operability is a major issue. It has become evident that standards for
time and time interval play an increasingly important role in assuring that modern systems can
communicate among themselves and function effectively. We must strive to eliminate the costly practice
of developing systems independently, without regard for the requirement to operate with other existing




and future systems. The application of advanced technology to address the world security needs
demands that these systems adhere to standards in timing and in time transfer.

In 1998, Chairmen of the Joint Chiefs of Staff Master Position, Navigation, and Timing Plan and the
Federal Radionavigation Plan assigned responsibility for DoD timekeeping to the U.S. Naval
Observatory. We stand ready to assist those who are improving current systems and those who are
developing new systems to eliminate needless and expensive duplication in the area of PTTI. One
specific step the Naval Observatory is currently taking is hosting a meeting of the Naval Sea Systems
Command-sponsored Timing and Synchronization Working Group, the Common Time Requirements
System Engineering Team, or CTRSET, at the U.S. Naval Observatory on 12 January. This group is
addressing the implementation of the common-time reference in the Navy and will eventually elevate
this issue to the joint level. We will take that opportunity to hold a DoD PTTI meeting on the afternoon
of the 12th to discuss future timing requirements for the Department of Defense.

A second issue being recognized at the CTRSET is that precise time is becoming a utility, much like that
of electricity and communications. The ability to obtain precise time and time interval is assumed in the
infrastructure of modern society. We often deal with users of precise time who are unaware of the
dependence on availability of precise timing information. It is a product that most take for granted.

Therefore, we must recognize the need to manage this new utility and meet society’s current and future
requirements.

Another interesting recognition came from the recent proposal by the GPS Independent Review Team for
the GPS Joint Program Office to create a national GPtS — and that is a small “t.” The initials stand for
“Global Positioning and time System,” with the “t” being small to show its fundamental importance.
This management responsibility involves not only the productive stewardship of national resources, but
also the recognition that a society makes increasing demands on time; we also make ourselves vulnerable
to its disruption. National and international laboratories must work together to make sure that the
world’s timing needs are not compromised; requirements for redundant systems must also be evaluated
carefully; and systems designers will have to deal with making provisions for adequate backups.

We who are in the business of providing time to users often complain how difficult it is to establish
definitive requirements for time and time interval at these PTTI meetings. While we need to document
requirements for budgetary purposes, users are often wary of being specific about their needs, feeling
that they will be asked to fiscally support their timing demands. The need for documented requirements
still exists, and I hope that this and future meetings will continue to address that need.

In addition, I would like to challenge users of time to think creatively about new possibilities that take
advantage of our ability to provide time and time interval with much improved precision. Utility of
precise time will in the future provide improvements to us all. We need to plan now to take advantage of
this resource.

While we spend the next few days here discussing the latest developments in time and time transfer and
innovative uses of timing. We also need to keep in mind these broader issues: standards for inter-
operability, managing time as a national and international utility, PTTI vulnerabilities and backup
systems, and creative planning for future utilization of precise timing.

I am looking forward to the presentations and discussions, and I thank you all for your attendance and for
your participation. Thank you.
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As you can see, I am not Leonard Cutler. Len had a recurrence of an illness and was hospitalized. He is
doing well and is now home but could not make this trip. I am going to read what he has given us. The
Distinguished Service Award Committee has selected Dr. Jacques Vanier from Canada this year.

Jacques Vanier was born in Canada. He received his B.A. and B.Sc. degrees in physics from the University
of Montreal and his M.Sc. and Ph.D. in physics from McGill University, Montreal.

During his career Dr. Vanier has worked in various institutions, organizations and companies, such as
University of Montreal, McGill University, Laval University, Defence Research Establishment, Varian
Associates, Hewlett-Packard and the National Research Council of Canada. In this last institution, he was
Director General of the Institute for National Measurement Standards. He is now Adjunct Professor of
Physics at the University of Montreal. His teaching and research have been concentrated in solid state
physics, semiconductors, thermodynamics, electromagnetism and quantum electronics. His most vivid
souvenir of all his research activities is the day he dropped in the vacuum system of a hydrogen maser a
cigar that a proud, new father had given him. To retrieve it, he had to take to pieces the whole system.
This gave him solid experience to act as consultant for several companies such as Varian Associates, CA,
Communication Components, CA, and EG&G, MA. He is now pursuing this activity for Kernco, MA. He
also acted as Guest Worker in several organizations such as: the Centre National de la Recherche
Scientifique (CNRS), France; the National institute of Standards and Technology (N IST), USA; the
Instituto Elettrotecnico Nazionale (IEN) and the Universita d1 Pisa, Italy.

While pursuing these activities he could not resist being pulled into various committees and functions.
Those he feels he may have made a contribution worth mentioning are: Union Radio Scientifique
Internationale (URSI), President of Commission A (1990-1993); Conference of Precision Electromagnetic
Measurements (CPEM), President of the 1990 Conference in Ottawa, and president of the Executive
Committee (1990-1994); Frequency Standards and Metrology Symposium (initiator and co-founder);
Administrative Committee of the I&M Society of the IEEE (1987-1993); Comité International des Poids et
Mesures (1990-1996).

He is: Fellow of the Royal Society of Canada (RSC); Fellow of the American Physical Society (APS); and
Fellow of the Institute of Electrical and Electronics Engineers (IEEE). In 1984, he received the IEEE
Centennial Medal. In 1994, he was presented the Symposium on Frequency Control Rabi Award for his
contributions to the field of atomic frequency standards.

He has written and published over ninety papers in scientific journals and conference proceedings. He
spent six years in the writing of a book (with C. Audoin, Université de Paris as co-author): “The Quantum
Physics of Atomic frequency Standards.” To the question “Why that long?”, his reply is, “With two
authors it is twice as long.”

Dr. Vanier is a dedicated painter. He presently pursues this activity and participates in various exhibitions.
He uses oil as a medium and concentrates on Canadian landscapes. Dr. Vanier is also adept at boating.
Confident in the usefulness of atomic clocks he has installed a Loran-C receiver in his boat. He says that
the device can tell him accurately that the boat is in the Saint-Lawrence River and not on Saint-Catherine
Street in downtown Montreal. He is thinking of switching to GPS.

Jacques, please come up to the podium, I would like to present you with the award. It is a clock.




Jacques Vanier

Thank you very much, Dick, for the kind words and for the humor contained in them.

I wish also to thank the committee which selected me for this award. In looking at this room and looking at
the faces, I can see a lot of persons who deserve recognition in this field. I can only wish that one day they
will experience the joy that I am enjoying at this moment in receiving this award.

Some time ago I decided to retire and do something else with my life. After an occasion like this one, I had
questioned this decision. After a few years and after filling my house with paintings and creating the great
collections of Vanier, in my house, I really questioned that. Then I received a timely invitation from
Professor Leschiutta, from the IEN, to visit his institute and start doing something useful again. It did not
take me long, maybe 50 microseconds in time interval, to make a decision. I am glad to say that I am back
to quantum mechanics of atomic clocks again and trying to contribute. It was quite successful.

It is very exciting. Actually, I will say that it is a very privileged life. You do what you like most, and you
get paid for it. Love this stuff, and people recognize you once in awhile. So, I would like to thank you
again for this recognition. I feel that I belong to this group, and I find an identity in it. Thank you again
very much. ‘
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30 YEARS OF PTTI — A RETROSPECTIVE

William J. Klepczynski
Innovative Solutions International
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(202) 651-7670, Bill. Klepczynski@faa.dot.gov

Five years ago, my predecessor at the US Naval Observatory gave a history of PTTI which covered 25
years [1]. It is an excellent, informative and insightful review and I refer everyone to it. I do not think
that you can find a better and more meaningful article.

This year I was asked to give a retrospective look at 30 years of PTTI. If you look up “retrospective” in
a thesaurus, you will find a group of words which imply that a retrospective look of a subject is done
from a personal point of view. These words include: looking back, contemplating the past, recollection,
considering past events, remembering, perspective from the present, and memory. I will draw upon
some of these different synonyms in this look based somewhat on personal experience. However, I will
do it in a way which avoids mentioning the names of individuals, because, alas, I may miss a few and I
do not wish to slight any of the people whom I might miss and for whom I have fond memories.

In the early 60’s, I started at USNO in the Nautical Almanac Office. It was there that I became
associated with the Institute of Navigation. This exposed me to the intrinsic and intimate relation of
navigation with timing. It was with the ION that I first heard of Omega, Loran-C, TRANSIT, and
vaguely something about 621B and Timation, the forerunners of GPS. It was an exciting experience
because one could see the change that was rapidly taking place during that decade. In fact, the impact
and role of navigation systems on timekeeping has been, is,and will continue to be dramatic. The land-
based navigation systems that impacted timekeeping, such as Omega and Loran-C, gave way to GPS and
now the role of GPS may be supplemented by the Satellite-Based Augmentation Systems currently being
developed. These latter systems include the WAAS, EGNOS, and MSAS. They will enable global, real-
time nanosecond synchronization to UTC.




On transferring to the Time Service Division in the early 70’s, I immediately became involved with two
entirely different aspects of practical timekeeping. The first being atomic time through participation in
portable clock trips and the second being astronomical time through the construction of a 65 cm
Photographic Zenith Tube (PZT) used in Earth Rotation studies. I believe portable clock trips led to the
development of advanced time transfer techniques. There had to be an easier way to compare clocks
than through the costly transport of 150 Ib. behemoths. Also, for the first time I became aware of the
National Bureau of Standards, now National Institute of Standards and Technology. During these last 30
years, both NIST and USNO have flourished. NIST developed its Cesium VII and USNO became the
time reference for GPS.

While many here may not be aware of it, astronomy had played an important role in timekeeping during
the early part of these last 3 decades. The definition of the second had just undergone great turmoil and
change in the late 60’s and early 70°s. Relatively quickly, the basis of the SI second changed from the
ephemeris second (astronomical) to the cesium second (atomic) and leap seconds were introduced into
UTC.

Going back to astronomical time for the moment, the optical PZT was an instrument used to measure the
rate of rotation of the Earth. It did this by comparing the time of transit of stars to time scales based on
an ensemble of cesium clocks. While this instrument was productive over several decades, it became
replaced by radio astronomy techniques. Such is the natural course of events. But the overall impact of
astronomy in timekeeping was and is dwindling. UTC is no loner based on a purely astronomical
measure. But, to this day, knowledge of Earth rotation for navigation is still extremely important. It is
what limits the long-term, total, self-sufficiency of GPS. GPS needs to know how the Earth is rotating
underneath it.

During the 70’s, we saw the development of the improved cesium-beam tube (HP 5061, 004 option).
This gave way to the HP 5071 cesium-beam frequency standard in the 80’s. This was a very significant
step in timekeeping. Also this era started to see the production of reliable hydrogen maser clocks. Now,
masers are capable of running for extended periods of time without the need for a cast of thousands to
keep them running. The role of the rubidium clock has more recently changed. Improvements in their
design and construction have led to their choice in the next generation of GPS satellites. '

The improvements in clock technology subsequently led to improvements in time scale calculation. A
significant number of improvements in time scale algorithms included better weighting of clocks and the
incorporation of different kinds of clocks into them. We are now seeing the development of time scale
algorithms using Kalman filtering techniques, another significant milestone. Simultaneously with these
improvements, there were significant advances in the characterization of the statistical behavior of clocks
and the description their noise processes.

While portable clock trips were reaching their peak in the late 70’s and the early 80’s, alternative
methods for time transfer were being developed and tested. The use of Omega and Loran-C gave way to
GPS, probably the most significant factor affecting timekeeping during this period. It allowed global
time transfer at the level of several nanoseconds. Experiments in two-way satellite tile transfer using
the ATS and Symphonie satellites led to the development of the Mitrex modem, which utilized PRN
coded signals locked to the 1 PPS of a user’s clock. '




As my predecessor did at the end of his twenty-five year history of PTTI, I will also make some
predictions for the future. However, mine may not be so conservative. In the not too distant future, it is
entirely possible that UTC may yet undergo another revision and do away with the leap second. And, I
already have mentioned the possibility of having a global, real-time synchronization capability at the 1
nanosecond level. Lastly, I see a possible restructuring of the major timing institutions in the United

States.

I really feel blessed to have participated in this period of PTTI. There have been many advances and
developments within a relatively short time span in which many of us at this meeting have taken part.
We are in a unique field. It is composed of individuals who have developed an extraordinary ‘ sense of
camaraderie. I am glad to have been a part of this exciting time in our history.

REFERENCES
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Questions and Answers
DENNIS D. McCARTHY (USNO): Do you have any ideas on the redefinition of UTC?

WILLIAM KLEPCZYNSKI (ISI): What I see happening, where I work now, with the Satellite-based
Augmentation System, many of the countries want to use existing systems, such as GPS and GLONASS.
However, GLONASS has in its prime base UTC, which introduces the leap second. Whenever there is a
leap second, GLONASS becomes unavailable for anywhere from two minutes to 20 hours. This last year
there was a very significant outage because they also did a very big time step. To use it as the reliance on
a safety-critical navigation system, I feel that it will not be accepted, that easily, until some change is
made in the time basis. This may be one way to achieve that, or there might some momentum gathering
for something like that.
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GPS WEEK ROLL-OVER AND Y2K
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Abstract

The NBS-type receiver software was modified to account for both the GPS end-of-week crossover
and for the Y2K event. Receivers using this softiware were tested by personnel from the National
Institute of Standards and Technology and the U.S. Naval Observatory using a simulator at the
Naval Research Laboratory. An independent test was performed by a private company. The software
now appears to be fully compliant with requirements for both the GPS week roll-over and the Y2K
events. Since the NBS-type receivers are still the predominant receiver for time transfer among
laboratories which generate International Atomic Time, this receiver was given significant attention.
In the process, an absolute calibration of the delay through the primary NIST GPS common-view
receiver was completed This calibration agrees within its 2.8 ns uncertamty both with the value
from an estimate in June 1986, which has been used continuously since then, and with an absolute
calibration in April of 1987.

GPS WEEK ROLL-OVER AND Y2K COMPLIANCE

Receivers of signals from Global Positioning System satellites decode time and date
information from the satellite’s 50 Hz bit stream [1]. The date is transmitted as a 10-
bit week number plus the second of the week. With 10 bits, the week value can range
from 0 to 1023. Week 1023 corresponds to the week ending August 21, 1999. The

* week starting August 22, 1999 will be broadcast as week 0 again. This event is
called the GPS week roll-over. NBS-type receivers are those patterned after the time
transfer receiver completed by the National Bureau of Standards (NBS, now called
the National Institute of Standards or NIST) in the early 1980’s. Software for these
receivers is usually written by personnel of NIST.

"Contribution of U.S. Government not subject to copyright.
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The GPS week number is used by the NBS-type receivers to synchronize the receiver
clock. Unless the software is upgraded, NBS-type GPS receivers will not be able to
update the clock after the GPS roll-over. The receiver clock will walk off, unless it is
manually updated, resulting in incorrect time-tagging, shortened tracks, and loss of
track.

NBS-type receivers keep track of the year using the two low-order digits, the ones
and tens digits, since they can be held in one byte. At and after the year 2000, the
routine in the receiver which converts the calendar date to the modified Julian day
(MJD) will fail without an upgrade. Since this conversion is used as a test to see if
the year was entered correctly, the receiver will also fail to back up the current date
to its internal fail-safe clock. Consequently, the MJD will never be set correctly, and
the date will be lost if power is cycled. If power is not cycled, the MJD will be
incremented properly at the end of each day. Thus,users may not notice a problem
until the receiver is turned off and on again.

An update which complies with both the GPS week roll-over and the roll over of the
low-order digits of the calendar year at the year 2000, the so-called Y2K event, has
been created. The GPS week roll-over software update, version V9802, for NBS-
type receivers was tested at the Naval Research Laboratory (NRL) in February, 1998
[2]. V9802 was also tested by Allen Osborne Associates (AOA) in May, 1998. The
test showed that V9802 handles the GPS week roll-over properly [3]. However,
V9802 failed to set the receiver clock correctly when the receiver was powered up
after the year 2000.

V9802 was modified to create the second version of software update, V9806. This
version was tested by AOA in June of 1998, and passed the week roll-over and Y2K
power-cycling tests without problems. Version V9806 was also tested at NRL using
a GPS simulator [2] on August 25, 1998. The software was installed in a NIST GPS
receiver (serial number NIST57, model TTR-5). The purpose of the test was to
verify that the NBS-type GPS receiver with the software update will operate properly
before and after the following events which were simulated during the test:

0)) GPS week roll-over
) Year 2000
3) Leap year after year 2000.

For the GPS week roll-over and year 2000 tests, the following were tested for the

dates before and after the event:

- if the receiver can correctly set its clock (MJD, date, time) when powered up,

- if the receiver can track GPS satellites according to the schedule and lock on
the GPS signal,

- if the receiver can synchronize its clock when locked on the GPS signal
(when the receiver clock is off by less than 15 minutes).
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For the leap year test, we observed for the date from February 28 to March 1:

- if the receiver can correctly set its clock (MJD, date, time) when powered up
on February 29 of year 2000 and year 2004,

- if the receiver clock (MJD, date, time) is correct during the track and in the
idle state for the leap years (year 2000 and year 2004) and non-leap years
(year 1999 and year 2001),

-- if the receiver can track GPS satellites according to schedule and lock on the
GPS signal,

-- if the receiver can synchronize its clock when locked on the GPS signal
(when the receiver clock is off by less than 15 minutes).

The tests have shown, with V9806:

- the receiver clock (MJD, date, time) is set correctly when powered up before
and after the roll-over, before and after the year 2000 and on February 29
after year 2000,

- the receiver has no problem tracking GPS satellites and locking on the GPS
signal,

- the receiver can synchronize its clock when locked on the GPS signal (when
the receiver clock is off by less than 15 minutes),

- the receiver clock is correct during tracks and in the idle state for the leap
years and non-leap years.

The test did reveal a few imperfections in V9806, minor things used for housekeeping
purposes. Some of the imperfections were corrected to generate the new version
V9809.

The test results indicate that the software update, V9809, is fully compliant with the
requirements for both the GPS week roll-over and year 2000.

CALIBRATION OF THE NIST PRIMARY GPS RECEIVER

The receiver NIST57 was calibrated for its total timing delay in addition to being
used to test the software for compliance with events as above. This calibration was
transferred to the NIST reference receiver NBS10. The NIST57 was calibrated
against the primary receiver, NBS10 from August 3, 1998 to August 13, 1998,
before it was shipped to Naval Research Laboratory (NRL). At NRL, the NIST57
was calibrated using a simulator on August 25, 1998 [2]. The NIST57 was then
returned to NIST and re-calibrated against NBS10 from September 6, 1998 to
September 16, 1998.

During the calibration at NIST, the antenna for NIST57 was positioned in a location
close to the antenna of NBS10. The two receivers were set up for a common-clock
calibration [4,5,6,7]: they were given the same track schedule; the S MHz reference
frequency and the local 1 pps (with known 1 pps cable delays) were derived from the
same source, UTC(NIST) in this case. The receiver measures reference clock time
minus GPS time (REF-GPS) via individual satellites [8]. To determine the relative
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delay, NBS10 - NIST57, values of REF-GPS were differenced for matching
satellites at the mid-point of full length tracks (track length of 780 s). Because both
NBS10 and NIST57 were driven by the same clock, the REF-GPS differences
yielded the differential receiver delays, once known cable delays were accounted for.
The NIST57 was set up in the same condition before and after the trip to NRL, for
closure.

During the simulator calibration at NRL, the C/A code at L1 frequency from the
simulator was injected into the low-noise amplifier (LNA) of the NIST57's
antenna/down converter, as indicated in block form in Figure 1. The signal power
injected into the LNA was comparable to the GPS signal power received by the
antenna. The 5 MHz reference frequency for NIST57 was taken from the same
source as used by the simulator. The local 1 pps signal for NIST57 was generated by
the simulator. The timing relationship between the local 1 pps signal for NIST57
and the C/A code transition for REF-GPS was estimated before the calibration.’

The NIST57 took three standard 780 s tracks during the calibration. The third track
was made after power-down/power-up of the receiver. Because the third track
showed a warm-up trend with the measurements converging to the value before the
power-down, only the mid-point REF-GPS value of the first two 780-second tracks
were used to determine the absolute receiver delay. Since we know the simulator’s
REF-GPS offset from its 1 pps signal, the absolute NIST57 receiver delay can be
obtained by:

Simulator - NIST57 = [(REF-GPS)simulator - (REF-GPS)NisTs7] + cable delays.

With the NIST57 absolute receiver delay calibrated by the simulator and relative
receiver delay calibrated by NBS 10, the NBS10 receiver delay of this calibration is
given as an offset from the current NBS10 delay by:

(NBS10 delay)cal = NBS10 delay + [(Simulator - NIST57) - (NBS10 - NIST57)].

The calibration results are presented in Table I. The comparisons between the
traveling receiver, NIST57, and the primary receiver, NBS10, are in rows 2-3 with
the number, N, of measurements, the mean, g, of these measurements, the formal
standard deviation ¢, and the standard deviation of mean 6/vN. The noise type of
each of the calibrations was determined to be consistent with a white phase noise
model. Hence, the standard deviation of the mean is a valid statistic. Row 4 gives the
value used for the transfer, 54.8 ns.

Below the transfer numbers Table I gives the values for the calibration with the
simulator in rows 5-6. NIST57 was calibrated to have a delay of 56.2 ns. The
difference of the NIST57 calibration, 56.2 ns, minus the transfer calibration of 54.8
ns gives the calibrated offset of NBS10, 1.4 ns. Adding this to the current receiver
delay of 53 ns for NBS10 gives the calibrated delay of 54.4 ns.
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The uncertainty of this NBS10 receiver delay calibration is about 2.8 ns, which is
estimated from the uncertainty of the relative receiver calibration and the uncertainty
of the absolute receiver calibration. The uncertainty of the relative receiver delay
calibration is 2.0 ns, which mainly comes from the delay change of the antenna
electronics as a function of the outdoor température change. The uncertainty of the
absolute receiver delay calibration is 2.0 ns, which is the error in estimating
REF-GPS of the simulator.

The historical values of the NBS10 delay are illustrated in Table II. The current
value of the NBS10 receiver delay, 53 ns, was estimated in June, 1986. In April,
1987, the NBS10 receiver delay was calibrated via the absolute calibration of a
traveling receiver at the United States Naval Observatory (USNO) with a calibrator
of NRL. The NBS10 receiver delay of that calibration was 57 ns with an uncertainty
of 5 ns. It was decided not to change the delay in NBS10 because the +4 ns delay
change was within the uncertainty of the calibration. The NBS10 receiver delay of
this calibration differs from the previous two calibrations by +1.4 ns and -2.6 ns,
respectively. Because these values are within the uncertainty of this calibration, we
conclude there is no significant change in the NBS10 receiver delay since June, 1986.
Since the NIST receiver is part of the network of common-view GPS receivers used
for generating TAI, this result implies that the delay used among the receivers in this
network is consistent with the capabilities of current calibration equipment. NIST
has verified the constancy of this delay at the level of a few ns over 12 years by
constant inter-comparisons among three receivers. Some of the variations in these
receivers are shown to be of order a few ns over the past 6 years in [9].

TABLE I: AUGUST- SEPTEMBER 1998 CALIBRATION

Calibrations at NIST: N J7; o o/vN
NBS10 - NIST57 (ns) (ns) (ns)
Before trip (8/3/98 - 8/13/98) 526 54.9 2.89 0.13
After trip:  (9/6/98 - 9/16/98) 505 54.7 2.57 0.11
Mean value ' 54.8 :

Simulator Calibration: N 73 Uncertainty
Simulator - NIST57 (ns) (ns)

NRL: (8/25/98) 2 56.2 - 2.0
Simulator - NBS10 Calibration 1.4 ns 2.8
NBS10 receiver delay ( 9/98) 54.4 ns 2.8
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TABLE II: HISTORICAL CALIBRATIONS

Calibration Value uncertainty
(ns) (ns)

June 1986, Theoretical Estimate — 53 unknown
Used Continuously SinceThen :

April 1987, at USNO with NRL 57 5

Calibrator
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Questions and Answers

ROBERT M. GRAHAM (Sandia National Laboratories): During the simulated end-of-week rollover tests,
why was the GPS operational status (or rollover period) monitored for two minutes before the rollover and
only 12 minutes after the rollover?

MARC WEISS (NIST): The GPS receiver is limited to accepting a programmed time change - via the

simulator - of less than 15 minutes. We chose to begin monitoring GPS-operational status two minutes
prior to the end-of-week rollover. Therefore, we were limited to the 12 minutes after the rollover.
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Abstract

A set of free-running timescales is generated using 9 years of data from the USNO clock ensemble.
Cesium and maser clock phases and frequencies are characterized by global fits to first- or second-
order polynomials, and the timescales are generated from the clocks’ detrended frequencies using a
variety of weighting functions. These timescales are compared to those generated by USNO’s A.1,
BIPM’s ALGOS and TT98, and NIST’s AT1 algorithms from the perspective of algorithm choice
and frequency stability.

1 THE ALGORITHM

Since its derivation and implementation by Don Percival, the U.S. Naval Observatory (USNO)’s
mean algorithm™! has proven robust and adaptable for over 20 years. It is the basis of the
USNO free-running mean timescale A.1, which is used to form the USNO mean timescale
that is frequency-steered to International Atomic Time (TAI) or, equivalently, UTC(BIPM).
In turn, the USNO Master Clock (MC2) is steered to the USNO mean timescale to generate
UTC(USNO), providing the most precise on-line realization of UTC in the world today.

The A.1 timescale is actually an integrated frequency scale. In its current formulation, clock
frequencies (rates) are generated by averaging the hourly first differences of clock timing data
referenced to the USNO Master Clock (MC2). Individual clock frequencies are detrended,
using the past A.1 as a reference, through a first-order fit (effectively, to clock rate and drift)
over time ranges of uniform clock behavior, as determined by experienced USNO data analysts.
Clocks showing poor performance, or not yet well-determined rates and drifts, are ignored,
while all others are included with a weight depending upon clock type and, for masers, the time
since the present/?l. For example, this dynamic weighting system initially weights day-old data
from cavity-tuned masers up to 12 times more than data from cesium clocks, and 3-day-old
maser data 5 times more than contemporaneous cesium data. It completely deweights maser
data older than 75 days.

The A.1 timescale was always intended to be a compromise between stability and robustness.
Its algorithm was motivated by the need to optimize on-line precision for a clock ensemble with
a limited number of masers; different algorithms are now under consideration for the 12-maser
ensemble currently maintained at the USNO. One innovation introduced in January, 1999 is to
detrend cesiums and masers against a reference timescale composed of only cesium standards,
as opposed to A.l. Another innovation under test is to realize UTC through a timescale
composed of only masers that have been detrended against the unsteered cesium average.
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Another possible problem with the current A.1 algorithm is that clocks are detrended individually,
instead of all at once. The differences between the global and local minima for the values of
the clock characterization polynomials are not very important in an on-line timescale whose
main purpose is to provide a template for monthly steers to TAI; however, they are more
important for work relating to comparisons with other free-running time scales or pulsar data.

We report here timescales generated using a postprocessed algorithm, informally titled SuperP,
whose detrending polynomial models are determined through a global fit to inter-clock phase
difference data which has been differenced from the temporally preceding clock difference
N times. For example, phase data differenced once (“first differences”) are equivalent to
frequency data. Note that because the clock data are recorded only in the form of differences
between clocks, the choice of reference is irrelevant. Also, the SuperP and A.1 timescales are
underdetermined, by a polynomial of order M, if the timescale is generated from N integrations
of a scale based upon Nth-order differences, which are detrended using a polynomial of order
M-N. For solutions involving drift-corrections (M=2), any parabola may be added to the final
timescale without affecting the consistency of the solution for optimal polynomial detrending
coefficients. The free-running timescales TA(NIST), generated by NIST using their AT1
algorithm, and EAL, generated by the BIPM using their algorithm ALGOS®), are also sensitive
to the initial timescale reference (Table 1); if the initial values of one of these timescales had
differed by an constant and slope, that same difference would have persisted to the present.
If a perfectly calibrated set of drift differences between external timescales were available, it
would be possible to determine the parabolic term from a limited set. One consequence of
using all the data to resolve the indeterminancy, as opposed to a subset that is assumed to be
better calibrated, is that long-term variations, such as would be expected due to white frequency
noise, are masked and the effective errors in the comparisons are increased!4).

2 THE DATA

The USNO maintains an on-line archive of (currently) 9 years of clock data from its maser and
cesium ensemble, beginning on MJD 47752 (11 August, 1989) and ending on MJD 51086 (30
September, 1998). Although lower-noise measurement systems are also being used, this work is
based only on data taken with a time-interval counter and switch system, whose measurement
accuracy is better than 100 ps. For brevity, only measurements at 0 hours UT were used
in this analysis. In Figure 1, the numbers of each type of clock producing acceptable data
are presented. Unfortunately, the decisions made by data analysts for maser data previous to
MID 50079 were not permanently recorded; thus, maser data previous to that time are here
ignored, although re-analysis may be made at a later date. It is also possible that the editing
-information available for the oldest data is not accurate, and that a re-analysis will improve
the results slightly. As is evident in the later figures, timescales are of lesser stability previous
to about MJD 49400 (17 February, 1994); the subsequent improvement is due to the dramatic
increase in the number and quality of clocks maintained at the USNO and contributing to
TAI (cavity-tuned Sigma-Tau/Datum masers and HP5071 cesiums). The natural division of the
data into three time ranges is the reason why different analyses presented below will begin at
different MID’s. Comparisons with TT98 are limited by its cutoff in December, 1997.

This work is based on only data recorded as acceptable by USNO data analysts, with some
additional automatic editing of outliers identified through a simple median-based scheme. The
time ranges of the on-line polynomial clock characterizations determined by the data analysts
were used to define the break points in the global least-squares solution to the polynomials.
The important question of whether these time ranges are optimal in the determination of rate




and drifts is not addressed here. The A.1 used here differs somewhat from what has been
reported to the BIPM due to the effect of dynamic weighting and occasional refinements in
editing or clock characterization made after submission to the BIPM.

For comparisons with non-USNO timescales, time-transfer noise has always been a serious
problem. Although much better than previous modes of time transfer, even common-view GPS
time transfer has been shown to have systematic errors on the order of tens of nanoseconds. In
1995 and 1996 a BIPM-organized calibration effort revealed a total 29-ns calibration error in the
common-view chain between USNO, NIST, and the Observatory of Paris (OP), and somewhat
lower errors in the links between many other institutions and OP. Although most of the
institutions involved immediately had their data adjusted with a single time-step, USNO’s data
were gradually corrected, in 3-ns steps, over the year 1997 (MJD 50482-50783), in consideration
of USNO’s users, most of whom require greater frequency stability. It is possible to verify the
results of this procedure in a rough manner, by comparing the values for GPS time reported
in Circular T with those measured at the USNO (Figure 2). Although this comparison does
not benefit from the common-view removal of Selective Availability (SA), the 29-ns change is
apparent, along with what appears to be a small (4 ns) residual error. This small error may be
due to remaining calibration errors anywhere in the measurement chain. In the comparisons
with UTC, EAL, and TT98, it was found that correcting the differences as if this problem had
never occurred did not improve the comparisons, nor was there any improvement after crude
allowance was made for the high weight USNO clocks have in the generation of EAL. It is
possible that improvement would be evident if adjustments could be made for the fact that
many other institutions had time-transfer corrections made at the same time.

3 THE SuperP FAMILY OF TIMESCALES

Perhaps the most important of the controversial issues related to timescale algorithms is the
determination of clock weights, which need not be the same in the clock characterization and
the timescale generation, and at times could be zero.

Although clocks whose frequency data display Gaussian statistics should theoretically be weighted
by the inverse variance of their frequency data, in practice the USNO has found it more robust
to weight all clocks of the same type equally’®l. This approach is justified because the accuracy
and precision of measurement systems and clocks are difficult to assess, partly due to nonzero
covariances in clock performance datal®.7], and because clock time series are not statistically
stationary; in particular, past performance is not always a good indicator of future performance.

To study the effect of weighting, a very incomplete set of 9 functions was explored for weighting
individual differences between clocks in the clock characterization solution. In all cases,
measured difference data for each pair of clocks were weighted as the inverse root-sum-square
(RSS) of the set of clock weights given in Table 2.

In applying the weights to the clock characterization, all possible clock pairs at each MJD were
used without allowance for the strong correlation between pairs that include the same clock.
Although solutions could be generated restricting all pairs to those involving any single reference
clock (which may change between measurement times), this would complicate any solutions
~ involving a variance-based weighting scheme. A more robust approach would involve using the
full covariance function in determining a non-diagonal weight matrix for clock characterization.
Of these weighting schemes, the best one (based on the 3-cornered-hat analysis described in the
next section), effectively removes masers from the characterization process by down-weighting
them by a factor of 1000.
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Once the clocks were detrended using the clock characterization determined by the fitting,
timescales were generated as averages of all clocks, one point per day, using the same weighting
schemes as for clock characterization. For clarity in the analysis, the problem of combining data
from masers with cesiums to form a timescale was bypassed through the generation of separate
pure-maser and pure-cesium timescales. We note that modern steering theory would provide
an optimal way to steer a supposedly less-accurate, but more stable, maser-based timescale to
a cesium-based onel8!.

4 THE INTERNAL ERRORS

The different weighting options were examined through the consistency of timescales generated
using independent subsets of 1/3 of the data, and performing a 3-cornered-hat analysis which
allowed for possible data correlations using a technique that minimizes covariances (7). The
subsets were chosen by assigning clocks in the order they were encountered by the computer,
and excluded data before MJD 49400. The resulting stability assessments for cesium-only and
maser-only averages (Figures 3) indicate a weak preference for a weighting scheme in which
maser and cesium clocks are characterized by comparison with a unity-weighted pure-cesium
mean, but the improvement of ignoring masers for clock characterization should be larger in
an on-line timescale generated using our current dynamic weighting scheme.

Using the SuperP formalism, it is simple to generate timescales from other than the data’s
first differences, and to compare their results. Through determination of the internal errors,
using the same technique as above, it was found that fitting first-order polynomials to the
first differences (frequencies, as is done for A.1, AT1, and EAL) was preferable to fitting
second-order polynomials to phase data, constants to second difference data, or nothing to
third difference data -(Figures 4). This was also found using the A.1 formalism!®), and is
expected in a situation dominated by white FM. Once the clock characterization has been
determined, differencing to order N also has the effect of smoothing over phase discontinuities
of order N-1 that may be associated with gaps in the data. Since all the free-running timescales

considered here are generated from first differences, this result validates what has long been
done in practice.

Figures 5 show how the 3-cornered-hat analysis estimates the stability of HP5071-only and
Sigma-Tau/Datum-only timescales derived by integrating average detrended frequencies, for
which the clock characterization was determined through a weighting scheme sensitive only to
cesiums and down-weighting non-HP5071 cesiums by a factor of 0.65. Also shown are a curve
for the mean timescale of one-half of the clocks relative to the mean timescale of the other
half, where the deviations were reduced in size by a factor of /2 to convert them from relative
error to absolute error (neglecting covariances), and a curve for the mean of the entire HP5071
ensemble (assuming the three subsets could be weighted according to their inverse variances,
hence also neglecting covariances).

5 THE EXTERNAL ERRORS

To estimate the external errors in the USNO data, comparisons were made between the USNO
timescales and the BIPM timescales EAL and TT98 (the latter is in essence a postprocessed
UTC, determined from EAL using information available at the end of 19971®)), and their
frequency stabilities relative to TT98 are shown in Figure 6. The most stable timescales are
those generated by SuperP using only the most recent data; however, the disparity between




the size of the clock ensembles utilized and the existence of unmodelled time transfer noise
obscures these comparisons.

Figures 7-11 compare the A.1, SuperP pure-maser average, SuperP pure-cesium average, and
TA(NIST) with EAL and TT98. Here, A.l1 is essentially a pure-cesium timescale because all
the maser data have been phased out except for the last 75 days by the dynamic weighting.
Again, for recent data the smallest RMS errors relative to TT98 were found for the SuperP
timescales. For comparisons going further back into the past, A.1 provides the best fit to EAL.
It is difficult to draw firm conclusions from these comparisons because. it is evident that the
statistics are not stationary. It would be better to simply note that the comparisons reflect the
considerable improvement in recent years. This improvement is also evident in the USNO’s
ability to better steer our Master Clock to UTC—as reported in BIPM’s last Circular T, all
the timing differences between the USNO Master Clock and UTC were less than 2 ns. While
we don’t expect this close alignment to continue in the near future, it is entircly possible that
pending improvements in time transfer and frequency standards may result in such differences
between UTC and UTC(USNO) becoming routine in several more years.

6 CONCLUSIONS

A set of free-running timescales were generated using 9 years of USNO clock data and an
algorithm dubbed SuperP, which made global fits of phases and frequencies to first-order and
second-order polynomials. USNO clock frequencies and drifts are currently determined with
respect to a pure cesium-based timescale. The procedure proved to be the best of those treated
herein.

Timescales were generated from the clocks’ detrended frequencies and a variety of weight-
ing functions. Frequency stability assessments indicated a preference for fitting first-order
polynomials to first differences, rather than other polynomials or other types of data.

Comparisons of A.1, SuperP, and TA(NIST) timescales to TT98 showed the greatest frequency
stability for those of SuperP, while the A.1 provided the best fit to EAL. Partial allowance for
past USNO/BIPM calibration errors does not improve the comparison between USNO data
and the BIPM-generated timescales.
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Table 1. Comparison of several algorithfns with SuperP.

Algorithm Timescale Constant | Freq | Drift | Detrending Time
Weights | Correction? | Corr? | Corr? (days)

NIST (AT1) (exp)’ N/A yes | (exp)* 20-30
EAL(BIPM)* (1-year var) N/A yes no 30 (was 60)
UTC,'IT(BIPM) xe% N/A L E 1] 0000 -
USNO (A.1) . dynamic N/A yes yes as needed**
SuperP i

Ave phase . '8 options option option | option as needed

Ave 1st diff " N/A option | option "

Ave 2nd diff " N/A N/A | option "

Ave 3rd diff ’ N/A N/A | NA "

* NIST AT1 based on exponential filter: last frequency estimate averaged with most recent
estimate, with time constant set to 20-30 days. Weights are based upon the inverse variance

and a similar exponential filter®\. .

** BIPM-EAL subtracts from each clock phése a term: A+B*time, where A is the previous
.phase and B is the frequency estimate. This would be 100% equivalent to second diff if their
"B" were related to frequency obtained from two adjacent 5-day points instead of the past 30

days (formerly 60). Clocks with significant drifts are deweighted®. A

*+* UTC and TT are generated by steering UTC to the primary (calibrated) frequency standards,
hence the drift is zero by definition. Of course time-transfer noise and frequency measurement
errors are not completely negligible.

**** Typically 30-360 days.

Table 2. Clock-based weight schemes explored in this work. Schemes 4 through 9 are
based upon the performance (statistical properties) of the clock, as measured through an initial
computation of the difference between the detrended clock data and an average of all clocks,
using unity weights to characterize and average the initial estimate, which is performed in the
same difference mode as the final computations.

1. 1.0 for all clocks

2. 1.0 for HPS071 cesiums, .65 for other cesiums, .001 for masers
3. 1.0 for HP5071 cesiums and all mﬁsers, .65 for other cesiums
Inverse of squared sum of temporarily adjacent points

Inverse of variance, computed after removal of mean difference
Inverse variance

Inverse variance times the time range of the data in MID

Inverse variance times the time-range of the data squared

© ® N e w A

Inverse variance times the time-range of the data cubed
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Figure 11. Differences in ns between timescales and TT98 using only data since MJD 50079.
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Questions and Answers

GERARD PETIT (BIPM): Your comparison with TT-BIPM is, of course, comparing two different kinds
of scales. TT-BIPM is one algorithm designed to provide the longest possible time span, one scale based
upon existing primary standards. It provides something, which has been done consistently for 20 years
and your plot is over 20 years. Maybe one confusion is that data from the primary standards are not
sufficient compared to the quality of the clocks in the past two-years.

DEMETRIOS MATSAKIS (USNO): I think that is absolutely the case. I think we have to look to the
future, not to the past. Certainly those kinds of errors which consider 2-nanosecond variations 10 or 15
years ago would be impossible; you would not even think about it. Everything was much worse back then;
but now everything is getting better.

MARC WEISS (NIST): I have a question: In the removal of a quadratic in order to compare time scales, I
would be concerned that first of all, when you remove a quadratic, you remove a fair amount of the
random walk from the scale; so it is difficult to see the difference between a quadratic and a random walk
over a short period of time, even over years. Secondly, the drift of the clocks comes in and produces a
quadratic, and it seems like modeling the drift is a big problem. I think it is problematic to remove a drift,
that is, to remove a third of a quadratic from the time scale in order to compare them.

DEMETRIOS MATSAKIS: Well, it is in there. I could change my original estimate of the drift 10 years
ago, and it would show right now. So you can keep it in and pretend it is not there, but you would only be

fooling yourself. You could compare frequencies instead of time becanse this is really a frequency scale
which is integrated. You would get the same results. I mean the same general conclusions.
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Abstract
The statistical analysis of irregularly spaced data or the handling of series with missing data asks
Jor particular care because results may be biased. In particular, in PTTI applications, two points
seems to be addressed:
o the noise analysis in terms of Allan or related variances;
e the estimation of a missing datum on a particular date.
Both these issues are examined in the particular case of the current TWSTT measurement, by
means of an analytical and theoretical approach that can be of more general interest. Some
numerical estimates based on the TWSTT measures are eventually reported.

1 INTRODUCTION

Time and frequency comparisons repeated with an irregular periodicity are today the possible
results of the new clock comparison technologies or the new working principles of atomic
frequency standards. For example, the TWSTT (Two-Way Satellite Time Transfer) is currently
operated on Mondays, Wednesdays, and Fridays, thus with a time interval between measures of
2,2, and 3 days. But the problems of handling unevenly spaced data is of more general interest,
for example in case of optical synchronization links, in case of inter-satellite links, and in case of
the repeatability analysis of the new frequency standards which do not work continuously. The
statistical treatment of unevenly spaced data deserves some attention. In particular, in this. paper,
the issues of noise analysis and of missing datum estimation are investigated.

As far as noise analysis is concerned, type and amount of noise are commonly estimated by the
use of the Allan or a related variance. Such estimation requires a series of equally spaced data.
When data are not equally spaced they are usually filled in by means of some reconstruction
technique, e.g., linear interpolation. The reconstruction technique induces a modification on the
true noise of the data series, but it should give the possibility to identify the real noise, at least in
some spectral bandwidth. By the introduction of the Allan covariance matrices and by using the
transformation laws of such matrices, the effect of interpolating missing data was inferred with
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an analytical treatment and its effect on typical clock noises was previously reported [1]. In this
paper some other possibilities of estimating ADEV without or with minor data mampulatlon are
also presented.

The second task of interpolating a missing measure on a particular date is here approached with
the double aim of smoothing the noise added by the comparison link and of retaining the clock
noise for a correct evaluation of the clock behavior. The uncertainty of the reconstructed data is
also evaluated by means of the least square theory and the use of the Kalman filter.

Finally, the above procedures are applied to some TWSTT measures performed in the last
months to provide an example of application and a preliminary evaluation of TWSTT data. This
work was performed in the frame of a collaboration with the CCTF Study Group on TWSTT [2].

2. NOISE ANALYSIS

When dealing with time and frequency measure sequences, the statistical tools commonly used
to characterize the noise are the Allan variance or the associated Time variance (TVAR). These
tools must be applied on equally spaced series. In case of unevenly data series, first of all it is
thus necessary to obtain some evenly spaced sequences. With the aim of developing a general
treatment, an analytical formulation was preferred instead than a simulative approach. This gives
the advantages of allowing an insight on those parameters that most affect the results and of
examining with a minimal effort another measurement periodicity or another noise case or a
different reconstruction technique. The analytical processing requires the introduction of
covariance matrices and the noise properties are examined by the transformation laws of such
covariance matrices. In particular, the Allan covariance matrix and the TVAR(7 ) matrix are
introduced. Mathematical details and discussion are reported in [1].

Three possible approaches are examined in the case of a statistical analysis of unevenly data
sequence:

1) identifying some regularities in the irregular sequence;

2) considering the original data as equally spaced by a “fictitious” 7, In the particular case of
the current TWSTT measures an equal separation with an average gap of 772.33 days
between the data can be assumed;

3) reconstructing the missing data on Tuesdays, Thursdays, Saturdays and Sundays w1th some
specific interpolation rules, in order to obtain a daily spaced series.

2.1 CHECKING FOR SOME REGULARITIES IN THE IRREGULAR SEQUENCE

This approach consists in the research of those possible regularities that are present in-the
unevenly series. The interest is to highlight in the sequence those particular triads of phase
samples spaced in such a way as to permit the estimation of a single two-sample variance i.e. a
single phase second difference. Let’s remind ourselves, in fact, that the ADEV estimation is

performed by averaging a certain number of phase second differences Ax as:
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ADEV (1) = ‘/2—:_—2—<(x(t) ~2x(t+ )+ x(t + 2:))2> = \/ZT-?((Azx)Z)

The three phase measures x(?), x(t+7) and x(#+27) must be subsequent and spaced by the same
interval. Other second differences A)x can be obtained from following triads of phase measures
even if not subsequent to the first considered triad. The ADEV determination in fact asks for the
estimation of the variation of the mean frequency averaged over two subsequent 7 intervals.
Then, other phase second differences 42x can be estimated over whichever 27 interval provided
that another series of three phase measures, evenly spaced by a 7 interval, is available. As an
example, the case of the integration time equal to 2 days can be considered (Figure 1). For each
week, the estimation of two adjacent mean frequencies is possible (one averaged between
Monday and Wednesday and one between Wednesday and Friday). This implies that for each
week it is possible to estimate one second difference Ayx. The higher is the number of weeks in
the sequence, the higher the number of the possible 4px estimations to determine the final
estimation of the ADEV(2 days) and the better the degree of confidence.

Analogously this is possible for any 7=2,5,7,9,..., 7n, Tn+2 days. The case of =7, 14, ... Tn
days is trivial because for example all the Monday measures form a sequence of weekly equally
spaced data. In this case, moreover, the overlapping estimation technique can be applied and also
the MDEV and TDEV can be estimated. In case of 7=2, 5, 9, .. 7n+2 days, the triad of phase
measures are not subsequent; therefore the overlapping ADEV and the classical estimation of
MDEYV and TDEYV is not possible. In such cases, a point estimate of TDEV was proposed [2]. In
case of a missing measure, the only consequence is that a particular triad of phase measures
cannot be used and the number of possible estimates Apx is decreased, but if the number of
measurement weeks is large, the confidence on the ADEV estimation can be assured. In
conclusion, with an accurate analysis on the measurement date regularities, it is possible to find
out specific values of 7 for which ADEV estimation can be determined directly from real data,
without any manipulation.

2.2 CONSIDERING DATA AS EQUALLY SPACED BY AN “AVERAGE” 7,.
A second approach when dealing with irregularly spaced data series is based on the assumption
that all the data are indeed equally spaced with an average gap. In the case of the current two-

way measurements, an artificial separation of 7=2.33 days can be assumed for the values in the
sequence. In each week, in fact, three measures are available and 7/3=2.33 days.

The effects of this treatment on the noise recognition depend on the kind of noise and on the true
separation between data. If WPM is considered, the noise analysis turns out to be always correct
because data are completely uncorrelated and there is no difference in considering them at a
certain date or another. Only in case of TDEV evaluation, attention is to be paid because TDEV
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values depend on the stated 7, value. With other noise types the assumption, instead, is nearly
correct when the data aperiodicity is small. Otherwise the result may be highly biased. In the
particular case of the TWSTT periodicity, it was found [2] that, in case of WFM and RWFM,
such technique leads to a noise overestimation for small 7. Since the repetition rate of TWSTT
has only a slight aperiodicity, the bias in the results is only a minor one, but other data sequences
affected by different aperiodicities could present more critical problems if treated as equally
spaced.

Despite the fact that the evaluation technique with an “average” 7, is quite simple and allows the
use of the commonly made software that requires evenly spaced data, some underhand pitfalls
can cause significant errors. For example, always in the case of the TWSTT periodicity, the
average spacing of 2.33 days can be assumed when all the scheduled measures are performed, i.e.
each Monday, Wednesday, and Friday. In reality it may happen that some measures fail or that
entire measurement weeks are absent. The easiest procedure is to make a list of all the available
measures regardless of their dates and to evaluate the ADEV with an overlapping procedure as if

the data were equally spaced by an average 7, (estimated by total measurement period divided by
the number of actual measurements). This can be very dangerous. In case of colored noises, the
noise identification can be misleading, because data spaced for example by one or more weeks
are treated as if they were spaced only by two or three days.

2.3 MISSING DATA RECONSTRUCTION

A third approach consists in the reconstruction of the missing data by using interpolation
techniques. This solution was examined in [1], and also in [3]. It presents the disadvantage that
results are biased because the interpolation acts as a filter. The results obtained in the case of
WPM, WFM, and RWFM, considering the current TWSTT periodicity and a straight line or a 5%
order polynomial interpolation of the missing data, are illustrated in [1]. Here only the example
of white PM is reported in Figure 2, from which it can be seen that the technique of a fictitious
7,=2.33 days seems to lead to overestimation, while the interpolation leads to underestimation of
the true noise, particularly for small values of the integration time. It is worthwhile to stress that
the overestimation of the first method is due to the dependency of TDEV on 7, value, while with
colored noises, the overestimation is effective. '

3. THE ESTIMATE OF MISSING DATA AND UNCERTAINTY EVALUATION

Particular applications need the knowledge of the clock comparison exactly at a certain date
which is not in the measurement schedule. The complete evaluation of the missing data asks for
its estimate and also for the uncertainty of such estimate.

To this aim, it is necessary to know:

1. the uncertainty on the measured values and the kind of noise due to the comparison
technique;
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2. the dynamical model describing the evolution in time of the clock difference and the noise
affecting the clocks over the observation intervals of interest.

Let’s consider, for example, in the typical TWSTT sequence, measurements performed on

Monday and Wednesday, but the necessity of estimating the clock difference on Tuesday. As a

first step let’s consider the simple case of measurements affected by negligible uncertainty. Two

hypothesis are then assumed:

1. measurements with negligible uncertainty;

2. clocks affected by phase random walk (i.e. white FM) and clock difference (e.g. UTC[i]-
UTCIj]) described by the following equation:

x@+1)=x(t)+y-t+&()

where 7 represents the interval of one day, x(?) the clock difference, y the relative frequency
deviation, and €(#) a random Gaussian noise yielding the white FM and thus the random walk
PM. The latter assumption is reasonable in case of cesium clocks compared daily. From one day
to the following one the dominant noise driving the clock behavior is a white FM, resulting in a
phase random walk. It is also assumed that the relative frequency deviation y is known. That may
not always be true because the y also has to be estimated from the measures. The estimation of y
can follow different ways (long or short observation interval, different number of measures...)
and we will not discuss here this topic. If comparison measures are available for a certain period
of time (e.g. months), it is reasonable to assume that the frequency deviation can be easily
estimated and thus, for the Tuesday interpolation, it may be supposed known. The situation is
thus depicted in Figure 3 where the knowledge on Monday and Wednesday is “perfect,” but in
the middle the random behavior of the clocks can follow different paths. The estimate of the
clock state and its uncertainty follows from the theory of random walks.

A random walk is a process defined by the accumulation of independent random steps and it is a
particular Markov process [4], whose peculiarities is that the knowledge of the future state
depends only on the present state and not on the past. In case of clocks, it means that the
“position” on Tuesday depends only on the position on Monday and not on the previous
behavior. The knowledge of the Monday value is then sufficient to estimate the possible state on
Tuesday. Since the state on Wednesday is also known by measurement, estimation on Tuesday
can also be seen as a “backward” estimation problem. From the theory of least squares and its
dynamical version (Kalman filter) it can be demonstrated that the best estimate Xp,, of the
Tuesday value, knowing Monday and Wednesday measures and with the assumptions above, is
the average value (corresponding to a straight line interpolation) between the measures of
Monday and Wednesday. Such estimate is described by a Gaussian probability density centered

2

on the average value X, =(xMontXWed)/2 and its uncertainty is given by uy,, = UT" , where

o2, is the “diffusion coefficient” describing the daily random walk and that can be easily
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estimated by observing [5] that 62, = AVAR(7)-t, with dimensions of [62,]=ns?/day, when x is
measured in ns and 7 in days. The estimation of the Tuesday value is thus obtained as depicted in
Figure 4.

Let’s now consider a more realistic case with the following assumptions:
1. measurements with an uncertainty due to the comparison system, corresponding to a white
PM (thus uncorrelated from one measure to the following and uncorrelated from clock noise)

with zero average and variance o2, ;

2. (as before) clocks affected by phase random walk (i.e. white FM) and clock difference (e.g.
UTC(i)-UTC(j)) described by the following equation:

x(+0)=x({)+y -T+()

In this case, the measurements are executed with an uncertainty o, ; therefore the knowledge of
the clock state on Monday and Wednesday is not perfect. From Monday to Wednesday, the
evolution of the clock state is always described by random walk in phase. The best estimate is
also in this case obtained by the average of the Monday and Wednesday values, but the
uncertainty of this estimate contains also the contribution of the measurement uncertainty,
leading to a final Tuesday uncertainty 7y, equal to:

=.|lonton)
UTue=\——75

In this situation also the previous and following measures become useful. By the knowledge of
clock behavior and the characteristics of the involved noises, the measures performed before that
Monday can be inserted in a Kalman filter and the estimation of the clock state on that Monday
can improve. That means reducing the uncertainty on the knowledge of the clock state on

Monday, i.e. reducing the o, by the use of previous measurements. Let’s indicate by o,, ie.

“best estimate,” the resulting uncertainty on the knowledge of the clock state on such particular
Monday. If the model is correct the following relationship holds:

Obe <Opms
The same can be done backwards, for improving the knowledge of the Wednesday state by
filtering the measures at disposal after that particular Wednesday. We are now in the same
situation of the beginning but with the estimates on Monday and Wednesday affected by a minor
uncertainty o,,. Nevertheless the clock random walk between Monday and Wednesday is
unchanged and unaffected by the knowledge of previous and following data. The previous and
the following data can be used to reduce the uncertainty of the Monday and Wednesday
estimates, but nothing can be done to reduce the noise contribution o,,. Therefore the best

estimate of the Tuesday datum is always obtained by the average %1, = [(XMon+txWed)/2] with

, 2 | 2
uncertainty given by O+ Gbe)z as depicted in Figure 5.




Let’s now briefly examine the case of a reconstruction on Saturday or Sunday datum based on'
the Friday and Monday measures. In the case of measures without uncertainty, the best estimate
of the Saturday value is obtained from the linear interpolation of the Friday and Monday values,
but, if the measures are affected by an uncertainty o, the estimate on Saturday is not directly
the linear interpolation of Friday and Monday data, but it has a term depending on the o, and the

frequency deviation y also. The best estimate Xg,, of the Saturday value can be written as:

2 2 2 2 2
(Oms +201,) Opms (COms +Orw)

'Mon
20'3,5 + 30'3“, 20'3,3 + 30'3w 20'3:: + 3q,2w

i iSat = XfGpi
and it can be seen that, in case ¢, =0, the estimate reduces to the linear interpolation given by :
Xop = 2 X +—X
Sat 3 Fri 3 Mon

The uncertainty ug,, on such best estimate can be written as:

20'3,s + 30',2w

_ a‘,‘:,s +30'fw-0'3,s +20'fw
U = "~

the same expressions are valid for the Sunday reconstruction, by interchanging the role of Friday
and Monday.

- The assumptions herewith considered can be quite realistic in the case of TWSTT comparing two

high performance Cs clocks. Actually, the model of the clock noise could be incomplete because
a pure random walk was considered with frequency deviation y assumed to be known and fed as
an external input. In case the frequency offset had to be estimated inside the same estimation
process, the estimate would depend on the technique chosen for the estimation of the frequency
deviation. In this case a complete Kalman filter has to be examined and some runs can give an
estimate on the uncertainty of reconstructed values [2].

If the frequency offset is not known, the Kalman filter has to estimate both frequency and phase
offsets between clocks, so some uncertainty is added on the Tuesday estimate because there is
one more state element to be estimate and thus introducing uncertainty. Therefore, by adding in
the model an unknown frequency deviation, the result is that the Tuesday estimate is obtained
with larger uncertainty than the case here evaluated. The cases presented above can then be
considered as the case leading to the minor uncertainty on the Tuesday reconstruction. Let’s
recall that the estimate is optimal only if the model, concerning clock dynamics and noise as well
as measurement noise, is correct.
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4. RESULTS OBTAINED USING THE TWSTT MEASURES

The developed theory was applied to TWSTT experimental measures supplied by the TWSTT
. Study Group, through the BIPM, and concemning three different data sequences as summarized in

the following table

UTC(i)-UTC() First Last Days in Weeks in
Datum datum | the period | the period
PTB-NIST 01-08-97 | 08-05-98 281 40
TUG-NIST 01-08-97 | 08-05-98 281 40
TUG-PTB 21-02-97 | 06-05-98 440 62

The results on experimental data are to be considered examples of how the theory can be applied
and which can be the consequent estimates in the frame of particular assumptions, with the aim
of helping the following development and understanding of particular aspects of TWSTT and the
use of their measures.

4.1 NOISE ANALYSIS

In order to evaluate the noise affecting these series, the three different approaches described in
Sec. 2 were followed. In the case of ADEV evaluation, with the method referred as “true
ADEV,” i.e. the first of the outlined methods (Sec. 2.1), only the measures at disposal were used
without any prior manipulation. The other two methods need some kind of missing data
reconstruction, in fact also by using the method of a fictitious 7=2.33 days, the missing
scheduled measures (i.e. on Monday, Wednesday, and Friday) need to be reconstructed to
preserve the spacing of 2-2-3 days between measures. This was done by linear interpolation,
because it seemed safer than leaving the “holes” and evaluating a new average 7,. The new
sequences obtained are affected only by the typical uneven periodicity of the TWSTT. The last
method (Sec. 2.3) asks for a complete reconstruction (i.e. also of Tuesday, Thursday, Saturday,

and Sunday) in order to obtain a daily sampled data series. ADEV and TDEV were estimated
according to the three procedures [2].

Let’s here examine only a particular interesting result concerning only the “true ADEV.” From
an inspection of Figure 6 some important hints can be obtained. First, the ADEV behaviors are
very similar to the high performance HP clock stability, indicating that, at least on such
observation intervals, the noise added by the TWSTT link is negligible and clock instabilities are
dominating. This is particularly true for the sequences TUG-PTB and TUG-NIST, where a first
part due to white FM is recognizable. In the second part of the plot something similar to a flicker
FM appears and that could be perhaps due to the combined effect of true clock noise together
with the steering or clock correction effect. If it is assumed that the ADEV of the sequences
TUG-PTB and TUG-NIST represent clock noise, it is possible to trace the slope corresponding to

white FM and estimating the white FM level of clock noise over =1 day. This leads to the
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estimation of ADEV(lday) =3-107"4.

On the other hand, the ADEV corresponding to the sequence PTB-NIST shows the typical clock
instability behavior except maybe for the first point on 7=2 days, which seems a bit higher than it
should be if belonging to a white FM slope. Since we don’t have here other information on the
measurement system noise, let’s assume that this first point belongs to a white PM slope
representing the noise added by the comparison link. This is a conservative estimate of the
synchronization noise; the actual noise could be lower. Also, this is an hypothesis on the TWSTT
noise, and other hypotheses would be possible. The white PM assumption is certainly the
simplest and often it is reasonable, but the final statement concerning TWSTT system noise
come from experimental evidences and not from assumptions. Since we are here interested in the -
evaluation of missing data, such hypotheses are necessary for the following treatment, but results
are valid only as long as the assumptions of the theoretical model can reasonably represent
reality.

If a white PM is assumed, by tracing the corresponding slope, a value of ADEV(lday) ~3-1071* is
obtained, representing the noise added by the measurement system. Since, in the following

evaluations, the classical variance cs',z,Ls of the measurement system is needed, it can be evaluated
by remembering that in case of white PM the classical variance is equal to TVAR(7) and that,
when =7,=1 day, ADEV(7)=MDEV(7). Therefore,

o2, =TVAR(10)=AVAR(10)--%9' = Gp %17 ms

4.2 MISSING DATA EVALUATIONS

The second problem of estimating UTC(i)-UTC(j) values on a certain date is also addressed in

the frame of the following working assumptions:

1. measurements with an uncertainty due to the comparison system, corresponding to a white
PM (thus uncorrelated from one measure to the following and uncorrelated from clock noise)

with zero average and variance o2 ;
2. clocks affected by phase random walk (i.e. white FM) characterized by a “diffusion

coefficient” o2, and known relative frequency deviation y.

From the noise analysis illustrated in the previous section and in particular from the discussion
concerning Figure 6, some estimates of the noise are assumed, with the aim of providing an
example on how the estimation of the missing data can be performed. Therefore, the following
numbers are not to be considered definitive, but only an illustrative example.
As far as the noise of the comparison link is concerned, it was estimated that:

0,2,,,=TVAR(1:0)=AVAR(10)-%°— = o, =17 ns
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As far as the clock noise o2, is concerned, it was estimated that ADEV(lday)~3-107". By

recalling the relationship, o2, = AVAR(t)-t, with dimensions of [02,]=ns?/day, it can be
estimated:

(o2 2 2
o2, = AVAR(lday) - 1day =9-10728 . 86400s = 9(35—]( 864005) ~782_

ay

With these noise values, it appears that the best estimate of Tuesday value, when measurements
are performed on Monday and Wednesday, is the average value of the Monday and Wednesday
measures with uncertainty uTye:

’ 2 2
UTye = (Um + 6’"’% ~2.3ns

while the best estimate of the Saturday value, when measures are performed on Friday and
Monday depends on the value of the relative frequency deviation y, and its uncertainty is:

~2.6ns

_ a,‘:,s +3a'fw-0'3,s +20-fw
Ugar = ) )
20, +307,

5. CONCLUSION

The statistical problems that arise in the treatment of irregularly sampled data were investigated
and some possible procedure to overcome such problems were proposed. Firstly, the ADEV and
TDEYV analysis can be performed by following three approaches:

1) finding some regularities in the irregularly sampled sequence. For example, in case of
TWSTT, for =2, 5, 7,9, 12, 14 ... days the ADEV can be evaluated without any manipulation
of data; - "

2) proceedings as if the data were equally spaced of a fictitious 7,=2.33 days. Particular care is to
be taken: results are correct only in case of pure white PM, if not the noise is overestimated;

3) interpolating missing measures with the aim of obtaining a daily spaced sequence. Noise
results depend on the real noise and on the data reconstruction which filters the faster noise
frequencies. Therefore, for small values of 7, ADEV and TDEV are underestimated.

The second aim is the best estimate of the clock difference on a certain date when TWSTT
measurements are not available and the uncertainty of such estimate. By using the theory of least
squares and the Kalman filter it was possible to evaluate the best estimate and its uncertainty,
which depends on the noise of the TWSTT measure as well as on the random noise of the clocks

and on the clock model. To provide an example, the following working assumptions were
formulated:




- TWSTT comparison noise corresponding to a WPM;

- clock noise over one day corresponding to a WFM;

- relative frequency deviation of the compared clocks known with negligible uncertainty.
In this frame the best estimates of the missing data and the uncertainties were inferred.

It is worthwhile to remember that different level of noise or different models would lead to
different estimates, therefore each particular situation has to be suitably evaluated, accordingly to
the main lines here developed. In particular, the final uncertainty added by the measurement
system should be derived from experimental tests and not only be based on assumptions. As a
last remark, if the measurement was performed on the requested Tuesday or Saturday, the only
uncertainty would be due to the measurement system.
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Questions and Answers

ROBERT DOUGLAS (NRC): For the uncertainty in the hydrogen maser comparison, were you including
the flicker floor noise?

PATRIZIA TAVELLA (IEN):: Actually, I used white frequency and a drift, because I had some drift
specifications on the hydrogen maser, which I used. I spoke with persons making the measurements, and I
asked for the actual measurement, which seems to have a flicker. Since all these evaluations are done in
an analytical way, the flicker is difficult to be treated analytically. I suppose that even if we consider
something that is worse than flicker, for example, random walk frequency, it will be at such a lower level
that in any case it will be negligible. The random part of the hydrogen maser will be negligible, I guess.




30th Annual Precise Time and Time Interval (PTTI) Meeting

THE RANGE COVERED BY A CLOCK ERROR
IN THE CASE OF WHITE FM

Patrizia Tavella* and Daniela Meo®

*Istituto Elettrotecnico Nazionale G. Ferraris
Strada delle Cacce 91 10135 TORINO
tel +39-11-3919235 fax +39-11-3487046 e-mail tavella@tf.ien.it
° Universita di Torino, Dip. Matematica,
V. Carlo Alberto 10, 10124 Torino, Italy

Abstract

The range covered by the time error of a clock affected by a white frequency
noise is studied by means of the theory of the Wiener process and its probability
distribution is inferred. The application to atomic clocks and the MTIE
characterization used in the telecommunication standards is also examined.

1. INTRODUCTION

In these last years, mostly due to the input of the telecommunication community, it
became of interest to know of the possible range spanned by the time error of a
clock, since it helps in correctly designing the memory buffers. The problem may be
illustrated as follows: suppose we have an atomic clock used as a synchronization
unit in a telecommunication network and we know that the clock signal is mostly
affected by a certain random noise. Which is the "time error,” i.e. the phase
deviation, that such a clock may accumulate in a certain time interval? Apart from
deterministic trends, the answer regarding the random component may only be a
probabilistic one in view of the stochastic the nature of the process. So the problem
can be better expressed as: knowing the spectral density of phase fluctuations,
which is the probability law of the range spanned by such phase fluctuations?

The case of white phase noise was recently examined and it was possible to infer the
probability law of the spanned range [1, 2, 3]. Also the relationship between the
amount of white PM noise stated by the Allan deviation or the spectral density and
the Maximum Time Interval Error MTIE, largely used in the telecom community
and recently defined as a percentile quantity [4], was evinced. In this paper, the
case of Gaussian white frequency modulation, which results in a phase random
walk is considered and the range probability law is inferred, by the study of Wiener
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processes and their characteristics. This study yields to the estimation of the
"maximum" range that can be spanned by the clock error by the identification of a
certain percentile in the range distribution, i.e. a range value which is not exceeded
more than a certain small percentage of times. The relationship of the percentile
range and the MTIE is again investigated and some examples of atomic clock white
frequency noise and possible percentile MTIE are given.

2 MATHEMATICAL BACKGROUND

In the following the theoretical definition and characterization of the Wiener
process are introduced [5]. Symbols used hereafter are typical in the description of
stochastic processes and are different from the common symbols used in PTTI
descriptions. The application to the time error of a clock and to the
telecommunication standards will be addressed in the next section.

Let {X&} be a sequence of mutually independent random variables with a common
distribution, zero mean and variance o?. The discrete variable S»

Sn=X1+.. .+Xn, (SO =0),

denoting the position at time n (integer) of a moving particle, describes a random
walk. The range R spanned by the discrete process S» is defined as the difference
between the maximum and the minimum value, therefore:

Rn=max [0, S1,..,8:]~min [0, S1,..,SA].

The discrete sums S» are asymptotically normally distributed and can be considered
as the value at time ¢t=n of a continuous Wiener process. For the evaluation of the
spanned range, the continuous approximation is more convenient, therefore, the
sum Sn is replaced by the Wiener process S(t) where S(0) =0. Moreover, the
introduction of the Wiener process is not only useful for the following analytical
development, but also because the Wiener process itself can be a convenient
description of reality, for example when describing the error of an atomic clock.
Therefore, in the following only the continuous Wiener process will be examined. At

any instant ¢, S(t) is a normal variable with zero mean and variance ¢2t , therefore

probability that the process S(z) is in the position s can be described by the
probability law:

. — — —_ l __{i_
p(st) Prob{S(t)=s} S mexp{ 20_21} 1
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A Wiener process with drift u. can also be introduced as Y(z) = S(t)+ut, but for sake
of simplicity the case with p=0 is here examined. Nevertheless, the range

distribution can be found also in case of p # 0. In the new notation, the range of S(t)
is defined as:

R(0,9) = maxoeret S(T) — mino<t<t S(T).

assuming that S(0) =0. Studies on the peculiarities of the Wiener processes are
reported in many papers and reference texts [5,6,7]. Particular attention is devoted
to the study of the survival probability of a restricted process, i.e. the probability
that the Wiener process evolves till the instant ¢ without having touched upper and
lower boundaries a and b (a>0, b<0). The survival probability benefits from many
analytical results and it can be seen that there is an intimate relationship between
the probability distribution of the range and the survival probability [8, 9, 10, 11].
We will investigate such a relationship. The study of the range probability
distribution requires evaluating the joint probability distribution Fmmt) of the
maximum and the minimum value of the process, indicated respectively with M and
m. Fmm(t,b,a) represents the probability that the minimum value m doesn’t exceed
the value b and the maximum M doesn’t exceed the value a:

FnM(t;b,0)=P{M(t)< a, m(t)<b}.
This probability can be expressed as:
FuM(t;b,0)= P{M(t)< a, m(t)< b}=P{M(t)< a} -P{M(t)<a, m(t)>b}.

where the survival probability P{M(t)<a, m(t)>b} of the process restricted by the
barriers a and b is introduced. Let’s consider the joint density function f,ub,a) of

the maximum and the minimum, i.e. the probability that the larger value falls
between a and a+da and that the smaller value falls between b and b+db, obtained, by
definition, as:

0% Fy s (:h,0)
obda

Smm (b,0) =

Since we consider the Wiener process S() with S(0)=0, the existence field of the joint
density function f, ;(b,a) is given by the region in which a is positive and b negative.
Moreover, in such a region, a certain sub-region Dr can be identified where the
following relationship concerning the range holds:
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Dr = {0<RO)=M(t)-m(t)sT }

The region Dr can be identified by the following relationships:

b.<.0,a20’ that is —erSO, .
a-bsr. O<a<r+b.

The range probability distribution, i.e. the probability that the range R(0,#) doesn’t
exceed a certain value r, is given by the integral extended to the region D: of the
joint density function of the maximum and the minimum, i.e.:
OF, y(t:;b,a) a=ber

ab ]

0
Fa ()P0 < 1) (1o (b, 0)dbda = j[ "

a=0

From this writing it is intuitive that the range probability distribution depends on
the survival probability, which is known in case of a Wiener process. By several
laborious calculations, the range probability distribution can be obtained as:

Fr(r)=P{R(0,}) < r}= 2

= 2k |, e J 020 k-1 20-kr| . [20+k)r

_Ex{ 6&1{0\@]”@ 7 ]+4kE 5 }+k(Erf[———GJZ ] Erf[ T D}
2

y
je“zdx stands for the error function.

VX

An analogous but more complicated expression holds for the range distribution in
case of a Wiener process with drift p [10]. In Fig. 1 the range probability
distribution (2) is represented for a Wiener process with variance o2=1. We can
note that, for fixed ¢, the probability distribution increases when the value r is
rising. It means that, for a fixed ¢, it becomes more and more probable to observe a
range below the threshold level r, if r is high. For fixed r, instead, it can be seen that
the probability that the covered range is below the threshold value r, is initially
high, but then it decreases with time. If we consider an horizontal section of the
Fig.1, we can identify the curves relating ¢ and r that guarantee a certain percentile
in the range distribution, i.e., for each ¢, a range threshold r which is not exceeded

where Erfly]=
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more than a certain percentage of times. By fixing the probability level at the
values 95%, 90%, and 80%, the Fig. 2 is obtained, where the range thresholds r are
on the vertical axis and the time instants ¢ on the horizontal one. It can be observed
that the curve referred to the largest percentile increases more rapidly, that makes
sense because, for fixed ¢, the threshold range r that guarantees to be larger than
the observable ranges in 95 out of 100 cases, should be larger than the threshold
ranges corresponding to smaller percentages.

3 RELATIONSHIP WITH THE MAXIMUM TIME INTERVAL ERROR (MTIE)

The study of the probability of the range spanned by a Wiener process can find
immediate application in the characterization of clocks. This is of particular interest
in case of digital telecommunication networks. Digital switching equipment in fact
require synchronization in order to avoid slips in the input elastic stores [12,13,14].
To specify the clock stability requirements in telecommunication standards, the
International Telecommunication Union (ITU-T) defined the quantity MTIE
(Maximum Time Interval Error) [4]. It measures the range covered by the error of a
clock with respect to a known reference. Let x(t) be the time error of a clock and ©

the observation time, the range of the clock error is defined as (Fig. 3):

MTIE,, (r)=tog§ziﬂ(x(t))~ min (x(:).

to_ o+t

Recently ITU-T defined MTIE(z, B) as a specified B-percentile of the random
variable MTIE(z), that is to say as the range value which is not exceeded more than
a certain small percentage (1-B) of times, for any to.

The clock phase error x(f) is usually due to deterministic variations and to
stochastic noises of different nature. In most of the commercially available clocks
and reference oscillators one of the dominant noises, over certain observation
intervals, is due to a white frequency modulation, which results in a phase random
 walk. Therefore, the previous study of the range covered by a Wiener process is of
immediate utilization to study the range covered by the phase error of a clock
affected by white FM. Let’s consider a white FM with zero average that
corresponds, in the stochastic process language, to a phase error described by a
Wiener process S(t) without drift (u=0 ) and with variance ¢2. The range spanned by
the phase error x(%) is thus the range spanned by the process S() as studied in the
previous section, where we replace the elapsed time ¢ with the observation interval
. For sake of convenience, let’s consider the new variable Ry = R/g, i.e. the range
normalized over the square root of the variance for unit of time of the Wiener
process, Ry is dimensionless. According to the results obtained in the previous
section, the probability distribution (2) of R~ can be written as: ‘
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Fp (ry) =P{Ry(1)< 1N }= ' 3
&l 2kry A+20ry |, 40 j{(2k—l)rN]
kzﬂ{ 6kErf[ o :’ + 4kEr/[———‘/.2_; ] +4KkEr B +
2(1-K)ry 201+ k)ry
il 2|2 D}

Such distribution probability allows the interpretation of the percentile range as
contained in the percentile definition of MTIE(z,B), in fact, by fixing the percentile

level FRN(rN)=B = 0.80, 0.90, and 0.95 respectively, as done before, the percentile

curves of Fig. 2 are obtained and they describe the range threshold values that are
not exceed in the B percentage of observations. The same percentile curves are also

represented in Fig. 4 in logarithmic co-ordinates and with the normalized range
values. From Fig. 4 some numerical estimations of the MTIE(z,B) are possible, when
the level of random walk noise is known; for example, for =105 units of time, the

normalized range threshold level corresponding to the 90t percentile is about equal
to the value 750. From the expressions (3) of the probability distribution Fg (x), it

is difficult to analytically solve for the expression relating r and r for a fixed
probability. The percentile curve represented in Fig. 2 and 4 are thus found by
numerical evaluations, but it can be seen that such percentile curves are nicely
approximated by the curves

v = kg2t

where kg is a real number depending on the probability levels and that in the
represented cases amounts to: kso = 1.39, keo= 1.59, and kes=1.77

This approximated relationship allows to find a direct, through approximated,
connection between the percentile range, thus the MTIE(r,) and the noise

variances. Let’s evaluate that.
In the language of stochastic processes, the Wiener process is described by a drift p
and a variance o2. In clock stability characterization, we are more familiar to Allan

variances or spectral densities. The relationship between the Allan variance AVAR
and the o2 of the Wiener process is given by [15] o? =AVAR(1)-t, where the
dimension of ¢ are [ps/+vs], when the phase error x() is measures in ps and 7 in s.
The square root of the variance for unit of time of the Wiener process, used for
normalizing the range, is therefore ¢-+1s. By using the approximated relationship
above, the known [16] time domain/frequency domain relationships, by choosing the
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range and t units in ps and s respectively, the percentile range MTIE(z,f) as a
function of T can be written as:

MTIE(:,B) = kgv21 -6= kg2t -(ADEV(1)-¥7) = kg2t ._‘/\E;

where ho is the constant that determines the amount of white frequency noise in the
polynomial model for the frequency spectral density S,(f). It remains to evaluate
what can be the numerical values of MTIE(r,B) for some typical clocks. This is
discussed in the next section.

4 NUMERICAL EXAMPLE
Let’s evaluate the percentile range, thus MTIE(t,), for example of a typical

commercial high stability cesium clock. Let’s assume that the noise of the clock is
due to a white FM with zero average, that means that the cesium clock is

considered on observation intervals of about 1<t<10® s, and that its frequency

deviation is equal to zero (corresponding to p=0). Let’s suppose that the WFM noise of
such a Cs clock amounts to a typical value given by

ADEV(t)=1-10""1 .12 1<t<10% s

By using the relationship between the Allan variance AVAR and the o2 of the
Wiener process, it is found:

6= ADEV(ls)-Ts =1-101! . {1s =10 2. Is =10 &2
S

Vs

The square root of the variance for unit of time of the Wiener process, used for
normalizing the range, is therefore o-y1s=10ps. Now the values of the threshold

percentile range reported in Fig. 4 can be interpreted as a percentile range, thus
MTIE(z,B), provided that t is measured in seconds and the normalized range values

(dimensionless) reported in Fig. 4 are multiplied by the normalization factor that is,
in this case, o-y1s=10ps. Therefore, the MTIE(z,B) that could be observed on the

phase error x(¢) of the considered Cs clock are reported in Fig. 5 and, for example,
for v=10s, it amounts to about 7.5 ns, which makes sense considering the stability
of the considered clock. By using the approximate relationship discussed in the
previous section it can also be written that, for the particular clock: MTIE(z,p) ~

ksy2t 10 ps .
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It can be worth comparing there results with the MTIE(t,8) prescribed by ITU

standards. For example, the case of a Cs clock is considered in the standard [17]
concerning primary reference clocks(PRC), which reports the limits for MTIE(z,B)
values, giving:

MTIE 0.275-1073.1+0.025 ps for 0.1<t<1000 s
107%.74+0.29 us for 1>1000 s
Some numerical values are for example:
=18 MTIE ~ 25 ns
1=10s MTIE ~ 27.8ns
=100 s MTIE ~ 52.5ns
1=1000 s MTIE ~ 300 ns
1=10000 s MTIE ~ 390 ns

which are represented by a dotted line in Fig. 5 and that are largely achieved by the
stability of the considered Cs standard.

CONCLUSION

By the analytical study of the properties of random walks and Wiener processes, it
was possible to infer the probability distribution of the range covered by the process.
This helps in understanding the percentile MTIE(t,B) used in telecommunication for

describing the range covered by a clock time error, when the noise of the clock is due

to a white FM and thus random walk of phase. An example concerning a high
stability commercial Cs clock gives estimates of the expected MTIE(z,8) which

largely comply with the requests of teleco;nmunication standards.
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Fig.1: range probability distribution Fx(7) for a Wiener process with zero average and o?=1.
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Fig. 2: Horizontal section of the surface in Fig. 1 representing, for each ¢, the
threshold percentile value of the range rin the case of the 80, 90th, and 95t
percentile.
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Fig. 4: normalized range threshold values, versus observation time for different percentile levels.
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Fig. 5: MTIE(z,B) as expected from an high stability Cs standard and ITU requests (dotted line, top left)
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Questions and Answers

JUDAH LEVINE (NIST): The anti-specification usually has a requirement on the frequency accuracy as
well, but you do not have that in your method.

PATRIZIA TAVELLA (IEN): No, the frequency accuracy for such a finite standard is that the frequency
deviation should not exceed 10™" over the long term. In the case of cesium, I think it is very well done.

JUDAH LEVINE : But, it might not be true for rubidium.

PATRIZIA TAVELLA: Yes, you are right.
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Abstract

Factors such as the unbounded growth in technology, as well as the desire for better, faster,
and cheaper products, will always increase the pressure for advancing time transfer systems in
the foreseeable future. Timing users will continually need systems with more features than
before, improved robustness over previous systems, and better timing precision, stability, and
accuracy than ever.

Often lost in the pursuit of timing system advancements is the perspective of the operator
(user) of the system. This paper addresses elements of operations that are essential to the
cohesiveness between a system and its operator. These often forgotten elements include system
training, system continuity, operational simplicity, operator responsibility, and common sense in
implementation.

INTRODUCTION

“A time transfer system is only as sophisticated as the confidence level of the operator/user.” How often
will the designers of time transfer systems stop to reflect on this simple thought?

The great technological growth the world is currently experiencing, especially since the dawn of the
information superhighway, has opened the door for countless innovations for countless products in
countless time transfer applications. Ultimately, though, if a customer doesn’t feel comfortable with the
operation of a new product, the countless innovations may prove to be more counterproductive than
useful.

Advances in the determination, maintenance, and distribution of PTTI will require additional insight in
the needs that drive such advances, and will also require improved understanding of how to best
implement such advances with minimal risks of service interruption.

While continuing to advance on the technological front of timing systems, we must not forget the need to

ensure that the operators of these timing systems have the confidence to accept the systems that utilize
state-of-the-art advancements.

61




DESIGNING FOR OPERATIONS

Typically, the two major factors developers take into consideration in the design of a timing system are
performance and price—a customer will show interest in a product if it meets timing specifications,
without incurring an unacceptable financial tradeoff.

While not interfering with these two important goals, the design of a timing system should also
incorporate theory about the realistic operation of that system. How a system should theoretically work
only matters when that theory is allowed to operate in a realistic environment. In the real world, life isn’t
perfect, and the greatness of a system will depend on how it performs when adversity arises. Timing
systems should be ready to respond to adversities—“nominal case” software coding will eventually
become a problem—uat the worst possible time! After all, a PTTI system is only as good as its worst day.

System Documentation

Documenting the design of a system is not always the most enjoyable aspect of system development.
But, for many reasons, it is arguably the most important aspect. Documentation should never be
considered an “afterthought” of system development. Rather, the designers should treat documentation
as an activity parallel to such activities of coding, building, and testing.

Documentation is essential to configuration control and management. When a customer is trying to
operate a system, he/she must know how it’s supposed to operate, for two reasons: a) to keep the
customer protected from the pain of undesirable surprises, and b) to allow the customer to know when
something isn’t working the way it’s supposed to, and thereby allow the operator to intervene, as
appropriate.

Documentation ensures accountability. Many timing applications involve the use of multiple systems
interconnected in a typically complicated fashion. By understanding each component of a system, the
user/operator can proactively configure his/her application such that no components will interfere with
the optimal operation of the other components. And, when something doesn’t work, accountability,
through documentation, expedites the anomaly resolution process. In essence, documentation can
significantly reduce confusion, and can also help to resolve disagreements quickly.

The format of documentation may not be as important as the existence of documentation. However, the
format becomes most useful when it’s geared towards optimal absorption of content by the reader, who,
again, is the operator/user. Different applications will suggest the need for differing formats. Often,
though, similar designs can benefit from the use of similar documentation formats.

The purpose of documentation is to describe the purpose of the system, for the perspective of the
operator. Documentation provides understandable information, in an efficient manner, to the system

user. Documentation is optimal when it can serve the knowledge needs of the user, without
overwhelming the user.

System Training

In many military operations, the operational readiness of an organizational mission literally lives or dies
in the execution of approved standard operating procedures. The 2d Space Operations Squadron (2
SOPS), responsible for command and control of all operational Global Positioning System (GPS)
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satellites, is perhaps today’s flagship example of this principle. The enormous success of GPS has
resulted, in large part, from certified space operations crewmembers who exhibit outstanding checklist
discipline, and to the others within the squadron who facilitate accurate checklists for use by those
operators.

In 2 SOPS, classroom training provides only preparation for on-the-job training. Many can relate to the
necessity for having this understanding. How many times have we taken a C class, a UNIX Introduction,
or a Windows seminar, only to find out that once we get back to our desks, we require more
familiarization? The reason for this is simple. Though the classes we pay for may serve as excellent
building blocks for training, each particular operational environment is unique. This becomes
increasingly true as technologies become more and more diversified. As such, from now on, truly no one
can reasonably expect any classroom training to completely fill the whole training square. Nothing beats
the familiarization and orientation that on-the-job training provides.

System training proves itself sufficient if it can serve the purpose of adequately describing how a system
will work, but truly excels when it describes how the human being will work with the system.

Operational Continuity

“The more something changes.....” You know the rest. This statement hits home more than we realize.
We must ask ourselves, “How much of our work time do we spend creating something innovative,
compared to the time we spend re-inventing the wheel?” Many of us share the experience of spending
many hours re-working something, simply because the originators of a system didn’t take the time to
properly envision the need for system modularity.

We often forget the importance of not sacrificing the future for the present. Short-term fixes are no
substitute for Jong-term solutions. While alleviating symptoms of problems, true accomplishment occurs
when we can identify and correct the causes of our problems.

Operational Simplicity

Simplicity isn’t always that simple. Additional system features can add robustness, but can also increase
confusion. The more bells and whistles a system has, the less each one may be understandable to the
operator/user. When more bells and whistles sound, the higher the likelihood of operators tending to
ignore alarms, simply because they’re receiving too many.

Often, designers will add features that, on paper, seem to show potential for improving operational
performance. However, if the designers don’t have a solid perspective of what the true needs of the
operator are, such designers may end up complicating matters more than improving matters.

Such confusion often finds its way into the GPS community. One particular example involves the classic
accuracy vs. stability debate. To many experts in the clock community, the natural intuition is to believe
that the more accurate the clocks at the GPS monitor stations, the better. To an extent, and in the right
context, this intuition has some truth. However, what many in the timing community may not always
understand is that the performance of GPS actually depends much more on stability than accuracy.
Whether in navigation or time transfer, the performance of GPS is largely dependent on the stability of
the GPS Composite Clock. The stability of the individual frequency standards (in both monitor stations
and satellites) contributing to GPS time is paramount to ensuring Composite Clock stability. Sacrificing
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stability for absolute frequency or time accuracy at GPS monitor stations can actually degrade GPS
performance {1].

The above issue is merely one example. Many military communication systems prefer accuracy over
stability. Many digital communication systems, such as local area networks and the World Wide Web,
may not care too much about accuracy and stability, and actually may care more about simple
operational continuity. Most operators of PTTI systems look for the right combination of stability,
accuracy, and operational continuity. The mix will invariably be user-dependent.

Often, the best solution to a challenge will be the least intuitive, but the simplest in design and
infrastructure. Remember the KISS principle: Keep It Simple, Scientist!

OPERATIONS IN PRACTICE

The success of a timing system, of course, doesn’t merely rest on its design. Yes, operators make or
break a well-designed system. Though 2 SOPS commands and controls a superbly designed satellite
system (GPS), using sophisticated navigation and time transfer software, much of 2 SOPS’s operational
success over the years is directly attributable to the dedication of the personnel who make the day-to-day
difference in the operational availability and accuracy of GPS.

Coordination

The importance of coordination in the operation of a system is as follows: our activities may affect more
people than we might think—our activities might be more imporzant than we may think.

How many times in our corporate world have we felt “cubicles away, yet worlds apart™? How often do
we forget that simply taking the time to walk over to our co-worker could help prevent a problem before
it can even occur? How simple it seems, yet how uncommon in practice it occurs, that we take a minute
or two to pick up the phone to check with others before making decisions that could affect them
significantly? ’

How eager many are to offer suggestions and recommendations, but how often are we too lazy to ask for
them? Ultimately, if we are working on something that others will eventually use, we best benefit when
we actively solicit their feedback. And, sometimes simply opening the door for the opinions of others
isn’t enough--sometimes we absolutely have to fight for feedback.

The problem with blind spots is that we never know just how large they are! We must be careful when
we make assumptions. When we assume, what we truly assume is responsibility for the repercussions
incurred if we’re wrong! One of the most common mistakes we make is when we assume that
communication lines are foolproof. Unfortunately, in this technological age, along with advances in
communications comes the increased likelihood of communication breakdowns. E-mails can get lost,
people can misinterpret tone, and others will sometimes make incorrect assumptions. The key to
alleviating these natural problems is the never-ending conviction to always follow up.




Responsibility

We all must accept various levels of responsibility in our particular, unique work environments. We
must be reasonable, not just to others, but to ourselves, when we accept responsibility, explicitly or
implicitly. We must set reasonable goals, and prioritize.

By accepting responsibility for a system, we must think not only in terms of immediate explicit
responsibility, but also in terms of long-term, implicit responsibility. We all have learned international
lessons about the impacts of when we don’t responsibly act with foresight—we’ve seen many time
bombs—Y2K is perhaps our generation’s most egregious example.

Though easier said than done, we shouldn’t ever cover up problems; rather we should learn from
problems, and Jet others learn from them as well. People will respect us more in the long term. The
more one tries to cover up a problem, the less likely that problem will be able to experience the benefits
of a solution!

When we take control of a project (and subsequently take credit for that project), we must
simultaneously take accountability for that project. Trust is integral to the transfer of responsibility. We
can best earn the trust of others when we’re willing to accept the accountability that parallels the control
over particular projects. If we’re going to take advantage of people to further our careers, we should first
take advantage of ourselves, and our own integrity.

Common Sense

“It’s realistic to be optimistic, but even more optimistic to be realistic.” The best solution for a problem
will most likely be situation-dependent. One makes the best progress in problem solving when he/she
approaches and examines each problem uniquely.

For many years, many in the timing community had, via empirical analysis, identified what appeared to
be a 12-hour timing periodic in the broadcast GPS signal. Many inferred that what they were observing
was a 12-hour periodic in GPS time, and some even concluded that the periodic somehow must have
been due to some quirk in the GPS steering algorithm. In reality, however, as presented in the previous
year’s PTTI Meeting, the 2 SOPS Ephemeris Enhancement Endeavor (EEE) was able to reduce the 12-
hour periodic to the noise level of the GPS Master Control Station estimator, strictly by improving
satellite ephemeris and solar pressure state estimation [2]. The EEE team was able to rule out the GPS
time steering algorithm as the culprit of this periodic, and, at the same time, for the most part, alleviate
the periodic, without even touching the GPS steering algorithm.

The above example points out that, when one takes the time to give the unique attention that a unique
problem deserves, he/she will often take the course of action best suited for his/her long-term interests,
and help to prevent making the original problem worse. Knee-jerk reactions can result in injury! Taking
the time to properly assess what’s truly going on can ensure safe, progressive improvements in
operations.
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CONCLUSION

No portion of the above text truly presents anything new or innovative. The thoughts conveyed in the
above text are convictions most all of us have, whether consciously or subconsciously. Often, a natural
progression in our technological revolution is to become preoccupied with the technical aspects of a
great system, while forgetting to consider properly the operational needs of the user of the system itself.
This behavior is a perfectly natural characteristic of human nature in the technological age.

Designers of PTTI systems excel by staying cognizant of the requirements, goals, and expectations of the
operator. Effective lines of communication are essential. Designers who fail to recognize the time-
honored “customer first” principle will fail to grow and may eventually fade into a caretaker status, or
much worse.

We all want to harness the benefits of the many technical advances that are occurring literally on a daily
basis. At the same time, however, in order to take advantage of those technically advanced systems, we
must understand how to bridge the gap between the design of those advances, and the operational use of
those advances. The road to failure is paved with good intentions. The road to success is best driven by
confident, responsible, trained, qualified operators.
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Questions and Answers

MIHRAN MIRANIAN (USNO): Steve, you might want to comment on the fact that UTC did not run off.

STEVEN HUTSELL (USNO): Yes, good point. Mihran pointed out the fact that becanse GPS provides
the correction term for the GPS minus UTC offset in Sub-Frame 4, page 18 of the NAV Message, the 270-
nanosecond runoff that you saw did not directly translate into 270 nanoseconds of UTC time recovery to
users, because for the most part daily updates as a result of downloads from USNO to 2SOPS did occur.

So that at least it minimized the degradation and thankfully was able to keep the very top blue number
under 28 nanoseconds, which is the specification.

LT. DAVID CRATER (2SOPS, Schriever AFB): Steven, I wanted just to ask if you had a chance to get a
group of people in a room, people that designed navigation and time-transfer systems for solving those
types of problems. What would you say to them in terms of improving their thinking on solving these
problems and incorporating the types of principles that you have talked about, as opposed to solving a type
of problem that has a well defined set of things that need to be addressed? From a technical point of view,
how would you tell them to incorporate the types of operational issues that you have talked about?

- STEVEN HUTSELL: Obviously I am going to bias my opinion on the fact that I have spent most of my
time being an operator as opposed to being an analyst outside of operations. Therefore, my opinion is
going to be inherently conservative; and part of that opinion was formed by working in a squadron, which
you are now in, that runs very efficiently and very effectively because you have proven procedures and
check lists. I guess my biased suggestion would be to examine the problem very carefully and not to make
hasty decisions. In the case of this Colorado Springs event, there was enough time to get enough people
together as a “Tiger Team.” Unfortunately, for various reasons, that just did not happen.

We are not in a business where we have to make decisions so quick that the safety of the world is going to
depend on it over a few minutes. We are not launching ICBMs, for instance; but, at the same time, we do
not have that much time to resolve a problem. In the case of GPS, everything is geared around 24-hour
predictions; uploads are done 24 hours a day; downloads from USNO are done once every 24 hours. That
is basically the general time frame you have to respond in.

The answer to your question is: Just try to maintain a delicate balance of getting a concrete answer, but
not taking much too much time so that the problem lingers on - if that is any help.

JAMES DeYOUNG (USNO): I just have one comment. At the Naval Observatory we have had a number
of people who had a great deal of experience retire in the last few years. We have already gone through
that experience. There are other places — especially in this room, I see a lot of people that have been

- around PTTI for a long time who will potentially be retiring in the near future. The goal is that basic
knowledge is already out there, but there is still no replacement for experience in time and frequency.
There are so many complex systems in the field today that we have to get younger people experienced in
and understanding of the systems. It is great to approximate a clock with power-on noise and all of these
things; but in the data I look at day to day, there are so many noise processes involved together that the
simple models are not going to be sufficient. In my opinion, in the out-years, when you go to two-way

time transfer and especially GPS carrier phase over long distances; you are going to be risking a lot.
There is a lot of stuff going on that is scientifically interesting and are goals for bigger budgets in the
future years. .
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STEVEN HUTSELL: Right. It enforces the tradeoff of how much performance you want versus how
much redundancy and safety you have. As we are getting more technical in our systems, the more risks
we have of things breaking and more people being around not really understanding the quickest way to
solve it. Itis a dilemma.
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Abstract

We present a method for estimating the absolute frequency stability of N clocks separate from
a reference. The method introduced is o modification of the one proposed by Tavella and Premoli
(1993). After developing the theory we apply the method to atomic clock data gathered from the
USNO.

INTRODUCTION

The estimation of absolute frequency stability of clocks separate from a reference clock is usually
required in order to produce a mean time scale. The usual method which can be employed for
this task is the so-called “N-cornered-hat” method. As first presented by Gray and Allan [1], this
method estimates the stability of a fixed clock among an ensemble of N clocks by forming all
(N —1)(N —2)/2 triads of time differences which include those of the clock under test. The reason
for triads is to avoid overdetermination in the estimation problem. From each of these triads one
obtains stability estimates for each of the clocks in the triad under the assumption that clocks are
uncorrelated — these are the “three-cornered-hat” estimates. These estimates are then weighted
by a “triad uncertainty” to yield a stability estimate for each clock. Another version, developed
by Barnes [2], simultaneously uses all N — 1 time differences with a least-squares-type approach
to estimate the individual stabilities. These approaches sometimes lead to stability estimates that
are negative. Some attribute the negative estimate to its uncertainty [3], while others suggest the
possibility that the assumption of uncorrelation is not always valid [4]; both are probably true to
a significant extent. ‘

Recently, Tavella and Premoli {4] developed an approach which avoids the problem of negative
stability estimates by allowing the possibility of correlations among the ensemble of clocks. Their
approach is consistent and formally equivalent to the three-cornered-hat method when clocks are
uncorrelated, that is, both methods produce the same result in this situation. Their method,
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however, will not produce a negative variance estimate even when a three-cornered-hat approach
would. Since the problem of estimating absolute frequency stability is underdetermined, they
impose the condition that if correlations exist they should be “small.” They propose a condition
which amounts to finding the smallest correlations possible which keep a certain matrix positive-
definite. This will be explained in greater detail below. Since Tavella and Premoli’s work [4]
was done in the framework of three clocks, a weighted triad uncertainty approach can be used to
improve the estimates if there are more than three clocks in the ensemble.

In a later paper [5] Tavella and Premoli refined their analysis. They show that when the number
of clocks in a comparison increases, the amount of arbitariness in determining absolute frequency
stability decreases.

The goal of this paper is to generalize the methods of [4] and [5] and to estimate absolute frequency
stability for N clocks (N > 3). The results of this analysis will be discussed and applied to atomic
clock time difference data from the U. S. Naval Observatory (USNO).

NOTATIONS AND DEFINITIONS

Let o* = {z} : k 21} fori=1,---,N — 1 be the time differences of clock i with respect to a
fixed reference clock, say clock N, which is sampled every 7y seconds. We let X7 = {XI :k>1}

for j = 1,---, N represent the time differences with respect to a noiseless “ideal” clock, so that
= Xt - XN,
Define the fractional frequencies: . .
. T, —
vp=— % k>1 (1)
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and the process of averaging such fractional frequencies of order m > 1:

; Yk—1yms1 T Yk_1)mea + + U 1 &
gi(mr) = ~E=tmtl el %= 3 bl ymar @
=1 .

m

Notice that (2) reduces to (1) for m = 1. We define Y and Y{(m7y) by replacing z with X
appropriately. As a measure of time domain frequency stability we use the Allan variance. The
Allan variance of clock i referenced to clock N is defined as
1, y
sii(r) = 5((B3(r) - #1(7))?) (3)
where () denotes mathematical expectation. We assume here, of course, that the process of averaged

fractional frequencies is stationary and ergodic so that the definition (3) is well-defined. Most
-authors use the notation o7 y(7) to represent the quantity in (3), but we will use the notation set
forth in the works [4] and [5]. For what follows we need to define the Allan covariance of clocks i
and j referenced to clock N to be

si3(r) = (@) - HEEE) - A, @
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This statistic appears in [6] with different notation. It is worth mentioning at this point that a

covariance reduces to a variance for i = j; therefore we will refer to variances as covariances when no
confusion can arise. Furthermore, it is clear from the definition (4) that s;;(7) = s;i(7). However,
all these quantities are usually never available in practice and can only be estimated through a
large stretch of data (at least for 7 = m7p and integer m > 1) by the samples

1 n—2m

%= gy 2 G (mm) — 3L (m70)) (@41 (m70) = G (m70) (5)

where n is the data length. The goal of this paper is estimate the dereferenced quantities:

ris = 2{(F(r) = Ti)?) (6
and _
riy = (B0 - HEFH ) -FHo). (7
Again, some authors use the notation 6?(7) to represent the quantity shown in (6). The associated
sample quantity is defined similar to (4):

1 n—2m

3" (¥ 1(mmo) — Ti(mmo)) (Y., (mo) — ¥ (m7o)) -~ (8)
k=1

Fo =
Y n—-2m

By noting that yi = ¥} — ¥;¥ we deduce from (4)-(8) the following relations:

S$ij = Tij + TNN —TiN — TjN (9)
and
3ij = 15 + NN — TiN — TN (10)

If N =3 and all #;; = 0 for i # j then the usual three-cornered-hat estimates fall out of (10):

711 = 811 — 312
foo = S22 — 812 - (11)
733 = 812

This was noted in references [4] and [6).

THE TAVELLA-PREMOLI APPROACH

Let’s first outline the approach followed by Tavella and Premoli [4]. Suppose we are interested in
obtaining estimates of absolute frequency stabilities for three clocks, say clocks 1, 2,and 3. That
is, we wish to estimate the matrix

T T2 T13
R=| 792 roa 723 |. (12)
T3 T3 T33
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Notice the matrix R is inherently symmetric. Now consider the matrix

S = S11 812 .
S12 S22
S is symmetric and we know a priori S is also positive-definite. The relation (9) can be rewritten
to give the relations:

1 = 811 —T33+2r3
Te2 = 893 —T33+ 2123
Ti2 = 812 — 733+ 713+ ro3.

This means that all the entries of R can be written as functions of the elements r = (r;3, r23) and
the reference stability r33. To find estimates for the entries of R, Tavella and Premoli proposed the
following. We should find values of covariances r;2,713 and r93, which are small in some sense, but
keep the matrix R positive-definite. To understand in what sense they mean small define

G(ri2,m13,723) =13y + 123 + 15 (13)

Clearly, the minimum value of G is 0 exactly when r13 = re3 = 12 = 0, and, given (9), this implies
r33 = 812. That is, we arrive at the three-cornered-hat estimates (11):

. $11 — 812 0 0
R3_corner = 0 sp2—s12 0 |. (14)
0 0 $12
As long as
s11 > S12
S22 > 812 (15)
s12 > O

we have valid estimates of stability. However, if one of the diagonal elements in (14) is negative, we
obtain a negative stability estimate. This can be ruled out if we insist that the estimated matrix
R be positive-definite. Tavella and Premoli are able to show that the function

H(r13,793,733) = 733 — (r13 — 733,723 — 733)S (13 — 733,723 — T33)" (16)

is positive if and only if R is positive-definite. T' denotes transpose here. Therefore they suggest
the r;; should be chosen in a way that minimizes the following expression:

2 2 2
T1p + 713 + 733

17
H(r13,723,733) (17)

where the minimum is taken over all values 73,793,733 for which H is positive (i.e., R is positive-
definite). Notice that if H(0,0,s12) > O then the minimum of (17) is 0 and we again achieve
the three-cornered-hat estimates. This procedure, however, will not lead to a negative stability
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estimate. To see this just notice that the minimization occurs over a convex region, namely the
elliptic paraboloid region
P={(z,9,2) : H(z,y,2) > 0}.

The boundary of P, P, contains all the points where the function H identically equals 0. Since the
objective function (17) is convex, it is well known that the minimizer of this problem is unique. The
minimizer (r}3,733,733) of (17) will always satisfy H(r}3,r33,733) > 0 since points on the boundary
of P yield undefined values in (17). Now H > 0 implies R is positive-definite. The result follows
from the fact that positive-definite matrices have positive diagonal elements. The minimization of
(17) was carried out explicitly for N = 3 clocks [4] and its solution was formulated through the
zeroes of a sixth~degree polynomial.

The implementation of this method does show some subtle inadequacies however. As noted in the
introduction, a three-cornered-hat approach may give a negative stability estimate. Although the
Tavella-Premoli approach will not produce such a negative value, it may produce an optimistically
small estimate of stability. Let’s see why this may happen. It is easy to show that if the conditions
(15) are all satisfied then (0,0, 3;2) € P. Therefore, if 3;2 is arbitrarily small and positive, our
estimate for r33 will also be arbitrarily small. Similarly, if ;3 < 832 and §;2 is close to §;;, our
estimate for r;; may also be optimistically small. These effects have appeared in time difference
data gathered at the USNO.

This optimism can be attributed to the rather large domain of admissible values in (17). The
admissible region is an elliptic paraboloid in ®3. If more clocks are in our comparison then,as
shown in [5], this admissible region is substantially reduced and points that would be admissible
when considered through triads would be disallowed when considered in a multiple comparison. We
can use this substantial reduction in admissible values to generalize the Tavella-Premoli scheme.
We will take this up next.

A MODIFIED APPROACH

Suppose we have time differences from N — 1 clocks with a fixed reference clock N (N > 3) and we
wish to estimate the stabilities. We could, of course, apply the method of Tavella and Premoli [4] to
triads of clocks and weight appropriately. As noted earlier, this approach may produce optimistic
values of stability.

Let’s consider the following approach. In analogy to the method proposed by [4], we suggest an
obvious modification to (17) and find the values of covariances that minimize the following Tavella-
Premoli function:

Yicj T?j

H2(rin,--+,*NN)

(18)
where

H(rin, ++,*NN) =TNN — (AN = NNy, TIN — TNN)STHPIN — NN, -+ TIN — TNN)T

the superscript T' denotes transpose and the minimization is over those points r;y which keep H
positive. Here, the function H > 0 if and only if the matrix R is positive-definite [5]. Dividing
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by H above as mentioned earlier keeps the points ;5 away from the boundary of the admissible
region and, consequently, will keep the matrix R positive-definite. Notice the function (18) is
now a function of the N variables (rin,---,7ny) as well as, of course, the sij. Also notice that
function (18) has H squared in the denominator. This squaring is suggested in order to keep the
minimization problem scale-invariant. This will also be helpful in order to do the minimization from
a numerical point of view. The problem of minimizing (18) is a constrained minimization problem
since we are only allowing values of r;; which keep the matrix R positive-definite, that is, those Tij
for which H(r1n,+--,7nn) > 0. From the same convexity considerations the minimization problem
(18) has a unique solution. Usually constrained minimization problems are difficult to solve, but
one can apply numerical techniques if care is taken in scaling and choice of initial data. We used a
conjugate gradient method to produce the minimizer. As far as the choice of initial data we chose

vy = 0 fori <N,
oo 11
NN = 90

s* = (1,---,1)871(1,---,1)T > 0 from the positive-definiteness of the matrix S and thus S-!.
The factor % above is used to force the initial data to lie within the constraint (using convexity of
admissible values here). This choice of initial data conforms with our belief that clocks are close
to uncorrelated. Of course, from the uniqueness of the solution any reasonable point we choose
initially will converge to the minimizer and this, in fact, is observed. We should mention that
problems can arise if the initial datum is too close to the boundary of the admissible region. If this
is the case a conjugate gradient direction may lead you outside the admissible region.

It is interesting to note that if clocks are uncorrelated (r;; = 0 for all i # 5) the minimization of
(18) leads to the estimate
2 Zi< j 8ij

(N-1)(N -2)’
that is, the straight average of the values that one would obtain by performing the usual Tavella-
Premoli procedure on all triads of clocks.

TNN =

One implicit point we have stressed in this paper is the possibility of the existence of clock noise
correlations. In order to convince the reader that clock correlations are a reality we have developed
a preliminary statistical test which, although heuristic, may be used to determine if clock noise
correlations exist between clocks in the comparison.

A STATISTICAL TEST OF CORRELATION

Tavella and Premoli have shown [5] that if r;; = 0 for all i # j then the matrix S of “true” Allan
covariances has the form

[ 711 —TNN TNN TNN TNN
TNN T2—TNN TNN TNN
S = TNN TNN T33 —TNN TNN (19)
| NN TNN TNN TN-1,N-1—TNN |
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As mentioned in the previous section, the matrix S can only be estimated by the matrix § = (845)-
Thus, if the clocks are uncorrelated then the 3;; for i # j are all estimating the reference stability
ryn. If the data length n is large, one should expect #;; ~ 0 for ¢ # j. If this is the case then
from (10) and (19) the statistic 5;; = #yn for i # j. Now since the distribution of #yx can
be shown to behave as a chi-square with some number of degrees of freedom (we consider here
overlapping sample estimates), which in general varies with the noise type present [3], we can test
if the off-diagonal terms of S actually differ up to some statistical significance. The problem can
be formulated as follows:

Consider as the null hypothesis all clocks are uncorrelated. We would like to test whether the
alternative hypothesis that some pair of clocks exhibit correlations is true. So we would like to
test for the simultaneous equality of the off-diagonal elements of the matrix S. This is a multiple
comparison problem whose analysis can be quite difficult. We instead will be content to work with
pair-wise comparisons of the off-diagonal elements 3;;. For this problem we test whether the ratio

- §iljl

for different pairs of clocks i # j and ¢’ # j' is significantly different from 1. Now since the chi-
squares all have the same degrees of freedom, d, for a fixed integration time 7, the test statistic
[ has the Fy4-distribution, that is, the ratio of two chi-squares with d degrees of freedom each.
Assume that for fixed 7 > 0 all the off-diagonal terms of S are positive. For 90% confidence we
choose to reject the null in favor of the alternative if either

f>F449 or f<Fg4.05

where Fj 4, represents the o percentile of the F distribution. Since all estimates 3;; share the
same degrees of freedom, the problem is simplified considerably since we only need to check if the
statistic .

f* = max 2L

Sirg

satisfies f* > Fg 4 g5. The above argument is only heuristic and the resulting statistical test is not
entirely substantiated since significant accidental covariances for increasingly smaller sample sizes
can corrupt the distributional properties of the f-statistic, that is, if n —2m is not “large” then the
values 7y for k # [ in (10) may not be close to zero and can bias the 3;;-statistic away from 7y .
However, at least for very large sample sizes n and relatively small m, the above approximation
seems reasonable. Of course, a better statistical test can be achieved if one can characterize the
distribution of the Allan covariance statistics.

We applied the above analysis to a group of four cesium-beam frequency standards rereferenced
to a fifth cesium-beam standard (see Table 1). The time differences had data length n = 167, 513.
We made the assumption that for the integration times observed the dominant noise type was
white frequency modulation and computed the appropriate degrees of freedom for the overlapping
estimates:

3(n—1) 2(n-— 2)] 4m?

2m n 14m2+5
We found the corresponding F' quantile and applied the above arguments. We noticed that although
the off-diagonal entries of § may seem to be the same, at least for short integration times (from

i-|
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20 seconds out to about 320 seconds) we were able to reject the null hypothesis and conclude that
statistically significant correlations exist. This does not say that a correlation is “large”; indeed,
7;; can be relatively quite small (by orders of magnitude) when compared to the diagonal entries #;;
and 7;;. However, some small covariance seems quite reasonable when we consider that some of the
clocks in the above analysis were in the same environmental chamber. An exhaustive treatment of
the above ideas would certainly be interesting from both a practical and theoretical point of view.

5(20)

5(40) =

[ 7.10826E — 24
3.81328F — 24
3.79768E — 24

| 3.79259E — 24

[ 3.22437F — 24
1.69300E — 24
1.69913F — 24

3.81328F — 24
7.95851F — 24
3.82652E — 24
3.83888E — 24

1.69300F — 24
3.42756F — 24
1.69388E — 24
1.70435FE — 24

3.79768E — 24
3.82652F — 24
7.89671E — 24
3.82095F — 24

1.69913F — 24
1.69388FE — 24
3.58596F — 24
1.71195FE — 24

3.79259F — 24 ]
3.83888E — 24
3.82095E — 24
6.99711E — 24 |

1.69097E — 24 |
1.70435E — 24
1.71195E — 24

| 1.69097E — 24

3.55895F — 25
1.82808E — 25
1.85889F — 25
1.84763F — 25

3.15194F — 24 |

1.84763F — 25
1.85393F — 25
1.89242F — 25
3.55988F — 25

1.82808EF — 25
3.65834F — 25
1.89250F — 25
1.85393EF — 25

1.85889F — 25
1.89250F — 25
4.04481F - 25
1.89242F — 25

5(320) =

Table 1.

Averaging Time | F-statistic
20 sec. 1.009893

f*-statistic
1.012205

f* > F: can reject in favor of
alternative.
f* > F: can reject in favor of
alternative.
f* > F: can reject in favor of
alternative.

40 sec. 1.010690 1.012407

320 sec. 1.026667 1.035239

The S matrices above were computed for 7 =20, 40 and 320 seconds. Table 1 shows the results of
the statistical test for these integration times.

RESULTS

We have applied the technique described in the previous section to time difference data obtained
from atomic clocks at the U.S. Naval Observatory (USNO). USNO has a large ensemble of clocks
consisting of both commercial cesium-beam standards and active hydrogen masers. Data from both
types of clocks were considered separately.
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Figures 1a and 1b show sigma-tau plots generated by a three-cornered-hat and Tavella-Premoli
analysis respectively. For comparison, both analyses were carried out on cesium-beam standards
labelled 229, 260, and 253 over a period of five years. The three time series were rereferenced to
one of the clocks (253) to avoid the obvious problem of correlation between the time scales. We
used overlapping estimates of Allan covariance over all 7, instead of just 7 = 2™7q (integer m > 1)
where 7 is the sampling time.

There are several things to notice about these plots. First, both approaches coincide where the
three-cornered-hat approach produces positive stability estimates, so that the primary difference
between the two is that the Tavella-Premoli scheme is able to produce an ”extension” of the
reference stability. Second, by plotting the data for all 7, a "pathological” behavior is apparent in
both approaches. There are two ”dips” in each graph: one at 60 days and the other at about 590
days. Neither of these dips are likely to be physical,since cesium-beam standards integrate down
with a 1/4/7 dependence until they reach their flicker floor or begin to drift significantly. One
approach to this situation might be to add another clock to the ensemble and use the additional
three triads. However, even if a straight average of the resulting estimates coming from each triad
were used, one would still find that the dip creates a large bias in the result.

Instead, the extra clock can be used with the modified approach outlined in the previous section.
The corresponding frequency stability plot is shown in Figure 2. This approach is in close agreement
with the other two until 7 = 30 days. At this point, the first spike apparent in the other approaches
is smoothed out. Most importantly, the new approach now maintains the expected 1/./7 behavior
at this point in the data. The second spike is smoothed out as well.

We performed this modified approach on the data with two more clocks added in. The results are
shown in Figures 3a and 3b. Again the absence of non-physical dips is apparent and agreement
between this and results shown in Figure 2 is good. In all plots we noticed that one of the cesium
clocks appeared to be much worse than the others. Later we were able to show that this particular
clock had a significant drift component that wasn’t compensated for.

We also applied the modified approach to active hydrogen maser data. We, unfortunately, were
not able to extract such a long stretch of data as with the cesiums. The resulting plot is in Figure
4.

We would also like to mention that the modified approach did not differ significantly with the
manufacturer specifications, and, in most cases, conformed to them closely. Although the results
of this analysis are by no means complete, we believe this method shows significant promise in
achieving estimates of absolute frequency stability.

CONCLUSIONS

The modified approach for estimating frequency stability generally performs well: it gives essentially
the same results for short-term stabilities (7 < 30 days) and non-pathological behavior for long-
term stabilities (7 ~ 1 year). We are encouraged by these preliminary results and are hopeful that
the method can be used to give an accurate representation of long-term stability in atomic clocks.
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Fig. 1a: Plot of absolute frequency stability calculated using the three-cornered-hat approach.
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Fig. 1b: Plot of absolute frequency stability using the Tavella-Premoli approach.
-12 S SaTIIIATIIIIIIIISINIIZITILLC

10

B

107

107

10— T
10° 10°* 10° 10° 10 10°

AVERAGING TIME,  [sec]
Fig. 2: Plot of absolute frequency stability using the modified approach with a fourth clock
(fourth clock’s stability not shown).
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for all six clocks shown (cf. Fig. 2). The analysis which gave this plot was performed on dyadic
averaging times only as opposed to all averaging times shown in Fig. 2.
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Questions and Answers

PATRIZIA TAVELLA (IEN): I am happy that you are conﬁnuing with this work and you took the time to
read my papers. Thank you for the quotation.

I think that maybe the optimizer function can be different in the short and long term. Maybe the long
correlation is reasonable in the short term, but not in the long term. Maybe we could investigate if the
possible function to be minimized should be different in long and short term.

I would also like to investigate the effect of the uncertainty of the variance evaluation on the positive
definitiveness of the matrix, because since the evaluation, I am uncertain due to the limited number of
measurements. Maybe the region can change.

FRED TORCASO (USNO): I think moving in that direction would be trying to get a better understanding
of the distribution of the sample Allan variance for exactly those integration times. That is actually a
difficult problem. There have been a lot of papers appearing which try to estimate the distribution of the
sample Allan variance for integration times of, I think, eight samples. It is something ridiculously hard.

It looks like there is some evidence for large integration times in many sample estimates that a gaussian
approximation is probably a good one. Maybe this would be a possible way to go.

MARC WEISS (NIST): Have you thought about how to compute uncertainty for Allan variance when you
have the n-cornered-hat technique? In other words, there is an uncertainty for the Allan variance when
you look at the distribution just because you have a sample variance.

FRED TORCASO: So you like to put error bars around the absolute values?

MARC WEISS: In the presence of an n-cornered hat where you are estimating a variance through the
other clocks, I think there is an additional uncertainty because of that. I think the relative stability of the
clocks will come in as well. In other words, if you look at one very good clock and you have ten clocks
that are ten times worse, you can not see the good clock — at least in theory you should not be abie 10.

I do not know how to do it. I am wondering if you have looked at that?

FRED TORCASO: I actually have not looked at ways of obtaining error bars on estimates of absolute
stability. I am looking into the possibility of comparing very quiet clocks, for instance, hydrogen masers,
over a short time scale compared with the high-performance cesium beam clocks that we have at USNO.
A similar approach to the one I described may work if we rescale this co-variance matrix that I
introduced, “R”, to a correlation matrix. Then all the off-diagonal terms of the matrix are of the same
order. That will help in the analysis, but I have not done that.
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Abstract

A way of frequency calibration using fuzzy logic controller (FLC) is presented in this paper.
Generally, atomic clocks tend to drift due to temperature, aging, or some environmental effects. It
is sure that one cannot compensate for the drift with a fixed amount of control quantity. As a
controller, it has the task to adaptively catch up with the variation. Our approach takes
advantage of FLC to determine the control quantity. Three procedures are employed in our
approach. Firstly the performance of the device being calibrated is observed continuously. Then
the FLC uses the performance data to generate the control quantity. Finally the FLC calibrates
the device using the computed control quantity. The FLC can calibrate the device at any time
since the performance of the device is continuously being monitored. In the experiment, we use
FMAS (Frequency Measurement and Analysis System) as the performance evaluation equipment
and the FLC is realized by a PC. In the experiment, a cesium-beam oscillator is chosen as the
target. The result validates the effectiveness of our approach. An oscillator with frequency offset

of —1.4x10™" can be improved to approximately —1.0x10™* after one week of calibration.

INTRODUCTION

Due to temperature, aging, or some environmental effects, atomic clocks generally tend to drift in an unknown way.
This ends up with a difficulty in characterizing the clock. For example, it is not possible to compensate for the drift
with a fixed amount of control quantity during frequency calibration [1]. A fuzzy logic controller (FLC) has been
deemed to be suitable for use in a time-varying, nonlinear, or hard-to-defined system [2]. In this paper, we use FLC
to adaptively determine the control quantity to compensate for the drift.

Three procedures are employed in our approach. First, the performance of the device being calibrated is
continuously being monitored. Note that this requires a reference frequency with accuracy much better than that of
the device being calibrated. Second, the performance data are connected to the FLC. Upon receiving data from the
performance evaluation equipment, the FLC calculates the control quantity according to some fuzzy rules. Finally,
the FLC calibrates the device through the command compliant to some particular form. The FLC can calibrate the
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device according to some predefined criteria. For example, it can be done at a regular interval or on an on-demand
basis.

The performance evaluation equipment used in this work is the FMAS (Frequency Measurement and Analysis
System), measurement equipment developed by NIST (National Institute of Standards and Technology). The FLC
is realized by a commercial PC. Fig. 1 shows the system configuration. The reference frequency used is the master

clock in our laboratory. The accuracy of the reference frequency is better than 5x10™ and hence is sufficient for
calibrating most commercial oscillators. -

Let y, ... denote the frequency offset of the reference frequency relative to the ideal frequency; i.e.,
Vegostear = Sy = Siaea)! s - Similarly, the frequency offset of the user’s clock relative to the reference frequency

is ¥, s =(f. —f4)! £, and that of the user’s clock relative to the ideal clock is y_ .. =(f. = fiuu) fiuu -
Having these relations, the frequency offset of the user’s clock relative to the ideal clock can be expressed as

S
yn.v—ldcal = yrff—-ldtal +— 2 yu.v-nj (1)
Jisea
Hence, if f, = f,.,then y_ .. can be approximated by
yu.v-ldml = yn/—ldeal + yv.r—nf (2)

It is obvious from (2) that y,, =y, ., provided y . ., <<y, . This means that the frequency offset

measured from the user’s clock can be treated as that relative to the ideal frequency provided that the reference
clock is good enough.

To verify the effectweness of the proposed method, we choose a cesium-beam oscillator with accuracy of
~14x10™ as the device being calibrated. Experiment result shows that the accuracy can be improved to
approximately —1.0x10™ after one week of calibration.

We have assumed in this paper that the reference frequency is available in the site where calibration is performed.
If this is not the case, the techniques of transfer standards or means by which oscillators can be made traceable to
some standards must be used. Examples of these are via LORAN-C, GPS, common-view GPS, or the technique of
GPS carrier phase.

SYSTEM DESCRIPTION

For convenience in later description, the following symbols are defined: y denotes the frequency offset, Ae
denotes the phase offset resulting from the frequency offset at the corresponding interval, ¢ denotes the control
quantity to be applied to the device being calibrated, and the subscript denotes the time index. Note that Ae = yT
where T is the length of the observation interval. Fig. 2 illustrates the basic idea by which our approach is made
possible. In the figure shown, a positive frequency offset is assumed initially, i.e., y,, >0, and the phase offset at

the beginning of each observation interval is assumed to be zero. Note that this is tantamount to balancing the phase
offset with an action of single step made at the beginning of each observation interval. Also we use bold lines to
indicate the residual frequency offsets in the corresponding observation interval.




It is intuitively seen that the phase offset resulting from the frequency offset of jz,,_, >0 (i.e., Ae,, as shown in the

figure) can be balanced by imposing a phase offset with direction opposite to the former; ie., @, =-Ae .

However, as mentioned in the last section, oscillators tend to drift in an unknown way. It is therefore not possible to
keep residual frequency offset to a minimum with such a fixed amount of control quantity. If the residual is equal

to zero (i.e., y, =0) after the above action is done, then the control quantity is deemed to be temporarily correct. In
this case, the controller has the task to keep the same control quantity in the next observation interval; i.e., ¢,,, =@,
as shown in Fig. 2a. If the residual has a positive slope, i.e., y, >0, then the controller has the task to increase the

®,.|>@,| as shown in Fig. 2b. On the contrary, if the residual has a negative slope, i..,
y, <0, the controller has the task to decrease the control quantity; i.e., |@,..| <lp,

>

controller quantity; i.e.,
as shown in Fig. 2c.

<

The variation of phase error is generally nonlinear. The one shown in Fig. 2a is but a hypothetical case. It cannot
be an easy job to have a proper control quantity for atomic clocks. To overcome this difficulty, the FLC is used to
evaluate the control quantity before applying it to the device being calibrated. In this work, the control quantity is
made to be adaptive in the way

¢n+l = ¢n + A¢n (3)
where Ag, is the updating term and is determined by the FLC. The initial value of ¢, can be chosen arbitrarily.

Fig. 3 shows the basic structure of an FLC. It consists of the following four units: 1) fuzzification unit, 2) fuzzy
reasoning unit, 3) fuzzy rule base and fuzzy data base unit, and 4) defuzzification unit. Two variables are used as
the input to the fuzzy rule base. One is the frequency offset read from the FMAS (i.e., y,). The other is the
difference of the frequency offsets between two adjacent observation intervals (i.e., Ay, =y, —y,,). Table 1 gives
the fuzzy rule base used in this work. The ranges for the two input variables and the output are divided into five
parts. They consist of the following fuzzy sets: NB (Negative Big), NS (Negative Small), ZE (ZEro), PS (Positive
Small), and PB (Positive Big). The membership functions chosen for these fuzzy sets are of a triangular form. Fig.
4 shows the membership functions stored in the fuzzy data base. Additionally, the fuzzy reasoning method chosen
is the Max-Min method, and the mean of maximum (i.e., modified centroidal) is used as the method of
defuzzification [2]. '

EXPERIMENT RESULTS

In our experiment, a cesium-beam oscillator is chosen as the device being calibrated. The frequency offset of a
cesium lies between y, €[-1x107, 1x10™] and therefore Ay, €[-2x10™?, 2x10™]. Taking these ranges
into account, the membership functions shown in Fig. 4 are scaled by 10™ and 2x10™" respecﬁvely for y, and
Ay, . The range for the output is the same as y, .

The oscillator originally has frequency offset of —1.4x10™. The result shows that the frequency offset can be
improved to —1.0x10™ after about one week. Fig. 5 shows the variation of the frequency offset.

CONCLUSIONS

A way of adaptive frequency calibration using a fuzzy logic controller is presénted in this work. Atomic clocks tend
to drift due to aging or some environmental effects and generally leads to irregular variation in characteristics. Our




approach takes advantage of fuzzy logic controller (FLC) to determine the control quantity adaptively. Experiment
results validate the effectiveness of our approach.
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Fig. 2 Basic idea for frequency calibration: (a) y, =0, (b) y, >0, and (c) y, <0.
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Abstract

Communications Research Laboratory (CRL) has developed a millisecond pulsar observation system
which uses an acousto-optic spectrometer (AOS). Even though our 34 m telescope is one of the
smallest telescopes used for millisecond pulsar observations, we succeeded in detecting several
millisecond pulsars by using our new system which has a wide detection bandwidth. We started
regular observations of PSR1937+21 with the 34 m telescope one year ago. The observed pulse phases
contain some systematic trends, and we are investigating the data now. We also tested our
observation system at the Usuda 64 m telescope of Institute of Space and Astronautical Science (ISAS)
and succeeded in detecting two other highly stable millisecond pulsars, PSRI1713+07 and
PSRI855+09.

INTRODUCTION

Millisecond pulsars which have a millisecond pulse rate, are known to maintain extremely stable pulse
timings over a long period of time.  For the millisecond pulsar PSR1855+09 with a 5.36 ms pulse period,
the fractional frequency stability was reported to be on the order of 107 over a period of 7 years[1],
which is comparable to that of a cesium clock.  These characteristics are expected to lead to millisecond
pulsars being used in time-keeping metrology, planetary ephemerides, reference frame ties, and so on[2].

Communications Research Laboratory (CRL) serves as the national institute of time and frequency
standards in Japan, and we plan to use millisecond pulsars in setting these frequency standards in the long
term. 'We had to develop a highly sensitive observation system because our 34 m telescope at Kashima
Space Research Center is not so large for millisecond pulsars that have very weak signals. In 1992, we
developed a preliminary filter bank system with 4 MHz detection bandwidth and succeeded in detecting
PSR1937+21 [3],which is the brightest millisecond pulsar in the northern sky. Based on this result, we
developed an evenmore sensitive system last year. This system uses an acousto-optic spectrometer (AOS)
[4] instead of filter banks, and detection bandwidth of 200 MHz is available. Using this system and 34 m
telescope, we started weekly observations of PSR1937+21 in November 1997. Data analysis and system
performance checks are now in progress.
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We also tested this observation system at the Usuda 64 m telescope of the Institute of Space and
Astronautical Science (ISAS), and succeeded in detecting two other weak and highly stable millisecond

pulsars, PSR1855+09 and PSR1713+07. The detection of PSR1713+07 was confirmed with the
Kashima 34 m telescope.

This paper introduces our new observation system, and presents observations results for PSR1937+21

over a one-year period. The results of preliminary observation for PSR1855+09 and PSR1713+07 at
Usuda 64 m telescope are also reported.

OBSERVATION SYSTEM

1. CONCEPT OF SYSTEM DESIGN

In pulsar observation, the precision of pulse arrival time is estimated as follows;

(W) . Tsys
O ms(8) ~ )
BtP)Y?. <S>. G,

where W is the half-width of the pulse in seconds, P is the pulse period in seconds, Tsys is the system
temperature on the source, <S> is the flux density in janskys (Jy), G is the telescope gain in kelvins per
jansky (K/Jy), B is the bandwidth in Hz, and t is the integration time in seconds [5]. Because millisecond
pulsar signals are very weak, big telescopes such as the 300 m one at Arecibo are usually used for
observing their timings. Our 34 m telescope is very small for millisecond pulsar observation and required
a system with wide detection bandwidth B and long integration time T.

For a wide-band observation, however, we must note the pulse broadening caused by the dispersion effect
caused by interstellar plasma (Fig. 1(a)). In order to suppress this broadening, a wide-band signal must
be received as many narrow channels at first and combined after each dispersion delay has been cancelled
(Fig. 1(b)). In our new system an acousto-optic spectrometer (AOS) is used for this spectrum analysis
instead of a filterbank method. The AOS uses an acousto-optic device such as a single crystal of TeO,
(Fig. 2). It makes the system simple and compact.

The long integration time is achieved by accumulating many pulses. We developed a high-speed averaging
processor which can average up to 2> pulses without any dead time for data transportation. It supplies the
averaged data almost in real time.

2. SYSTEM DESCRIPTION

The 34 m telescope has several receivers from 1.5 GHz to 43 GHz with a selective polarizer; we mainly
used the right-hand circular polarization in 2 GHz band. An IF signal with 200 MHz bandwidth is divided
into four 50 MHz units by the video converter. Each 50 MHz bandwidth unit is divided into 256 200-kHz
channels by the AOS, then serially transported to the video averaging processor. This transportation time,
which limits the time resolution is at least 12.8 ps ( = 50 ns x 256 ch ) in minimum. Because the




transportation trigger clock is set to 1/100 of the pulsar period, the time resolution is about 16 us for
PSR1937421. The video averaging processor works as an 8 bits A/D converter and an averager which
allows the addition of 2** pulses (= 7 hours' integration for PSR1937+21) in each channel. At host#1,
averaged data for all the channels are combined after a dispersion delay calibration carried out in 1/1000
steps of the pulsar period, and the final pulse profile is defined. From this profile, the peak phase is
defined as the arrival pulse timing.

Host#2 calculates the predicted pulse period and supplies it in real time to the synthesizer, which controls
the averaging trigger clock of the timing signal generator. This predicted value is obtained from the
database calculated by the Tempo program, which is the Princeton pulsar timing analysis package [5].
The reference clock is synchronized with UTC. The observation start time is obtained at a time interval
counter by measuring the time difference between the start trigger signal and 1PPS signal of UTC.

OBSERVATION RESULTS

1. PSR1937+21 AT KASHIMA 34 M TELESCOPE

We have been making the weekly observations of PSR1937+21 in the 2 GHz band since November 1997.
PSR1937+21 is one of the brightest millisecond pulsars; its flux density is about 3.3 mJy in the 2 GHz
band (calculated from [6]) and the pulse period is about 1.5578 ms. One pulse profile is obtained after
averaging 1,048,576 pulses (corresponding to about 27 minutes of integration), and 6-8 profiles are
obtained in one day. The averaged profile is shown in Fig. 5. From these averaged profiles the peak
phases are defined, and their residuals from the predicted phases show the pulse timing noise. Residual
R(t) is calculated as

R(t) = ¢ obs(t) - ¢ calet), @

where ¢ obs(t) is an observed peak phase, and ¢ calc(t) is the predicted phase calculated by the Tempo
program.

Figure 6 shows the R(t)s from Nov. 21, 1997 - Oct. 9, 1998 and Fig. 7 shows the R(t)s in each day. This
result is made from only the AOS#1 unit for 2150 - 2200 MHz, because other units were out of order
during some observation periods. The systematic trend is shown in the long term, and linear trends are
shown over a day. These are probably due to an error in the predicted pulse phases or some hardware
problems; we are making efforts to eliminate these causes.

In order to estimate the observation precision in hardware, we removed the trends in each day by linear
fitting (shown by the solid line in Fig. 7). The standard deviation for all data was 5.4 us after the fitting,
which is comparable to the expected observation precision of 3.2 us calculated by Equation 1 with
W =80 us, <S> at2.2GHz = 3.3 mly, P = 1.5578 ms, Tsys =71 K, G = 0.426 K/Jy, B = 50 MHz,
and T= 1632s.
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2. PSR1855+09 AND PSR1713+07 AT 64 M TELESCOPE

We carried out a test observation with our new system at the Usuda 64 m telescope.  This telescope
belongs to the Usuda Deep Space Center of ISAS, and is mainly used for deep space satellite tracking.
The system noise temperature is 40 K and the efficiency is 70 % in the 2GHz band. We tried to observe
the millisecond pulsars PSR1855+09, which has a 5.36 ms pulse period,and PSR1713+07,which has a 4.57
ms pulse period [7]. Both are weaker than PSR1937+21,but are expected to be more stable.

Figure 8 shows the averaged profiles of PSR1855+09 and PSR1713+07. The observation band was 2275
— 2305 MHz in right-hand circular polarization, and one AOS unit is enough to cover it. Averaging pulses
were 131,072 for PSR1855+09 and 262,144 for PSR1713+07, which correspond to the integration of 12
minutes and 20 minutes respectively.

For PSR1713+07, we succeeded in detecting the pulse at the Kashima 34 m telescope afterward. Regular
observation of PSR1713+07 at Kashima will start soon.

CONCLUSIONS

We developed a new millisecond pulsar timing observation system for our 34 m telescope at Kashima.
This system uses an AOS as a spectral divider instead of filter banks, and we can detect a signal up to 200
MHz bandwidth. We confirmed its performance by detecting PSR1937+21 and PSR1713+07 with the 34
m telescope and PSR1855+09 with the 64 m telescope at Usuda. Using this system, we started weekly
observation of PSR1937+21 at Kashima, but the results must be considered carefully because observed
peak phases show some systematic trends both in the long term and during one day. Perhaps we misuse
the Tempo program; we are now investigating the predicted pulse phases by simulation.

We started VLBI observation for pulsars using the Kashima 34 m telescope and the Kalyazin 64 m

telescope in Russia[8]. We intend to contribute to a new reference frame for data of both pulsar timing
and VLBI in future.

ACKNOWLEDGMENTS

The authors gratefully thank Dr. H. Kobayashi and Dr. K. Fujisawa in the ISAS and Dr. N. Kawaguchi in
the National Astronomical Observatory for their support of the observation at Usuda Deep Space Center,
and Dr. M. Bailes at the University of Melbourne for kind advice about the Tempo program.

REFERENCES

[1] V. H. Kaspi, J. H. Taylor,and M. F. Ryba, “High-precision timing of millisecond pulsars. III. Long-
term monitoring of PSRs B1855+09 and B1937+21,” Astrophys. J., 428,  713-728, 1994.

[2] AS. Fruchter, M.Tavani, and D.C. Backer, "Millisecond pulsars: A decade of surprise, "
Astronomical Society of the Pacific conference series vol.72, pp. 345-356.

92




[3] Y. Hanado, H. Kiuchi, S. Hama, A. Kaneko, and M. Imae, “Millisecond pulsar observation system at

CRL,” Proceedings of 23rd Annual Precise Time and Time Interval (PTTI) Application and Planning

Meeting, 1991, pp.377-383.

[4] A P. Goutzoulis and I. J. Abramovitz, "Digital electronics meets its match," IEEE Spectrum,
21-25, August 1988.

[5] R. S. Foster and D. C. Backer, “Constructing a pulsar timing array,” Astrophys.J., 361, 300 -

308, 1990.

[6] R. S. Foster, L. Fairhead, and D. C. Backer, "A spectral study of four millisecond pulsars,"

Astrophys. J., 378,  687-695, 1991.

[7]1 R. S. Foster, A. Wolszczan, and F. Camilo, “A new binary millisecond pulsar,” Astrophys. J., 410,
L91-L94, 1993. ,

[8] M. Sekido, M. Imae, Y. Hanado, Y. Takahashi, Y. Koyama, Y. P. lyasov, A.E. Rodin, A. E.

Avramenko, V. V. Oreshko, and B. A. Poperechenko, “Pulsar VLBI Experiment with Kashima(Japan)-

Kalyazin(Russia) Baseline," A.S.P.Conf.Ser.Vol.105, Proceedings of IAU Colloquium 160 Pulsars:

Problems and Progress, pp.117-118, 1996.

Table 1. Specifications

Telescope at Kashima
Diameter 34m
Observation frequency 2120 - 2320 MHz
System noise temperature 71K

Efficiency 65 %
Receiving system
Total bandwidth 200 MHz (50 MHz x 4 units)
Frequency resolution ~ 200kHz :
- Time resolution 16 us

Number of pulse accumulated 2° - 2%
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input. The first-order diffracted lights are focused onto
the photo-detectors of a CCD camera, where they are
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(a) Pulse broadening by dispersion effect
for wide band observation.
(b) De-dispersion processing.
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Figure 7. Timing residuals of each observation day for PSR1937+21.

The standard deviation of all data is 5.4 micro second after the linear fitting,
(shown by the straight line in each day.)
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Abstract

The power spectral density of frequency fluctuations of an oscillator is gen-
erally modeled as a sum of power laws with integer exponents (from -2 to +2).
However, a power law with a fractional ezponent may ezist. We propose a method
for measuring such a noise level and determining the probability density of the
ezponent. This yields a criterion for compatibility with an integer exponent.
This method is based upon a Bayesian approach called the reference analysis of
Bernardo-Berger. The application to a sequence of frequency measurement from
a quartz oscillator illustrates this paper.

INTRODUCTION

It is commonly assumed that S,(f), the power spectral density (PSD) of frequency
deviation of an oscillator, may be modeled as the sum of 5 power laws, defining 5
types of noise:

+2
Sy(f) = Y haf® (1)

a=-~2

where h, is the level of the f* noise. But it may be noticed that models with non-integer
exponents are occasionally used.

The estimation of the noise levels is mainly achieved by using the Allan variance [1],
which is defined versus the integration time r as:

"Z(T) = % <(37k+1 - '!7k)2> . (2)
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In the frequency domain, the Allan variance may be considered as a filter. If the Allan
variance versus the integration time r is plotted, the graph exhibits different slopes,
each slope corresponding to a type of noise:

orz(v') =Cyt & Sy(f) = haf® and a=-—p—1. (3)
The estimation of C, yields an estimation of the noise level h,.

However, this curve may exhibit an exponent p which seems to be non-integer. Does
this mean that the corresponding PSD is not compatible with the 5 power law model?
In this paper, we propose a method for estimating the most probable value of this
exponent in order to solve this ambiguity. This method is applied to an example of
stability measurement.

CLASSICAL STABILITY ANALYSIS OF AN OSCILLATOR

Sequence of frequency measures

Figure 1 shows average frequency measures v of a 10 MHz quartz oscillator compared
to a cesium clock. The sampling rate is 10 s and the integration time of each frequency
measure is also 10 s (sampling without dead time).

In order to obtain dimensionless 3, samples, we must subtract the nominal frequency
vy (10 MHz) from the frequency measures and normalize by v:

— _Vk—W
Y = Vo (4)

Variance analysis

Figure 2 is a log-log plot of the Allan deviation of the quartz y, samples versus the
integration time 7. A least squares fit of these variance measures (solid line), weighted
by their uncertainties, detects only two types of noise: a white noise and an f~2 noise.
The corresponding noise level estimations are:

he = (2.2404) 1075 at 1o (68% confidence)
h_s (2-3+0.6) - 10~ %1 at 1o (68% confidence)

(for the assessment of the h, noise levels and their uncertainties, we used the multi-
variance method described in [2]).

However, for large 7 values (corresponding to low frequencies), the variance measures
move away from the fitted curve. Two explanations are possible:

¢ instead of an f~? noise, there is a noise whose non-integer exponent is contained
between -2 and -3 ;

¢ since the uncertainty domains of the variance measures contain the fitted curve,
this apparent divergence may be due to a statistical effect.

In order to choose between these two explanations, we decided to estimate the proba-
bility density of the exponent with a Bayesian approach.
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BAYESIAN APPROACH
Principle

The goal of all measurement is the estimation of an unknown quantity ¢ from measures
¢, i.e. determining p(f|¢), the density of probability of the quantity # knowing the
measures £. The Bayesian theory is based on the following equality (3]

p(01€) o p(£]6)(6) (5)

where p(¢]6) is the distribution of the measures ¢ for a fixed value of the quantity ¢ and
7(9) is the a priori density of probability of the quantity ¢, i.e. before performing any
measurement.

The determination of this a priori density, called the prior, is generally one of the main
difficulties of this approach (particularly in the case of total lack of knowledge! ). In
this paper, we use the Jeffrey’s prior which ensures properties such as invariance (3l

Spectral density and covariance matrix

Let us define the vector y whose components are the N 3, samples. We assume that y
is a Gaussian vector. The probability distribution of y is:

exp (—-y—-'---"wz_1 )

(2m)* /IC]

where C is the covariance matrix. Since Sy(f) is the Fourier transform of R (r), the
autocorrelation function of the frequency deviation, the general term of C is:

ply) = (6)

Cij = 2/Sy(f) cos (2nf(t; — t;)) df. )

Equation (7) reveals the key role played by the spectral density of the noise in the
expected fluctuation. We will present a general method for estimating the parameters
of the model for Sy(f).

Assumed model for the spectral density

We assume that the sequence of frequency measures is composed of a white noise y,,
whose variance (i.e. the level) is unitary, and of a red noise y. whose level is unknown,
multiplied by the real standard deviation of the white noise o, (0w is easily estimated
from high sampling rate frequency measurement): :

Yy = (Y +yr)ow- (8)
This yields the following model for S,(f):
S/ (f)=ho+he-f*  with —3<a< -1 ' (9)
where hg = 2.2-10"%s, h, and a are the unknown parameters.

Let us denote y,, the normalized vector:

Yn = Yuw + Yr. (10)
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The corresponding normalized PSD S,(f) is:
Sa(f) =14 H-uq- f* (11)

where u, is an amplitude factor whose meaning will be explained below (see equation

(23)).

Statistical model

The part of the spectral density due to the red noise y, may be written:

S:(f) = H - ua - f°. (12)

We used the Bernardo-Berger analysis [3,4] for estimating the unknown parameter
6 = (o, H).

- Construction of the estimators:

Let us introduce the orthonormal basis of ®¥, {po,...,p;,...,pn-1}, defined such as the
i** component of p; is:
pij = pj(t:) (13)

where t; is the date of the i** frequency measure and p;(t) is a polynomial of degree j,
satisfying the orthonormality condition [5]:

N~-1
pi(t:) - Pr () = k- (14)

=0

It can be shown than the scalar product of a vector p; by the noise vector y is an
estimate of the noise spectrum for a given frequency f; [6l. Let us denote £; such an
estimate applied to the normalized noise:

& =Pj Yn (15)

Practically, we limited to 16 the number of estimators p; (from degrees 0 to-15) for lim-
iting the computation and because the high degrees, estimating the high frequencies,
are less informative for a red noise.

Moreover, in order to ensure convergence for very low frequencies (even if the low cut-
off frequency tends towards 0), the polynomials must satisfy the moment condition [ €l:

the minimum degree jni,» of a polynomial to ensure convergence up to an exponent «
is:
—a-—1

jmin 2 (16)

Since we have assumed o < -3, the first 2 estimators (p, and p;) must be removed.
Thus we have n = 14 estimators {p,,...,p15} and n = 14 estimates {{,,...,&5}.

- Construction of the priors:

The covariance matrix defined in relationship (7) is an ensemble average of the different
-estimate products over an infinite number of realizations of this process:

C = (£¢) (17)
Cij = (&-&)- (18)
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As for the noise vector y,, the estimate vector ¢ may be split into two terms, according
to equations (10) and (15):

E=8u+&r- (19)
The covariance matrix may also be split:
C= <€W£zty> + <£rf7t-> =I,+H- upz : V(a) (20)
where I, is the identity matrix in ®" and the general term of the matrix V(e) is
fn
Vie));; =2 . f% cos (2nf(ti — t;)) df. (21)

The high cut-off frequency f» in (21) is the Nyquist frequency and T is the total
duration of the sequence.

Let e;(e) denote the i* eigenvector of V(a) and v;(a) its i** eigenvalue (i € {0,...,n—1}).
The averaged quadratic norm of the estimate vector ¢ is:
n—1
(El?) = m+ B - va 3 w(e) = (ll6al”) + (Il 1) - (22)
=0

The factor u, is chosen in such a way that, for H = 1, the averaged quadratic norms

(lléul) and (Jl&-|") are equal:
n

U = 57— 23
@) (#)

The direct problem is now solved since ¢ is a vector of ®* with a probability distribution
given the parameter § equal to:

1 | P
p(l6) = mexp(—§€ c™7¢). (24)

Denoting “Tr(M)” the trace of a matrix M and X the matrix defined as:
X =uy-Via) _ (25)

the Fisher information matrix I(9) is (see []):

H2Tx (C 1dX C—l dX) HTI' (C-—lxc-—l dz!(
I(G) 2 ( HTr (C lxc—l dgj lxc-—l}g) ) : (26)
The Jeffrey’s prior =(0) is defined as:
=(6) = VII(9)]. (27)

The parameter ¢ is a two-dimensional parameter composed of the exponent parameter
a and of the amplitude parameter H. Since we are mostly interested in «, H is called
a nuisance parameter.

In presence of nuisance parameter, Bernardo and Berger suggested that o should first
be fixed and the conditional prior 7(H|e) computed for that value. The full prior is
then:

7(0) = n(H|a) - m(a). (28)
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The conditional prior »(H|a) is given by:

m(H|a) = v/|[1(8)]22] (29)

where [I(6)11, [I(6)l12 = [I(f)]21 and [I(6)].; are the elements of the Fisher information
matrix I(6).

The prior for o may be computed as:
m(a) = c - exp ( / m(Hle)ln |k(c, H)|/? dA) (30)
where ¢ is a normalization coefficient ensuring that [ r(e)da =1 and:

k(a, H) = [1(8))1; — %%H% (31)

This prior is plotted in Figure 3.

- Construction of the posteriors:

According to the Bayes theorem, the posterior probability distribution is given by:
p(£16)=(6)

p(9l¢) = TrElo)=(0)dF (32)
The posterior probability distribution for ¢ is then given by:
plale) = [ p(€le, H)r(H|a)n(a)dH (33)

T To(Ele’, H)n(H'[a"yr(a’)dH da’”

RESULTS AND DISCUSSION
Compatibility with an integer exponent

Figure 4 shows the posterior probability distribution for the exponent o of the red
noise using the Bernardo-Berger prior.

The exponent value obtained for the maximum of likelihood, just as for the maximum
of the distribution, is o = -2.2.

However, a = —2 is fully compatible with this prior distribution. Thus, we may conclude
that the apparent divergence between the variance measures and the fitted curve in
Figure 2 is probably due to a statistical bias of the data. The spectral density S,(f) is
then compatible with the following model:

Sy(f) =hy+ h_2f_2. (34)

Noise level estimation

Selecting an exponent value a = —2, we obtained the posterior probability distribution
plotted in Figure 5. As in the variance analysis, we chose a confidence interval of 68%

(16% probability that h_, is smaller than the low bound and 16% probability that k_,
is greater than the high bound):

h_o= (2.3 i 028 ) 107%™ at 1o (68% cénﬁdence)
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The difference between the maximum likelihood value (h-p = 2.2991-107!?s~1) and the
variance analysis value (h_, = 2.2949-10"'%s7!) is only 0.18%.

However, the confidence intervals given by these two methods are quiet different. The
main difference concerns the symmetry of the variance analysis interval: in this case,
we don’t take into account the fact that the noise levels are positive, whereas the prior
of the Bayesian approach is null for negative values of h_,.

Moreover, the variance analysis interval seems to be a bit underestimated.

CONCLUSION

The variance analysis is an useful tool for a quick estimation of the noise levels in
the output signal of an oscillator. However, a negative estimate of a noise level may
occur. Generally, in this case, this value is rejected and the corresponding noise level
is assumed to be null. On the other hand, although the Bayesian method is a bit
heavier, it takes into account properly the a priori information, and gives a more
reliable estimation of these noise levels and especially of their confidence intervals.

However, the main advantage of the Bayesian method concerns the verification of the
validity of the power law model of spectral density. Each time the model is suspected,
such an approach should be used in order to estimate the exponent of the power law.
In particular, this method should be very interesting for the study of the f~! and fH!
noise, whose origin remains mysterious [7].
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Abstract

Singapore Productivity and Standards Board (PSB) maintains the national time scale in
Singapore. The time scale has been linked to Coordinated Universal Time (UTC) since October
1997. This paper reports the analysis on the stability and accuracy of the time scale. Time
dissemination through GPS is also discussed.

INTRODUCTION

The National Measurement Center (NMC) of PSB is the national metrology institute in Singapore. There
are three high performance cesium clocks: Clock I (HP5071A), Clock I (HP5071A), and Clock III
(FTS4065). The generation of the UTC(PSB) is based on Clock I selected from the clock ensemble.
Clock II is used as backup. Since October 1997, Clock I and Clock II have been linked to UTC through a
AUSTRON 2200A GPS receiver, which follows BIPM common-view schedule. It is aligned to UTC
within 100 nanosecond. '

The dissemination of time scale to users is also very important. GPS common view is a useful method
because its high accuracy. A common-view experiment has been done with AUSTRON 2200A and AOA
TTR-4P GPS receivers to verify the method.

The aim of this paper is to introduce the setup of the time scale of PSB and the time dissemination
through GPS. The first part of the paper mainly introduces maintenance of the time scale. The second part
presents the common-view experiment results in PSB.

TIME SCALE OF SINGAPORE
SETUP OF THE TIME SCALE

The setup of the time scale is shown in Figure 4. Clock I is selected from three cesium atomic clocks to
realize the national time scale UTC(PSB). AUSTRON 2200A GPS receiver is a single channel NBS type
receiver. Its software version is D.32 B.00. The receiver delay is 142 ns. The computer-controlled time
interval counter is used to measure the time difference between Clock I and Clock II. The control
software is compiled in LabVIEW.
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BIPM and other time laboratories have similar setups. These atomic clocks can be compared with each
other using the GPS time as reference. These laboratories send data to BIPM every week. The time
differences between UTC(PSB) and UTC are computed through the coordination by BIPM. Hence,
UTC(PSB) is traceable to UTC. The UTC(PSB) is then aligned to UTC using a microphase stepper
adjusted continuously or by step to maintain a long-term agreement.

STABILITY ANALYSIS

Figure 1 (a) shows the difference of UTC and UTC(PSB) from MJD 50674 to MID 50884 published in
BIPM Circular T. Figure 1 (b) shows the difference of UTC and UTC(PSB) from MJD 50899 to MJD
51084. The Allan deviation of UTC(PSB) compared with UTC were computed for different measuring

times in Figure 2. For Clock II, its deviation and stability related to UTC(PSB) were also evaluated and
analyzed starting with one hour.

The curve in Figure 1 (a) is smoother than the curve in Figure 1 (b). It can be illustrated by calculated
Allan deviation. The curve in Figure 2 (b) is not smooth because there are not enough points. But the
Allan deviation can be compared for 5 and 10 days. From the figures, the Allan deviation in Figure 2 (a)
is 1.23 x 10™ for five days and the Allan deviation in Figure 2 (b) is 3.11 x 10™ for five days. The value

in first period is better than the value in second period. It implies the stability in the first period is better
than that in the second period.

Time difference between Clock I and Clock II was measured at one hour intervals. Then the difference
between UTC and Clock II was calculated. The similar curves like Figure 1 was obtained. Allan deviation
was also calculated. The Allan deviation for five days in the first period is also smaller than the Allan

deviation for five days in the second period. The factors influencing stability are mainly ambient
conditions and lifetime of the cesium clocks.

ACCURACY ANALYSIS

The time difference between the reference clock and GPS time also includes the delays in the antenna,
cable, and receiver. It also includes propagation time from satellites to antenna and time offset of the
reference. Delays in the GPS receiver, antenna, cable between antenna and receiver, as well as cables
between receiver and counter, are calibrated or measured. The uncertainty of calibration of GPS receiver is
about 8 nanoseconds. The delay of cable can be measured with 2 ns uncertainty. The effect of ionosphere
can be compensated. The propagation time from satellites to antenna can be calculated and compensated.
There is no significant effect on the common view results if coordinates of antennas can be determined
accurately to within centimeters. The coordinates of GPS antennas were determined by precise geodetic

survey in our laboratory, with accuracy better than 1 meter. It is estimated the total effect is not more than
20 nanoseconds. .

From the figures, the drift of UTC(PSB) is about 6 ns/day. The UTC(PSB) is then aligned to UTC using a
microphase stepper. When the drift is large it can be adjusted continuously. When the drift is small it can

be adjusted by step. Through this method the time scale can be maintained for a long-term agreement with
UTC within 100 nanoseconds. '
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TIME DISSEMINATION THROUGH GPS

EXPERIMENT SETUP

A common-view experiment has been performed for two months and measurement setup is shown in
Figure 4. At one site, AUSTRON 2200A GPS receiver was used and Clock I (HP5071A) is used as
reference. At the other site, TTR-4P GPS receiver was used and Clock II (FTS4065) was used as
reference. The same time interval measurement between Clock I or Clock Il and GPS time was
performed.

The TTR-4P GPS receiver was upgraded from firmware version 2.8.2.0 to firmware version 3.0.34.4 in
February 1998. Though it is a multichannel receiver, it can be used to follow BIPM schedule as
AUSTRON receiver. The difference is that it tracks several satellites at the same time. So it is necessary
to choose tracking data according to BIPM schedule. One problem is the tracked satellites according to
BIPM schedule may be in different channels. Different channels may have different delays. It will result
in some errors. Another problem is that the tracking time is always in 16-minute intervals. It is not the
same as the BIPM schedule. The start time of tracking had to be changed daily to track more satellites.
The third problem is a software problem. When TTR-4P tracked SV 15, there is an extraordinary offset of
several hundred nanoseconds. When SV 15 is enabled and even SV 135 is not tracked, there are also some
offset for other satellites in comparing the condition when SV 15 is disabled. Moreover, the offset varied
with time. So TTR-4P had to work with SV 15 disabled.

MEASURED SYSTEM DELAYS

The experiment was performed in the same laboratory. In order to determine the relative delay of the
TTR-4P GPS receiver to the AUSTRON receiver, Clock I was also used as the reference of the TTR-4P
receiver at the beginning. Then comparison was performed about half month. The average relative delay
is 49 ns. The standard deviation is 19 ns. The comparison resuits were scattered. This noise comes
mainly from the receiver. Temperature and humidity conditions and multichannel errors also have some
effects.

EXPERIMENTAL RESULTS

Next Clock IIT was used as the reference of the TTR-4P GPS receiver. A common-view experiment was
performed from MID51106 to MID51127. The common-~view results are compared with direct
measurement results. The average value was estimated. From Figure 3, the mean results of the common
view are agreed well with the direct measurement results. Though noise is high, the effect of noise can be
averaged and removed for long term experiment. The difference between average common-view results
and direct measurement results is less than 20 ns. It verifies the effectiveness of the method. It is also
noted that the drift of Clock III was about 67 ns per day. Through this method, Clock III is also traceable
to UTC(PSB). This method allows time standards in various parts of Singapore to be calibrated remotely
and accurately.
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CONCLUSION

The coordinates of the antenna and time delay shall be measured more accurately. The noise of GPS
receiver needs to be reduced to increase common-view accuracy. More time dissemination methods also
need to be studied. In order to improve the long-term stability and reliability of UTC(PSB), an ensemble
of atomic clocks, including a hydrogen maser, will be used.
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Abstract

Michelson interferometers allow phase measurements many orders of magnitude below
the phase stability of the laser light injected into their two almost equal-length arms.
If, however, the two arms are unequal, the laser fluctuations can not be removed by
simply recombining the two beams. This is because the laser jitters experience different
time delays in the two arms, and therefore can not cancel at the photo detector. We
present here a method for achieving ezact laser noise cancellation, even in an unequal-
arm interferometer. The method presented in this paper requires a separate readout of
the relative phase in each arm, made by interfering the returning beam in each arm
with a fraction of the outgoing beamll]. By linearly combining the two data sets with
themselves, after they have been properly time-shifted 12|, we show that it is possible to
construct a new data set that is free of laser fluctuations.

An application of this technique to future planned space-based laser interferometer de-
tectors of gravitational radiationl¥ is discussed.

I. INTRODUCTION

Michelson interferometers, experimental devices used in a large variety of Earth-and space-
based, high-precision experiments, rely on a coherent train of electromagnetic waves of nom-
inal frequency vp. The injected beam is typically folded into several beams, and at one or
more points where these intersect, relative fluctuations of frequency or phase are monitored
(homodyne detection). The observed low frequency variations of the fringes are due to fre-
quency fluctuations of the source of the electromagnetic signal about vy, to relative motions
of the source and the mirrors that do the folding, to temporal variations of the index of
refraction along the beams, and to any time-variable field present the experimenter is try-
ing to measure. To perform an experiment in this way it is thus necessary to control, or
monitor, the other sources of relative frequency fluctuations, and, in the data analysis, to
use optimal algorithms based on the different characteristic interferometer responses to the
signal, and to the other sources (the noise). By comparing phases of split beams propagated.
along equal-length arms, frequency fluctuations of the laser can be removed and signals at
levels many orders of magnitude lower can be measured.
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A space-based experiment for detecting gravitational radiation, using Michelson interfer-
ometry, has been proposed Fl. Since the frequency stability of the lasers it will use will be
at best of a few parts in 107! in the millihertz frequency band, it will be essential for this
experiment to be able to remove these fluctuations when searching for gravitational waves of
dimensionless amplitudes less than 10~%° in the millihertz band(®). Since the armlengths of
this space-based interferometer can be different by several percent, the direct recombination
of the two beams at a photo detector will not effectively remove the laser noise. This is
because the frequency fluctuations of the laser will be delayed by a different amount of time
inside the two different-length arms. . :

In order to solve this problem, a technique involving heterodyne interferometry with un-
equal arm lengths and independent phase-difference readouts in each arm has been identified
[, which yields data from which source frequency fluctuations can be removed exactly. This
is achieved by taking a suitable linear combination of the two Doppler time series after hav-
ing time-shifted them properly. This direct method achieves the exact cancellation of the
laser frequency fluctuations. An outline of the paper is presented below.

In Sec. II we state the problem, and derive the two Doppler responses, from the two
" unequal arms of a space-based interferometer, to a gravitational wave signal. The difference
between the armlengths implies that the frequency fluctuations of the laser can not be
removed by direct differencing of the two data sets. In Sec. III we present our technique for
synthesizing an unequal-arm interferometer detector of gravitational waves. Qur method is
implemented in the time domain, and relies on a properly chosen linear combination of the
two Doppler data. Our comments and conclusions are finally outlined in Sec. IV.

II. STATEMENT OF THE PROBLEM

Let us consider three spacecraft flying in an equilateral triangle-like formation, each acting
as a free falling test particle, and continuously tracking each other via coherent laser light.
One spacecraft, which we will refer to as spacecraft a, transmits a laser beam of nominal
frequency 14 to the other spacecraft (spacecraft b and c at distances L, and L, respectively).
The phase of the light received at spacecraft b and c is used by lasers on board spacecraft b
and c for coherent transmission back to spacecraft a. The relative two two-way frequency (or
phase) changes as functions of time are then independently measured at two photo detectors
on board spacecraft a (Figure 1). When a gravitational wave crossing the solar system
propagates through these electromagnetic links, it causes small perturbations in frequency
(or phase), which are replicated three times in each arm’s datal4l.

To determine the response of an unequal arm interferometer to a gravitational wave pulse,
let us introduce a set of Cartesian orthogonal coordinates (X, Y, Z) centered on spacecraft a
(see Figure 2). The X axis is assumed to be oriented along the bisector of the angle enclosed
between the two arms, Y is orthogonal to it in the plane containing the three spacecraft, and
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the Z axis is chosen in such a way to form with (X,Y) a right-handed, orthogonal triad of
axes. In this coordinate system we can write the two two-way Doppler responses, measured
by spacecraft @ at time ¢, as follows!®® (units in which the speed of light ¢ =1).

(A:(Et)) = () = hi(t) + C(t — 2L1(2)) — C(t) + na(2), (1)
(-A—:(f—t)-) =y(t) = ho(t) + C(t — 2La(t)) — C(t) + n2(t), )

where h;(t), hy(t) are the gravitational wave signals in the two arms/®®], and we have denoted
by C(t) the random process associated with the frequency fluctuations of the master laser
on board spacecraft a; n;(t), na(t) are the remaining noise sources affecting the Doppler
responses ¥, (%), y2(t) respectively.

From equations (1, 2) it is important to note the characteristic time signature of the
random process C(t) in the Doppler responses yi, yz. The time signature of the noise C(¢) in
y1(t) for instance, can be understood by observing that the frequency of the signal received at
time ¢ contains laser frequency fluctuations transmitted 2L, seconds earlier. By subtracting
from the frequency of the received signal the frequency of the signal transmitted at time ¢,
we also subtract the frequency fluctuations C(t) with the net result shown in equation (1).

Among all the noise sources included in equation (1), the frequency fluctuations due to
the laser are expected to be by far the largest. A space-qualified single-mode laser, such as
a diode-pumped Nd:YAG ring laser of frequency v = 3.0 x 10 Hz and phase-locked to
a Fabry-Perot optical cavity, is' expected to have a spectral level of frequency fluctuations
equal to about 1.0 x 10~23/y/Hz in the millihertz band®l. Laser noise is to be compared
with, e.g., the expected secondary noises which will be 107 or more times smaller.

If the armlengths are unequal by an amount AL = Ly — L; = eL; (with e 2 3 X 10~2 for
a space-based interferometer!®), the simple subtraction of the two Doppler data y:(2), ¥2(t)
(which would be appropriate for a conventional equal-arm interferometer) gives a new data
set that is.still affected by the laser fluctuations by an amount equal to

Ot = 2Ly) — O(t — 2Ly) = 20 (t — 2Ly )L, - 3)

As a numerical example of equation (3) we find that, at a frequency of 1073 Hz and
by using a laser of frequency stability equal to about 10~13/v/Hz, the residual laser fre-
quency fluctuations are equal to.about 10-1¢/ Vv Hz. Since the goal of proposed space-based
interferometers(¥ is to observe gravitational radiation at levels of 10729/ Vv Hz or lower, it is
crucial for the success of these missions to cancel laser frequency fluctuations by many more
orders of magnitude.
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IIl. UNEQUAL-ARMS INTERFEROMETERS

In what follows we will show that there exists an algorithm in the time domain. for removing
the frequency fluctuations of the laser from the two Doppler data y;(t), y2(t) at any time
t. This method relies only on a properly chosen linear combination of the two Doppler data
in the time domain. In order to show how this technique works, we will assume the two
armlengths L;, L, to be constant and known exactly. The interested reader is referred to {2]
for a detailed analysis covering the most general configuration.

From equations (1, 2) we may notice that, by taking the difference of the two Doppler
data y;(t), y2(t), the frequency fluctuations of the laser now enter into this new data set in
the following way

M) = n(t)—3(t) = h(t) = ho(t) + C(t — 2L,) — C(t -2L,)
+ ma(t) —na(t) . (4)

If we now compare how the laser frequency fluctuations enter into equation (4) against how
they appear into equations (1, 2), we can further make the following observation. If we
time-shift the data y;(t) by the round trip light time in arm 2, y:(¢ — 2L;), and subtract
from it the data y.(t) after it has been time-shifted by the round trip light time in arm 1,
y2(t — 2L,), we obtain the following data set

Az(t) = yl(t - 2L2) - yz(t - 2L1) = hl(t - 2L2) - hg(t - 2L1) -+ C(t - 2L1)
’ - C(t - 2L2) + nl(t - 2L2) - nzv(t - 2L1) . (5)

In other words, the laser frequency fluctuations enter into A;(t), and Az(t) with the same
time-structure. This implies that, by subtracting equation (4) from equation (5), we can
generate a new data set that does not contain the laser frequency fluctuations C(t)

T() = As(t) = Ai(t) = ha(t — 2L5) — hy(t) — ho(t — 2Ly) + ha(t)
-+ nl(t bt 2L2) e nl(t) - ng(t - 2L1) + nz(t) . (6)

From the expression of A,(t) given in equation (5), it is easy to see that the new data set
Z(t) should be set to zero for the initial MAX|[2L,,2L,] seconds. This is because some of
the data from y; and y, entering into A;(t) “do not yet exist” during this time interval. Since
the typical round trip light time for proposed space-based laser interferometer detectors of
gravitational waves will never be greater than about 33 secondsl, we conclude that the
amount of data lost in the implementation of our method is negligible.

We have simulated the procedure (equation 6) using realistic laser and shot noise spectra®,
known arm lengths (differing by about 3 percent), and a simulated monochromatic gravita-
tional wave incident normal to the plane of the interferometer. The results of the simulation
are shown in Figure 3. Plotted are spectral densities of the raw laser noise, the raw shot
noise, and the canceled time series, X(t) (equation 6). This illustrates cancellation of the
laser noise and modulation of the residual secondary noises(?.
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IV. CONCLUSIONS

We presented a time-domain procedure for accurately cancelling laser noise fluctuations in an
unequal-arm one-bounce Michelson interferometer relevant to space-borne gravitational wave
detectors. The method involves separately measuring the phase of the returning light relative
to the phase of the transmitted light in each arm. By suitable offsetting and differencing of
these two time series, the common laser noise is cancelled exactly (equation 6).

The technique presented in this paper is rather general, in such that it can be implemented
with any (Earth-as well as space-based) unequal-arms Michelson interferometers.
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Figure 1. Typical configuration of a space-based, unequal-arm interferometer
detector of gravitational waves. The corner spacecraft a transmits
coherent laser light to the other spacecraft, b and c. They coherently
retransmit back to spacecraft a , where coherent two-way phase (or
frequency) changes in each arm are then measured. The two arm lengths
are denoted with L,, and L,.

AZ

Figure 2. Coherent laser light is transmitted simultaneously from spacecraft a to
spacecraft b and ¢, and coherently transponded back to a. The X axis is
along the bisector of the angle enclosed between the two arms of the
interferometer. The Y axis is orthogonal to the X axis in the plane of the
interferometer, and the Z axis is chosen in such a way to form together with
(X, ¥) a right-handed set of axes. The gravitational wave train propagates
along the k direction.
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Figure 3. Simulation of the time-domain laser noise cancellation procedure for unequal-arm interferometers described in the text.
Fractional frequency fluctuation spectra, S,(f), are plotted versus Fourier frequency for: (upper curve) raw laser noise
having spectral density 102® (f/1 Hz)2?+ 6.3 x 10”7 (/1 Hz)** Hz"}, and (lower curve) residual noise after time-domain
cancellation procedure. Dashed curve shows the level of shot noise added to each arm (spectral density $5.3 x 103 (/1 Hz)?
Hz', independent in each arm) and dot-dashed curve showing the predicted modulation of the shot noise spectrum due

- to our laser noise cancellation is also plotted. Other parameters are 2L, =32 sec, 2L, =31 sec, and transform length $2" sec.

In addition to shot noise, a simulated sinusoidal gravitational wave with amplitude h, = 102 and f, = 0.1 Hz incident normal
to the plane of the interferometer was added. The time-domain procedure, using the known arm lengths, cancels the laser noise
exactly making the simulated signal clearly visible above the (now modulated) shot noise spectrum.
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Abstract

Every year more and more government and civilian agencies rely on GPS for accurate
timing and navigation. The GPS Operational Control Segment, using information provided
by the United States Naval Observatory, maintains the GPS timing signal well within
specifications. This paper summarizes 1998 GPS Time Transfer performance for authorized
users and relates the results to the mechanics of the GPS time steering algorithm. Data from
previous years will also be presented as a means of comparison.

INTRODUCTION

The term “GPS Time Transfer” has historically assumed multiple meanings. Many in the Precise
Time and Time Interval community often associate this term with the specific GPS technique used
predominantly for international ground laboratory clock comparison, namely, common-view GPS
time transfer. As we know, common-view GPS time transfer involves the use of multiple (usually
paired) ground receivers.

Often forgotten in the PTTI community is the other main GPS time transfer technique, direct-
access GPS time transfer, which many also dub “standard” GPS time transfer. In the direct-access
GPS technique, users can obtain the official Department of Defense (DoD) time reference,
UTC(USNO), by employing only one receiver and taking advantage of the available information in
the broadcast GPS navigation message [1].

Direct-access GPS time transfer offers advantages that are most useful, primarily, for military or
military-related systems. Since direct-access GPS time transfer doesn’t require station-to-station
communications with other ground receivers, direct-access GPS users can operate autonomously,

in anonymity.

The United States Naval Observatory (USNO) performs around-the-clock monitoring of GPS’s
timing broadcast. USNO monitors three main time signals: 1) individual satellite time, 2) GPS
ensemble time (the GPS Composite Clock), and 3) GPS’s broadcast of UTC(USNO), which we
call UTC(GPS). USNO currently employs Stanford Telecom (STel) 5401C receivers to perform
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this monitoring. STel 5401C receivers are dual-channel, keyed sets, and thus, are dual-frequency
(L1 and L2) receivers capable of tracking Y-Code and correcting for the effects of Selective
Availability (SA). USNO forwards time transfer information, gathered and processed from these

receivers, to the GPS control segment, which is operated by the 2d Space Operations Squadron
(2 SOPS).

As we know, not all GPS time transfer receivers are key-able, and therefore, not all GPS receivers
can correct for SA. These civilian, or “unauthorized,” receivers do not realize the same accuracy
that keyed, or “authorized,” sets benefit from. Therefore, civilian direct-access users often must
augment their systems with melting pot schemes, atomic reference clock supplementation, or other
techniques. This paper exclusively reviews the recent performance of direct-access GPS time
transfer for authorized users.

CURRENT TIME TRANSFER PERFORMANCE

Figure 1 shows a plot of the daily UTC(GPS)-UTC(USNO) time transfer root-mean-square (RMS)
and average (AVGERR) errors for 1997. The 1997 GPS time transfer RMS was 7.84 ns,
significantly lower than previous years. Figure I depicts a visible drop in the RMS in the
beginning of the year due, in part, to the Ephemeris Enhancement Endeavor (EEE). After the
initial EEE process completed on 28 February 1997 (MJD 97059), the daily RMS value exceeded
10 ns on only eight occasions [2].

Figure 2 shows similar daily time transfer RMS and AVGERR data for 1998. From 1 January
1998 — 23 November 1998, the time transfer RMS was 6.88 ns, a 12% improvement over 1997.
This year also saw a new record low of 4.44 ns set on 5 October 1998 (MJD 98278). Looking at
both 1997 and 1998 plots reveals that each daily RMS has remained well below the UTC(GPS)-

UTC(USNO) specification of 28 ns (RMS), defined in the USNO/2 SOPS interface control
document, ICD-GPS-202 [1].

GPS-UTC(USNO) PERFORMANCE

A critical element in the delivery of UTC(GPS) to users is the GPS timescale, called the GPS
Composite Clock. Typically, direct-access GPS time transfer users obtain satellite time by locking
onto a broadcasting GPS vehicle, subsequently obtain GPS time by correcting for satellite clock
offsets, and finally obtain UTC(GPS) by applying GPS-UTC(USNO) corrections [3]. The
performance of GPS-UTC(USNO) significantly affects the performance of UTC(GPS)-
UTC(USNO), and usually serves as a second indication of how well GPS can deliver time.

The daily GPS-UTC(USNO) offsets for 1997 and 1998 are displayed in Figures 3 and 4,
respectively. 2 SOPS remains sufficiently safe from breaking ICD-GPS-202’s specification tor
|GPS-UTC(USNO)|, 1000 ns [1]. In fact, the maximum daily GPS-UTC(USNO) offset in 1997
was —15.2 ns on 16 May (MJD 97136), and 1998’s maximum was +8.7 ns, on both 18 and 19 June
(MJDs 98169 and 98170).
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Obviously, GPS-UTC(USNO) performance has far exceeded specifications; clearly, the GPS time
steering algorithm superbly accomplishes the task of meeting the 1000 ns specification. So, how
does the GPS time steering algorithm do it?

THE GPS TIME STEERING ALGORITHM

As with many time scales, the stability of the GPS Composite Clock is largely dependent on how
effectively its operators discipline it to its assumed “truth” source. Within the timing community
exist several different types of steering algorithms, each fulfilling different requirements, and thus
serving different purposes. Perhaps no other steering algorithm is more misunderstood than the
often (and unfairly) maligned GPS Bang-Bang time steering algorithm.

Many steering algorithms are designed to optimize a cost equation. Usually such a cost equation
takes counter-opposing requirements into consideration and provides the user/operator the
mathematical vehicle for delicately balancing the given, often conflicting, requirements.
Commonly, the conflicting requirements are, specifically, the need to minimize time offsets with
respect to a truth source, and the need to ensure sufficient absolute stability.

In GPS, the analogous steering requirements are fairly straightforward. As mentioned earlier, the
difference between the GPS time scale and UTC(USNO) must not exceed an absolute value of
1000 ns. Additionally, GPS operators must ensure that the steering doesn’t excessively degrade
the GPS time scale’s stability, essential to GPS’s navigation and time transfer missions.

The main reason |GPS-UTC(USNO)| never risks closely approaching tolerance is the impressive
stability of the GPS Composite Clock. Ironically, and contrary to popular opinion, however,
neither navigation nor time transfer users reap any benefits from tighter GPS-UTC(USNO) time
synchronization performance. Many in the timing community have held misperceptions about this
subject, usually because many are used to working with systems that offer improved performance
as an inverse function of that system’s timing offsets with respect to “truth” sources. However, in
GPS, navigation users require real-time satellite-to-satellite stability, and not absolute’ “truth”
synchronization, in order to operate optimally.

Likewise, large GPS-UTC(USNO) offsets do not degrade service to direct-access GPS time
transfer users, either, as long as users appropriately apply the GPS-UTC(USNO) parameters
broadcasted in subframe 4, page 18 of the GPS navigation message, to compensate for these offsets
[3]. For instance, the GPS time scale could hypothetically be several hundred nanoseconds off
from UTC(USNO), but as long as the broadcast corrections are of good quality, users can still
obtain UTC(USNO) with excellent results, as indicated earlier.

Therefore, 2 SOPS operators have the freedom to choose time steering parameters designed to
place the instability caused by GPS time steering below the noise level of GPS time itself. More
importantly, 2 SOPS has the freedom to use a relatively simple steering algorithm to meet its
performance objectives [4].
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The Mechanics of GPS Time Steering

Perhaps the most common general steering algorithm design involves the use of gain coefficients
[or in inverse formulation, damping factors]. Second-order systems generally employ two
coefficients, which, in particular, are the phase gain and the frequency gain. Designers usually
derive these gain terms from simulations, or from cost equations. Simply stated, these algorithms
generally input estimates of time and rate (or, respectively, phase and frequency) offsets, multiply
each offset by its corresponding gain term, and add the two results together to calculate a steering
value, in a recursive fashion.

Furthermore, many designers choose to impose upper and lower limits to the recursively-
calculated steering value. In some systems, the calculated value will more often exceed the
imposed limits than not, resulting in the predominant occurrence of “limiter value steers.” When a
steering system uses limits that are so tight that “limiter value steers” occur almost exclusively, the
algorithm essentially behaves as having what is termed as a “bang-bang” characteristic.

GPS uses an explicit “Bang-Bang” steering algorithm. The simple mechanics of the GPS Bang-
Bang steering algorithm are as follows. These mechanics occur in the GPS Master Control Station
(MCS) every 15 minutes:

1. To begin, the algorithm receives MCS-calculated estimates of the time and rate offsets
of GPS time with respect to UTC(USNO). These estimates are based on data points
downloaded daily from USNO.

2. The algorithm then calculates a so-called “Discriminant,” based on the respective time
and rate offsets. In layman’s terms, the Discriminant is essentially the predicted time
(or phase) offset value at which the rate (or frequency) will reach zero, as a result of
theoretical steering in the direction opposite to the current rate offset estimate.

3. Finally, the algorithm sets the steer sign to the opposite of the Discriminant sign.

The GPS steering magnitude is a fixed value located in a MCS database file. Currently, the
steering magnitude is 1.0 E-19 s/s2. Over 15 minutes, this translates into a frequency change of
only 9 E-17 s/s and a time change of only 40.5 femtoseconds. Were the algorithm to steer with the
same sign for 24 straight hours, this magnitude would translate into a frequency change of 8.64 E-
15 s/s, and a time change of only 373 picoseconds. Since GPS users depend on predictions from
navigation messages which are typically not older than 24 hours, such small time changes are
always insignificant compared to other subcomponents of direct-access GPS time transfer error,
which, depending on the subcomponent, can be several nanoseconds. For that matter, 373

picoseconds is actually smaller than the granularity of the broadcast terms for satellite clock offset
(465 picoseconds)!

Such changes induced by steering are well into the noise level of GPS [5]. Though 2 SOPS
operators will, over time, modify this steering magnitude to appropriately match the ongoing
improvements to GPS time performance, currently, the steering magnitude of 1.0 E-19 s/s2 quite
sufficiently meets GPS time steering requirements, with no significant degradation to GPS time
stability. A corollary of this conclusion is the assertion that the current GPS time steering
algorithm, by itself, tuned properly, is more than sufficient for GPS’s steering requirements.
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Figure 5 shows a visual example of how the GPS Bang-Bang steering algorithm generally works.
The example begins with a scenario whereby GPS time is off from UTC(USNO) by -7.0 ns in time,
and 0.0 ns/day in rate. The algorithm steers with a positive rate (of 1.0 E-19 s/s2) until the GPS-
UTC(USNO) plot reaches a point of inflection—when the time offset is 3.5 ns, and the rate offset
is +2.29 ns/day. At this point of inflection, the Discriminant is zero, and the algorithm therefore
begins to steer negatively (at -1.0 E-19 s/s2) until the GPS-UTC(USNO) time and rate offsets are
both near zero. This example shows how the algorithm would remove a ~7.0 ns GPS-UTC(USNO)
time offset, in theory. In reality, however, 2 SOPS receives updates from USNO daily, and,
therefore, the MCS recalculates its time and rate offset estimates daily, as well. As a result, a
theoretical steering strategy projected for, say, six days in the future, will usually change well
before the strategy can be fully executed. As in the shown example, the effective “time constant”
for steering is usually longer than one day, meaning that one day’s worth of steering will usually
remove only a portion of the estimated GPS-UTC(USNO) error. The result is a day-by-day,
continuous drive to gradually remove GPS-UTC(USNO) time errors, and, if applicable, rate errors.
This strategy proves to work exceptionally well.

GPS TIMESCALE STABILITY

The stability of |GPS-UTC(USNO)) for 1997 and 1998, based on daily GPS-UTC(USNO) data
points provided by USNO, is presented in Figure 6. The one-day stability for 1998, 1.61 E-14, is
roughly as good as 1997’s one-day stability of 1.77 E-14. Perhaps more important to note is the .
significant improvement in long-term stability for. essentially all tau values greater than one day.
Several likely factors accounting for the improved GPS timescale stability include the better
operational performance of GPS ground [monitor] stations, the inclusion of more rubidium
frequency standards in the GPS Composite Clock [6], and, generally stated, an overall
improvement in the quality and efficiency of operations at 2 SOPS.

Note how the Allan deviation slope gradually changes to —1 at a tau value of around ten days,
indicating the finite bounding of GPS-UTC(USNO). Additionally, note that the effective
instability caused by GPS steering, at most, never approaches the inherent noise level of GPS-
UTC(USNO) for tau = 1 day. Again, one-day stability is especially important, since one day is the
nominal GPS navigation upload prediction span. These indicators clearly demonstrate the
effectiveness of GPS’s Bang-Bang steering algorithm—Ilong-term synchronization at a very small
sacrifice to short-term stability.

CONCLUSION

Every year GPS has set new records in direct-access time transfer performance and stability—1998
was no exception. 2 SOPS, USNO, and other agencies will always push to find ways to improve
GPS time. Through refinements in the receipt and processing of USNO data, the inclusion of more
rubidium frequency standards into the GPS Composite Clock, and the acquisition of better GPS
monitor station hardware (and more monitor stations), among other endeavors, GPS can continue
its trend of improving stability and time transfer performance for 1999 and beyond.
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Questions and Answers

DIETER KIRCHNER (TUG): In the first part of your talk, you were speaking about UTC GPS, and in the
second part, you simply said “GPS” time. Is this identical?

STEVEN HUTSELL (USNO): No. If you want to get as close an approximation to what USNO is
providing to DoD users by the GPS direct access signal, you would want this value here. When we are
plotting the stability of GPS time versus UTC, we are comparing GPS to UTC - USNO. So, the answer to
your question is GPS is sort of a free-wheeling time scale that users use primarily for navigation; and if
they want to get as close to UTC - USNO as possible, they apply the Sub-Frame 4, page 18 correction.
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Abstract

The U.S. Naval Research Laboratory (NRL) conducts comprehensive analyses of the Global Positioning
System (GPS) atomic frequency standards under the sponsorship of the GPS Joint Program Office (JPO) and
in cooperation with the 2nd Space Operations Squadron (2SOPS) at the Master Control Station (MCS) in
Colorado Springs, Colorado. Included in the analysis are the on-orbit Navstar space vehicle clocks and the
ground reference clocks at each of the five Air Force and seven National Imagery and Mapping Agency
(NIMA) GPS monitor stations. A presentation will be made of the performance of the Navstar clocks currently
operating in the constellation, which are characterized through the use of phase, frequency, drift and stability
histories in addition to frequency stability profiles based on the Allan and Hadamard variances. Clock
performance is analyzed using a multi-year database comprised of pseudorange measurements collected by
each of the 12 GPS monitor stations. Results of these analyses are routinely used by the MCS in optimizing the
q'’s in the Kalman filter.

Continuous 15-minute measurements of the phase offSet of each monitor station time reference from the DoD
Master Clock are obtained from Linked Common-View Time Transfer from DoD Master Clock, which is the
reference clock at the NIMA Washington, D.C. monitor station. The method is extended to obtain continuous
15-minute measurements of the phase offset of each active Navstar space vehicle clock from the DoD Master

Clock. Hence, the performance of all space and control segment clocks is referenced to the DoD Master Clock. -

Discontinuities in the phase and frequency of the clocks are removed to yield the unperturbed performance of
the clocks. The corrections, together with the probable cause of the discontinuity, are summarized. Examples
of the frequency history and the exhaustive calculation, for every multiple of the sample period of 15 minutes
from 15 minutes to 18 days, of the frequency stability profile for several Navstar space vehicle clocks and for
the time reference at two of the GPS monitor stations will be presented. Analysis of the performance of the first
on-orbit Block IIR operational rubidium clock will also be presented.
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INTRODUCTION

The pseudorange measurements upon which this analysis is based were collected at the five Air
Force and the seven National Imagery and Mapping Agency (NIMA) monitor stations using dual-
frequency GPS receivers. Figure I presents the information flow from a single Navstar space
vehicle to each of the GPS monitor stations. The use of dual frequencies enabled ionospheric
corrections to be based on the measured ionosphere. The pseudorange measurements were collected
every six seconds synchronized to GPS time and smoothed to one point every 15 minutes. Clock
offsets were computed using the NIMA post-processed ephemerides and observations that were
collected at the 12 GPS monitor stations. All monitor station clock performance was computed
using Linked Common-View Time Transfer from the NIMA Washington, D.C. site.

A key feature in the NRL Clock Analysis Software System (CLASS) is the capability to detect
phase and frequency discontinuities, to solve for the discontinuity, and to correct the clock data.
Correction of the data makes possible the analysis of long-term clock, system,and environmental
effects[1]. The results of the analysis are included in NRL Quarterly Reports to the GPS Joint
Program Office (JPO) and to the Master Control Station (MCS), as well as to other interested
members of the scientific community.

Other measures of performance are determined, such as the total operating time for each operational
Navstar space vehicle and the operating time for each Navstar clock. Included are histories of the
phase, the frequency, and the frequency stability.

CONSTELLATION

The constellation as of 30 September 1998 is shown in Figure 2. This table shows by plane and by
position in the plane each of the Block II/IIA/IIR Navstar space vehicles in the constellation and the
type of clock that was operating. Of the active cesium clocks, Frequency & Time Systems, Inc.
manufactured all but the Navstar 30 cesium clock. Kernco, Inc.manufactured the Navstar 30 cesium
clock. All Block II/IIA rubidium clocks were manufactured by Rockwell, Inc. The Block IIR
rubidium clock on Navstar 43 was manufactured by EG&G. Seven of the 27 clocks operating were
rubidium, while twenty were cesium atomic frequency standards. Three of the six planes have four
Navstars, while the other three planes contain five Navstar space vehicles (SV) each, although the
SVs are not evenly spaced in the planes.

The total operating time for each of the Navstar space vehicles since the space vehicle was inserted
into the constellation is presented in Figure 3. Thirteen of the space vehicles have been in operation
for six years or more, which exceeds the mean mission duration specification.

The number of clocks that have been placed in operation on each space vehicle is presented in
Figure 4. Eight of the space vehicles are operating the first clock, thirteen are operating the second
clock, four are operating the third clock, and two are operating the last clock. Navstar 43 is
operating its second clock, but one of the clocks was activated as a test and could be used again
when needed.
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NAVSTAR CLOCKS

The operating time or length of service, of the clocks that were operating as of 30 September 1998
is presented in Figure 5. The shaded bars correspond to the cesium clocks and the unshaded bars to
the rubidium clocks. Nine clocks, all cesium frequency standards, have exceeded five years of
continuous operation. Two clocks, both cesium frequency standards, have exceeded eight years of
continuous operation. Two of the rubidium clocks have attained three years of continuous operation.

The operating times of Block II cesium and rubidium clocks respectively both active and
deactivated clocks are presented in Figures 6 and 7. The dataarepresented in order of activation.
The shaded bars correspond to the active clocks, while the open bars correspond to the deactivated
clocks. The comparison shows that the Block II cesium clocks have an average operating time on-
orbit of 3.7 years,while the rubidium clocks have an average operating time on-orbit of 1.3 years.

The one-day frequency offset history for the clocks in plane B of the GPS constellation as of 30
September 1998 is presented in Figure 8. NRL analyzes each clock in each plane in the
constellation, but only plane B is presented for brevity. The history of the clocks in all planes is
included in the NRL quarterly reports.

The two-day frequency drift for each of the clocks in the constellation, presented by Figure 9,
shows that the rubidium clocks exhibit typically large drift rates, which are characteristic of
rubidium frequency standards--the largest being Navstar 38 with a drift of -5.0 pp1013 per day. Six
rubidium clocks exhibit negative drift,excluding the rubidium in Navstar 34, which was activated on
September 14,1998 and did not have sufficient data to be included. Figure 10 is a plot on an
expanded scale of the two-day average drift of the cesium clocks. Ten of the cesium clocks exhibit a
negative drift, while the other ten exhibit a positive drift. All but one of the cesium clocks exhibit a
drift with a magnitude below 5 ppl10135 per day, which is two orders of magnitude less than the
largest drift rate reported for the Block II rubidium clocks.

Figures 11 through 14 are examples of the frequency stability profile for four of the 27 Navstar
clocks. Figure 11 shows the stability of the Navstar 19 rubidium clock, which is typical of the
performance of the rubidium clocks manufactured by Rockwell Corporation. Figure 12 shows the
effects of a 10-15 nanosecond oscillation at the orbital period in the phase offset of the Navstar 36
cesium clock manufactured by Frequency and Time Systems. The cause of these oscillations which
affected a number of clocks has not been identified. Figure 13 shows the performance of the best
cesium clock in the constellation, the Navstar 30 alternate-source cesium clock manufactured by
Kemnco. The stability of this clock for a sample time of one day was estimated to be 7 ppl014,
Figure 14 shows the performance of the best rubidium clock in the constellation, the Navstar 43
Block IIR clock manufactured by EG&G. The stability of this clock at one day was estimated to be
near the noise threshold of the receiver at 2.4 pp1014.

The frequency stability profile, made using the precise ephemerides, for the 27 clocks in the
constellation that were operational on 30 September 1998 is presented in Figure 15. All but seven of
the clocks are evenly distributed between 7 pp1014 and 1.4 pp1013 at one day. Figures 16 and 17
show the ranking of the estimates of the frequency stability for a sample time of one day using the
Allan and Hadamard deviations respectively. In Figure 16, three of the six rubidium clocks for
which the stability was estimated rank last because of the large drift typical of rubidium clocks. In
Figure 17, based on the Hadamard deviation which adaptively corrects for the drift [2], all six of the
rubidium clocks rank before the cesium clocks with values of stability measured in pp1014.

The frequency stability estimates for each of the Navstar clocks for a sample time of one day using
the post-fit ephemeris are presented in Figure 18. Estimates of the frequency stability were made
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using the Allan deviation without any correction for aging. Superimposed on Figure. 18 are dashed
lines corresponding to the GPS system specifications of 2 pp1013 and 5 pp1013 for the one-day
stability of the cesium and rubidium clocks respectively. The frequency stability of all Block II
space vehicle clocks can be seen to meet the specifications. Eleven of the Block 11 clocks--nine
cesium frequency standards and two rubidium standards--show stability at or below 1 pp1013,

TIME TRANSFER

Linked Common-View Time Transfer is a special case of GPS time transfer [3], which uses
simultaneous measurements by two users of a Navstar space vehicle clock when the space vehicle is
in view of both users. Each of the two users computes his clock offset with respect to the Navstar
clock at the same epoch. Then, the difference between their respective clock offsets with respect to
the Navstar clock yields the offset between the two user clocks. This procedure results in a
measurement which is independent of the Navstar clock, but which retains the difference in the
measurement €rTors.

The precision of a single common-view time transfer measurement was first demonstrated using
common-view time transfer measurements taken over a 20-day time span with a single space
vehicle. Recently, the precision of the common-view time transfer measurement was definitively
determined through the use of multiple common-view measurements taken at the same epoch [4].
This process was made possible with the full constellation of GPS space vehicles. The estimated
precision of a single 15-minute interval has been determined to be between 1.4 and 2.7
nanoseconds. Using the measurements from all Navstar space vehicles in common-view during the
15-minute interval, typically 3-7 space vehicles, improves the estimate of the precision of the time
transfer measurement to between 0.65 and 1.13 nanoseconds. This level of measurement precision
results in the capability to determine the frequency stability of a remote clock (with respect to the
DoD Master Clock) anywhere on Earth to within 2 pp1012 for a 15-minute sample time and 2
pp1014 for a one-day sample time.

A Linked Common-View Time Transfer measurement results by linking two or more remote sites
that are in common-view with either the same or another Navstar space vehicle. The precision of
the Linked Common-View measurements can be estimated by considering the special case of the
sum of stationary random variables with mean zero and standard deviation equal to the precision of
a single common-view time transfer measurement. It is expected that the precision of the Linked
Common-View Time Transfer will grow as the square root of the number of links multiplied by the
precision of a single common-view measurement. However, in the analysis of the stability of a
remote clock, it is possible that other factors such as the quality of the receiver and short-term

environmental effects could have a greater influence on the precision of the measurements than the
effect of multiple links.

MONITOR STATION CLOCKS

Figures 19 and 20 show the one-day average frequency offset six-month history of the ground
reference clocks from the DoD Master Clock for the Air Force and NIMA GPS ground tracking
stations respectively. These results were obtained using Linked Common-View Time Transfer[4].
The performance of the ground reference clock at the Colorado Springs Monitor Station is superior.
It is the Alternate Master Clock #1 which is a hydrogen maser steered to UTC (USNO) by two-way
satellite time transfer [5]. The performance of the ground reference clocks at the remaining four Air
Force stations, which are equipped with HP5061 cesium beam tubes, has more noise than that of the
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ground reference clocks at the NIMA MS, which are equipped with HP5071 high performance
cesium-beam tubes. The superior performance of the Colorado Springs monitor station time
reference can be seen in the frequency stability profile in Figure 21, where its performance is
dominated by white phase noise as far out as the profile was estimated, i.e. 18 days. On the other
hand, the best NIMA time reference was at the Quito, Ecuador monitor station (Figure 22), which
shows a flicker floor of 1 pp1014 being achieved at about five days. This station had the lowest
short-term noise of all the monitor stations, whereas the Colorado Springs monitor station had the
highest. In addition, the time reference for the Colorado Springs monitor station showed a cyclic
component at the fourth harmonic of the orbital period (2.99 hours). The cause of this cyclic
component has not been determined. The performance of the time reference at each of the ten
monitor stations is compared in Figure 23, which presents the frequency stability profile for sample
times of one to 18 days. The Colorado Springs monitor station is clearly superior, followed by the
five NIMA monitor stations, and finally by the remaining four Air Force monitor stations.

CONCLUSIONS

Thirteen of the Block II space vehicles have been in operation for six years or more and have
exceeded the expected mean mission duration. An average of two Block II Navstar clocks per space
vehicle has been activated. Twenty-one of the space vehicles have at least two spare clocks
available to complete the design lifetime. Fourteen Navstar clocks--more than one-half of the
operational constellation--are performing with an estimated one-day frequency stability of 1 pp1013
using the precise ephemerides and based on the Hadamard deviation. The time reference at each of
the GPS monitor stations exhibited a frequency stability for a sample time of one day of between 3
ppl014t0 42 ppl0l4,
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Questions and Answers

DENNIS McCARTHY (USNO): To what extent does the quality of the orbits that you are using affect the
analysis of the satellite clocks? ,

JAY OAKS (NRL): This sounds like a loaded question? Obviously, it plays an important part. That is
why we use the NIMA precise orbit,which is reported to be accurate within centimeters, ‘What we see here
is mostly dominated by the clock, but there are some anomalies that we investigate like the orbit where it
might be showing up.

SIGFRIDO LESCHIUTTA (IEN): Could you please show us one of the last vugraphs concerning the
behavior of the USNO clock monitor station frequency stability profile?

JAY OAKS: Was it the monitor station clock frequency?
SIGFRIDO LESCHIUTTA: Yes.

JAY OAKS: This one? We have one like this for the monitor station frequency stability profile, one for
monitor station clocks, and one for the space vehicle clocks.

SIGFRIDO LESCHIUTTA: The one concerning your two-way link.

JAY OAKS: That was this. What I had said is that the Colorado Alternate Master Clock, which is shown
here, is a hydrogen maser steered using measurements made once an hour using two-way satellite time
transfer measurements between the Naval Observatory and the Colorado Station. That is Steven Hutsell’s
algorithm and if you have some questions about that, he would probably be happy to answer them. Is that
what you were asking?

SIGFRIDO LESCHIUTTA: Yes.
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Abstract

The rubidium clocks in the GPS Block IIR spacecraft have no previous flight experience, and will be the only
atomic clocks used on the Block IIR satellites. The U.S. Naval Research Laboratory (NRL), in cooperation with the
Global Positioning System Joint Program Office (GPS-JPO), the GPS Control Segment, Lockheed Martin, ITT, and
EG&G, is conducting a three year life-test of two flight qualified EG&G Rubidium Atomic Frequency Standards
(RAFS) selected from the operational spacecraft inventory. The two RAFS, serial numbers 28 and 30, were selected
as representative of the flight configuration build for Block IIR by ITT and provided by the JPO to NRL for this test.

The test is intended to build confidence in these units as operational spacecraft clocks and establish a database of
Jundamental performance characteristics. The two units are being operated in independent thermal vacuum

chambers with high resolution monitoring of the clock’s frequency compared to the NRL hydrogen maser
references. The units’ internal monitors that would normally be sent as telemetry and envzronmental test conditions
are monitored and recorded with high resolution.

Output from one of the two units has been used as input to the NRL Time Keeping System Simulator (TKSS). The
TKSS was originally built to evaluate the implementation and algorithms used in the Block IIR on-board Time
Keeping System (TKS), which determines the satellite’s clock signal to the transmitter. Data from the TKSS have
been used to evaluate TKS on-orbit performance and serve as an analysis reference. RAFS data from the beginning
of the test on 31 March 1997 to August 1998 and representative TKSS data will be presented. Frequency stability
results of the RAFS have routinely shown Allan deviation performance in parts in 10 - at one day, much better
than initially expected. In addition to the data from the two test units, on-orbit data from the Block IIR clocks is
being added to the database for life data analysis as satellites are put into service.

INTRODUCTION

The development of the replacement block of satellites for the Global Positioning System (GPS) known
as the Block IIR satellites incorporated a different implementation of the on-board frequency standards.
Additionally, new frequency standards were introduced that had no actual flight history on which to base
performance and lifetime. The Rubidium Atomic Frequency Standards (RAFS) designed and built by
the EG&G Optoelectonics Division of Salem, Massachusetts are the frequency standards being used.

The GPS Joint Program Office (JPO) initiated a special three-year Life Test to attempt to demonstrate
the performance and potential of the RAFS units for GPS. The Naval Research Laboratory (NRL) was
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chosen as the agency to conduct the test. The prime contractor, Lockheed Martin, was placed under
contract by the JPO to supply two flight-qualified RAFS units from the operational build of the Block IIR
satellites. Consequently, subcontracts with ITT and EG&G were let to supply materials and support the
Life Test. The system operators at the Second Space Operations Squadron (2SOPS) and Aerospace
Corporation are also participating in the conduct and analysis of the Life Test data.

PURPOSE OF TEST

A three-year continuous Life Test is to build confidence in the RAFS units for GPS operations and
possible follow-on applications [1]. Flight candidate RAFS units from the operational satellites are
being evaluated in space-like conditions and environment, designed to be as close to actual operating
conditions as possible. Data from this test are to be complemented with on-orbit data from other units
launched in the Block IR satellites to attempt evaluation of the lifetime characteristics of these units as a
class of devices. From these data the operating life, probability of failure, and other related mission
parameters may be quantified for the RAFS as a class of units[2). In the development of atomic clocks
for GPS, a test of this type had been desired for the different units being used, but launch schedules and
availability always precluded the attempts. In this case, the test data and units can also be used as control
models for on-orbit performance and possible problem resolution should anything unusual occur in
satellites already launched.

TEST CON FIVGURVATION

RAFS serial numbers 28 and 30 were provided for the test. Two thermal vacuum chambers with
independent baseplate temperature controllers are being used to house each of the units. Spacecraft
engineers from ITT who are responsible for installation of the RAFS in the satellites installed the test
units in the thermal vacuum chambers at NRL using the same procedures and materials as is used in the
satellites. Prior to beginning the actual Life Test, a pretest phase for setup and checkout of the equipment
and procedures for gathering the data was performed. This pretest period began with the final checkout
of the thermal vacuum systems on 26 February 1997 prior to the delivery and installation of the test units
on 3 March 1997. A series of tests and analysis of the data collected by the instrumentation was
performed to determine the initial operating guidelines and analysis techniques. These initial parameters
were used to guide test performance, to verify methods of analyzing and presenting the data and to set
the necessary measurement intervals. After the pretest evaluation of the test instrumentation, the Life
Test officially began on 31 March 1997.

The equipment configuration is shown in Figure 1. A dedicated data collection computer (RAFS Tester
on the diagram) is allocated to the collection of the telemetry from the units. Each unit is capable of
sixteen telemetry outputs during ground test, including the factory acceptance test outputs. In the
operational telemetry nine outputs are used. The Life Test telemetry data outputs are listed on Figure 1
and read with 16-bit data words. The satellite telemetry is output with a resolution of 8-bit words. The
16-bit word resolution was selected as a convenient over-sampling size to observe the finer structure.
Satellite telemetry could then be duplicated for comparison by truncation of the collected data words.
The RAFS Tester, shown in Figure 1, also collects data on input power, test equipment operating and
environmental conditions in the test area. Environmental conditions in the test room and associated
areas could be used to correlate thermal effects in the test equipment or cabling if necessary.

The output 13.4 MHz signals from the units is converted to 5 MHz by a Numerically Controlled

Oscillator (NCO) so that they may be input into the dual-mixer phase measurement.systems used for
clock evaluation. Two systems are used for redundancy, the Short-Term and Long-Term systems. They
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are capable of performing high precision phase comparisons between the test units and the NRL
reference hydrogen maser. These data are then collected along with the telemetry data on the Test
Facility computer, TAGNT. TAGNT is then accessible to the other networked computers for analysis
and archiving.

DATA ANALYSIS

The objective of collecting continuous data was interrupted on several occasions by changes required by
the experiment or problems with the instrumentation system. These events are listed in Table 1. The
events listed created breaks in the continuous data necessitating the stability analysis to be sectioned.
The stability analysis sections are shown in Table 2.

Table 1, Life Test Events

MJD /Date Unit No. 28 Unit No. 30
50581 5/13/97 Baseplate Temperature Change
50601 6/2/97 Baseplate Temperature Change
50702 9/11/97 Pressure Change
50862 2/18/98 Lost Power Lost Power
50869 2/25/98 Powered Up ' Powered Up
50888 3/16/98 Vacuum Pump Failure
50937 5/4/98 UPS Drop Out UPS Drop Out
50980 6/16/98 UPS Drop Out UPS Drop Out

Table 2, Stability Analysis Segments

Unit No. 28 Unit No. 30
Weeks 1-47 Weeks 1 - 47
Weeks 48 - 51
Weeks 52 - 70 Weeks 48 - 70

The first adjustments to the configuration was to change the units operating temperatures due to the
determination that the temperature of the units was at such a high value that the internal controllers were
not functioning properly. The elevated unit temperature was due to the insulating adapter between the
unit and the chamber baseplate. This adapter controls conductive heat flow out of the units to the
baseplate and was not conducting as anticipated. The adapter conductance was investigated for the Life
Test and the flight units by Lockheed Martin and ITT. Corrective action was taken on the flight units.
For the Life Test it was decided to operate at a somewhat lower temperature for one unit and the
expected lower flight temperature for the other to enable the internal controllers to function properly.
Consequently, RAFS unit 28 was lowered to approximately 17° C and RAFS unit 30 to 8° C. Operation
was resumed and no further system temperature setting problems occurred.

Instrumentation problems that occurred subsequently were power related. The thermal vacuum and
RAFS controller were on the facility’s Uninterruptable Power System (UPS) which fed parts of the
laboratory which were to operate without dependence on commercial power. Attempting to maintain
continuous power and the UPS system failure during the test resulted in the other breaks shown in the
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data.

RAFS UNIT 28

In order to present a brief summary of the findings in the test thus far, the majority of the telemetry data
will not be presented. For the most part, these data show little out of the ordinary and will be detailed in
a future comprehensive report. The figures that follow will focus on the phase performance and will be
shown for RAFS unit 28 first. Figure 2 shows linear residuals to the frequency offset of RAFS unit 28
for the first 47 weeks of operation. A number of frequency breaks or discontinuities can be observed.
The time and the amount of the discontinuity is indicated in the figure. These small frequency jumps can
be readily seen in a higher order residual. Fifth-order residuals are shown in Figure 3 and the frequency
changes are obvious. These changes were observed in only two telemetry channels, the Lamp Output
Voltage and the Second Harmonic output, shown in Figures 4 and 5 respectively. The cause of these
frequency changes is not fully understood, but is certainly associated with the lamp output. RAFS unit 28
was known to exhibit these types of small jumps before it was chosen for the test.

Another important parameter for these units is the frequency drift. All rubidium standards drift, but it is
the change in drift that seriously affects the predictability of operation. For GPS the predictability is
very important, since the GPS system is a predicted system and relies upon the ability to accurately
predict system parameters for at least a day in advance. Consequently, the daily drift was computed for

..the RAFS Life Test units to provide an estimate of this parameter and is for RAFS unit 28 in Figure 6.
Thesedata show. that the rate of change of drift is relatively stable and slowly decreasing. The desired or
specification daily drift value is 5 x 10-4/day.

Correcting the frequency jumps, the Hadamard deviation was computed for the span of 1 to 47 weeks.
The deviation is shown in Figure 7. The Hadamard deviation is used because it adaptively corrects for
frequency drift and is the statistic used by the operators at 2SOPS to tune the system Kalman filter. This
filter is used for prediction of satellite performance and generation of the navigation message broadcast
to the users.

Figure 8 shows the frequency offset for the span of weeks 48 to 70. The frequency jumps can still be
observed with another discontinuity around the end of March associated with a vacuum break. Some
vacuum was lost at that time, but determination of the exact disruption was not possible due to the limited
range of the vacuum gauge. A brief partial loss of vacuum is believed to have occurred, not a complete
loss. The regularity of the frequency jumps changed as a result of the vacuum loss. This can be deduced
from the cumulative frequency corrections shown in Figure 9. The regularity of the frequency changes
occurring between the pressure changes,resulting in a gradual cumulative increase in frequency offset,is
curious. Investigations into the causes of these changes are continuing.

Correcting for the jumps, a comparison of the stability for the first and second spans of data is shown in
Figure 10. The stability is quite consistent and is approximately 8 x 10" at one day.

RAFS UNIT 30

The phase offset for RAFS unit 30 for weeks 1-47 is shown in Figure 11. Only one of these small
frequency shifts was observed over this entire span. This unit has been very well behaved throughout the
test. Comparison of stability for the two main periods of continuous data, weeks 1 to 47 and weeks 48 to
80, is shown in Figure 12. These data indicate a possible improvement in the long-term stability between
the two periods. Previous tests on the prototypes and engineering models of these units had shown that,
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with time, these units tend to improve in stability and rate of change of drift. This unit appears to be
following that trend.

The stability performance of the two units for the different evaluation periods is summarized in Figure
13. The Allan deviation values given are uncorrected for drift, so they would naturally be higher than
drift corrected values, but are used for comparison. The values indicated as “corrected” are corrected for
the frequency shifts previously discussed. Overall stability performance of both units has been
outstanding.

To evaluate expected on-orbit performance, a hardware simulation of the Block IIR on-board Time
Keeping System (TKS)[3] was constructed during the Block IIR development for investigation of
satellite performance. This simulation was called the TKS Simulator (TKSS) to distinguish it from the
actual on-board equipment. It functions in the same manner as the flight equipment,with the exception
that the output VCXO is not the same. A flight equivalent VCXO has not been available for use in the
TKSS. However, the TKSS provides comparable performance to that observed from the satellites.

RAFS unit 30 has been used to drive the TKSS. Data from a Life Test unit can then be compared to the
Navstar 43 flight units, which are the only ones on-orbit. For the period of 10 July to 5 August 1998 data

from the TKSS and Navstar 43 were compared. The stability of RAFS unit 30 over this period is shown

in Figure 14. The TKSS phase offset linear residuals over this span are shown in Figure 15. Data taken
from Navstar 43, collected as part of the on-orbit evaluation effort on-going at NRL[4], were used to
compare relative performance. The comparison is shown in Figure 16. System noise and short-term
performance of the on-board VCXO, which was expected to dominate short-term Navstar 43
performance, apparently does so out to a day. Investigation of this unexpected result will continue as
further Block IIR satellites are launched.

SUMMARY

The Life Test is over half way through the planned three-year duration. Performance of the two units
under test has been outstanding even with the anomalies observed. These observed anomalies would not
have created operational problems for the system operators. The overall performance of both units was
much better than anticipated. Efforts to create a more comprehensive database on this class of units with
on-board telemetry collected along with performance data are continuing. The increased precision of the
Life Test telemetry information with the on-board data should prove invaluable in future satellite
operations.

REFERENCES

(1] Rubidium Atomic Frequency Standard (RAFS) GPS Block IIR Life Test
Plan, version 1.1, 24 March 1997, Naval Research Laboratory.

(2] F. Danzy and J. S. P. Smathers 1998, “Reliability Assessment Test (RAT) Program
Life Data Analysis Methods,” Naval Research Laboratory Memorandum
Report NRL/MR/8150-98-8161, 8 May 1998.

[8] Software Requirements Specification, Appendix C, Timekeeping System
(TKS)Description, for the Mission Processor CSCI (Operational Baseline)
of the NAVSTAR Global Positioning System (GPS) Replenishment Satel-
lites (Block IIR) Phase II, PS23027807, ITT Aerospace/Communication Division,
100 Kingsland Road, Clifton, NJ 07014, 25 August 1996. -

149




[4] O. J. Oaks, T. B. McCaskill, M. M. Largay, W. G. Reid, and J. A. Buisson 1999, Per-

Jormance of GPS On-Orbit Navstar Frequency Standards and Monitor Station
Time References,” these Proceedings.

150




()

from

5MH Reference Signal

MODIFIED JULIAN DATE

Fig. 2. RAFS No. 28 Frequency Offset, Weeks 1 - 47

151

Thermal Vacuum Current +28V smai"l N1 Hydrogen Maser
— f— Probe Power Supply
— - (15) {18}
l I i Short Term
) Directional 13.4to 5 MHz Dual Mixer —
NESLAB I Q R Coupler NCO System
I==x Baseplate | l XF Power
Sensor(18) 114 RAFS Long Term
Controller YT ATeslter Dual Mixer ||
Vacuum ' (Analogs) System
Gaugg>1 d | r
Facility LAN
TAGNT Yy
TKSS Facility Data
Telemetry Monitors N
1. Second Harmonic Collection
2. Clock Baseplate Heater
el pmrss:::;y 15. Main Power Switched TCep
16. Main Power Unswitched
: f_:',',.';"::;ﬁ;"’m 17. Main Power Current camnch SOﬂ“I'-are Test
7. Crystal Osciliator Control  18. 13.4 MHz RF Power omputer °g
8. Lamp Oven 19, Vacuum Chamber Pressure JUNO (Terminal
9. Filter Oven 20. Chamber Baseplate Temperature (VAX 3400) Entry)
10. Cavity Oven 21. Thermistor A
11, Lock Status 22, Thermistor B DECNET
12. Auto Level control 23. Room Temperature
13. C-Field 24. Room Humidity
14. 5 v Power Supply 24. Room Barometric Pressure CLASS System
: (DEC Alpha WS)
Fig. 1. Life Test Equipment Configuration
[ 1987 —— ' — 1998 —
Aii’R M;f\Y JSIN JLIIL Al'IG SE'P OCI'T qu D§C JAlN FEIB M;ﬁﬁ
Jren T T AR Y T T Ll | T T e T T Y A T T o Y v LBAREE T T
19 'm0 w0 180 210 240 2/0. 300 380 360 @ 30 '
= P H :
~ 3 5 s3d
N g ] g g £8
Q © 3 : 8 =2
s ] E . 8% * % 3 3 § 3
Q 7 P EE s H Skl &8
Q 5 2% g x® : x 3 E - 3 § &
T E ST NN i34 F £ @
_ 2 _: g | gg .Eﬁ ..... o . Eé -3 e @l §.> § - e - 4%
T P B3 FEE Sy 33 0% 388 &
B 3 . E 2 & G% %4 e g9 i ] . § [ -
1 3 3 gz 5383 § § & 3 & g ’ &
L 1339 et 8§ BB E 8 E E .
0 3 = 3 7R ! E E 8 g g e 5 [ e l . l 5 N a.
i & : ES & { S
> i &3 . l & l l : ]
Q i 3% ; . 1 I . S
Z O -3 uﬁt‘ ARy L5 e | - FIER I R ¢ Rk e . |
g 3 £ s i : 3
S 3 g H . N , <
0 3 & ' 13
Yy : * : ®
E _1 —,:. .............. [P PO .. s i XU R SR N RO [ tinesr Residusls I ............ g
3 ' S
E g
- ] l_._.x;lnn- InulnnIn.E.lnnl-LuLn.l-u-lnuiﬁljunlun-I-n. .|nln-snlunlnnnllnnl u'.--inl-uulun] 3 nln-ul.ui.l-n Liaaslaaaale n.nlfnnl. r FER EYTRY ITTTY
2 IlIIl'lllll]ljIllllllll'llllf']'lll‘ IlIll'lIlllll'llll'llll'lllll'lllll|lz
505625 505675 50625 50675 50725 60775 50825 50875




PHASE OFFSET (ns)

L
S 8 &8 o 8

lllllllllllllllllll'lllllIlllllllllllllllllIllllIIIIIIIIIIIIllIlllll

AII’R MAY JLIIN J(IJL AUG SEIP O?T
AR AR AN A LI A Ut I S B LA A FLALALALN LD LAL I LD NI AL UL A4 B S o

A .0 ¢ 70
............... L G'h O'da, Rogmssionj

200
B0 -
100

TITITIn
<O
o
—
n
Holp =
ai
o
wnaly
o0
o

FREQUENCY BREAK

—————

~——— ' FREQUENCY BREAK

FREQUENCY BREAK ————=

" FREQUENCY BREAK — =

. FWEQUENCY BREAK —— = "™y &

FAEQUENCY BREAK —mm—om-

FAEOUENCY BREAX ——o

Naval Reseaich Laboratdry, 8-13-98

50525 50650 650575 50600 50625 50650 50675 50700 50725
MODIFIED JULIAN DATE

Fig. 3. RAFS No. 28 Phase Offset Residuals Weeks 1 - 24

- 1097 | 1998
APR MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APR MAY JUN L ALIIGj
i

%0, 20 150 180 200 240, 270 300 330 360 3, 6 0 Bo B BG 2h

'. uulu:mz_1
: 5

sduers metres et wifaes csssins et aendes smrrsens seesene enses

i
i
|
1
!
i

s 1 1
e  VACUUM PUMP FARLURF
[T SRR R

Voltage (millivolts)

RS IR AN )\ N O NN S NS AP N R
e TNl

Hh 3 w b~ o
8 3 o3 8 8 38 8

il '||II||lllll|ll|l|||l|ll|ll|Illll'll'lll'llllllll '
H
: i
; ; :

L;!un Hemove:!: 4288 6 nrl o e

Naval Research Leboratory, 8-14-98

_30 VT IPE T PPN I RIS R Y Lot 1 H 15.
LR llllllllllllll Illl L3 Illlllllllllllill llll|lllllll LELER IIII LRARRES

50500 50550 50B00 50650 50700 50750 50800 50850 50900 50950 51000 51050
MODIFIED JULIAN DATE

ll LRI llll

PRI ! H}
LA B R RN R RERRE R

Fig. 4. RAFS No. 28 Lamp Output Voltage

152




1997 1998
MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APB MAY JUN JUL AUG

Voltage (millivolts)
3
i

' 90 120 150 180 210 240 270 300 230 360 30 60 90 120 150 180 210'

- ::f::: \ ot —
12_ \hﬁh‘mw”w

-20 _ R e . | ‘ mﬂ - 3333,,,,AJ

Naval Fesaarch Laborator;}, 8-14-98

LERERRRNARI I lllllllll I lllllllll ] lllllllll l lllllllll I lllllllll II]I llllll l lllllll Fll lllllllll | IIIIIIIII I IIIIIIIII

50500 50550 50600 50650 50700 50750 50800 50850 50900 50950 51000 51050

MODIFIED JULIAN DATE

' Fig. 5. RAFS No. 28 Second Harmonic Weeks 1 - 70

1997 1998

DRIFT (pp10'3/day)

80 210 : 240  270; 300 330 360 ; 30

ey
o ]
o

-

BASEPLATE TEMPERATURE CHANGE

PRESSURE CHANGE
UPS INTERRUPTION

N P TIPS T TR TVN | N Lot 1 T | L .|

e rereesmreseerpaeranes tesner  sasrer  meees srecchesscsssessasseemearees sener  ssevesl  eesse snesbrmsatsssiseresrerseres feaesss  snees  arnes Serserestidfessesssernie e senn s

— H
Naval Research Laboratory, 8-13-98

| )
All-"R M/I%Y JUN JLIIL AlIJG SE!P O(IJT NOIV DEIC JAN FEB MAR

[T TVIE TP IV TUUTE TV | s L ITOPTTRA | TP
L LI LB} IllllllllllllllllIlllllllllllllllllllllllllllllllI ||||| TT

50625 505675 50625 50675 50725 50775 50825 50

MODIFIED JULIAN DATE

Fig. 6. RAFS No. 28 Daily Frequency Drift Weeks 1 - 47

153

3
o




FREQUENCY OFFSET (pp10'2)

STABILITY o (1)
8!
%

—— HOURS
n® 32 1 2 4 38
0]

DAYS
2 4 8 16 32 64
| 1 ~

ADAMARD DEVIATION |

101 IR

0.01 01

1 10 100

SAMPLE TIME (DAYS)

Fig. 7. RAFS No. 28 Stability Weeks 1 - 47

MAR APR MAY

1998

Na\}al ﬁeééarch Laboratory,

JUL AUG

. FREOUENCY BREAK ———-o
VACUUM PUMP FARURE ———o-
FREQUENCY BAFAX ——o

-288
=290

FREGUENCY BREAK ——ee
. FREOUENCY BREAX —— =

20 |

FREQUENCY BREAK ——

Bl

i ~——  FREQUENCY BAEAX

e feovewcrameAx i

N ...5.1.. deppipbpiir Lt l...'.1-...],..5.|.-..|...§.|.

80 © 210

| =———  mrouswcY mEAX

~——— _ mrouENcy sneax

Naval Research Laboratory, 8-13-98

50860 50880 50900 50920 50940 50960 50980 51000 51020 51040
- MODIFIED JULIAN DATE

Fig. 8. RAFS No.

28 Frequency Offset Weeks 48 - 70

154




, 1897 , 1998 —
MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APR MAY JUN JUL AUG

o
o

" %0 20 10 180 210 240 20 300 380 360 30 60 90 120 160 18O 210

(o8]
(4]

BASEPLATE TEMPERATURE CHANGE ~* 1 -

W
o

PRESSURE gHanaE + "

]

8

PARTS PER 101

—
o

60500 50550 50600 50650 50700 50750 50800 50850 50900 50950 51000 51050
MODIFIED JULIAN DATE

Navsl Research Laborstory, 8-13-398

Fig. 9. RAFS No. 28 Cumulative Frequency Corrections Weeks 1 - 70

. |—— HOURS [ DAYS
1216 8 1 2 4 8 ®1 2 4 8 1 32 64
: I I

1 ! ! 1

10

-t

(@
L
w

STABILITY o (1)

LEGEND

&t  WEEKS fe48
Ol WEEK'S 48-70

|
0.01 01 1 10 10
SAMPLE TIME (DAYS)

LHadamard Devistion

O Naval keséarcb Laboratory, 8-14-98

Fig. 10. RAFS No. 28 Stability 31 March 1997 to 11 August 1998

155




PHASE OFFSET (ms)

A

r 1997 —~— 1998
AR MAY JUN ML AUG  SEP  OCT  NOV  DEC  JAN FB MAR

AL |

80 120 %0 80 210 | 240 ‘270 300 330 360 30

)

b reeneer noan m’n Hss"du‘ls e verevie !. Sreanns seereeer enene ‘.;, Caresed emerees sesesans ‘g aerirenn wmeare aese svesaies ' ctberes meriaens seseanns ;. PRI
8 FTUVR FURTTROTPIUR! IR T PPVOTTOVN FRITTOVR TN IV TOVITTVN IOPPTTOU. FYVON FVOTTTOVITOTIS TV TRTTTTOTI TVOTSTIOVOVE TIY el RN N
- I L LU LI R S B | LR LA ML B} l LER N B R L I P T I LR L L ] I LI I L AN L O B ' v TTT

50525 50576 50625 50675 50725 50775 50825 50875
MODIFIED JULIAN DATE

earch Laboratory, 8-13-98

&

Naval Res

Fig. 11. RAFS No. 30 Corrected Phase Weeks 1 - 47

p—

(@)
L
'S

STABILITY o (1)

LEGEND

| —m——a  WEEXS 1-47
O WEEKS 52-70

Hadsmard Deviation

Naval Research Laboratory, 8-13-98

10-15
0.01 01 1 10 ’ 100

SAMPLE TIME (DAYS)
Fig. 12. RAFS No. 30 Frequency Stability 31 March 1997 to 11 August 1998

156




Unit No. Data Span | Allan Deviation| Hadamard
(weeks) X107 Deviation
X 10"
28 1-47
uncorrected 7.4 2.40
corrected 7.2 0.85
28 52 -70
uncorrected 5.8 2.60
corrected 5.2 0.74
30 1-47 5.8 0.68
‘ 48 - 70 3.7 0.63

Fig. 13. One-Day Stability Summary
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Questions and Answers
JIM CAMPARO (The Aerospace Corporation): I think it was RF-28, the first one you showed — it looked
like there was a lamp warm-up effect. Did you remove that from the frequency data before you did the
Hadamard Variance?
RONALD BEARD (NRL): No. The lamp warm-up-does not necessarily show itself in the frequency
output. That particular one that I showed was a kind of an anomaly. In the frequency performance, when
you look at a longer data span, it does not really make that much significance. In the short term it might.

JIM CAMPARO: I thought I saw a 50-day time constant on the lamp. Was I wrong? Would you please
put up the lamp data and the first frequency offset data.

RONALD BEARD: I see. You are talking about this phenomenon here?
JIM CAMPARQO: Yes.

RONALD BEARD: Oh, all right. I was thinking of a later one. Yes, that is a warm-up. We do not
necessarily remove that from the stability.

JIM CAMPARQO: I think if you did, that would probably make the long-term stability look better. It
looked like you had an uncorrected drift in that.

RONALD BEARD: Yes, that is probably true.

PATRIZIA TAVELLA (IEN): You spoke of frequency breaks or frequency jumps. Could you comment a
bit, please? I think they are not intentional frequency jumps, they are natural. What are they due to? Do
we have any statistics on how often they happen and maybe why?

RONALD BEARD: We are still investigating the cause. We think it is probably a lamp phenomenon. We

are still trying to determine the frequency of occurrence. It seems to vary in its repeatability, depending
on what conditions the unit is involved with. They are very small actual jumps in frequency.
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Abstract

Quart; and rubidium oscillators disciplined by the signals of the Global Positioning System
satellites (GPSDOs) are increasingly used as reference standards in calibration centers and in
telecommunication networks, thanks to their cesium-like long-term instability, and several
investigations are undergoing in the metrological laboratories of different countries concerning
their use for the traceability to the national standards of time. Some of these devices were tested
in the past at the Time and Frequency Laboratory of IEN, as regards to their use as frequency
and time references in secondary laboratories and their traceability to the Italian standard of
time. ‘

In further investigations performed, evidence was found of short-term frequency instabilities,
not previously detected, mainly due to temperature effects and to the disciplining algorithms
used, that must be taken into account especially in the frequency calibration field. The long and
short-term instability results obtained at IEN on some GPSDOs, that show the real uncertainty
limits in calibration, are reported in this paper. They are also checked by means of a field-trial
on frequency, carried on among some Italian Calibration centers equipped with GPSDOs or
other frequency references, using either a free rubidium or a quartz oscillator as travelling
standards.

INTRODUCTION

The traceability in Italy to the national time standard UTC(IEN), realized by IEN, of the secondary
standards maintained in the calibration centers accredited by the Italian Calibration Service (SIT), can be
obtained by means of different synchronization systems, one of the most used now being the GPS in the
common-view technique or as a disciplining medium to stabilize the frequency of high quality oscillators
[1].

In these disciplined oscillators, the frequency offset and the drift are continuously compensated and
therefore a specific approach for the traceability issue has to be followed especially if, as in the case
under study, the time signals used in the disciplining process are not originated by the national standard.
The problem of establishing the traceability of the GPSDOs was faced in the past at IEN performing
several tests on devices of different manufacturers, leading to a definition of their accuracy and stability
limits and of a measurement protocol for their on site calibration [2].

In 1998, the issue of the frequency accuracy and stability of GPSDOs as stand-alone frequency standards,
over the observation times involved in the calibration process, has been examined at IEN through an
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extensive investigation on eight GPSDOs of different manufacturers, equipped either with a quartz or a
rubidium oscillator. The results of these studies and the consequences on the uncertainty budget of the
centers accredited for frequency are reported in the following, together with the evaluation of the long
term behavior of some of these devices operating in Italian laboratories, as obtained by implementing the
daily measurement protocol agreed upon. Future work envisaged in this field is also outlined.

LONG-TERM CHARACTERIZATION OF GPSDOs

The frequency and time interval measurements performed to estimate the GPSDOs specifications have
been referred to UTC(IEN), and the differences between UTC(IEN) and the GPS time scale have been
determined with the NBS/GPS receiver used for the international traceability and performing the BIPM
common-view (CV) tracking schedule for Europe. The mean frequency deviation between the IEN and
the GPS time scales has always been well below 1-10~" during the instruments testing periods.

The measurement results reported in the following were obtained by means of a Stanford SR620 Time
Interval and Frequency Counter, supplying an external 10 MHz derived from UTC(IEN) as a time base.
For observation times up to 1000 s, frequency measurements were performed using an additional phase
difference multiplier to increase the resolution; meanwhile for longer observation times, time interval
measurements were used,started by a 1PPS from UTC(IEN) time scale and closed by a 1PPS supplied by
the GPSDO under test. -

The indoor equipment and the measurement system was inside the Time and Frequency Laboratory
where the temperature has been maintained at (23 + 1,5) °C and the AC power stabilized at (220 + 5) V.
Eight devices from three different manufacturers have been analyzed: two equipped with ‘an ovenized
crystal oscillator (OCXO) and labeled in the following as A and B, two with a low drift crystal oscillator
(BVA) and labeled as C and D, and four with a rubidium frequency standard (Rb) named E, F, G and H.
They have been checked as regards their capability to reproduce GPS time, their short and long-term
instability, their frequency accuracy and the supplying of information useful to establish a traceability to
an external reference standard. In some cases the devices have been operated under their default
conditions, in others the reference coordinates of the IEN site have been inserted and the receiver forced
to operate in “time mode.” )

The results obtained from daily time measurements and the statistics about the long-term frequency
behavior of the GPSDOs under evaluation at the IEN laboratory are reported in Table 1, which clearly
shows the effect of the GPS disciplining process, that has compensated for the oscillators frequency

offsets and drifts. It can be noticed in fact that the mean relative frequency deviations 5 of the
GPSDOs, computed over the whole period from a set of daily averaged frequency deviations, are always
negligible in comparison with their uncertainty s, estimated as the standard deviation of the daily
frequency values, and in most cases approach GPS.

Some of these devices have been afterwards remotely tested in the calibration centers where they are
operating as reference standards. The measurement protocol for the remote frequency calibration of
GPSDOs versus the national time and frequency standard, that requires a calibration center to perform a
daily series of 24 time interval measurements between the local 1PPS and the GPS time signals provided
by the GPSDO, has been already implemented in six calibration centers that send the results monthly to
IEN. Each measurement cycle starts at the beginning of the hour and consists of 60 consecutive time
interval measurements; at IEN, 48 daily GPS measurement — lasting 13 minutes each — are performed
according to the BIPM CV schedule for Europe. From these two data ensembles, a mean daily time
difference between UTC(IEN) and the 1PPS/GPSDO is computed and the daily average frequency
deviation of the disciplined oscillator is determined. Plots of Fig. 1, 2 and 3 show samples of the daily
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normalized frequency deviations of three GPSDOs computed using the measurement protocol previously
described, over a period of three months. Some statistics performed on the data above is summarized in

Table 1 — Long-term frequency behavior of the GPSDOs

A B C D E F G H
GESDO OCXO | OCXO | BVA BVA Rb Rb Rb Rb
days 98-02-11 | 98-06-05 | 98-04-23 | 98-05-08 | 98-03-14 | 98-04-01 | 98-04-08 | 98-07-13
of 98-02-23 | 98-06-28 | 98-05-08 | 98-05-25 | 98-03-27 | 98-04-22 | 98-05-04 | 98-08-07 |
measurement
y .
relative freq. [—0,9-10|0,1-1 0" |-0,6-10"*|-0,2-107%| -0,6:107"%| 0,1-107" | 3,3-10°* | 0,2:107"
deviation
Sy
standard dev. | 19-1072 | 2,810 | 5,110 | 6,6:10™ | 2,4.107 | 4,6:10™° | 6,9-107" | 6,510
(24 h)
Nr. of 12 2 15 17 13 21 26 25
samples

Table 2 that gives the standard deviation of the daily frequency deviations versus UTC(IEN), their upper
an lower limits and the number of samples. The mean frequency deviations of the three oscillators,
averaged over the same observation time, have not been reported because they are smaller than 1-1072.

Table 2 — Statistics on remote calibration of GPSDOs

A C E
GPSDO
0oCxXo BVA Rb
sy
Standard dev. 0,5-10712 1,1-10°® 1,6-107"
(24 h)
Yin ~1,7-10™ 2,610 _3,8107
Vous 1,207 2,8-107" 43-10°
Nr. of 90 84 79
Samples :

The fact that the standard deviations computed over 24 hours are smaller than the correspondent ones-
listed in Table 1, may be due to the smoothing process performed in this case on the data, originated by
averaging over the 24 hourly data.

From this long-term analysis of the GPSDOs frequency behavior comes a confirmation that the
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measurement protocol adopted is adequate to trace these devices to the national time standard, at least at
the level of parts in 103, which is perfectly acceptable in most calibration centers.

SHORT-TERM CHARACTERIZATION OF GPSDOs

In the frequency calibration field it is of the utmost importance to characterize the short-term behavior of
the oscillator used as a reference in the calibration process. As a sample, in Fig. 4 to 6 have been reported
the short-term frequency instabilities of the GPSDOs under test, equipped with different types of
oscillators, for averaging times t of 10s, 100 s and 1000 s.

The plots show that the instantaneous frequency of the GPSDOs can exceed by orders of magnitude its
long~term value, and for t=1000 s the frequency deviations values improve significantly over those
obtained for T=10s. There is also evidence of periodic variations probably related to the oscillator
frequency steering process and to thermal effects.

To get a more complete representation of the short-term behavior of the GPSDOs considered, some

statistics over the frequency measurement data has been performed and the results are reported in
Table 3.

Table 3 - Short-term frequency behavior of the GPSDOs

GPSDO A B C D E F G H
0CX0 | 0CX0 | BVA | BvVA Rb Rb Rb Rb

o) 1s {72102 ]4,610" | 591012 | 5,610"% | 6,2.10" | 7,9-10™ | 6,1-1072 | 7,8-10™
y 10s | 4,010 | 1,010" | 3,3-10™ | 3,1.10% | 2,710 | 3,5-10" | 3,1-10"? | 3,6-10"2
(ADEV) | 100s |4,2:10"[2,2.10" | 1,810 | 1,7.10" | 8,2-10 | 8,9-10™ | 8,8-10" | 2,1-10"?
1000 s - |5210"]2,11017] 1910 | 51.10° | 9,010" | 5,610 | 1,6-10"

1s |2,610"]3,910" | 8,3-10" | 84.10™ | 7,5-10" | 9,2-102 | 7,8-10"* | 9,7-10™

S 10s | 1,7.10M | 2,810% | 5,5:10" | 6,9-102 | 3,0-10™ | 5,6-10™ | 3,0-10"2 | 4,9-102
y 100s | 1,6:10" | 2,4-10™ | 5,5-10™ | 5,6-102 | 1,6-10™ | 3,5-10" | 1,0-10"2 | 3,7.10"2
1000 s - |4310"] 471012} 5710 | 1,6.10" | 3,9-10" | 8,610" | 2,0-10™
1s [|-7,510M{-2,1-10° | -4,6-10"|-2,9-10"|-2,2.10M | -2,7-10"" [ -2,5-10"" | —4,3-10"
- 10s  [-53-10"]-1,2-10° [-1,7-10%|-2,0-10"" | -1,1-10™ | -1,6-10™{-1,1-10"" | -1,5-10°"
100s |-4,8-10"[-8,210"°|~2,5-10""|-1,7-10"" | —4,9-10"2[-1,1-10" | -3,6-10%| -1,3-10""
1000 s - [-1210"|-2,4-10""[-2,3-10" -5 2-10"%| -1,2-10" | ~4,2.1072| -8 4-10"2

s |7210"] 1,410° | 1,1:10" | 38.10™ | 3,2.10" | 3,6-10" | 3,9-10" | 3,4-10

Yoo 10s |[4,710M | 1,2:10° | 1,9.10" | 2,2.10" | 1,0-10™ | 1,7-10™ | 9,8-10°2 | 1,8-10"
* 100s | 4,1-10" | 8,3-10"° | 1,6-10" | 2,2.10M | 6,710 | 9,4-1072 | 2,5-10"2 | 2,0-10°"
1000 s - 1,2.10"° | 1,310 | 2,4-10M | 4,3.10" | 8,2.10" | 5,0-10" | 5,6.10"

1s §5210"] 1,310° | 6,010" | 3,010 | 2,6:10™ | 3,0-10™ [ 2,3-107 | 2,6-10™"

Ye 10s |4,2:10M | 8610% [ 1,510" | 1,7-10"" | 8,0.10" | 1,3-10"™ | 7,8-1072 | 1,3-10""
(B=99,7%)| 100s |3,710" | 6,7-10" | 1,5-10" | 1,-10" | 4,3-10" | 8,2.1072 | 2,3.10"2 | 1,2-10™
1000 s - 1,2:10" | 1,210 | 2,0-10" | 3,9-10"% | 7,4-1072 | 3,1-10™ | 5,1-10™

Nr. of 1s 4856 | 4000 | 3000 | 4000 | 3000 | 3000 | 4000 | 4000
10s 3000 | 4000 | 4000 | 4000 | 3000 | 4000 | 4000 | 4000

samples | 100s | 2109 | 2706 | 3394 | 2792 | 2453 | 3446 | 1950 | 3488
1000 s - 689 749 982 694 626 601 851

The fréquency supp}ied by the devices under test has been characterized for averaging times of 1 s, 10 s,
100 s and 1000 s using a frequency difference multiplier and an electronic counter. For each GPSDO has
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been reported in the table the following data:

a) the Allan deviation (ADEV) 6,(7),
b) the standard deviation s, of the experimental frequency deviations y;

) the minimum Y, and the maximum Yo value of y;
d) the yg percentile, that represents the interval including the 99,7% (30) of the experimental
data;

e) the number of samples.

According to the ISO Guide on Uncertainty in Measurements (GUM) and to Document EAL —R2 of the
European cooperation for Accreditation of Laboratories, the calibration centers must declare in their
calibration certificates the expanded uncertainty of the results obtained as the standard uncertainty
multiplied by the coverage factor k=2, that for a normal distribution corresponds to a coverage
probability of about 95%. This means that in our case we have to determine the standard uncertainty of
the experimental data, for the observation times commonly used in calibrations, that satisfies the
- previous requirement. '

In all cases, if we compare the ADEV with the ym, and yn. values, it appears that the first nearly
always underestimates the real frequency deviations for every averaging time, and therefore it is not a
reliable representation of the uncertainty of the GPSDOs to be used in the computation of the uncertainty
budget of a calibration center. The same is also verified if the ADEV values are compared with the y;
ones, that are a more realistic representation of the behavior of the oscillators because they exclude the
possible outliers present in the ym, and yme values.

On the other hand, also the standard deviation s,, that in most cases copes better with the range of
frequency deviations represented by the yg values, does not seem to satisfy completely to the criteria of
a Gaussian distribution. '

Some tests were performed on three sets of experimental data, relative to different observation times, to
check their probability density distribution; the corresponding histograms are reported in Fig. 7 to 9,
where the continuous line represents the Gaussian fit to each set of data. There is evidence for
observation times of 1 s and 10 s that the fit is not representative of the distribution of the experimental
data, whereas this works fine for © = 100 s. But tests performed on the same data sets to check their
compliance with a triangular distribution, that in some cases seemed to give a better interpretation of the
experimental data, showed that the Gaussian distribution fits better our case.

Coming back to the Allan deviation values, in the frequency stability curve shown in Fig.10 and
computed on the experimental data of quartz GPSDO (A) for continuous averaging times © multiples of
7. =100s, it can be observed that the value of the maximum frequency deviation
Oy(t=4700 s) > 3-0y(t =100s) and next to the correspondent sy value. Therefore the uncertainty
estimation given by ADEV versus sy can be improved by applying the same procedure to all data sets and
looking for the maximum ADEYV values.

The behavior observable in Fig.10 is typical of disciplined systems that show periodic variations in their
output frequencies related to the time constant implemented in the disciplining processes.

FIELD TRIAL FOR FREQUENCY

A first verification of the assumptions of above has been made during an interlaboratory comparison
organized in the summer of 1998 among ten calibration centers accredited for frequency by the Italian
Calibration Service SIT, to verify the measurement capabilities of these laboratories.

Two kinds of traveling standards with different uncertainty levels were used for this purpose, a rubidium
and a high performance quartz oscillator, that have been circulated among the laboratories. The devices
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have been characterized at the beginning and at the end of the circulation in the reference laboratory, the
IEN, as regards to their frequency deviation and frequency drift. Detailed information about the devices
specifications, the measurement procedure and the uncertainty evaluation criteria to be followed by the
calibration centers were also supplied. Each laboratory was allowed one week time to calibrate the
crystal oscillator and two weeks for the rubidium.

The measurement results were reported by the participants in formal calibration certificates that have
been evaluated by IEN. Four out of the ten laboratories are equipped with GPSDOs as reference
standards; two of them had to characterize the quartz oscillator and the others the rubidium standard. For
both devices, the frequency deviations reference values and frequency drift have been determined by
IEN, compared with the calibration data received and the compatibility coefficient computed.

This coefficient has been found compliant (<0,5) for both centers involved in the quartz calibration, but
only in the case of the rubidium GPSDO the evaluation of the frequency drift was reliable, the short-term
frequency deviation of the quartz GPSDO in fact, as previously shown, being at a level that inhibits the
evaluation of the quartz daily drift (2,6-10™"") for the measurement period allowed.

Due to a failure occurred to the circulating rubidium that was replaced afterwards by another device, the
data reduction of this loop has not yet been completed, but also in this case we expect that the
compatibility of the measurement results is positive in the case of the frequency deviation data but some
problems are foreseen for the drift evaluation. '

CONCLUSIONS

The studies, the experiments and the field verifications performed at IEN and in other metrological
laboratories [3] on different types of GPSDOs to assess their performances as reliable means of standard
frequency and time dissemination and their traceability to a national standard have demonstrated that
this goal can be achieved.

To get a reliable uncertainty evaluation on the frequency deviation values that can be reached by a
GPSDO in the averaging times from 1 s to 1000 s, commonly used in frequency calibrations, it has been
found that the standard deviation or the maximum value of ADEV seem to be the better estimators to be
taken into account for the uncertainty budget in calibrations.

A field verification of the assumptions presented in this paper, by means of a circulation of a rubidium
oscillator between the calibration centers equipped with GPSDOs, is still ongoing and the first results
confirm the assumptions made.
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Fig. 1 — Remote calibration of a GPSDO (A) with an OCXO
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Fig. 2 — Remote calibration of a GPSDO (C) with a BVA
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Fig. 3 - Remote calibration of a GPSDO (E) with a Rb
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Questions and Answers

ROBERT DOUGLAS (NRC): That is very beautiful work. I am interested in your feelings about the
statistical control of the other variables. Your calibration certificate is something which has evaluated
some things, but there is a question of monitoring the stationarity of things like multipath, interference,
even spoofing, or the GPS system itself. I am wondering how you integrate your calibration certification
with a program for assurance that these elements, are in fact, under statistical control.

FRANCO CORDARA (IEN): Well, of course, what you are saying is something that can be done in the
National Lab on each device. But I cannot foresee, in the case of secondary centers, that there are the
quality of oscillators to continue this kind of observation to improve what we get. Of course, there are
uncertain limitations in the way of evaluating them. I would call it a good compromise to leave these
oscillators, after initial calibrations, in the National Laboratory completely free running. So, itisa
compromise solution between the optimum and the worst.

I do not know if it has been clear — one thing that is very important to be aware of is not to look in the
specifications of this kind of oscillator, only to the long-term accuracy of these devices when they work in-
the short term. In the short term, you have even two-times worse figures you have to take into account;
and to make a proper characterization, at least once for all.
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ANALYSIS OF ON-ORBIT BEHAVIOR OF GPS BLOCK II-R
TIME KEEPING SYSTEM

Todd Dass, John Petzinger, John Rajan, Harris Rawicz
ITT Industries
Aerospace/Communications Division
100 Kingsland Rd
Clifton, NJ 07014-1993

Abstract

This paper presents three phases of the Time Keeping System analysis (TKS) of
the first on-orbit GPS IIR Satellite, SVN 43. The first phase is a comparison of
the performance of the SVN 43 Rubidium Atomic Frequency Standard (RAFS) to
other GPS satellite clocks. The results indicate that the SVN 43 RAFS is
performing better than specification and ranks highly when compared to the other
clocks in the constellation. The second phase was to analyze all available data to
determine the causes of several transients seen in the SVN 43 TKS. This led to a
concentration on the RAFS and associated inputs and outputs, as well as the
utilization of TKS simulation tools. The third phase was to examine the entire
system to determine how to improve our visibility into the TKS operation. This
led to an SV sofiware enhancement whose purpose is to buffer TKS related data in
SV memory for subsequent dump and analysis. An example will be presented
showing the value of this new TKS buffer capability in the investigation of some
TKS events that occurred in August 1998. .

INTRODUCTION

The first Block II-R satellite (SVN 43) of the Global Positioning System (GPS) Replenishment
constellation built by Lockheed Martin Missiles and Space was made available to users on 31
January 1998. ITT ACD built the Navigation Payload for the Block IIR. The Navigation
Payload produces the signals for the GPS users. Block IIR provides an order of magnitude
enhancement to the GPS system, including accuracy, simplicity, and low on-orbit maintenance.
The SVN 43% primary Rubidium Atomic Frequency Standard (RAFS#1) designed by EG&G has
been powered since 13 August 1997. The RAFS stabilized quickly, and until 20 December 1997
no unusual phase or frequency jumps were observed.

RAFS STABILITY

Figure 1 and Figure 2 put into perspective the excellent performance that has been seen with the
SVN 43 RAFS. These charts were made with the use of the precise clock data available at the
National Imagery and Mapping Agency (NIMA) website!". The SVN 43 RAFS is performing
better than the GPS Block IIR one-day stability requirement of 5x10'* parts. The chart depicts

173




rubidium clocks with a clear bar and cesium clocks with a solid bar. Note that the rubidium
clocks, in general, have the best one-day stability.

NAVIGATION PERFORMANCE

The GPS Master Control Station (MCS) computes an estimated range deviation (ERD) which is
an estimate of the range error an authorized user would see using the broadcast ephemeris and
clock. The daily peak ERDs for the second quarter of 1998 were averaged and the SVs were

ranked in order of this averaged peak ERD? as shown in Figure 3. The ranking in this chart

correlates very closely with the ranking by the one-day Hadamard deviation. In other words, as
one would expect, the clocks with the higher one-day stability are yielding superior Navigation
performance.

TKS DESIGN

A simplified block diagram of the TKS is shown inFigure 4. As can be seen from the diagram,

the 10.23 MHz VCXO is kept in phase lock with the RAFS. The 10.23 MHz VCXO provides the

heartbeat for the GPS P/Y/CA code ranging signal. Software monitors the difference between the
expected phase and actual phase and makes VCXO tuning adjustments to maintain lock of the
VCXO to the RAFS.

Transients in either the VCXO or the RAFS will show up as larger than expected phase errors.
Capturing these phase error measurements is critical to determining the nature of transient in the
TKS. Phase error measurements are collected from telemetry whenever the 2SOPS (Second
Space Operations Squadron) is in contact with the SV, which is typically less than 1 hour in any
24-hour period. With limited contact time, it is very unlikely that phase error data will have been
captured during a TKS transient. This is why the capability to buffer phase error data on board
the SV was recently added. -

SUMMARY OF SVN 43 TRANSIENTS

The SVN 43 RAFS has exhibited transient behavior in space for short periods of time. The
transients occurred between the fourth and sixth months after AFS turn-on. There were five
phase transients identified to date and they are summarized inTable 1. In every case, the phase
moved in the same direction.
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Table 1. Summary of Transients

When From AFS On Size
12/20/97 | 129 Days ~+16 ps (non-standard codes)
1/19/98 | 159 Days +9.8 ns
1/22/98 | 162 Days +12.2 ns
1/22/98 | 162 Days +6.8 ns
2/9/98 | 180 Days +192 ns (non-standard codes)

The TKS has software logic to autonomously protect GPS users from phase transients larger than
15.84 ns. This logic activated in two of the five events listed above and is identified by the words
‘nhon-standard codes” The events large enough to cause non-standard codes are evident to the
2SOPS. In these cases, the 2SOPS took action to correct the phase offset via a new Navigation
upload and restored standard codes to get the SV back on line.

The other cases are less noticeable to the 2SOPS since they fall into the normal range of errors
that are typically seen with GPS satellites over the course of a day. In these more subtle cases,
NIMA datawerethe first place we noticed the transients. After identifying a transient with NIMA
data, we went back to the MCS Kalman reports to verify there was a rise in ERD at the time of
day the NIMA data showed a transient.

12/20/97 EVENT ANALYSIS

Telemetry indicated on 12/20/97 07:22:30.0, the TKS went to ‘fast loop/non-standard codes” in
response to unexpected large phase errors of greater than 15.84 ns. Six seconds later, the TKS
went to ‘open loop” in response to the RAFS internal frequency-locked loop going out of lock.
2SOPS first made contact with the SV at 08:10 and telemetry from that contact shows the RAFS
internal frequency-locked loop in lock and all the RAFS telemetry to be nominal except for a one
LSB change of the RAFS VCXO voltage. The phase error from this contact was extrapolated
back to the time of the event (07:22:30.0) to determine that a total phase transient of +16ps was
present. This phase transient suggests that the RAFS increased frequency over some interval
enough to integrate into +16 us of phase. ’

An SV memory dump performed during this contact revealed several more clues that helped in
the investigation. In particular, the last three phase error measurements were saved, and the
fourth prior phase error could be inferred. Also, since this 4th previous phase error caused the
TKS to go to “fast loop” mode, we determined that the fifth previous phase error must have
exceeded 15.84 ns.

In addition, monitor station measurements collected just prior to non-standard codes imply the
occurrence of a RAFS transient rather than a VCXO transient. Those measurements reveal a
single measurement with a discontinuity of -114.9 ns just prior to non-standard codes. This is
exactly what would be expected with the VCXO tuned to its maximum value. A VCXO transient
would have caused several measurement outliers, rather than a single outlier, given the
characteristics of the control loop design. ‘
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In summary, having examined all available data for the 12/20/97 event, it is clear that the RAFS
frequency standard changed frequency within a 3-second window to a very large relative
frequency offset of about 1.92e-6. The TKS went to fast loop, and 6-seconds later saw that the
‘ock” bit from the RAFS was off, and then went to open loop. It appears that the RAFS

spontaneously re-locked within 10 seconds of the frequency jump, resulting in a phase error of 16
ps. The RAFS frequency returned to the pre-event level, as there were no frequency

discontinuities present in the NIMA clock data.

Prior to this event, SVN 435 status had been set ‘unhealthy” for testing purposes. If users had
been using SVN 43, their receivers would have measured a pseudorange error of 40m for one
epoch before SVN 43 recognized the error and effectively ceased transmission.

2/9/98 EVENT ANALYSIS

From the NIMA clock data, we derived the +192 ns permanent phase change. Thesedata also
showed that there was no permanent frequency change. A frequency change to the VCXO could
have caused only a temporary phase change. The permanent phase change is not a multiple of the

74.6 ns RAFS cycle period of the reference timing change, ruling out the digital timing chain
components. :

Again, there was no S-Band contact during the event and thus no phase error telemetry captured.

However, significantly, a one LSB change in the RAFS VCXO control voltage was observed
across the event.

Telemetry indicates on 2/9/98 22:33:13.5, the TKS went to “fast loop/non-standard codes” in
response to unexpected large phase errors of greater than 15.84 ns. Later at 22:36:18.0, the TKS

went to ‘Slow loop;’ indicating the event had run its course and the phase error measurements
had stabilized. -

Monitor station measurements just before non-standard codes do reveal outliers and from those
outliers, inferences can be made about the characteristics of the underlying transient in the RAFS.
For example, a 5.74 ns outlier is visible in the last monitor station measurement just prior to non-
standard codes. This implies that the measured phase error was 35.2 ns. + 1.67 ns and that the
TKS must have been in “fast loop’

The phase error vs. time curve for the RAFS for the 2/9/98 event is not as easy to nail down as
for the 12/20/97 event. To be correct, a RAFS frequency error vs. time curve must meet the
following three conditions:

1. Integrated over time, it sums to 192 ns.
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2. The first four phase errors (derived from monitor station measurement data) induced in
the TKS loop are in the following ranges: <3.5 ns, 3.5-15 ns., 15-25 ns., 35.2 + 1.67 ns.
3. The TKS takes about 123 epochs (1 epoch = 1.5 sec) to return to slow loop.

Given the three constraints listed above, Figure 5 shows a possible scenario in which the RAFS
frequency error peaks at 8e-9 and then is gradually corrected (epochs 0-75) until it is finally back
to its nominal frequency. The integrated frequency error vs. time is exactly 192 ns.

In summary, the 2/9/98 event looks like a less severe version of the 12/20/97 event. Since the
maximum frequency offset of the RAFS was ~ le-8, the RAFS internal frequency-locked loop
stayed locked, or if it ever became unlocked, the unlock condition was not detected by the SV.
The TKS protected users from ~ 60m URE errors by generating non-standard codes when the
phase error was < 2m (5.74 ns).

SVN 43 DATA CAPTURE ADDITIONS

Capturing phase error data is critical to help characterize the profile of a transient. As an example
of the usefulness of phase error data in characterizing a transient, the Control Segment inserted a
four-nanosecond phase step in SVN 43 in September 1997 while phase error telemetry data was
being recorded. Figure 6 is a plot of the phase error telemetry data overlaid by simulation data for
a four-nanosecond phase step. The simulation was used to verify that we have a valid model of
the effects of a phase jump in the TKS of SVN 43.

Since the noise and the transients are similar, we are sure that we have a valid model of the effects
of the phase jump on the TKS system.

The next step was to examine the difference between a phase step and a frequency step. A
frequency step was introduced into the ASIC Test Bed (ATB) during formal qualification testing
(FQT) of the software. Figure 7 contains a plot of the phase error data during the ATB frequency
step transient. A simulated frequency step was overlaid to show that the TKS simulation provides
an accurate representation of a frequency step. Figure 7 also shows a window that represents the
new phase error buffering capability described in the next paragraph. A simulated phase jump was
added to Figure 7 to show how data in the window will show the difference in the phase error
output between a frequency and a phase step.

A modification to the SVN 43 software was made to add three buffers to capture phase error
telemetry in a plus/minus 150-second window around a TKS transient. These data will be buffered
in SV memory for later dump to the ground for analysis. These buffers will be utilized to
characterize the profile of a transient. We will be able to distinguish between a frequency vs. a
phase transient, the size of the transient step, and random wander variation. The size of a phase
step is obtained directly, while the initial slope of the phase error plot determines the size of the
frequency step. Figure 7 shows the window of phase error telemetry that we can expect to
capture around a transient.
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ON BOARD TKS DATA BUFFERING CAPABILITY

On 16-August-1998, the new trace buffer capability paid off by capturing detailed information
about some TKS events. This section will show details of the investigation of the events, which

include examples of how we used the new capability, as well as other data to aid in the
investigation.

DATA CAPTURED IN TKS BUFFERS

There were a few TKS events that occurred during eclipse season in August. Analyses of these
events implicate the 10.23 MHz VCXO and not the RAFS. The new TKS Trace Buffer capability
worked very well at capturing valuable evidence to help troubleshoot the events.

The first collection of events consisted of two fast to slow loop transitions on 16-August-1998.
Telemetry indicated that the TKS entered the first Fast Loop at 01:46:21.0 GPS followed by entry
into non-standard codes at 01:46:22.5 GPS. Standard codeswererestored by ground command at
05:35:19.5 GPS, which put the SV back on-line for the users. The ERDs remained low through
this event and no upload was required prior to bringing the SV back on-line.

The second collection of events occurred toward the end of eclipse from about 23 August 1998
through 31 August 1998. These events were not visible in the ERDs, but were noticed in the
NIMA data as uncharacteristic noise in plots of frequency and first difference of phase. Further
examination of phase error telemetry uncovered some outliers that indicated noise in the TKS that
was likely caused by noise in the 10.23 MHz VCXO frequency.

TKS EVENT EVIDENCE

The following significant telemetry occurred with the 16 August event:
1) Transition to fast loop at 01:46:21.0
2) Transition to non-standard codes at 01:46:22.5
3) Transition to slow loop at 01:48:04.5
4) Transition to fast loop at 01:51:00.0
5) Transition to slow loop at 01:52:42.0
6) Ground command to standard codes at 05:35:19.5.

The TKS trace buffer showed a runoff of phase error that started around 01:30 and peaked at
01:46:21.0, where fast loop was entered when the TKS exceeded the 15.84 ns failure threshold. A
plot of the TKS trace buffers with buffer 0 and buffer 1 combined is shown inFigure 8. Fast loop
was able to track out the phase error and a transition to slow loop occurred at 01:48:04.5, but
whatever was happening with what we believe was VCXO frequency was still present. Fast loop
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again was entered at 01:51:00.0, followed by a transition to slow loop at 01:52:42. The TKS
remained in slow loop after the last transition.

2SOPS made the first contact with the SV at 02:11. Phase error telemetry from that contact
starts with a positive bias of about 4 ns. This is shown inFigure 9.

The most telling evidence of what may have happened is found in the samples of the frequency
estimate variable from the TKS trace buffer and TKS dumps. This plot is shownFigure 10. The
plot shows that the 10.23 MHz VCXO may have taken a rapid frequency change of -1e-9 parts on
16 August. It appears that the VCXO frequency took a month to return to its original value. The
rapid step change in VCXO frequency on 16 August was faster than the slow loop time constant
could keep up with and, thus, the transition to fast loop. Once the VCXO frequency stabilized, the
TKS slow loop was able to compensate for it and keep it locked to the RAFS.

Another indication of noise in the TKS can be seen in the plot of the clipping count Figure 11),
which is stored in the TKS trace buffer. The clipping count shows the number of times the phase
error crossed the 3.548 ns clipping threshold. As can be seen from the plot, the counter began
incrementing, beginning with the 16 August event,and didnt stop incrementing until 1 September.
For reference, eclipse season ended on 31 August. During this whole period, the noise in the
TKS wasnt passed appreciably into the L-band as ERDs remained low and stable and non-
standard codes protected the user from the rapid change on 16 August. '

The NIMA phase data did indicate some noise in the TKS that prompted us to look closer into
the phase error telemetry. In particular, the first difference of NIMA phase plot Figure 12)
shows some noise in the period between 23 August and 31 August.

There were several outliers noted in the phase error telemetry during this period of noise seen in
the NIMA data. One plot shown in Figure 13 indicates the phase error grew to about 10 ns
within a % hour interval.

THE INVESTIGATION PROGRESS

The investigation into the cause is still ongoing. At this point the RAFS has been ruled out,since
there was no permanent phase offset present that was present in the other RAFS-related events.
This means that the RAFS has been event free since February 9, 1998. The likely source of this
activity falls with the 10.23 MHz VCXO and that has been the focus of current investigation
effort.

CONCLUSIONS

The GPS Block II-R Rubidium Atomic Frequency Standard in SVN 43 is the best in the
constellation based on the one-and ten-day Hadamard deviations and the second quarter ERDs.
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RAFS has exhibited transients. It is still unclear whether these are only beginning of life
phenomenon.

The TKS data capture capability now available provides an internal analysis capability that

complements the external analysis capability provided by NIMA data and Naval Research Lab
GPS clock reports.

The combination of the accuracy of SVN 43 and the analysis capabilities of the data sources
insure a more accurate GPS constellation in the future. It also provides a foundation for future

satellite designs that provides a better a path to extended GPS constellation availability, integrity,
and accuracy.
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Questions and Answers

HUGO FRUEHAUF (Odetics Telecom): Have you considered taking a lot of VCXOs that you have, and
checking them in the 1ab for phase pops to see what their condition is as a possible clue?

THEODORE DASS (ITT): A lot of testing is done on these clocks prior to delivery, and none of the
clocks have exhibited any of these phenomena at the EG&G factory or during the RAFS life test. There
was a paper earlier that showed some frequency discontinuities in the RAFs. There has been a lot of
testing and more of the RAFs have exhibited this phenomena.

HUGO FRUEHAUF: Yes, but EG&G would only be testing the frequency standard, it would not be testing
the external VCXO, right?

THEODORE DASS: In these particular events, we do believe it is not the VCXO, but that it is the RAF.
So, we do not suspect the VCXO. Now, we did have another event on August 16th that we do suspect was
a VCXO. As my presentation was long, I did not get to it. None of the test data on the VCXOs has

shown any of what we saw on August 16th. It should have shown up in the testing if it had exhibited the
same thing we saw on-orbit.
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Abstract

Ten Real-Time Active Control Points (RTACP) across Canada continuously monitor all GPS
satellites in view and generate wide area GPS corrections with an update rate of 2 s. Dual
Jrequericy high precision geodetic GPS receivers using free running atomic frequency standards
(masers, Cs and Rb) provide pseudorange and phase measurements at 1 s intervals. Ionosphere-
Jree, carrier-phase-filtered pseudorange data are combined with rapid GPS satellite orbit
predictions and RTACP coordinates in a least-squares adjustment to determine satellite and
station clock offsets with respect to a virtual reference clock (VRC). The VRC is maintained as a
weighted mean of RTACP long-term clock models. The VRC is related to the mean GPS system
time using a long-term linear clock model with correlation time of a few days and it is traceable to
UTC (NRC). This approach mitigates the effects of instabilities of individual RTACP clocks,
eliminates clock discontinuities, and provides VRC stability better than 10~14 for time intervals
greater than 1 day. The system provides continuous RTACP clock synchronization with RMS
residuals in the range of 0.1-0.5 ns and real-time GPS satellite clock corrections with RMS
residuals in the range of 0.3-0.8 ns. The quality of the real-time results are presented and
discussed.

INTRODUCTION

The Geodetic Survey Division operates the Canadian Active Control System (CACS). It comprises a

Master Active Control Station (MACS) and a network of continuously operating GPS data acquisition

stations, called Active Control Points (ACPs), which are distributed across the Canadian landmass and

track all GPS satellites in view. The GPS data from several ACPs are contributed to the International

GPS Service (IGS). The NRCan Analysis Center processes the Canadian and a portion of the global IGS

data to generate daily precise' GPS satellite ephemerides and clocks, earth orientation parameters (EOP),

and ionospheric, tropospheric and terrestrial reference frame information, as well as rapid GPS.
orbit " predictions [1].

Ten of the CACS tracking stations (Fig.1) have been enhanced to facilitate real-time data
communication with the processing center, forming the Canada-wide network of Real-Time ACPs
(RTACPs). Data from these RTACPs are available at the Real-Time Master Active Control Station
(RTMACS) in less than two seconds for the computation of wide area GPS corrections, which is known
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as the Canadian GPSeC service. The system architecture, data communication infrastructure, and the
real-time application software are described in [2].

The RTMACS configuration, processes,and GPSeC positioning performance are described in [3] and [4].

A state-space domain algorithm is used to compute real-time corrections to the broadcast satellite orbits
and clocks using ionosphere-free, carrier-phase- filtered pseudoranges, predicted GPS satellite
ephemerides, and the RTACP station coordinates. The RTACP receiver clock offsets and a grid of
vertical ionospheric delays for a single-layer model of the ionosphere are also generated. The GPSeC
service facilitates real-time GPS positioning of about half a meter horizontally and a meter vertically,
when using geodetic quality receivers. All GPS receiver and satellite clock offsets are determined with
respect to a Virtual Reference Clock (VRC), which is maintained as a weighted mean of long-term
models of selected RTACP receiver clocks.

A description of the real-time GPS data processing, clock monitoring, and the VRC maintenance is
presented below. The real-time station and satellite clock results are compared with the precise geodetic
post-processing results produced by the NRCan Analysis Center using the global IGS network data.
Allan variances of the de-trended real-time RTACP receiver clocks and the VRC are also presented.

REAL-TIME GPS DATA ACQUISITION, COMMUNICATION,AND
PROCESSING '

The RTMACS and RTACP network is based on Hewlett-Packard UNIX servers, dedicated frame relay
communication facilities,and the Real-Time Application Platform (RTAP) technology [2]. The RTAP
has been used to implement a real-time distributed database, which uses a scan system for process
control, data acquisition and communication, a calculation engine to automate data processing within the
database, and an event manager to handle real-time events, inter-process communication, and run-time
priorities. Land and satellite communication links between the RTMACS and the RTACPs support
TCP/IP protocol with the maximum communication delays of less than 0.5 and 1.5 seconds respectively.
The necessity to use the satellite communication links in order to provide Canada wide coverage is
limiting the present GPSeC service update rate to 2 seconds.

The pseudorange and carrier-phase data represent the time delay between the GPS signal transmission
from the satellite and its detection at the receiver, as measured by the difference of the corresponding
satellite and receiver clocks. This delay can be expressed as the sum of the geometric satellite range
delay, the tropospheric delay, and the ionospheric delaylit also includes the satellite and receiver clock
misalignment, the Selective Availability (SA), and relativistic effects. In general, the pseudorange
measurements show a noise of about 50 cm, whereas the noise of the carrier-phase data is at a centimeter
level if its cycle ambiguities can be correctly resolved.

At two-second intervals, RTACP observation history of the latest five epochs is retrieved from the
RTMACS database using criteria which minimize latency, maximize coverage, and assure input from
RTACEP stations with high quality atomic frequency standards. All the GPS data for the selected epoch
are corrected to the first order for the ionospheric delay by combining the L1 and L2 measurements to
mitigate any long-term ionospheric biases. However, the ionosphere-free combinations show increased
short-term noise in comparison with the L1 data. The pseudoranges are then filtered using carrier-phase
by averaging the differences between the ionosphere-free pseudorange and the carrier-phase
measurements and by integrating the ionosphere-free carrier-phase. At the start of a satellite pass or
when a cycle slip is detected, the averaging and integration are restarted. As the average converges to
the ionosphere-free carrier-phase ambiguity, the noise of the filtered pseudoranges decreases to about 5
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cm. However, the averaging takes some time to converge, mainly due to the increased pseudorange
noise for satellites at low elevation angles. The detection of cycle slips is also important for the quality
of the filtered data. Only filtered pseudoranges below the noise threshold for the determination of
ionosphere-free carrier-phase ambiguities are used in the subsequent processing.

GPS satellite positions, which are interpolated from predicted ephemerides available at 15-minute
intervals, and the known RTACP station coordinates are used to compute the geometric satellite ranges
in the observation equations. The relativistic corrections are applied to and the tropospheric delays are
removed from filtered pseudorange observations using the Hopfield model for the corresponding satellite
elevation angles. In this way, only the GPS satellite and the RTACP receiver clock corrections remain as
unknowns in the observation equations, which are solved in a least-squares adjustment. The filtered
pseudoranges are assigned weights proportional to the satellite elevation angles, and the least-squares
adjustment is constrained using a priori information obtained by RTACP receiver clock modeling, as
described below.

STATION AND SATELLITE CLOCK MODELING

Polynomials of the first and second order are being used to model both the RTACP receiver and the GPS
satellite clock offsets with respect to the system reference clock. Real-time clock model parameters are
updated using a sequential scheme with clock offsets weighted as a first-order Markov process according
to their age and a given correlation time. Two models are maintained for each of the receiver and
satellite clocks to follow their short and long-term behavior. The short-term models are used to provide
a priori estimates of the receiver and satellite clock offsets in the least-squares adjustment.

First-order polynomials have been used for the RTACP receiver clocks with typical correlation times of a
few minutes and a few days for the short-and long-term models respectively. Figure 2 shows the least-
squares updates to the short-term RTACP receiver clock models, which reflect the short-term
performance of the external frequency standards used and the GPS data noise. These updates for
RTACPs with H-masers are mostly well within a 0.5 ns range, whereas for the RTACPs with Cs and Rb
frequency standards are generally within 1 and 0.8 ns respectively.

Second-order polynomials have been used to model the GPS satellite clocks with correlation times of a
few seconds and a few days for the short-and long-term models respectively. The short-term satellite
clock models also include the effects of Selective Availability (SA). Figure 3 shows the least-squares
updates to the short-term satellite clock models, which are generally within 0.5 ns, but the lack of
pseudorange data and their higher noise for low satellite elevations at the beginning and the end of each
satellite pass are apparent.

THE VIRTUAL REFERENCE CLOCK

There are two basic approaches to the definition and maintenance of the system reference clock: (Dto
use one of the receiver clocks in the network as the system reference clock or (2) to define a Virtual
Reference Clock (VRC) as a mean of selected receiver clocks in the network. The first approach is
relatively simple to implement, but makes the system completely dependent on a single station and its
performance, which is from.an operational point of view highly undesirable. The second approach
requires an efficient way to deal with sudden changes in individual receiver clock behavior in order to
maintain the VRC stability. The VRC stability of the real-time CACS is controlled in two steps:
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* In the first step, the least-squares estimation of the short-term RTACP receiver clock model updates
is controlled using a priori weights reflecting the short-term model noise levels. Each RTACP
receiver clock weight is limited by a selectable maximum value. RTACP receiver clock
discontinuities due to resets are closely monitored and the affected receiver clocks are down-
weighted accordingly. No constraints are presently applied for the estimation of short-term satellite
clock model updates, although the least-squares adjustment allows for it.

* Inthe second step, the VRC is generated and updated as a weighted mean using de-trended long-term
RTACP receiver clock models. The a priori weights here correspond to the departures of individual
receiver clocks from their long-term models. The VRC is then referred to the mean GPS system
clock by applying the broadcast satellite clock corrections to the satellite clock offsets and using a
long-term linear clock model with correlation time of a few days to smooth any undesirable effects
of SA and other satellite clock irregularities. "Steering" of the VRC is accomplished by applying the
same bias with opposite sign to the appropriate parameters of all the clock models in the system.

The VRC is usually initialized by assigning zero weights to all but one RTACP receiver clock, which
uses an H-maser frequency standard. This represents the first step to the realization of the system
reference clock as outlined above and the VRC offset and drift with respect to the mean GPS system
clock are those of the selected RTACP receiver clock. The VRC is then "steered" in order to be aligned
with the mean GPS system clock; this amounts to introducing clock corrections similar to the broadcast
clock corrections for all the clocks in the system. Indeed, after this step the long-term satellite clock
model parameters show very good agreement with the broadcast satellite clock corrections for all the
GPS satellites using Cs clocks and the current PRN13; some modeling enhancements will be required to
obtain similar agreement for the older GPS satellites using Rb clocks. The weighting scheme described
above can then be introduced with appropriate maximum values with which an RTACP receiver clock is
allowed to contribute to the maintenance of the VRC. After a receiver clock reset detection, the RTACP
is excluded from the VRC computation for a period corresponding to the long-term model correlation
time. The 1 pps from the RTACP receiver at NRC1 is monitored and traceable to the UTC(NRC).

Operator intervention and modification of real-time CACS configuration and data processing parameters
are efficiently accomplished by means of a graphical user interface to the RTAP database.

The period between November 16 and 22, 1998 has been chosen to show timing results obtained by the
present real-time system implementation. From November 16 to 19 the NRC1 receiver clock,which uses
the H-4 maser frequency of the Frequency and Time Standards Laboratory of the Institute for National
Measurement Standards, was used as the system reference clock. As of November 19, the H-masers at
NRCI1, ALGO and YELL, the Cs clocks at STJO and ALBH, and the Rb frequency standard at WINN
were selected to establish and maintain the VRC. The RTACP receiver clock offsets with respect to their
long-term models for the six RTACPs during the entire period are shown in Figure 4. The daily
variations of the GPS receiver clocks using H-masers are typically within few nanoseconds, whereas
those using Cs clocks show variations of about 10 to 30 ns and those using Rb frequency standards vary
in the tens to hundreds of nanoseconds depending mainly on the RTACP environment.

COMPARISONS OF THE REAL-TIME CLOCK RESULTS

The NRCan Analysis Center global GPS products have been using, most of the time, the H-maser-based
ALGO receiver clock as the reference clock in daily precise GPS satellite orbit computations, and high
quality relative receiver clock offsets are available at 7.5 minute intervals [S]. Comparisons of clock
results between independent solutions by the IGS analysis centers and NRCan show agreement at the
nanosecond level [6]. The real-time clock offsets were also referred to the ALGO receiver clock to

190




facilitate direct comparisons. Figure 5 shows the differences between the real-time and the precise
relative receiver clock offsets between the stations ALGO and NRC1 and YELL. The biases apparent in
the graphs reflect the pseudorange biases explicitly applied to the data from the given stations for the
precise NRCan post-processing. The real-time VRC offsets with respect to the mean GPS system time
are shown in Figure 6. '

Allan variances of the de-trended real-time RTACP receiver clocks for the 3.5 days of data, when the
VRC was used, are shown in Figure 7. The stations equipped with H-masers (NRC1, ALGO, and YELL)
consistently show the best clock performance. The stations using Cs clocks (ALBH and STJO) have
better long-term performance than the stations with Rb frequency standards (WINN, PRDS, and SCHE),
which show better short-term stability. The frequency of the Cs clock at CHUR was adjusted on
November 21 and as a result the receiver clock shows poor long-term performance. The VRC, which
represents the common reference, clearly shows the best of all performance with the stability better than
10-14 for time intervals greater than 1 day.

CONCLUSION

The GPSeC service of the Canadian Active Control System has been implemented to facilitate Canada
wide real-time positioning and navigation with better than l1-meter accuracy. Ten RTACPs and the
RTMACS form a distributed computer network using frame-relay land and satellite communication
links. The GPS satellite and the RTACP receiver clock corrections are computed every.2 seconds with a
latency of about 3 seconds and maintain real-time synchronization of all the clocks in the system at the
nanosecond level with respect to the VRC. The VRC is realized as a weighted mean of selected RTACP
receiver clocks and shows better than 10-14 stability for time intervals greater than 1 day. Comparisons
with precise post-processing clock results produced by the NRCan Analysis Center show agreement at a
few-nanosecond level.
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Figure 1: Real-Time Canadian Active Control System network.
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Questions and Answers

DEMETRIOS MATSAKIS (USNO): I just wanted to point out that the maser that you are referring to at
the USNO is a steered maser, and the steering typically varies by a little less than a nanosecond per day.
When you do the analysis that you talked about, it might be better to remove all of that. We do have the
information to trace the steered maser to an average of our masers, and it is available by anonymous FTP.

By the way we are also looking into changing a bias on it and there could be up to a 40-nanosecond
change, gradually introduced, in the near firture.
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OF THE USE OF GLONASS PRECISE CODE
FOR HIGH-PRECISION TIME TRANSFER
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Abstract

In a first attempt to evaluate performance of the GLONASS P-code time transfer, one-site
measurements are used to show that single-channel GLONASS precise code, combined
with temperature-controlled antennas, reduces the noise experienced by time receiving
equipment to a few hundred of picoseconds for a one-day averaging times, thus allowing
frequency comparison at a level of a few parts in 1 0".

INTRODUCTION

Although not as well known as the GPS, the Russian global satellite navigation system
GLONASS possesses comparable capabilities for navigation, precise geodetic positioning,
and time-transfer applications [1]. During the last few years studies of time and frequency
comparisons of remote atomic standards have seen several interesting developments
involving GLONASS: C/A-code single-channel measurements led to similar to GPS
performances for continental links; intercontinental links were affected by lack of post-
processed GLONASS precise ephemerides [2].

But the performance of single-channel GPS and GLONASS C/A-code common-view time
transfer, uncertainty of about 3 ns, is barely sufficient for the comparison of current atomic
clocks and needs to be improved rapidly to meet the challenge of the clocks now being
designed. For this reason the timing community is engaged in the development of new
approaches to time and frequency comparisons. Among them are techniques based on
multi-channel GPS and GLONASS C/A-code measurements, GPS carrier-phase
measurements, temperature-stabilized antennas, and standardization of receiver software.
This paper reports on the first test of GLONASS P-code for time transfer, and on specially
protected receiver antennas. A one-site comparison shows that for single-channel
GLONASS P-code time and frequency transfer a stability of 2 parts in 10" is obtained over
one day (200 picoseconds/day). These results indicate that GLONASS P-code time and
frequency transfer in multi-channel mode should reach at least a stability of 1 part in 10"
over one day (100 picoseconds/day) for short baselines. ’
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ADVANTAGES OF GLONASS

The Russian Global Navigation Satellite System (GLONASS) was inaugurated in 1982 and
is still under development. GLONASS offers the international community in time
metrology a useful additional tool for high-accuracy time transfer. The GLONASS
constellation broadcasts a C/A-code signal free of Selective Awvailability (SA) and
unencrypted P-code signal, unlike the GPS P-code, which is subject to Anti-Spoofing (AS)
encryption.

The GLONASS P-code has two main advantages for precision time synchronization. First,
GLONASS P-code has a wavelength that is 1/10th that of GLONASS C/A-code and about
1/5th that of GPS C/A-code. This has the effect that GLONASS P-code pseudo-range
measurements are considerably more precise than comparable GPS or GLONASS C/A-
code measurements. Second, GLONASS P-code is transmitted on both L1 and L2
frequencies, so it allows high-precision ionospheric delay measurements.

Originally GLONASS signals were broadcast on 48 frequencies (24 frequencies in the
future) in contrast to GPS, which is broadcast on 2. This causes some difficulties with the
delay biases, which vary with frequency. These, however, can be resolved, so the
GLONASS system provides the net advantage that it is less vulnerable to intentional or
unintentional jamming. :

Until recently no post-processed GLONASS precise ephemerides are available. This,
however, has changed as the Scientific Assembly of the International Association of
Geodesy decided, on 3-9 September 1997 in Rio de Janeiro, to organize an International
GLONASS Experiment (IGEX) in 1998. The IGEX begun on 19 October 1998 with
participation of several tens of geodetic and timing institutions, and the first GLONASS
precise ephemerides expressed in the ITRF are already available to civil users at the end of
1998. This will make the use of GLONASS more efficient for intercontinental time links.
" Other improvements will follow, among them rigorous transformation parameters between
the WGS 84 reference frame used by GPS and the PZ-90 reference frame used by
GLONASS.

ONE-SITE COMPARISON

For the determination of GLONASS frequency biases, described in the paragraph below,
and a test of GLONASS P-code time transfer, we use a one-site comparison of time
receivers. A one-site comparison calls for the computation of common views for two
independent time receivers located at the same site, connected to the same clock, and with
antennas separated by no more than several meters. Comparisons at short distances allow
the cancellation of common clock errors and certain other systematic errors. If the software
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used by the receivers is identical, no error should arise from satellite broadcast
ephemerides, antenna coordinates, or imperfect modelling of the ionosphere and
troposphere. Any constant bias measured is caused by delay differences of the two time-
receiving systems, including the receiver itself, the antenna, and the cables, and any
observed noise arises in the hardware and in multipath effects. In fact, the noise ascribed to
space factors for the comparison over several hundred kilometers is almost equally well
cancelled as that for the one-site comparisons. The particular advantage of a one-site
comparison, however, is the elimination of the clock discrepancies, so that only the noise of
the receiving equipment is observed. This can serve to characterize the receiving
equipment.

GLONASS FREQUENCY BIASES

GLONASS data are subject to a receiver bias which may be different for each GLONASS
frequency [3]. The spread of these biases across satellites can reach 15 nanoseconds and,
therefore, mask other noise sources.

Based on the data available so far, GLONASS frequency biases appear to be a function of
temperature and relate to specific receivers. But once calibrated with respect to a reference
receiver, and provided that temperatures are maintained via laboratory air-conditioning
together with a TSA antenna set-up, these values remain pretty constant and can therefore
be compensated in the software. Figure 2 shows one-site GLONASS P-code common-view
values d¢;, for each track i, between two time receivers, for the GLONASS frequencies
Nos. 1, 4 and 10. One can see clearly the biases between the values of d¢; resulting from the
use of different GLONASS frequencies. For each GLONASS P-code frequency, the
dispersion of the mean value of the d¢; over the whole period of computation is of the order

of 0.8 ns.

In order to estimate the GLONASS frequency biases, let the mean value of the d; over the
whole interval of computation for the common views using the frequency £, be written as
follows : <df>; We can arbitrarily choose the frequency No. 10 as a reference frequency
and then define a bias for the frequency f as follows :

Bf = <dti>]0 - <dt,->f

The biases so estimated for the two involved receivers are listed in Table 1.
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Table 1. GLONASS P-code frequency biases with respect to frequency No 10.

GLONASS B,
Freq. No. f /ns
1 -7.8
4 -5.4
6 =23
9 -0.2
10 0
12 -1.0
13 -1.1
21 -1.3
22 -0.6
24 -1.6

A TEST OF GLONASS P-CODE

In a one-site comparison test we demonstrate the improvement brought about by the use of
GLONASS P-code for common-view time transfer by comparing the results with those
obtained from GLONASS and GPS C/A-code common-view time transfers. We used a
one-site test specifically to analyze the noise of our time receiving equipment: 1) when used
with GPS and GLONASS C/A-code in single-channel and multi-channel modes, both with
and without a TSA (temperature-stabilized antenna) antenna; and 2) when used with
GLONASS P-code in single-channel mode, both with and without a TSA antenna.

Figure 3 shows some examples of one-site comparisons over a period of about eight days
using the same pair of receivers equipped with TSA antennas throughout. We observe that
C/A code comparisons are affected by some systematic changes. The GLONASS C/A-code
data are slightly noisier than GPS C/A-code data, as the delays depend on the frequency.
After removing the bias specific to each GLONASS frequency and activating the TSA
antennas,the GLONASS P-code comparison shows outstanding performance [4].

Time deviations of one-site comparisons were computed for four cases (Figure 4):

o GPS C/A-code single-channel without TSA antennas,
¢ GPS C/A-code multi-channel without and with TSA antennas,

e GLONASS P-code single-channel with TSA antennas and biases compensated for
different GLONASS frequencies.

Except for GLONASS P-code the level of noise for the all above comparisons is about 3

ns. The gain in stability between GPS C/A-code single-channel and a multi-channel
comparison is in line with our expectations according to the considerations reported above.
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The multi-channel comparison w1thout TSA antennas is affected by a systematic effect
which becomes evident at about 3x10* second. This effect is removed when the TSA
antennas are activated. However, a smaller systematic effect with a period of several hours
persists: this may have its origin in the antenna cables. Recent data from another pair of
receivers of the same type equipped with TSA antennas exhibit no systematic effect.

The level of noise for the GLONASS P-code comparison, using TSA antennas and after
removing the bias specific to each frequency, is about 600 picoseconds. The reduction in
noise level between GPS C/A-code single-channel and GLONASS P-code single-channel
comparison is about 5. The use of GLONASS P-code in multi-channel mode should
provide an improvement in stability similar to that found for GPS C/A-code. Consequently,
the expected time stability with an averaging time of one day should be several tens of
picoseconds: this corresponds to a frequency stability of several parts in 10'S. Multi-
channel GLONASS P-code time transfer will be the object of our next study as su1table
receivers are now available.

CONCLUSIONS

As GLONASS P-code, unlike GPS P-code, is available to civilian users, it is in the general
interest to take best advantage of it. There are two main reasons for this. First, GLONASS
P-code has a wavelength that is 1/10th that of GLONASS C/A-code and about 1/5th that
of GPS C/A-code, which has the effect that GLONASS P-code pseudo-range
measurements are considerably more precise than comparable GPS or GLONASS C/A-
code measurements. Second, GLONASS P-code is transmitted on both L1 and L2
frequencies, so it allows high-precision ionospheric delay measurements.

As now practiced, GPS and GLONASS C/A-code time transfer are limited mainly by
hardware instabilities and, over long distances, by uncertainty in the determination of
ionospheric delays. The use of GLONASS P-code combined with the use of temperature-
stabilized antennas provides an improvement to resolve these two problems. GLONASS
post-processed precise ephemerides, necessary for long-distance links, are now available.

GLONASS P-code single-channel data obtained in the course of a one-site comparison
shows a noise reduction of 5 relative to GPS C/A-code single-channel data performance.
The use of GLONASS P-code in multi-channel mode promises a gain in stability by a
factor of about 3. Consequently for short baselines, the expected time stability for an
averaging time of one day should be of about 100 picoseconds, which corresponds to a
frequency stability of 1 part in 10"
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Questions and Answers

GERRIT de JONG (NMi Van Swinden Laboratorium): I have a question about the calibration you made
between the channels. You took channel 10 as a reference, and then you determined relative calibration
values against that frequency. Did you do the same test with another GLONASS receiver? Is the
calibration the same for every receiver or do they have to be calibrated individually?

JACQUES AZOUBIB (BIPM): It is to a specific receiver. The Frequency 10 was arbitrarily chosen. We
could have chosen another reference frequency, and it would not have changed anything concerning the
stability results we obtained. '

We could have also chosen the mean value of the different frequencies and computed the bias as it shifted
between this mean value and the different values of dt(i). So the choice of Frequency 10 is completely
arbitrary.

GERRIT de JONG: Yes, but my question was not about the choice of that frequency, my question was; is

this for two receivers, the BIPM receiver and the Rogue- receiver? For instance if you take two receivers,
could you get the same calibration factor or not?

JACQUES AZOUBIB: Not at all. I will read from this vugraph: “Once calibrated with respect to the
reference receiver, this value remains critical....” Before, I said that it is a function of particular and
specific receivers. That means that for each receiver a set of biases should be computed.

DEMETRIOS MATSAKIS (USNO): Did the relative biases change with temperature? You referenced
them all to Satellite 10. Do they all go up and down together? ,

JACQUES AZOUBIB: We have not done any experiments. We got this information from '3S Navigation
— that the biases are related to our frequency comparator.

DEMETRIOS MATSAKIS: I wondered if the relative bias was varying with temperature between the biases
of the channels?

WLODZIMIERZ LEWANDOWSKI (BIPM): We were informed by 3S Navigation that the biases can be
affected by temperature if the receiver antenna is not protected. That is one of the reasons to develop the
temperature-stabilized antennas. Colleagues from 3S Navigation who know electronics said that these
biases are sensitive to temperature. To take the full advantage of this technology, we have to stabilize the
antenna and the receiver. If stabilized, these biases are pretty constant. This is now easy to do; so this is
not a problem.

DEMETRIOS MATSAKIS: The other question I have is a little complicated. I think one of the big
exciting things that is coming out of your work will be an ability to check for calibration errors in the GPS
receivers on a daily basis. You have already talked about how you see the diurnal term in GPS receivers.
We also see 100-day or longer-term variations. I wonder if it has gone on long enough that you can see
changes that happen between the BIPM traveling GPS calibrations, so that we know that it really is GPS

varying on the longer scale and not the GLONASS.

WLODZIMIERZ LEWANDOWSKI: You underlined a very important point. This use of GLONASS P-
Code and the way we are doing this leads us to something extremely interesti