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» Experiments with
architectures

- 10 satellites, UAV, in-situ sensors, nwz}eis emulators, web
processing nodes

- Instant “ad-hoc” sensor webs
- Open Geospatial Consortium standards

- On-demand science

~— Automatic tasking of sensors

~ Easy specification of algorithm service chain

~ Automatic execution of service chain

- Automatic delivery of finished science product to desktop




5. Perform or provide service

+ Single interface standard not required

» Supports multiple hardware and software architectures simultaneously
» Service consumer only has to know how to interface to registry

» Registry contains all pertinent information of how services are provided

Each serviée
executed differently
but looks same to

! 1 Future Service [
» Discovery of services enabled via Internet search tools
» Details of service implementation hidden to simplify user access
= Scalability enabled because new services can be easily plugged in
« Obsolescence prevention because new services can be easily plugged

in and removed in real-time
« Fault tolerant because user can locate and connect to alternative service
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. Encapsuiate sensors, models and emulators with software agents
~ Hide details
+ Provide seamless space/ground messaging capability such as via Internet
and sensor-based message bus .
+ Add registries to enable users to discover components and how to use them
automatically




or Web Experlment Without SOA -
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Aqua or Terra
MODIS data

Burned Area
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s the Features Were Correlated or
’ | Maps ;-

Bumed areas - red
Unburned areas - green
Burn perimeter ~blue

Assets used:
S - EO-1

» SPOT

* Aqua & Terra (MODIS)

+ Terra (ASTER)

» Landsat 5

Landsat 5 » MASTER

* Aircraft (ER-2) based
MODIS & ASTER

« AirDas
» Airborne Infrared
Disaster Assessment
System

AIDAS™




Volcano Sensor Web Experiment —
-Oriented,Operationsdmplemented as Pre-step to

Univ of Hawaii Volcano
Alert Webpage

ASPEN monitors
volcanic “hot spots™
from MODIS, AVHRR
imagery & Insitu

; sensors
In Situ Networked Sensors

Kilauea, Haw;

rchitecture Used to Transform EO-1
al-Oriented Operatioris -




g "odeis Onboard CHIPS Satelhte

Constellation

o
via DSN & McMurdo
Ground Stations

CHIPS ~ Cosmic Hot Interstellar Plasma Spectrome
§7T-8 - Space Technotogy 5
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of ‘hree Experiments Conducted by

EO-1 Advanced Land Imager (ALY) wireless interfaces
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nt with UMBC Undergraduates
5 12-14-05°

i finding broken

| sensor node (part of

. Emergency Response
' UMBC project team)

Architecture for an Inter-Operable
, _—
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sensor data nodes or

data processing nodes via internet
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e for EO-1 : Discovering
(OGC OWS-4 Demo)
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or Web Scen

khana UAS

National Priority Wildfires

i

MODIS Detection & Targeting

. e .
OMSP Cloud Prediction

EO-1 Acquisition & Detection

TIkhana UAS Tasking & Acquisition

Wildfire Research
and lications
artnership

: D42-045um

0.45 - 0.52 um
0.52 - 0.60 um
0.60 -0.62 um
0.63-069 um
Channel6: 069-075um
Channel7: 076 -0.90 um
Channel 8: 091-1.05um
Channel 9: 156-1.75um
Channel 10: 2.08 -2.35um
Channel 11: 3.60 - 3.79 um (VIIRS M12)
Channel 12: 10.26 -11.26 um (VIIRS M15) T e ;

FOV: 42.5 or 85.9 degrees (selectable) Also compatible with the GA Mariner,
IFOV: 1.25 mrad or 2.5 mrad (selectable) | Predator-B & Cessna Caravan C208. |
Spatial Res.: 3 ~ 50 meters (altitude dependant)

« Targeting input from NIFC, MODIS Rapid Response, and GOES.

« Onboard, real-time geolocation and product generation for both imagery and fire
detects.

* Browse and fire detects available via Google Earth interface within ¢a. 4 minutes.
» Cal/Val coordination with MODIS Land Team and CEQS-LPV.
. Acti\gties in plan with AIST Pls for Sen
and EO-1.

... General Atomics Aitair UAS




#2
Climb to
altitude using
Edwards AFB
\ restricted airspace.

Esperanza
Fire
96 images collected

(including conincident
with MODIS).

the request of California
Gov, Schwarzenegger, the
FAA issued an emergency
COA to fly the Altair UAS
with the NASA WRAP
payltoad into civilian
airspace to support the

Altair UAS Flight Line 10/28 pm & 10/29/06 am.

* Integrating sensors with open source, interoperable
reusable science services facilitates the vision of
Global Earth Observing System of Systems

» Creating these open services, lowers the cost of
performing science analysis and creating new
methods

« With the OGC or similar standards, any set of
sensors can become a virtual sensor web

+ With the OGC or similar standards, old and new
assets can interoperable cost-effectively
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WCTS ~Web Coordinate Transf

SAS ~ Sensor Alert Service (Pub/Sub)
WES - Web Feature Service

WMS ~ Web Map Service

WPS — Web Processing Service
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e That Drlves SPS Includes

Planner

CASPER Planner ;
—=response in 10s of minutes

L2 - Model-based
Mode Identification &
Reconfiguration

; Autonomous
Commands Sciencecraft

Conventional
Systems
Control Signals

ated Goal-Oreinted Planning Flow for EO-1

Scientists

Science MMM  Science Event Manager
Agents  Processes alerts and
. Prioritizes response observat:ons

EO-1 Flight Dynamics
Tracks, orbit, overflights,
momentum management

.  ASPEN
Schedules observations on EO-1
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ying "Plug and Play” Message Bus
Goddard Mission Services
er (GMSEC)

+ Plug-and-play
components

* Publish/Subscribe
protocol

* Platform transparency

» ST5 first mission to be
totally GMSEC compliant

More info at: (oustc)

o
N vi

talog Confponents

GMSEC approach gives users choices for the components in their system. The ST-5
mission rapidly selected key components from the GMSEC catalog.
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Flight Executive (cFE), an

¢, eliminating the ne
know the details of the lower layers
inter-networking.
Software components can be
developed and reused from mission |
to mission.

Developed by Flight SW Branch at
GSFC Gl |

To be used on LRO .

More info at:
Dindlomssc asio nasa oy

ntages of SOA for Space

- ors :
Networked standardized interface connections, loosely coupled
-~ Components connected at run-time
-+ Enables discovery of services
 Hides details of how service performed (encapsulated implementation)
 Fault tolerant

- Since connection occurs at run-time, if service not available, a component can
find or “discover” an alternative service and if unavailable, can connect to
another instance of the service if available

~ Troubleshooting is easier because information is provided at component and
services level

» Highly reusable
— Standardized, networked “plug and play” interfaces
» Scalable
- Interactions between services and clients independent of location and numbers
« Sustaining engineering for constellation simplified
— Can initiate new instance of service or alternative service and then
disconnect old services

Taken from: Hartman, Hoebel; “Lightweight Service Architectures for Space Missions”,
SMC-IT 2006, Pasadena, Ca
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Key Capabilities Implemented to Enable EO-1
Sensor Webs & Support “Backend” of SPS
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