
first (OSPF) network protocol that is
commonly used in the Internet. Each
spacecraft in a PFF network would be in
one of seven distinct states as the mission
evolved from initial deployment,
through coarse formation, and into pre-
cise formation. Reconfiguration of the
formation to perform different scientific
observations would also cause state
changes among the network nodes. The
application protocol provides for recog-
nition and tracking of the seven states for
each node and for protocol changes
under specified conditions to adapt the
network and satisfy communication re-
quirements associated with the current
PFF mission phase. Except during early
deployment, when peer-to-peer random-
access discovery methods would be used,
the application protocol provides for op-
eration in a centralized manner.

The central communication node,
denoted the “leader” spacecraft, would
be selected so that its position in the
formation tended to be spatially in the
center. For example, PFF interferome-
try missions are typically configured
with a single “combiner” that is cen-
trally located relative to the other
spacecraft. Selection of the spatially
central node as the central communi-
cation node would leverage the special
characteristics of the PFF networking
problem domain in order to achieve
high communication efficiency. In par-
ticular, when the spacecraft had posi-
tioned themselves into coarse forma-
tion, the IEEE 802.11 MAC protocol
could be adapted from “distributed co-
ordination function” (DCF) mode (a
peer-to-peer random-access mode) to
“point coordination function” (PCF)
mode, in which the leader would act as
the “point coordinator”, so that time-
bounded services needed to support
time-critical control could be activated.

Furthermore, if antenna patterns were
biased to afford higher gain when the
spacecraft were in coarse formation,
the protocol could recognize these
conditions and cause higher data rates
to be used in communications. It
should be noted that in conventional
applications of the IEEE 802.11 MAC
protocol in “ad hoc” networks, such a
priori knowledge of antenna gain pat-
terns and other features of network

spatial configurations cannot be as-
sumed and utilized. The predictability
of the spacecraft formation would
make it possible to utilize them in the
proposed protocol.

This work was done by Esther Jennings,
Clayton Okino, Jay Gao, and Loren Clare of
Caltech for NASA’s Jet Propulsion Labora-
tory. For more information, contact iaof-
fice@jpl.nasa.gov.
NPO-41486
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A Communication Network would evolve as spatially dispersed nodes moved into a coarse formation
and then into a tightly controlled precise formation. The proposed protocol would enable communi-
cation among the nodes at all phases of evolution of the network.
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Planning Complex Sequences Using Compressed Representations
Computation time and memory needed to generate schedules are greatly reduced.
NASA’s Jet Propulsion Laboratory, Pasadena, California

A method that notably includes the use
of compressed representations inter-
leaved with non-compressed (time-line)
representations of a general scheduling
problem has been conceived as a means
of increasing, by orders of magnitude,
the speeds of computations needed for
scheduling complex sequences of activi-
ties that include cycles wherein subsets of

the activities and/or sequences are re-
peated. The method was originally in-
tended to be used in scheduling large
campaigns of scientific observations by
instruments aboard a spacecraft. A typical
such campaign could include observa-
tions of millions of targets, many observa-
tions to be made during long repeated
passes. The method would also be useful

on Earth for scheduling complex se-
quences of activities that include cycles.

The method is best summarized in the
context of the original intended applica-
tion, wherein the scheduling problem is
formulated as that of selecting, from a
candidate set of observations, those ob-
servations that cover as many target
points as possible without oversubscrib-
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ing energy and memory budgets. Inas-
much as observation opportunities re-
peat, the theoretical framework for evalu-
ation of candidate solutions includes a
cycle bound.

The method includes the use of an it-
erative optimization algorithm known in
the art the “squeaky wheel optimiza-
tion.” This algorithm consists of the fol-
lowing steps:
1. Sort all of the target points according

to priority.
2. Schedule each target point, greedily,

in order of priority.
3. Increase priorities for those points

that were omitted from the schedule
in step 2.

4. Iterate by repeating from step 1.
Thus, points that are not initially sched-

uled have a greater probability of being
scheduled on subsequent iterations be-
cause each time a point is not scheduled,

its priority is increased, until eventually it
becomes the first point scheduled.

At each iteration, points are consid-
ered in order of priority and observa-
tions considered in descending order
of the contribution of each to coverage
until a minimum acceptable level of
coverage of each affected point has
been scheduled. Only observations that
cannot oversubscribe memory or en-
ergy and that respect transition dura-
tion constraints are considered. The as-
ymptotic time complexity (in effect, the
time needed to perform the computa-
tions) is of the order of a number pro-
portional to nlog(n) per iteration,
where n is the number of points. This
computation time is basically propor-
tional to the time needed to sort the
points according to priority.

For reasoning about multiple cycles,
multiple cycles are used in representing

energy and memory, but a single cycle is
used in representing observations. The
single-cycle representation can be char-
acterized as compressed in that, relative
to a time-line representation, it requires
less memory to represent all possible ob-
servations over all cycles. Instead of list-
ing all observations individually, one lists
a single cycle of observations with labels
that represent which observations be-
long to which cycles. The amount of
memory needed to encode observations
in this approach is proportional to the
total number of observations.

This work was done by Steve Chien and
Russell Knight of Caltech for NASA’s Jet
Propulsion Laboratory.

The software used in this innovation is
available for commercial licensing. Please
contact Karina Edmonds of the California In-
stitute of Technology at (626) 395-2322.
Refer to NPO-43768.

Self-Supervised Learning of Terrain Traversability From
Proprioceptive Sensors
This system enables a vehicle to scan its surroundings and adapt to conditions by learning about
them on the fly.
NASA’s Jet Propulsion Laboratory, Pasadena, California

Robust and reliable autonomous navi-
gation in unstructured, off-road terrain
is a critical element in making un-
manned ground vehicles a reality. Exist-
ing approaches tend to rely on evaluat-
ing the traversability of terrain based on
fixed parameters obtained via testing in
specific environments. This results in a
system that handles the terrain well that
it trained in, but is unable to process ter-
rain outside its test parameters.

An adaptive system does not take the
place of training, but supplements it.
Whereas training imprints certain envi-
ronments, an adaptive system would im-
print terrain elements and the interac-

tions amongst them, and allow the vehi-
cle to build a map of local elements using
proprioceptive sensors. Such sensors can
include velocity, wheel slippage, bumper
hits, and accelerometers. Data obtained
by the sensors can be compared to obser-
vations from ranging sensors such as cam-
eras and LADAR (laser detection and
ranging) in order to adapt to any kind of
terrain. In this way, it could sample its sur-
roundings not only to create a map of
clear space, but also of what kind of space
it is and its composition.

By having a set of building blocks con-
sisting of terrain features, a vehicle can
adapt to terrain that it has never seen be-

fore, and thus be robust to a changing en-
vironment. New observations could be
added to its library, enabling it to infer
terrain types that it wasn’t trained on.
This would be very useful in alien envi-
ronments, where many of the physical
features are known, but some are not. For
example, a seemingly flat, hard plain
could actually be soft sand, and the vehi-
cle would sense the sand and avoid it au-
tomatically.

This work was done by Max Bajracharya,
Andrew B. Howard, and Larry H. Matthies
of Caltech for NASA’s Jet Propulsion Labora-
tory. For more information, contact
iaoffice@jpl.nasa.gov. NPO-46601


