integration. Examples of off-core activi-
ties are management of risk and oppor-
tunity, verification, validation, and trou-
bleshooting. Because these activities are
usually repeated many times and may
not inherently be ordered in the same
way as the core processes, they often can-
not be represented by use of simple
graphical aids. The complexity and diffi-
culty of the task of representing off-core
activities is increased by the fact that the

timing and type of work involved in
these activities are more unpredictable
than are those of core activities.

In the present methodology, as ap-
plied to the development of a given sys-
tem, the systems-engineering plan is or-
ganized to explicitly treat core and
off-core activities separately. This ap-
proach to organization provides a con-
ceptual framework that can facilitate
and accelerate understanding, by mem-

bers of the systems-engineering staff, of
the relationships among many parallel
activities. In so doing, this approach can
reduce the difficulty of coordinating
those activities.

This work was done by Julian C. Breiden-
thal of Caltech and Kevin Forsberg of the Cen-
ter for Systems Management for NASA's Jet
Propulsion Laboratory. For more information,
contact Julian Breidenthal at julian.breiden-
thal@jpl.nasa.gov. NPO-45745

Lyndon B. Johnson Space Center, Houston, Texas

In support of investigations of mishaps
like the crash of the space shuttle Colum-
bia, a process based on digital reconstruc-
tion from recovered components has
been developed. The process is expected
to reduce the need for physical recon-
struction from recovered parts, reduce the
time and cost of determining the cause of
a mishap, and provide information useful
in redesigning to prevent future mishaps.

The process involves utilization of
pre-existing techniques, hardware, and
software to capture sizes and shapes of
recovered parts in sets of digital data.
The data are manipulated to enable
rendering of captured geometric infor-
mation by use of computer-aided de-
sign (CAD) and viewing software. The
digitization of a part and study of its

spatial relationship with other parts is
taken to one of three levels of succes-
sively greater detail, depending on its
importance to the investigation. The
process includes a trajectory-analysis
subprocess in which information from
the digital reconstruction is combined
with locations of recovered parts to re-
duce the area that must be searched to
find other specified parts that have not
yet been recovered. The digital product
of the process is compatible with pre-
existing CAD and solid-model-render-
ing software.

This work was done by William D. Macy
and Robert B. Luecking of The Boeing Co. for
Johnson Space Center. For further informa-
tion, contact the JSC Innovation Partnerships
Office at (281) 483-3809.

¢a Digital Reconstruction Supporting Investigation of Mishaps

Title to this invention has been waived
under the provisions of the National Aero-
nautics and Space Act {42 U.S.C. 2457(f)},
to The Boeing Co. Inquiries concerning li-
censes for its commercial development should
be addressed to:

Terrance Mason,

Boeing Patent Licensing Professional

Mail Code 1650-7002

Boeing Management Co.

15460 Laguna Canyon Road

Irvine CA 92618

Phone No. (949) 790-1331

E-mail: terrance.mason@boeing.com

Reference: Boeing ID 03-0354

Refer to MSC-23783-1, volume and num-
ber of this NASA Tech Briefs issue, and the
page number.

¢ Template Matching Approach to Signal Prediction

An improvement is made in accurate prediction of future behavior and early detection of

system problems.

NASA's Jet Propulsion Laboratory, Pasadena, California

A new approach to signal prediction
and prognostic assessment of spacecraft
health resolves an inherent difficulty in
fusing sensor data with simulated data.
This technique builds upon previous
work that demonstrated the impor-
tance of physics-based transient models
to accurate prediction of signal dynam-
ics and system performance. While
models can greatly improve predictive
accuracy, they are difficult to apply in
general because of variations in model
type, accuracy, or intended purpose.
However, virtually any flight project will
have at least some modeling capability
at its disposal, whether a full-blown sim-
ulation, partial physics models, dy-

32

namic look-up tables, a brasshoard ana-
logue system, or simple hand-driven
calculation by a team of experts.

Many models can be used to develop a
“predict,” or an estimate of the next day’s
or next cycle’s behavior, which is typically
used for planning purposes. The fidelity
of a predict varies from one project to an-
other, depending on the complexity of
the simulation (i.e. linearized or full dif-
ferential equations) and the level of de-
tail in anticipated system operation, but
typically any predict cannot be adapted to
changing conditions or adjusted space-
craft command execution. Applying a
predict blindly, without adapting the pre-
dict to current conditions, produces

mixed results at best, primarily due to
mismatches between assumed execution
of spacecraft activities and actual times of
execution. This results in the predict be-
coming useless during periods of compli-
cated behavior, exactly when the predict
would be most valuable. Each spacecraft
operation tends to show up as a transient
in the data, and if the transients are mis-
aligned, using the predict can actually
harm forecasting performance.

To address this problem, the approach
here expresses the predict in terms of a
baseline function superposed with one or
more transient functions. These tran-
sients serve as signal templates, which can
be relocated in time and space against the
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