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MIRA Architecture

saging Service (AMS), and the Delay Tol-
erant Network (DTN) standards into a
single integrated protocol system.

The ultimate goal of the MIRA project
is to develop an application stack for all
robotics, even complex ones. It will be ca-
pable of status and control of three differ-
ent cameras on the Exposed Facility (the
porch) of the ISS JEM Module from
MCC. Each successive phase will add in-
cremental capabilities such as the capabil-
ity of handling Human Factors and Per-
formance (HFP), and automatic/
semiautomatic change detection from im-
agery of spaceflight vehicles and equip-

ment. In later project phases, it will in-
clude ground control of robotic assets
over Earth-Moon-Mars time delays, and
remote sensing of planetary surfaces and
surface navigation.

This project seeks to develop a new
standard for robotics such that interop-
erability with crewed as well as non-
crewed elements is provided, assuring
cost effective collaboration between
NASA and the international space com-
munity. The evolution of the proposed
standard will be coordinated through
the CCSDS International Standards
community. The confluence of the

MIRA, SM&C/AMS/DTN standards,
the robustness of DTN capability, and
remote connectivity to ISS and ground
assets (interoperability) will assure the
JSC/MCC will be the hub of human,
human precursor, and robotic missions
where the mission components can be
seamlessly integrated with other loca-
tions without excessive reconfiguration
and integration costs that would ren-
der the MCC non-competitive.

The MIRA initial results have
demonstrated robotic camera control
that is applicable to near-Earth or dis-
tant applications where the DTN pro-
vides the bridge across the time delay
impacts. The MIRA, SM&C/AMS/
DTN standards-based status and con-
trol system software and protocol
could be hardened, and expanded
into the next-generation MCC proto-
col supporting human, robotic, and
human-robotic missions. As such, this
simple robotic camera prototype is a
significant first step in the integration
of robotic and human missions into
true distant independent building
blocks for future missions.

This work was done by Lindolfo Martinez,
Thomas Rich, Steven Lucord, Thomas Diegel-
man, James Mireles, and Pete Gonzalez of
Johnson Space Center. Further information is
contained in a TSP (see page 1). MSC-
25164-1

¢3 Particle Filtering for Model-Based Anomaly Detection

in Sensor Networks

Experiments on test stand sensor data show successful detection of a known anomaly

in the test data.
Stennis Space Center, Mississippi

A novel technique has been devel-
oped for anomaly detection of rocket
engine test stand (RETS) data. The ob-
jective was to develop a system that post-
processes a csv file containing the sensor
readings and activities (time-series)
from a rocket engine test, and detects
any anomalies that might have occurred
during the test. The output consists of
the names of the sensors that show
anomalous behavior, and the start and
end time of each anomaly.

In order to reduce the involvement
of domain experts significantly, several
data-driven approaches have been pro-
posed where models are automatically
acquired from the data, thus bypassing
the cost and effort of building system
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models. Many supervised learning
methods can efficiently learn opera-
tional and fault models, given large
amounts of both nominal and fault
data. However, for domains such as
RETS data, the amount of anomalous
data that is actually available is rela-
tively small, making most supervised
learning methods rather ineffective,
and in general met with limited success
in anomaly detection.

The fundamental problem with exist-
ing approaches is that they assume that
the data are iid, i.e., independent and
identically distributed, which is violated
in typical RETS data. None of these tech-
niques naturally exploit the temporal in-
formation inherent in time series data

from the sensor networks. There are cor-
relations among the sensor readings,
not only at the same time, but also across
time. However, these approaches have
not explicitly identified and exploited
such correlations. Given these limita-
tions of model-free methods, there has
been renewed interest in model-based
methods, specifically graphical methods
that explicitly reason temporally. The
Gaussian Mixture Model (GMM) in a
Linear Dynamic System approach as-
sumes that the multi-dimensional test
data is a mixture of multi-variate Gaus-
sians, and fits a given number of Gauss-
ian clusters with the help of the well-
known Expectation Maximization (EM)
algorithm. The parameters thus learned
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are used for calculating the joint distri-
bution of the observations. However,
this GMM assumption is essentially an
approximation and signals the potential
viability of non-parametric density esti-
mators. This is the key idea underlying
the new approach.

Since this approach was model-based,
it was possible to automatically learn a
model of nominal behavior from tests
that were marked nominal. Particle fil-
tering and machine learning were ap-
plied to capture the model of nominal
operations, and voting techniques were
used in conjunction with particle filter-
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ing to detect anomalies in test runs. Ex-
periments on test stand sensor data show
successful detection of a known anomaly
in the test data, while producing almost
no false positives.

A novel combination of particle filter-
ing, machine learning, and voting tech-
niques was developed to detect anomalies
in sensor network data. Although most of
the subsystems are tightly integrated into
the system, the following two subsystems
can also be used as standalone for extra-
neous tasks. A novel, efficient (but ap-
proximate)  correlation  clustering
method that is currently used for sensor

selection was developed, but it can also
be used to visualize sensor correlations as
an aid to manual analysis. Sensors are de-
tected that are overactive (large variance)
or underactive (low variance) between
commands, which effectively give a high-
level map of the effect of commands on
sensor groups. This may be used as an aid
to visual/manual analysis.

This work was done by Wanda Solano of
Stennis Space Center, and Bikramjit Banerjee
and Landon Kraemer of The University of
Southern Mississippi. For more information,
call the SSC Center Chief Technologist at 228-
688-1929. Refer to SSC-00379.
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