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Abstract

A method and system for authentication is provided. A central node for issuing certificates to a plurality of nodes associated with the central node in a network is also provided. The central node receives a first key from at least one node from among the plurality of nodes and generates a second key based on the received first key and generates a certificate for the at least one node. The generated certificate is transmitted to the at least one node.
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\[
\begin{align*}
  s_{CA,0} &\leftarrow F_1 s_{CA,1} & F_1 \cdots & F_1 s_{CA,N-1} & F_1 s_{CA,N} \\
  &\downarrow F_2 & \cdots & \downarrow F_2 & \downarrow F_2 \\
  tK_{CA,1} & \cdots & tK_{CA,N-1} & tK_{CA,N}
\end{align*}
\]

FIG. 2

\[
\begin{align*}
  s_{A,0} &\leftarrow F_1 s_{A,1} & F_1 \cdots & F_1 s_{A,n-1} & F_1 s_{A,n} \\
  &\downarrow F_2 & \cdots & \downarrow F_2 & \downarrow F_2 \\
  s'_{A,0} & s'_{A,1} & \cdots & s'_{A,n-1} & s'_{A,n}
\end{align*}
\]
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FIG. 7B
Node A (701) requests certificate from central node (704); sends a key from its authentication key chain to central node.

Central Node 704 receives request; processor (704-2) derives second key from received first key and transmits certificate to node A.

Node A sends a first packet to nodes B and C and includes in the packet the message; a MAC of the message computed by 701-2; and certificate.

Node B receives packet and performs basic check on packet; stores packet in memory if packet passes basic check.

Central node (704) broadcasts key from its own authentication key chain.

Node B verifies MAC on the message received from A and stored in memory using the key broadcasted by the central node.

Node A sends a second packet to node B including the message and MAC of the message.

Node B receives packet and checks freshness of packet and stores packet in memory if packet is fresh.

Central node (704) broadcasts key from the authentication key chain of node A.

Node B verifies MAC on the second packet received from A and stored in memory using the key broadcasted by the central node.
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METHOD AND SYSTEM FOR SOURCE AUTHENTICATION IN GROUP COMMUNICATIONS

CROSS-REFERENCE TO RELATED PATENT APPLICATION

This application claims priority from U.S. Provisional Application No. 61/171,216 filed on Apr. 21, 2009, the disclosure of which is incorporated herein by reference in their entirety.

STATEMENT REGARDING FEDERA LLY SPONSORED R&D
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BACKGROUND

1. Technical Field
   The present invention relates to source authentication in group communications, and more particularly, to a method by which a sender sending messages to multiple receivers signs the messages using symmetric cryptographic mechanisms and the messages can be verified by the receivers as coming from the purported sender.

2. Description of the Related Art
   The following papers provide useful background information, for which they are incorporated herein by reference in their entirety, and are selectively referred to in the remainder of this disclosure by their accompanying reference numbers in triangular brackets. For example <1> refers to the 1997 paper by Krawczyk.


Security is a necessary parameter in networks (such as wireless networks, hybrid wireless networks, etc.) if the communication between a pair of nodes, or a group of nodes, is to be protected from unauthorized access. In wireless networks, due to the open nature of the wireless channel, intruders can eavesdrop on the communication between other nodes if the messages are sent in the clear; they can inject fake messages into the network, purporting to come from other nodes, or attempt to modify or delete messages between other nodes. Therefore, strong security mechanisms to prevent such attacks are important, especially for scenarios like military operations where hybrid wireless networks can be of great use. In this context, a hybrid wireless network refers to a network architecture in which there is some centralized infrastructure, such as a satellite overlay, over large wireless networks. In such hybrid networks, the terrestrial wireless nodes are grouped into clusters, with each cluster having one or more “gateway” nodes with dual wireless and satellite connectivity, providing alternate high-bandwidth and robust forwarding paths through satellite links, in addition to the terrestrial wireless links.

Security of communication can be achieved using several different mechanisms. Encryption hides the messages in cipher text and thus prevents eavesdropping on the communication. In the process of authentication, each message is “stamped” with a unique “marker” of the originating node which ensures that messages are accepted from legitimate nodes only, and fake messages are discarded. Associated with authentication are message integrity protocols where each message is similarly stamped with a unique marker by the originating node so that any unauthorized modification in transit invalidates the marker and thus the modification can be easily detected.

For unicast communication, solutions for authentication and message integrity are trivial—the two communicating parties A and B share a secret exclusively between themselves and make use of this secret, or a key derived thereof, to “sign” the messages between themselves. The secret or key used can be based on symmetric cryptography that is fast, efficient, and does not consume significant computation or energy
resources at the communicating nodes. The corresponding message signature is usually a Message Authentication Code, or MAC in short (for example, HMAC <1>), which is resource-efficient to compute and to verify, and limited in size.

The problem is more complicated for group communication. When multiple parties are taking part in a communication session, a shared secret between the parties is not a solution. For group communication, it is preferable that authentication be done based on asymmetric techniques where each node possesses a unique secret known to no other node, and makes use of that secret to authenticate itself, or the messages it generates. Public key cryptography allows such asymmetric authentication to take place. In public-key cryptography, each source uses its private key to sign messages it generates, creating a digital signature that is appended to the message <2>. The receivers can verify the signature using the corresponding public key of the node, which is known to everyone from the source’s certificate. The primary requirement is that all users have access to a common third party node called the Certificate Authority (CA) that is universally trusted. The CA is responsible for binding a node’s identity to its public key in the node’s public-key certificate—for example, PGP <3> and X.509 <4>, which are the two most commonly used certificate formats. The certificate can be freely distributed to all nodes in a network, and the correctness of the certificate is verifiable by any node that has access to the CA.

FIG. 1 illustrates an example of a group communication scheme based on the public key infrastructure. Node A 101, Node B 102, and Node C 103 are nodes (exemplarily these nodes could be wireless nodes such as cell-phone units) which communicate with each other and there exists a central node 104, which is trusted by each of the nodes 101, 102, and 103. The central node acts as a certificate authority and issues each of the nodes 101, 102, and 103 their respective certificates which include among other things their respective identities and their public keys. Assume that A sends message X to B. Node A transmits to Node B message X, hash(X) signed with the private key of X, and the certificate for A. Node B receives the whole packet and retrieves hash(X) using the public key of A obtained from the certificate for A. Next, Node B takes a hash of the message X and compares that to hash'(X). If they match, the message is authenticated and verified as coming from node A.

Public-key cryptography is a powerful tool that facilitates authentication, message integrity and also data encryption. However, it is computationally very expensive (both in CPU cycles and energy expenditure) to generate digital signatures for messages, and also to verify them <5, 6, 7, 8>. The public and private keys are larger in size compared to symmetric keys, and the certificates also take up considerable storage space. In wireless networks where many of the nodes might have resource constraints, public-key cryptography can be a severe burden. For example, handheld devices have limited processor power, storage capacity and available energy. Performing digital signature generation and verification frequently can consume significant processor capacity and drain the battery quickly. Therefore in wireless networks, hybrid wireless networks, or in any network with resource constrained nodes, it is preferable to use authentication protocols that are based on symmetric cryptographic primitives—being efficient in terms of processing load, symmetric operations would expend less node energy. However, designing authentication protocols for group communication using symmetric cryptography is a significant challenge. The primary difficulty is how to create the asymmetry such that each partici-pant has a unique secret with which to authenticate its messages, while allowing all the receivers the capability for validation. This is assuming that the security association between each source and the group of receivers is generated on-the-fly, and does not make use of pre-shared secrets between every pair of nodes, which is the trivial solution that does not scale well.

Therefore, it is an objective of the present disclosure to provide an asymmetric user authentication protocol for group communication, which would be especially useful where wireless mobile devices or devices where energy is a precious resource are used. User authentication/source authentication refers to the scheme by which a node proves to another node its identity, for example, node A claims to be node A and proves to node B that it is indeed node A. The techniques described in the present disclosure are based on a class of certificates called TESLA (Timed Efficient Stream Loss-tolerant Authentication Certificates) certificates. A prior art TESLA source/user authentication protocol was proposed in <14>. An authentication protocol using a TESLA certificate concept was originally proposed in <9>, and modifications and extensions to it were suggested in <10>. However, the prior art has certain problems which the provide motivation for the present disclosure.

In the TESLA certificate proposal described in <9>, the TESLA certificate algorithm allows a node to add authentication to packets it sends for a single period in time. The lifetime of the certificate is short. Therefore, a source node that transmits for multiple time intervals will need several TESLA certificates from the CA. If there are many sources that send data over long intervals, this can add up to a substantial overhead. The prior art algorithm focuses on point-to-point authentication between nodes of varying capabilities, for example, between a sensor node and its base station. It does not address authentication between peer nodes, or authentication in group communication. The algorithm also does not provide non-repudiation. Non-repudiation is a security term which means that a sender node cannot deny, at a later instant in time, that it had generated a message (in the past) that had been signed using its private key. Non-repudiation is an essential aspect of source authentication protocols for both unicast and group communication.

SUMMARY

Exemplary embodiments of the present invention address at least the above problems and/or disadvantages and other disadvantages not described above. Also, the present invention is not required to overcome the disadvantages described above, and an exemplary embodiment of the present invention may not overcome any of the problems listed above.

According to an exemplary embodiment, an extended TESLA source authentication algorithm is provided that uses symmetric cryptographic primitives to achieve asymmetric authentication of nodes in group communication, and also message integrity. The protocol (source authentication algorithm) can be efficiently implemented in any network that has some centralized infrastructure, and will be especially advantageous for hybrid wireless networks which can take advantage of the presence of the satellite overlay infrastructure. The protocol considers the resource limitations of the wireless nodes and the wireless characteristics of the terrestrial segment.

According to another exemplary embodiment, a new lightweight certificate which can be used in authentication is provided. A central node issues this certificate to a node requesting the certificate and the central node includes in the
certificate a second key derived from a first key, which is sent to the central node by the node.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure discusses a method for authenticating source nodes in a network. The method involves using a certificate authority (CA) to generate a TESLA key chain and certificates for source nodes. The CA generates a key chain of length N, where N depends on the total duration of the transmission and the total time of CA's functionality. The CA then broadcasts the key chain along with each message it generates.

Exemplary embodiments of the present disclosure will now be described in more detail with reference to the accompanying drawings.

A. In order to describe the operation of the extended TESLA source authentication protocol according to an exemplary embodiment, consider a group of three wireless nodes A, B, and C, where A sends messages to B and C. It will be understood that the number of source nodes (wireless nodes in this example) has been shown to be three. However, the number three is just an example and any number of source nodes can be accommodated in this design. The objective is to design an authentication mechanism that allows B and C to securely authenticate messages from A using a computationally efficient algorithm that expends low node energy.

B. All nodes have limited energy and processing power, and none has any pre-existing security information about the others; the public key PKCA of the CA is available to all nodes; all nodes are time-synchronized with the CA; appropriate security policies are in place to allow each node to securely identify itself to the CA during the initial bootstrapping phase, and each node X shares a unique secret key KCS,A with the CA; one-way functions F1, and F2 <15> are publicly available; message transmission from A to B and C start at time t0; and time is divided into intervals, each of duration A.

C. During the initial setup, before any messages are transmitted in the network, the CA and all sources (A, B, and C) generate the keys that each will need for message authentication. The sets of keys are generated using the well-known TESLA algorithm. The CA uses a TESLA key chain \{KCS,A,i\}, \(i=\{1, \ldots, N\}\) to authenticate the TESLA certificates that it generates for the group sources. The CA generates a random seed sCAS,N and applies one-way function F1 to sCAS,N to form the following hash chain

\[sCAS,0 \rightarrow sCAS,1 \rightarrow \ldots \rightarrow sCAS,N-1 \rightarrow sCAS,N\]

Equation 1

where N>0 is equal to the number of unique MAC keys that the CA expects to use for authenticating the certificates and messages it generates. The value N depends on the length of each time interval and the total duration that the CA node will perform the function of the CA. It is assumed that in each time interval, the CA uses only one key for computing the MACs on all the messages it generates in that time interval. Therefore, if the total time of CA’s functionality is T and the interval for key disclosure is d,

\[N = \frac{T}{d}\]

Subsequently the CA applies function F2 to each element of the hash chain (equation 1 above) to obtain the certificate keys KCS,A,i as illustrated in FIG. 2 and which the CA uses in the certificates it generates. sCAS,0 is the anchor element of the CA’s authentication key chain (also referred to above as the hash chain). All TESLA certificates and signed messages from the CA are authenticated based on the anchor element during the initial protocol run.

D. Importantly, the anchor element of the CA’s authentication key chain, i.e., the element sCAS,0, is broadcast to the network at time t0. The CA generates a public-key based digital signature on the message containing the anchor element and broadcasts the message with the signature as follows:

\[CA\rightarrow network((sCAS,0, SIGN_{KCA}(\ldots)))\]

Equation 2

The anchor element may itself be authenticated by the other network nodes using traditional public-key cryptography. All network nodes receiving the broadcast message verify the signature on the broadcast message (equation 2) using the public key PKCA of the CA. If the signature is verified, the nodes store in local memory the key sCAS,0 along with the broadcast message.

E. In a manner similar to the above, source node A generates a random seed key sAS,A and applies one-way function F1 to sAS,A to form its authentication key chain (also referred to as a hash chain), before any messages are sent by A. A subsequently applies F2 to each key sAS,A generated above and obtains the output sAS,A as illustrated in FIG. 3. Similarly, each of the source nodes B and C would generate their authentication key chains.

F. Here N>0 is equal to the number of unique MAC keys that A expects to use for authenticating its messages. The value N depends on the length of each time interval and the total duration of A’s transmission. In here, it is assumed that in each time interval A, a source uses only one key for computing the MACs on all the messages it generates in that time interval. Therefore, if the total time of A’s transmission is T,
\[ n - \frac{7}{2} \]

It should be noted that \( n \) is the number of unique MAC keys in A’s key chain may or may not be equal to \( N \), which is the number of unique keys in the CA’s key chain (FIG. 2).

FIG. 4 illustrates a method by which the CA generates a certificate for source node A. FIG. 4 only illustrates the method with respect to source node A; however, the same method may be used to create certificates for each of the other source nodes B and C. In S401, at time \( t_0 \), A sends \( s_{A,0} \) (the random seed key for A’s key chain) and the number \( n \) to the CA, along with details on A’s key disclosure interval \( \Delta \). The message from A to the CA may be secured using a shared secret \( K_{CA} \) between A and the CA. The CA obtains all the elements of A’s authentication key chain from \( s_{A,0} \) and \( n \), as in equation 1 and FIG. 3 because the CA also knows the one-way functions \( F_1 \) and \( F_2 \). Similarly, the CA can obtain all the elements of B and C’s authentication key chain when B and C request certificates from the CA.

On successful verification of A’s identity, the CA generates the TESLA certificate (or more generally a certificate that can be used for authenticating A) for A in S402 using the random seed key for A’s key chain and the number \( n \) to the group and it can no longer be used for new messages. Any receiver B that receives the CA broadcast, can check the freshness of the received message by checking the timestamp of Cert_{CA}(A) to make sure it has arrived within the period \( (t_0, t_0 + \Delta) \). The receivers also check that \( s'_{A,0} \) is not publicly known, i.e., \( MAC_{s_{A,0}} \) cannot yet be computed by them. If all the checks pass, B and C store \( M_0 \) in their respective buffers, else they discard the message.

On or about time \( t_1 = t_0 + \Delta \), in S605 the CA broadcasts the key \( s_{CA,1} \) to the network:

- \( CA \rightarrow \text{network}: \{ s_{CA,1}, \text{SIGN}_{KCA}(...) \} \)

If receiver B or C has received the anchor element \( s_{CA,0} \), they can check the authenticity of \( s_{CA,1} \) by verifying \( s_{CA,1} \) against \( s_{CA,0} \). This can be done by performing the one-way function \( F_1 \) on \( s_{CA,1} \) and comparing the result with \( s_{CA,0} \).

Alternatively, B or C can verify \( s_{CA,1} \) from the signature using \( t_{KCA} \). Verification is successful, each receiver derives \( t_{KCA} \) from \( s_{CA,1} \) (as shown in FIG. 2) and uses \( t_{KCA} \) to verify the MAC on Cert_{CA}(A). If the MAC is correct, receiver B obtains \( s_{A,0} \) from Cert_{CA}(A) by decrypting with \( t_{KCA} \). Alternatively, it is also possible that the CA broadcast \( s_{CA,1} \) to B and C to verify \( s_{CA,1} \) against \( s_{CA,0} \). This can be done by performing the one-way function \( F_1 \) on \( s_{CA,1} \) and comparing the result with \( s_{CA,0} \).

Messages from A to B in subsequent time intervals use the corresponding key of A’s key chain to compute the MAC. For example, in steps S606 and S607, A transmits messages M1 and M2 but does not include its TESLA certificate in messages subsequent to \( M_0 \). Under the assumption that every receiver has received \( M_0 \) correctly. For example, in the period \( (t_1, t_1 + \Delta) \), message from A to B would look like:

- \( A \rightarrow B: \{ M_1, m_1, MAC_{s_{CA,1}}(m_1) \} \)

At time \( t_1 + \Delta \), the CA broadcasts \( s_{CA,1} \) to the network (in case of messages M1 and M2, in S608 the central node/CA broadcasts to the network \( S_{CA} \)). Since \( s_{CA,1} \) is disclosed, A is no longer using \( s'_{CA,0} \) for computing the MACs on its messages. Any receiver B that receives the CA broadcast, verifies that \( s_{CA,1} \) indeed belongs to A’s MAC key chain by applying the one-way function \( F_1 \) multiple times to the received key as shown below.

- \( s_{CA,1} \rightarrow s_{CA,1-1} \rightarrow s_{CA,1-2} \rightarrow ... \rightarrow s_{CA,0} \)

The above verification is correct since \( F_1 \) is a secure one-way function and \( s_{CA,0} \) has already been verified from Cert_{CA}(A). However, if B wants to be additionally careful, it can verify \( s_{CA,1} \) going through the additional steps described above, using the CA key broadcast message and Cert_{CA}(A). Additionally, B may verify the MAC on the received message by taking a hash on the received message \( M_1 \) and then signing the hash with \( s'_{CA,1} \) and \( t_{KCA} \). Each of B and C checks the freshness of the received certificate by checking the timestamp of Cert_{CA}(A) to make sure it has arrived within the period \( (t_1, t_1 + \Delta) \). The receivers also check that \( s'_{CA,0} \) is not publicly known, i.e., \( MAC_{s_{CA,0}} \) cannot yet be computed by them. If all the checks pass, B and C store \( M_1 \) in their respective buffers, else they discard the message.
the hash with the $S_{A,t}$. Then the result is compared with the received MAC which was generated using $S_{A,t}$.

It should be noted that the burden of disclosing the keys to the various receivers has been shifted to the central node/certificate authority which now acts as a proxy for storing and distributing the keys for each of the other nodes.

After the initial anchor element broadcast message from the CA signed with $-K_{CA}$, subsequent key disclosure messages from the CA can be authenticated using one-way chains. For example, CA discloses the key $S_{CA,i}$ used in period $[t_i, t_i+4d]$ at time $t_i+4d$. Subsequent key disclosure messages disclosing the keys $S_{CA,i}$ may occur when messages from B (or a node other than A) are to be authenticated and a certificate needs to be provided for that node, at which time the CA may exemplarily broadcast $S_{CA,i}$ where $i>1$ because $i=1$ has already been used for A. Any receiver can then verify that $S_{CA,i}$ belongs to CA’s one-way chain:

$$S_{CA,i+1} \cdot S_{CA,i+2} \cdot \ldots \cdot S_{CA,0}$$

where $S_{CA,i}$ has been verified before using $4K_{CA}$. The receiver does not need to check CA’s signature to verify $S_{CA,i}$.

Thus messages from A to B and C can be authenticated. The above algorithm requires A to perform one signature verification to check the certificate it receives from the CA. Each receiver also performs one signature verification on the anchor element broadcast message from the CA. All other messages from the CA and the sources can be authenticated using low-computation symmetric MACS. Moreover, sources and receivers do not have to perform clock synchronization directly with one another, synchronizing with the CA is a necessary and sufficient condition for the protocol. This saves additional message rounds and protocol complexity, and also breaks the cyclical dependency between authentication and clock synchronization.

In the above described exemplary implementation, the CA broadcasts the MAC keys of the source nodes to the network at periodic key disclosure intervals. In an exemplary hybrid network topology, a satellite may be used for providing CA services. The reasons for using the satellite as the CA may be as follows. The satellite is a network node that is always available, connected to the entire network, and is physically secure. The satellite has higher computing power with onboard processing capability and higher storage compared to terrestrial wireless nodes. Its energy is technically infinite, since it is renewable via solar power. Therefore the satellite can perform processing-intensive cryptographic operations more efficiently compared to the terrestrial nodes. The presence of the satellite thus allows implementation of highly efficient and secure centralized authentication. In such an implementation, the satellite would generate the TESLA certificates for all the terrestrial user nodes, and would act as the proxy for the terrestrial nodes for disclosing the MAC keys used by the nodes for authentication and message integrity, i.e., as described above instead of the source node, the satellite (CA) broadcasts the MAC keys at regular time intervals. Therefore the MAC keys reach all the user nodes in one broadcast transmission. This saves the delay in authentication, and reduces the processing load on the source nodes, and also the network transmission overhead.

In an exemplary implementation, non-repudiation may be added to the extended TESLA authentication protocol by modifying the mechanism of key disclosure by the central node (or the CA). This may be achieved as follows. The source node (for example node A) would authenticate each message it sends to B and C by two or more MACs, computed using keys from two or more key chains, respectively. That is, the node A would generate more than one authentication key chain and each packet sent to node B will have the message and two or more MACs. The anchor element of each chain is shared between the source and the central node as described earlier. The anchor elements of all the key chains used by A are also included and bound to A’s identity in A’s certificate by the CA.

Each receiver (B and/or C) buffers the message along with all the MACs if the basic security check is satisfied. The basic security check refers to checking the freshness of the certificate (if received) and checking whether the received packet arrived within a certain time interval. At the time of key disclosure, the CA broadcasts only one of the MAC keys out of the set of MAC keys for the given source node and message. Each receiver verifies the single MAC associated with the key broadcast by the CA, and accepts the message as correct if the MAC is verified. If any receiver wants to be able to check the message for non-repudiation at a later time instant, it saves the message along with all its MACs.

The CA discloses only one MAC key from the available set at the time of key disclosure. The MAC key that is disclosed by the CA is chosen at every disclosure instant, with uniform probability from the set of available keys for that time interval. Therefore, the source cannot know in advance, with a high degree of probability, which key will be used by the receivers for authentication. Hence, if the source would like its messages to be accepted by the receivers, it will have to include all the MACs correctly computed with the corresponding keys.

If at a later instant in time, a receiver would like to prove that a message was indeed generated by the source (i.e., non-repudiation), the receiver can simply send a non-repudiation request to the CA. Upon receiving the request, the CA discloses one of the previously undisclosed MAC keys for the message in question. The receiver can compute the MAC for the message with the newly disclosed key and compare the MAC with the set of MACs it had saved previously. If the CA and the receiver operates correctly, the newly computed MAC will match one of the saved MACs. Since: (i) the undisclosed MAC keys were known only to the source and the CA, and (ii) the CA is universally trusted, therefore the saved MAC must have been computed by the source using its MAC key and hence the message must have been generated by the source. Thus non-repudiation is achieved.

The security of the above non-repudiation algorithm is proportional to the number of MACs included with each message. For two MACs per message, the probability of a particular key being disclosed by the CA is 0.5. This probability is called the r-factor, where r is an acronym for repudiation. The r-factor is computed as the inverse of the number of MACs included with each message.

Instead of sending a request for an undisclosed key, the receiver may also send the entire message along with the saved MACs, to the CA. The CA itself will compute the MACs on the message with any one of the undisclosed keys and compare with the saved MACs sent by the receiver. Since the undisclosed keys are known only to the CA and the source, in the event of a match, the CA can confirm to the receiver that the message was indeed generated by the source.

In the above-described extended TESLA authentication protocol, the central node/CA has been used to create and issue the certificates as well as acting as a proxy for distributing the MAC keys of the source nodes. However, it will be understood that this functionality may be split between two units or processors. For example, a first unit/terminal/processing...
Plurally, the second key is the anchor element of the authentication block. For example, the processors may be digital signal processing hardware that would be used for each of these building blocks. Similarly, FIG. 7A illustrates a mobile terminal 701 which includes a receiver 701-1, a processor 701-2, and a transmitter 701-3. Similarly, FIG. 7C illustrates a mobile terminal 701 which includes a receiver 701-1, processor 701-2, and transmitter 701-3.

One of ordinary skill in the art would understand the appropriate hardware that would be used for each of these building blocks. For example, the processors may be digital signal processors, ASICS, etc. with a memory component.

FIG. 8 is a simplified description of the extended TESLA authentication protocol discussed in FIG. 6. In S801, mobile terminal 1 (node A) 701 requests a certificate from the central node 704. Node A sends this request along with a first key from its authentication key chain. Exemplarily, the first key may be the root key/randomly generated seed key of its authentication key chain illustrated in FIG. 3. In S802, the receiver 704-1 of the central node receives the request and forwards the request to the processor 704-2. The processor derives a second key from the received first key and generates a certificate for A by including the second key therein. Exemplarily, the second key is the anchor element of the authentication key chain of node A. The second key is exemplarily derived by repeatedly applying a one-way function to the first key. The transmitter 704-3 then transmits the certificate to node A. Exemplarily, the central node obtains the complete authentication key chain of node A by using the information sent by node A, i.e., node A sends to the CA the number of MAC keys in A’s authentication key chain and the seed key of A’s authentication key chain. It is also possible that the central node derive a second authentication key chain which has overlapping elements with A’s authentication key chain. For example, the central node may generate n+x (where x>1) keys instead of n keys which A generates using the seed key.

In S803, node A sends a first packet to nodes B and C (702 and 703). The rest of the description of FIG. 8 is with respect to node B; however, identical steps will be also be applicable to node C. If this is the first time that A and B are communicating or if B does not know A, A includes in the packet: (1) the message (2) MAC on the message computed by taking a hash on the message and signing it with a key from its authentication key chain (3) the certificate of A. The packet may be generated by processor 701-2 and sent using transmitter 701-3.

In S804, node B receives the packet and performs a basic check on the packet. A basic check may include checking the freshness of the certificate. If the packet passes the basic check, a broadcast by the central node is examined. In S805, the central node broadcasts a key from its own authentication key chain shown in FIG. 2. Exemplarily, the key for this broadcast may be the same key with which the second key was encrypted in the certificate issued to node A.

In S806, node B verifies the MAC on the message stored in its memory and which was previously received from node A. This verification may be a two-step process. In a first step, the key broadcast in S805 is verified. In the second step, the MAC on the received message may be verified. If the MAC is verified, the message is authenticated as coming from node A. In S807, node A sends another packet to node B. This time, the packet does not include the certificate. In S808, node B performs a basic check on the message and stores the message in its memory. In S809, the central node 704 broadcasts another key but this time from the authentication key chain of node A that is computed using the seed key of node A’s authentication key chain, and not its own key chain. Furthermore, keys that were created later in the authentication key chain are broadcast earlier. In S810, node B completes the message verification and authentication by using the key broadcast by the central node in S809.

Next, results from the performance analysis of the scheme described in FIGS. 6 and 8 are presented with respect to FIGS. 9 and 10.

Compared to asymmetric source authentication using public-key cryptography, the system and method described above offers much greater savings in power expenditure and processing delay for authentication. An analysis of the processing delay overhead of the proposed protocol, used with HMAC-MD5 or HMAC-SHA1, and its comparison to the processing delay for RSA signatures, is illustrated in FIG. 9, for a 500 MB message on a 500 MHz PentiumIII machine. The delay figures for HMAC-MD5 and HMAC-SHA1 are computed based on the approximation that each operation is executed in one processor clock tick for the 500 MHz PentiumIII processor. The delay figures for RSA for the 500 MHz PentiumIII processor are from <11>. The r-factor in the graphs refer to the degree of non-repudiation provided by a probabilistic non-repudiation algorithm that is used in the above described method, and is related to the number of TESLA MACs attached to each message. An r-factor equal to 1 indicates one MAC per message, which is described in the algorithm described above; while an r-factor 0.25 refer to 4 MACS per message, and so on.

FIG. 10 compares the amount of energy that would be required to authenticate a 500 MB message on a representative handheld computer <12> for different authentication algorithms. The base figures for energy expenditure of different cryptographic operations of the handheld are obtained from <13>. Clearly, authenticating a 500 MB message without additional energy sources is not possible except for the extended TESLA protocol described in the present disclosure. The graphs validate the claim that the energy consumption of the extended TESLA protocol of the present disclosure is significantly less in comparison to standard signature protocols. Here, it is assumed that up to 50% of the node energy is spent in authenticating the data packets.

The disclosed extended TESLA authentication protocol has an additional advantage that it avoids the assumption that
the user nodes have some sort of security association established apriori, as many other prior art protocols assume.

The above described extended TESLA authentication protocol has a wide variety of uses such as in broadcast authentication in sensor networks, authentication of control messages in wireless ad hoc network routing protocols, etc. An example application of the authentication protocol would be in digital transmission of paid television programming to be displayed on hand-held wireless mobile smart devices belonging to subscribers. The television network provider would be authenticating the video stream using its keychain, and broadcasting the video stream to the subscribers over the satellite channels. The satellite itself would act as the CA and the proxy and broadcast the keys to the receivers. The video stream can be broken up into millions of packets at the IP-layer, and each packet is authenticated using keys from the keychain. In this scenario, using public-key authentication on the video stream packets would rapidly drain the battery of the hand-held wireless mobile smart devices. Another example would be packet-level authentication of voice and video being sent by soldiers on the ground to their commanding station, where each soldier has a handheld transmitter/receiver device capable of sending and receiving voice, video and data using a satellite overlay. Here data being sent by the soldier to multiple other soldiers and/or the command post can be authenticated using the extended TESLA authentication scheme. Likewise, the commands being sent from the command post to the soldiers in the field can be authenticated.

Exemplary implementation described above with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) can be implemented using computer program products. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer program instructions. These computer program instructions may be provided to a processor of a general purpose computer special purpose computer or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks. For example, instructions embodied on a computer-readable medium can be executed by a processor to provide the functionality of either the central node or the other nodes (A, B, C).

More generally, computer program instructions may be stored in a computer readable medium that can direct a computer, or other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions stored in the computer readable medium produce an article of manufacture including instructions which implement the function/act specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus or other devices to produce a computer implemented process such that the instructions which execute on the computer or other programmable apparatus provide processes for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

While the present invention has been particularly shown and described with reference to exemplary embodiments thereof, it will be understood by one of ordinary skill in the art that various changes in form and details may be made therein without departing from the spirit and scope of the present invention as defined by the following claims.

What is claimed is:

1. A central node for issuing certificates to a plurality of nodes associated with the central node in a network, the central node comprising:

   a receiver that is configured to receive a first key from at least one node from among the plurality of nodes;

   a processor which is configured to generate a second key based on the received first key and generate a certificate for the at least one node; and

   a transmitter that is configured to transmit the generated certificate to the at least one node, wherein:

   the first key is a key from a first authentication key chain comprising a plurality of keys generated by the at least one node for use in authenticating messages transmitted by the at least one node, the at least one node configured to generate a third authentication key chain comprising a plurality of keys and further configured to authenticate messages using at least two message authentication codes that are computed using a unique key from each of the first authentication key chain and the third authentication key chain, and

   the certificate generated by the processor includes the second key and an identity of the at least one node.

2. The central node according to claim 1, wherein the first key is a first randomly generated seed key generated by the at least one node, which uses the first randomly generated seed key to generate remaining keys in the first authentication key chain of the at least one node by repeatedly applying a first one-way function.

3. The central node according to claim 2, wherein the processor is further configured to generate the first authentication key chain using the received first key by applying the first one-way function to the received first key.

4. The central node according to claim 3, wherein the processor is further configured to generate a second authentication key chain by randomly generating a second seed key and repeatedly applying the first one-way function, wherein the second seed key is encrypted by a key from the second authentication key chain and the encrypted second seed key is included in the certificate for the at least one node.

5. The central node according to claim 3, wherein the transmitter is configured to broadcast to the network a unique key from among the keys in the first authentication key chain, and wherein the broadcast repeatedly occurs in time after a fixed interval.

6. The central node according to claim 2, wherein the receiver is further configured to receive a third key from the at least one node, and wherein the processor is further configured to generate a fourth key based on the received third key.

7. The central node according to claim 6, wherein the third key is a randomly generated seed key generated by the at least one node, which uses the third key to generate remaining keys in the third authentication key chain of the at least one node by repeatedly applying a third one-way function.

8. The central node according to claim 7, wherein the third one-way function is same as the first one-way function.

9. The central node according to claim 7, wherein the processor is further configured to generate the third authentication key chain using the received third key by applying the third one-way function to the received first key.

10. The central node according to claim 6, wherein the fourth key is the anchor element in the third authentication key chain of the at least one node.
11. The central node according to claim 1, wherein the second key is the anchor element in the first authentication key chain of the at least one node.

12. A non-transitory computer-readable storage medium storing program instructions for execution by a processor, the program instructions, when executed, configured to cause the processor to perform operations comprising:
- receiving a first key from at least one node from among a plurality of nodes;
- generating a second key based on the received first key and generating a certificate for the at least one node; and
- transmitting the generated certificate to the at least one node, wherein:
  - the first key is a key from a first authentication key chain comprising a plurality of keys generated by the at least one node for use in authenticating messages transmitted by the at least one node, the at least one node configured to generate a third authentication key chain comprising a plurality of keys and further configured to authenticate messages using at least two message authentication codes that are computed using a unique key from each of the first authentication key chain and the third authentication key chain, and
  - the certificate generated by the processor includes the second key and an identity of the at least one node.

13. The computer-readable storage medium of claim 12, wherein the program instructions are configured to cause the processor to perform operations further comprising:
- generating the first authentication key chain by applying a one-way function to the received first key.

14. The computer-readable storage medium of claim 12, wherein the program instructions are configured to cause the processor to perform operations further comprising:
- receiving a third key from the at least one node;
- generating a fourth key based on the received third key.

15. The computer-readable storage medium of claim 14, wherein the third key is a key from the third authentication key chain comprising a plurality of keys generated by the at least one node for use in authenticating messages transmitted by the at least one node.

16. The computer-readable storage medium of claim 14, wherein the second key is the anchor element in the first authentication key chain and the fourth key is the anchor element in the third authentication key chain.

17. The computer-readable storage medium of claim 14, wherein the certificate generated by the processor includes the fourth key.

18. A system comprising:
- a central node;
- a first node; and
- a second node, wherein the central node is trusted by the first and second nodes, and wherein:
  - the central node generates and stores a first authentication key chain comprising a plurality of keys, the first node generates a second authentication key chain comprising a plurality of keys and a third authentication key chain,
  - the plurality of first keys and the plurality of second keys overlap at least partially,
  - the first node authenticates a message sent to the second node using at least two message authentication codes, each of the at least two message authentication codes computed using a unique key from the second authentication key chain and the third authentication key chain, and
  - the central node broadcasts a key that is used by the second node to verify the message as coming from the first node.

19. The system of claim 18, wherein the central node generates a fourth authentication key chain comprising a plurality of fourth keys and randomly selects the broadcast key from the plurality of first keys and the plurality of fourth keys.

20. The system of claim 18, wherein the first node selects the broadcast key from the first authentication key chain.

* * * * *