A CMOS imager integrated circuit using compressive sensing and bio-inspired detection is presented which integrates novel functions and algorithms within a novel hardware architecture enabling efficient on-chip implementation.
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<table>
<thead>
<tr>
<th>100 trails experiment</th>
<th>Mutual Correlation (JPL)</th>
<th>Basis Pursuit (Caltech)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>CPU Time</td>
</tr>
<tr>
<td>N=512, M=100, K=20, Val=+-1</td>
<td>&lt;1e-3</td>
<td>0.1530</td>
</tr>
<tr>
<td>N=512, M=100, K=20, Val=rand</td>
<td>&lt;1e-3</td>
<td>0.1476</td>
</tr>
<tr>
<td>N=4096, M=1024, K=160, Val=+-1</td>
<td>&lt;1e-3</td>
<td>93 sec</td>
</tr>
<tr>
<td>N=4096, M=1024, K=160, Val=rand</td>
<td>&lt;1e-3</td>
<td>152 sec</td>
</tr>
</tbody>
</table>

Table 1

FIG. 13
COMPRESSION SENSING BASED BIO-INSPIRED SHAPE FEATURE DETECTION CMOS IMAGER

CROSS-REFERENCE TO RELATED APPLICATIONS


STATEMENT OF GOVERNMENT GRANT

The invention described herein was made in the performance of work under a NASA contract, and is subject to the provision of Public Law 96-517 (35 USC 202) in which the Contractor has elected to retain the title.

FIELD

The present disclosure relates to signal and image processing used in integrated CMOS imager chips. In particular, dynamic object recognition features to enable effective real time processing with low cost and without compromising information manifold quality is presented.

BACKGROUND

Recently, Compressive Sensing (CS), also known as compressed sensing, compressive sampling or sparse sampling, has attracted a lot of attention in the areas of signal, image processing, and communication due to a breakthrough in sampling rate reduction (e.g. with respect to the Nyquist sampling rate) whether it is in time/frequency or spatial/frequency domain. The person skilled in the art of signal processing knows that CS takes advantage of a signal’s sparseness or compressibility in some domain, allowing the entire signal to be determined from relatively few measurements. CS also opens a new horizon for collecting quality sensory data due to the combination of new developments in computational imaging used in integrated CMOS imager chips. In particular, dynamic object recognition features to enable effective real time processing with low cost and without compromising information manifold quality is presented.

SUMMARY

Throughout the present disclosure reference will be made to the enclosed Appendices A, B, C, D, E and F, which make integral part of the present disclosure. Furthermore, throughout the present disclosure reference will be made (e.g. within brackets) to various documents (e.g. [ref. x] for reference to document number x), a detailed list of which is included at the end of the present disclosure. All such documents are incorporated herein by reference in their entirety.

According to a first aspect of the present disclosure, a compressive sensing-based bio-inspired shape feature detection imager circuit is presented, the imager circuit comprising a plurality of circuits operatively coupled to one another, the plurality of circuits comprising: an active pixel sensor array configured to collect an image in an original space and generate an analog representation of the collected image; a bio-inspired shape feature compressive sensing projection matrix circuit configured to project the analog representation of the collected image simultaneously onto each target bio-inspired feature of a set of target bio-inspired features and map the projected image from an original space to a compressive sensing space, and generate i) correlation data of the projected image in the compressive sensing space to the set of target bio-inspired features, and ii) reference position data in the original space for the collected image; a target detection and location circuit configured to process the correlation data and the reference position data to identify a potential target in the collected image from amongst the set of target bio-inspired features; a compressive sensing sampling data array circuit configured to process the projected image in the compressive sensing space to recover a digital representation of the collected image in the original space, and generate position and identity information of an identified potential target within the recovered collected image in the original space;
and an adaptive target extraction circuit configured to track
the identified potential target in a next collected image
and extract a corresponding new feature from the next collected
image to add to the set of target bio-inspired features.

According to a second aspect of the present disclosure, a
method used in an imager integrated circuit (IC) for detecting
a potential target feature from a collected image is presented,
the method comprising: storing in the imager IC a plurality of
compressive sensing bio-inspired representations of a plurality
of target features into a projection matrix; dividing in the
imager IC the collected image into a plurality of non-overlapping
sub-windows of a same size; projecting in the imager IC a sub-window of the plurality of sub-windows onto
the projection matrix; based on the projecting, obtaining in the
imager IC a compressive sensing sub-window; generating in
the imager IC correlation data of the compressive sensing
sub-window to the plurality of target features; assigning in the
imager IC reference position of the sub-window within the
collected image to the correlation data; repeating the project-
ing, obtaining and assigning for all sub-windows of the plurality of sub-windows; evaluating in the imager IC
the correlation data for all sub-windows; based on the evaluat-
ing, determining in the imager IC a detected potential tar-
go in the imager IC the collected image based on the
compressive sensing sub-windows; and based on the assigning and the determining and the recovering, identifying
in the imager IC the detected potential target within the recov-
ered collected image.

Further aspects of the disclosure are shown in the specifi-
cation, drawings and claims of the present application.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a functional system building block for a prior
art computational imaging integrated circuit (IC).

FIG. 2 shows a functional system building block according to
an embodiment of the present disclosure of a compressive
sensing bio-inspired shape feature detection CMOS imager
IC.

FIG. 3 shows an exemplary building block of a parallel
readout from an imaging sensor and feeding of the readout to
a projection matrix used in the embodiment of FIG. 2.

FIG. 4 shows an exemplary building block of an adaptive
feature of the projection matrix used in the embodiment of
FIG. 2, wherein a newly detected feature of a target in stored
in the projection matrix.

FIG. 5 shows an exemplary embodiment of a pixel design
used in an active pixel sensor (APS) array of the embodiment
of FIG. 2.

FIG. 6 shows an exemplary circuital representation of a
hybrid multiplication technique used in the embodiment of
the FIG. 2.

FIG. 7 shows an input/output relationship of the hybrid
multiplier of FIG. 6 for two different inputs.

FIGS. 8A and 8B show a target image and a corresponding
bio-inspired shape feature representation respectively.

FIG. 9A shows detected image using a bio-inspired compres-
sive recognition algorithm used in the embodiment of the
FIG. 2 and based on an input compressive feature such as
presented in FIG. 8B.

FIG. 9B shows a detected matching face of FIG. 9A.

FIG. 10A shows a first video frame of the video sequence
of FIG. 11, and FIG. 10B shows a selected feature of the video
frame shown in FIG. 10A.

FIG. 11 shows the various video frames of a video
sequence while highlighting/tracking the selected feature of
FIG. 10B.
Functional block (230), compressive sensing (CS) sampling data array, includes an A/D converter array to convert analog signals obtained from edge detection (e.g. through functional block (220)) to digital signals and store a corresponding compressive sensing image sample. Functional block (230) also provides a data interface to a display (e.g. a goggle), where a full recovery image (1.2Kx1.2K) with identified targets can be reconstructed.

Functional block (240), adaptive target extraction, includes an adaptive mechanism [see refs. 5-7, incorporated herein by reference in their entirety] to on-chip extract new features of changing (e.g. with respect to time) identified targets (e.g. dynamic targets) autonomously and to use the adapted new features to enrich its knowledge. Detected new features of an identified target by the functional block (240) can subsequently be stored (e.g. as an added projection vector) into the compressive projection matrix of the functional block (220) and used for subsequent target detection; and

Functional block (250), target detection and location, performs the task of target detection and location based on correlation, location and size data provided by the functional block (220). Identified targets (e.g. data with correlation value higher than a minimum preset value) and related location/size data is stored for subsequent flagging/highlighting in the reconstructed image (e.g. as displayed in a goggle).

It should be noted that the functionality of each block as described in the previous section is implemented in hardware such as to obtain the IC of FIG. 2. Although the embodiment according to FIG. 2 represents a single IC, in some embodiments according to the present disclosure the hardware used may be a plurality of individual ICs such as to partition the overall functionality of FIG. 2 into the individual ICs. The skilled person should know of many ways to perform such partitioning given the teachings according to the present disclosure.

In the embodiment presented in FIG. 2, the 1.2Kx1.2K APS array sensor of the functional block (210) is used to collect an image (e.g. an original image, or an image in the original space) for detecting predetermined targets. Reading of the entire pixels of the APS array is performed, for example, by dividing the APS array in non-overlapped 2-dimensional (2-D) sub-windows of a same given size (e.g. (n x n) pixels, where n can be for example 100) and then reading each sub-window sequentially, where each pixel of each sub-window is represented by a corresponding analog voltage. A sample of the image is read out via a 2-D sub-window of the non-overlapped 2-D sub-windows from the functional unit (210) by the functional unit (220).

The functional block (220) uses a novel parallel architecture to project, in a fully parallel fashion, the sample image, obtained by the 2-D sub-windows, onto a set of target bio-inspired features obtained through the projection matrix. A representation of the target bio-inspired features being stored into the projection matrix (e.g. as vectors stored in the MDAC) of the functional block (220). The projection matrix includes a plurality of projection vectors, each associated to a bio-inspired feature, and projection of the sub-window is performed simultaneously onto the plurality of projection vectors. Delta modulation of the projected data is then performed to edge detect the features of the sample image. Compressive sensing data, also referred to as data (e.g. image) represented in the CS space as opposed to the original image represented in the original space, obtained through these two steps (projection and delta modulation) is routed to the functional block (230) to be stored in digital form. Also, correlation values of the sample image in compressive space (e.g. wherein represented by CS data, see Appendix D) to the target bio-inspired features obtained through the projection matrix, as well as location and size references of the sample image is sent to the functional block (250) for further processing.

In the functional block (250), correlation values (e.g. as obtained via the projection matrix) between the 2-D raw data (e.g. an original image from an n x n sub-window) from the APS sensor and the bio-inspired features are evaluated and the maximum correlation value and associated location/size are obtained in compressive space and then translated in original space. If the maximum correlation (e.g. minimum phase distance) value detected in the original space is larger than a preset value, then a potential target is declared detected/identified/recognized. Detected target identity and position is then routed from functional block (250) to functional blocks (230) and (240). Functional block (230) will use this information to send detected target and position data to a display (e.g. a goggle), whereas functional block (240) will use this information for potential target adaptation, wherein new features of the detected target are gathered.

When a potential target is identified in the functional block (250), related target information (e.g. position and size values) is sent to the functional block (240). In turn the functional block (240) will extract the evolving (e.g. changing) features of the identified target by reading/tracking corresponding feature data (e.g. changing pixels) from the functional block (210) and send these feature data to the functional block (220) where these may be stored as adaptive features in the bio-inspired projection matrix (e.g. MDAC as vectors of the projection matrix), and used to facilitate subsequent detections. In its initial state, the projection matrix is fixed, meaning that it may include a limited number of vectors for initial target detection. As targets are detected, more information about the targets and their evolving features are detected and stored as adaptive features (e.g. projection vectors) in the projection matrix. When the adaptive features fill the entire MDAC array, there is provision to remove unused and/or less used features from the array (e.g. corresponding to consistent low correlation values). Therefore, the projection matrix adapts to the dynamic image presented to the functional block (210).

The technical approach presented in the embodiment of FIG. 2 enables to achieve ~1000 frames/sec (frs/sec) due to reduced processing requirements provided by the architecture of the feature projection matrix (linear coding) and usage of non-overlapped sub-windows (e.g. n x n pixels in size). The embodiment according to the present disclosure represented by FIG. 2 also allows for a reduced power consumption (~500 mWatts) due to a lower number of samples required in compressive measurement (where typically A/D measurement is power hungry in a CMOS imager), a reduced processing and hardware requirement (order of gram in weight), and a high quality image in low light and high noise environment to enable better target detection and tracking capability.

In particular, the technical approach used in the embodiment of FIG. 2 uses the following technologies:

A hardware-friendly recovery algorithm, namely mutual correlation [see ref. 10, incorporated herein by reference in its entirety], to enable the on-chip processing for reconstruction of a full quality image from compressive sensing data, which allows for fast processing and low power due to on-chip processing. Additional information is available in Appendix D.

Bio-Inspired Shape Feature Extraction (BSFE) [see refs. 5-7, incorporated herein by reference in their entirety]
feature, which emulates the integration of the saccadic eye movement and the horizontal layer in the retina of a vertebrate. This is a novel and powerful bio-inspired technique [see refs. 6 and 7 incorporated herein by reference in their entirety] which allows to enhance detection of dynamic objects in a heterogeneous environment.

Additional information is available in Appendix E. Feature Extraction Algorithm (FEA) [see ref. 11, incorporated herein by reference in its entirety] enables adaptive capability and realtime salient feature extraction to unambiguously identify dynamic objects.

Low power CMOS imagers [see ref. 3, incorporated herein by reference in its entirety]; 2-D sub-window read-out technique which enables parallel processing on the on-chip computation [see ref. 8, incorporated herein by reference in its entirety]. Additional information is available in Appendices A, B and C.

In one embodiment according to the present disclosure, the CMOS imager IC of FIG. 2 can be used to provide a computational camera, which seamlessly integrates the computational imaging capabilities provided by the unique methodology of compressive sensing, neural network based BSFE, and FEA algorithms adapted for in-situ learning. Such computational camera may include additional elements, such as lenses and a display, which in combination with the CMOS imager IC can provide a desired functionality. The skilled person will require no additional information on how to use the novel CMOS imager IC according to the present disclosure to implement a computational camera.

According to another embodiment of the present disclosure, the computational camera is implemented using very-large scale integration (VLSI) hardware, and/or micro-electromechanical systems (MEMS) hardware. Such an embodiment enables real time adaptive target detection and tracking in a computational camera for usage in, for example, ultra-low size, weight, and power (SWaP) persistent/multi-functional soldier-scale ISR (Intelligence, surveillance, and reconnaissance) systems. The skilled person will understand that the CMOS imager IC of FIG. 2 may independently (e.g. from a computational camera) be implemented using VLSI technology and/or any current high density IC manufacturing technique as fit for a specific design and implementation.

The uniqueness of the computational camera implemented in VLSI hardware and/or MEMS according to the present disclosure lies in the (a) high speed, low power and adaptive bio-inspired hardware implementation of a novel compressive architecture in analog VLSI seamlessly integrated with (b) low power 8-bit hybrid memory-digital-analog-converter (MDAC) used to store a projection matrix (Φ) (e.g. using linear coding) based on the bio-inspired shape features of targets stored in digital format, to enable low power and high speed computation (e.g. via parallel projection and CS) required for real-time target detection and tracking at higher speed (e.g. 1000 frs/sec) and reconstruction of the image stream at higher speed (e.g. 30 frs/sec).

According to another embodiment of the present disclosure, the computational camera implemented in VLSI and/or MEMS includes, by virtue of usage of the CMOS imager IC of FIG. 2, a hardware implementable recovery algorithm, namely Mutual Correlation [see ref. 10, incorporated herein by reference in its entirety], to recover the original sensing (e.g. collected) image from compressive image under limited bit constraints (e.g. 8-bit quantization). This algorithm enables the simplification of the processing required for image recovery while being a robust recovery algorithm, attributes which allow the hardware implementation of such computational camera.

The computational cameras presented above thus includes the following novel features, which are included in the CMOS imager IC of FIG. 2:

Bio-inspired shape features for compressive projection matrix and a corresponding architecture for target detection and adaptation;

Parallel tasks of edge detection and compressive projection with 8-bit low power hybrid MDAC to enable fast processing, low power and compact approach;

Integration of active pixel sensor, compressive sensing technique, bio-inspired compressing target detection and tracking architecture to enable robust detection of dynamic target and tracking in the dynamic and ambiguous environment, to enhance speed performance while reducing the power consumption, such as to meet, for example, the constraints of SWaP.

When implemented in a computational camera, as for example per the various embodiments presented above, these innovative technologies allow to achieve DARPA’s goal for the SCENICC task, as defined for example in DARPA’s solicitation number DARPA-BAA-11-26, released Dec. 22, 2010 and incorporated herein by reference in its entirety.

Traditionally, sensing photon and measurement are identical steps; however, CS has established a new mathematical foundation of recovery [see refs. 1, 12-15, incorporated herein by reference in their entirety] such as to enable sensing photon and measurement separately to obtain quality data despite insufficient photon (low light condition) or noisy environment, and to enhance speed performance and to reduce power consumption due to less sample data to collect and process; specially in target recognition research when the mapping manifold from un-compressive to compressive dimension is smooth and stable [see ref. 2, incorporated herein by reference in its entirety]. Hence, this established mathematical foundation allows one to work in compressive space and un-compressive space interchangeably and without loss of performance quality.

The enabling technologies of the Compressive Sensing based Bio-Inspired Shape Feature Detection CMOS Imager of the embodiment presented in FIG. 2 is based on:

Two hardware components: low power, low cost CMOS active pixel sensor [see refs. 3 and 16, incorporated herein by reference therein]; and 8-bit Low power hybrid MDAC [see ref. 9, incorporated herein by reference in its entirety];

Full parallel 2-D sub-window read-out [see ref. 8, incorporated herein by reference in its entirety] and parallel high speed and low power edge detection and bio-inspired feature based projection matrix [see refs. 5-7, incorporated herein by reference in their entirety];

Real time adaptive bio-inspired shape feature extraction engine based on principal component analysis (PCA) for new feature adaptation [see refs. 5-7 and 11, incorporated herein by reference in their entirety]; and

Hardware friendly recovery algorithm, mutual correlation (MC) [see ref. 10, incorporated herein by reference in its entirety], to reconstruct full images.

According to some exemplary embodiment of the CMOS imager of FIG. 2, the hardware implementation may comprise a CMOS Active pixel sensor (APS cell) and an 8-bit low power Hybrid Memory-Digital-Analog-Converter (MDAC) as described below.
Active pixel sensor (APS) hardware sensors based on the APS technology (e.g., CMOS camera) have the advantages of low cost of manufacturing, low power consumption, and being based on low cost conventional CMOS based manufacturing technology. Further details regarding the APS technology and associated benefits can be found in Appendix A.

8-bit low power hybrid memory-digital-analog-converter (MDAC)
The 8-bit low power MDAC used in the various embodiments according to the present disclosure is a powerful basic component of work performed in neural network [see refs. 18 and 19, incorporated herein by reference in their entirety]. In the commercial arena, the 8-bit MDAC was used to develop a smart camera where a 128×128 RGB APS photo array and a neural network processor were successfully integrated on-chip for food quality detection by intelligent optical systems [see ref. 4, incorporated herein by reference in their entirety]. Working details of the 8-bit low power MDAC is presented in Appendix B.

In the embodiment of FIG. 2, combining the edge detection and the bio-inspired shape feature compressive projection matrix allows for enhanced processing of the acquired image data as well as a reduced size and power consumption of the corresponding hardware.

The edge detection technique used in the embodiment of FIG. 2 has the advantages of providing a sparse data representation of an acquired image, and using a set of bio-inspired related targets for detection [see ref. 12, incorporated herein by reference in its entirety]. A mathematical model for this edge detection technique used in the embodiment of the FIG. 2 is provided in Appendix C.

According to some exemplary embodiments of the present disclosure, different edge detection techniques for sparse data (e.g., image) may be used in the various embodiments presented in this disclosure. In one embodiment according to the present disclosure, Hadamard wavelet transforms may be used to extract an image’s edges. In yet another embodiment according to the present disclosure, principal features of an object within an image may be extracted using a second order statistical technique such as, for example, the principal component analysis (PCA) technique. According to yet another embodiment of the present disclosure, Hadamard wavelet transforms and PCA may be used in combination. These techniques are well known to the skilled person, who may find alternate suitable methods for the various embodiments of the present disclosure.

FIG. 3 shows generation of the compressive data as used in the various embodiments of the present disclosure. Generation of the compressive data includes edge detection and bio-inspired feature projection vectors. According to the embodiment of FIG. 3, mapping from a two-dimensional (2-D) analog sub-window to a one-dimensional (1-D) input vector to a projection matrix (e.g., composed of row vectors F), for a fully parallel processing [see ref. 8, incorporated herein by reference in its entirety] is provided. According to the embodiment of FIG. 3, the 2-D analog representation of pixels (x_{ij}) of a first 2-D sub-window and pixels (x_{ij}') of a second non-overlapping 2-D sub-window, can be read-out from the image sensor (m) (e.g., APS sensor of (NxN) pixels size) in a fully parallel fashion. Each element of the 1-D input vector represents a sub-pixel voltage (e.g., as generated by the APS cell described in Appendix A) and is fed to an input (Vin) (e.g., associated to a projection vector) of the 8-bit MDAC projection matrix composed of digital values corresponding to the element values of the target features, resulting in an output current (I_{out}). According to the embodiment depicted in FIG. 3, resultant outputs (e.g., current (I_{out})) for neighboring sub-windows are used to generate the edge detected features (y_{ij}) for storage as compressive sensing data into the CS data sampling array (230) of FIG. 2. As the MDAC projection matrix contains a plurality of projection vectors, parallel projection onto these vectors is performed by feeding the 1-D input vector obtained from the 2D sub-window simultaneously to all inputs (Vin) associated to each of the projection vectors. More information regarding this hybrid (e.g., analog values of sensed pixels multiplied to digital values of the projection matrix) projection method can be found in Appendix B and [see refs. 8 and 9, incorporated herein by reference in their entirety]. It should be noted that although in this embodiment the 2-D sub-windows are selected such as to correspond to non-overlapping and possibly adjacent pixel regions of the APS sensor, in some embodiments the sub-windows may be selected such as to straddle one another’s boundaries.

According to a further embodiment of the present disclosure, a method is provided to overcome a discontinuity of target detection based on features of a potential target which may lie across non-overlapping sub-window neighbors (e.g., non smooth input space). In order to compensate for this discontinuity, a target feature is represented in the projection matrix by a plurality of shifted (e.g., pixel by pixel) representations across the non-overlapping input sub-windows. In some embodiments according to the embodiment where a CS technique according to the various embodiments present disclosure the target feature may be represented by all of its possible shifted representations across the non-overlapping input sub-windows. The skilled person will appreciate the novelty of this technique over a traditional convolution technique used in prior art, where a raster of sub-windows of an input image pixel by pixel is used to find the best correlation match between sub-window inputs and a target features, as opposed to the embodiment according to the present disclosure where non-overlapping sub-window inputs are used to find the best correlation with rastering target features.

For a case of a traditional APS readout where a single pixel is read at a time, only the information pertaining to the amount of photons received by the area (Ar) of each pixel can be obtained at each readout cycle. In contrast, according to the various embodiments of the present disclosure, when using the CS technique and due to the associated parallel readout technique, information pertaining to the amount of photons corresponding to a sub-window of size, for example (5x5) pixels, can be collected at each readout (e.g., due to parallel readout); hence the CS technique according to the various embodiments of the present disclosure allows to collect image information based on photon collected on a (m^2 x Ar) area as opposed to an area (Ar) for the traditional single pixel per readout cycle. Thus, the CS technique provides m^2 times the information a single pixel readout technique provides. This implies that more photons can be collected per unit of time using the CS technique, which in turn allows for a clearer image. Furthermore, since data readout from the sensor is sampled digitally, in the case of the various embodiments according to the present disclosure where a CS technique is used, m^2 pixels can be sampled with a single measurement, while a traditional technique requires m^2 measurements to sample the same amount of pixels. This in turn allows more integrating time and less noise when using the CS technique according to the various embodiments of the present disclosure. Given the above, the skilled person will
appreciate the advantages of using any image sensing technique based on the same configuration provided by the CS technique.

As described in the previous section, CS enables quality image from less data sampling (less measurement) and/or more integrating time. Thus a CS based hardware system such as presented in the various embodiments of the present disclosure requires less memory and allows for faster processing, with a net benefit of lower cost due to less processing time and lesser power consumption due to lower sampling rate. These benefits can be attractive parameters in many applications, such as, for example, DARPA’s future applications for UAV.

A challenge for object recognition based on compressive sensing is that the convolution technique, as known by the person skilled in the art, is no longer valid due to each pixel being sampled only one time in an ambiguous form of linear coding (projection matrix). Therefore, matching of a compressive searched object in the spatial domain (e.g. original space) is no longer available, hence the database object has no mathematical support and the spatial location of the found object cannot be decoded due to compressive data without pixel location information. According to an embodiment of the present disclosure, this challenge is removed by providing location information (and size) of the sampled data (e.g. for each 2-D sub-window read) to the target detection and location functional block (250) of FIG. 2 for later processing, where location information is used to reference the CS data stored in the functional block (230) of FIG. 2 as well as in the functional block (240) for tracking of an identified target. More information on the convolution technique and location tagging as used in the embodiment of FIG. 2 is provided in Appendix D.

In the dynamic environment, wherein time varying moving images are presented to the image sensor, the detected target is not the same as it is known (e.g. features stored in the compressive projection matrix (220) of FIG. 2) and is changing in time as well. According to an embodiment of the present disclosure, adaptation to newly detected features of a target helps to identify and track the target in an enhanced and effective manner. FIG. 4 shows the updating of the compressive projection matrix (e.g. functional block (220) of FIG. 4) to a new feature (projection vector (F)). This new bio-inspired feature projection vector is subsequently used as a projection vector for any newly acquired image from the sensor. As depicted in the embodiment of FIG. 2, the newly detected features and generation of a corresponding projection vector is performed by the functional block (240). When a target is detected, new features are extracted and added adaptively to the projection matrix as shown in FIGS. 2 and 4. More detailed information regarding dynamic object recognition and tracking based on bio-inspired technology is provided in Appendix E and [12, incorporated herein by reference in its entirety].

As known by a person skilled in the art, several CS recovery algorithms are available [see refs. 1 and 12-15, incorporated herein by reference in their entirety], which are not necessarily designed to be hardware friendly such as to enable on-chip recovery of an image based on the available CS data (e.g. corresponding to a scanned/collected image). The embodiment according to FIG. 2 is provided by recognizing the hardware limitation that an inadequate CS recovery algorithm can impose and accordingly a novel hardware friendly CS recovery algorithm is an important building block for enabling the on-chip recovery of the image based on the CS data of the embodiment presented in FIG. 2.

According to the various embodiments presented in this disclosure and the supporting Appendices and References, a CMOS imager IC using innovative architecture, hardware friendly algorithms and high performance components is presented.

The person skilled in the art of information, communication and/or coding theory will know how to apply the mentioned techniques, algorithms, computations and building blocks presented in this disclosure, including in the various Appendices and References, to the implementation of the disclosed methods and devices, including the CS based bio-inspired shape feature detection CMOS image IC. The skilled person may also find different hardware implementations and/or hardware partitioning for implementing the various presented techniques, algorithms, computations and building blocks to obtain an imager IC with substantially same qualities as disclosed in the present disclosure. Finally, the skilled person may implement such hardware in an IC fabricated using manufacturing technologies other than the discussed CMOS technology.

The examples set forth above are provided to give those of ordinary skill in the art a complete disclosure and description of how to make and use the embodiments of the distributed Reed-Solomon codes for simple multiple access networks of the present disclosure, and are not intended to limit the scope of what the inventors regard as their disclosure.

Such embodiments may be, for example, used within computer science and communication fields with applications in distributed storage in cloud computing, network file distribution and wireless key pool bootstrapping where error free reconstruction of a set of original files is the goal. The skilled person may find other suitable implementations of the presented embodiments.

Modifications of the above described modes for carrying out the disclosure, including pressure control devices, accumulators, and so forth, may be used by persons of skill in the art, and are intended to be within the scope of the following claims. All patents and publications mentioned in the specification may be indicative of the levels of skill of those skilled in the art to which the disclosure pertains. All references cited in this disclosure are incorporated by reference to the same extent as if each reference had been incorporated by reference in its entirety individually.

It is to be understood that the disclosure is not limited to particular methods or systems, which can, of course, vary. It is also to be understood that the terminology used herein is for the purpose of describing particular embodiments only, and is not intended to be limiting. As used in this specification and the appended claims, the singular forms "a," "an," and "the" include plural referents unless the content clearly dictates otherwise. The term “plurality” includes two or more referents unless the content clearly dictates otherwise. Unless defined otherwise, all technical and scientific terms used herein have the same meaning as commonly understood by one of ordinary skill in the art to which the disclosure pertains.

A number of embodiments of the disclosure have been described. Nevertheless, it will be understood that various modifications may be made without departing from the spirit and scope of the present disclosure. Accordingly, other embodiments are within the scope of the following claims.
Active Pixel Sensor (APS)

FIG. 5 shows the design of a pixel in an APS sensor. The APS cell shown in FIG. 5 has a lower power consumption, mainly due to its low voltage operation (e.g. less than 5V), as compared to a counterpart charged-coupled device (CCD) technology. The noise output (e.g. as evaluated by a signal to noise ratio) of an APS sensor (e.g. APS cell) is higher than that of a CCD sensor; however, CS approach will enable an increase in the quality of an APS detected image due to the usage of the optical point spread function (PSF) engineering solution [see ref. 21, incorporated herein by reference in its entirety], as well as operation in low light condition where the number of photons is insufficient for a conventional camera, by increasing the number of photons per single readout cycle.

In the APS cell (e.g. one pixel) circuit of FIG. 5, initially the (RST) signal is set to a high level to charge up the capacitor of the gate (M3) to a voltage (Vdd-Vth), where Vth is the threshold voltage of the transistor (M3). For the integration phase, the photo diode (D) is bombarded with the photons (λ) to generate the minor carrier current which flows through transistor (M1) (with the control voltage 1X at the gate of (M1) set to ‘HIGH’) to remove the charges in the gate of (M3), when the (RST) signal is low. The amount of removed charge is based on the level of minority carrier current which is proportional to the number of photons hit on the photogate or photodiode and the integration time. With the signal (SEL) set to ‘HIGH’, the voltage (Vin) at the output of the APS cell is determined by the combination of the resistor (R) and the integration charge left at the gate of (M3) which controls the current flowing through M4. Finally, the pixel value is calculated as follows:

\[ V_{\text{out}} = \begin{cases} V_{p,\text{RST}} - V_{p,\text{out}} & \text{with } \text{RST} = '1' \\ V_{p,\text{out}} & \text{with } \text{RST} = '0' \end{cases} \]

where

APPENDIX B

8-Bit Low Power Hybrid Memory-Digital-Analog-Converter (MDAC)

In the computational camera, 8-bit MDAC plays an important role as multiplier between analog pixel sensing data (Vin) and projection matrix value in represented by a digital word (D0-D7), and its output (e.g. of the multiplication) in current can be summed up to a current (Iout) through a piece of metal. This feature known as hybrid technique is considered an advantageous choice as compared to an all digital technique or to an all analog technique with the advantages of providing sufficient learning/adaptive performance, low power consumption, and enhancing the target hardware architecture for a practical size allocation.

FIG. 6 shows an exemplary circuit representation of the design used to implement said hybrid multiplication technique. Basically, the 8-bit MDAC weight is served as a multiplier between an input signal (Vin) corresponding to a sensed pixel value, and a weight value (Dn), with a resulting multiplication output (Iout) being summed with previous multiplication results (e.g. corresponding to other sensed pixels captured within an input array) before performing any other operation like subtraction for edge detection etc.

In the design represented in FIG. 6, the multiplication element (F) is represented by a set of digital numbers and stored into a static random-access memory (SRAM) represented by a digital word output (D1-D7), and the signal input (Vin) is converted into currents (I1) and (16*I1) for reducing space in the design. The multiplier is used to multiply the (F) and (I1) and its result in current mode is (Iout).

As digital (F) is written into SRAM array and (Iout) is available, multiplication is accomplished by conditionally scaling the input current (Iout) by a series of current mirrors transistors (e.g. (M3,M4), (M5,M6) ...). For each current mirror, a pass transistor (e.g. M3, M5 ...) controlled by the eight SRAM bits (e.g. D1, D2, ...) allows current to be conditionally placed on a common summation line (Σ). The SRAM bits in the digital word from least-significant-bit to most-significant-bit are connected to 1, 2, 4, 8, ..., 64 current mirror transistors respectively, so that the input current is scaled by the appropriate amount. Looking at FIG. 6, the conduction path associated to SRAM bit (D1) and defined by transistors (M3, M4), multiplies input current (Iout) by one, and conduction path associated to SRAM bit (D4) and defined by transistors (M5, M6, not all transistors shown) multiplies input current (Iout) by eight. To reduce the number of current minor transistors (the total is 127 transistors to be mirrored) for space and speed due to gate capacitances of mirror transistors, the seven digital bits are divided into two subgroups: a first subgroup for the first 4-bit and second subgroup for the last 3-bit. Each of the two subgroups is provided a different input current: (Iout) for the first subgroup and (16*Iout) for the second subgroup. As such, a total of 15 transistors are to be mirrored by (Iout) and 7 transistors are to be mirrored by (16*Iout) (e.g. 1+2+4+8+15 and 1+2+4+7), instead of the 64 transistors required without subgrouping. The resulting summation current is unipolar. However, a current steering differential transistor pair (M13, M14), controlled by the eighth bit (e.g. bit D0) of the digital word (e.g. D+D− of FIG. 6), determines the direction of the current output (Iout), such that a two-quadrant multiplication is accomplished (+127 to 127 levels). More detailed information regarding this hybrid multiplication technique can be found in [see ref. 9 incorporated herein by reference in its entirety].

To test this cell, the inventors used an input current (Iout) with two different values (e.g. 2 µa and 4 µa), and for each current input value, we change the digital value (e.g. D1, D2 ...) from 0 to 255 with MSB serving as sign bit (e.g. 1 is corresponding to -127, 128 as 0 and 255 as 127). The measurement results are collected and shown in FIG. 7. These results show excellent linearity as expected by a corresponding SPICE simulation.

APPENDIX C

Edge Detection Model, Namely Principal Component Analysis (PCA):

Let X(m,n) be a sub-window in location index m row and n column, and P be a bio-inspired shape feature of a target S, where m takes a value from \([1 \ldots M]\); m=[1 \ldots M], and n takes a value from \([1 \ldots N]\); n=[1 \ldots N].

Edge detection is governed by the following equation:

\[ x_{ij}(\text{edge}) = x_{i} - x_{ij} \]

where \(i=[1 \ldots n]\) and \(j=[1 \ldots t]\)

n indicates row index of non-overlapping sub-windows

t indicates column index of non-overlapping sub-windows
The compressive data is then represented by:

$$y(k,l) = \sum_{j=1}^{n} \sum_{j=1}^{m} j^k \cdot x_j \text{ (edge)} = \sum_{j=1}^{n} \sum_{j=1}^{m} j^k \cdot x_j - \sum_{j=1}^{n} \sum_{j=1}^{m} j^k \cdot x_{j+l}$$

Simulation of the edge detection model shown above was performed and a corresponding input and output are shown in Figs. 10A and 10B, respectively. The results indicate that the presented edge detection model provides sparse data which is sufficient for object recognition.

APPENDIX D

Compressive Convolution Technique Based on Feature Space for Locating Potential Target Positions in Original Image Frame

Let $X=[x_n]$ be a sample 1-D vector of dimension $(n \times 1)$ of sensing data of which can be sensed from 2-D pixel array of dimension $(n \times n)$ in position $(i,j)$ of a compressive sensing array in analog domain. An exemplary mapping from 2-D to 1-D in silicon is described in [see ref. 8, incorporated herein in its entirety].

Let $\Phi$ be a projection matrix $(nt \times n)$ and $Y (mxk)$ be a compressive vector.

We can write the relationship between vectors $Y$ and $X$ as follows:

$$Y=\Phi^TX$$

Traditionally, $\Phi$ is obtained through a random set or an orthogonal set and the recovery estimate $\hat{X}$ can be exact as $X$ [see refs. 1 and 2, incorporated herein by reference in their entirety].

For target detection, we have used $\Phi$ as feature vector array of an interested object. The feature we have used is based on bio-inspired feature which is extracted from a statistical data set of the saccadic eye movement samples [see ref. 5, incorporated herein by reference in its entirety].

Let features of an interested object $s$ in database be $F_s=[F_{s1}, ..., F_{sk}]$ with $F_{sk}(nx1)$ and $F_{sk} \in [1]$ where $k$ is the number of spatial features of the interested object $s$.

$F=\Phi^T[F_1 ... F_h]$ where $h$ is the number of interested objects $Y$ becomes the correlation between the interested objects and a searched object.

The maximum correlation of $Y$ is $(f_{sk^T})^T \cdot f_{sk}$ where the position of the object in the image can be decoded from $i,j$, and where $k1$ and $k2$ represent the identified object label.

The upper left corner position of an identified object in the scene is:

$$x_1=x \mod (k1,r)$$

$$y_1=y \mod (k2,l)$$

A traditional convolution technique requires $(N-n) \times (M-t)$ correlation matching of sub window $(n \times t)$ while the convolution of a compressive image only requires $(N/n) \times (M/t)$ correlation matching and the spatial between adjacent window is identified by pre-extracted spatial feature. The logic for this is that the compressive recognition of the interested objects will be much faster than the traditional one due to all the features that are pre-extracted.

The presented compressive convolution technique is considered as one stone kills two birds since the projection matrix and features of an object can be combined to provide a hardware implementation with reduced power consumption and reduced hardware layout space.

Simulation Results:

In the database of 450 images, the image of FIG. 8B is extracted using bio-inspired shape feature approach [see ref. 5, incorporated herein by reference in its entirety] which is based on the saccadic eye movement to sample the image in different location. The collection of sampled image can be used to extract its feature based on the second order of statistical analysis namely principal component analysis. The process is repeated with different spatial location of target and all spatial features are stored as projection matrix. The image of FIG. 8A is among 450 images that are tested and the best match is found in FIG. 9A and the matching face is shown in FIG. 9B.

APPENDIX E

Dynamic Object Recognition and Tracking Based on Bio-Inspired Technology

The inventors recorded a video at a shopping mall in Southern California. The inventors used this application to demonstrate that the inventors' bio-inspired object recognition based on shape and color can be effective to recognize an interested person in the heterogeneous environment where the single technique e.g., shape or color, itself exposed its difficulties to perform effective recognition. Moreover, the video also demonstrates the mechanism and architecture of the autonomous adaptive system to enable the realistic system for the practical use in the future. For the first frame shown in FIG. 10A, a window is selected to include an object shown in FIG. 10B.

When the object is selected, it is extracted to obtain a shape feature associated to the object. For this application, only one bio-inspired shape feature has been used.

The initial knowledge of an object, such as shape of a face, is obtained and used to validate the new scene. When done, the architecture and feedback mechanism are applied for adapting a new feature of the moving and changing object.

The sequences of the video and its recognition are shown in FIG. 11. This short video, represented by the various sequential frames in FIG. 11, contains the variation of the dynamics in heterogeneous environment and the person of interest has moved (e.g. from frame to frame) to show the rotation and scaling of his face in a changing background. This video represents a good test for our approach. More detailed information regarding the process of dynamic object recognition and tracking based on bio-inspired technology can be found in [ref. 5, incorporated herein by reference in its entirety].

APPENDIX F

Mutual Correlation (MC) Algorithm for Recovery of Image Based on Compressive Sensing Data

A new objective function is developed, to enable a simple learning algorithm, named mutual correlation (MC) algorithm, which is mainly based on a simple gradient descent technique and its mathematical model is presented below.

A new objective function $J$ is introduced, which is described below:

$$J = (\Psi^T y - \Psi^T \Psi \xi)^T \begin{bmatrix} 1 - \frac{x}{\lambda} \\ \vdots \\ 1 - \frac{x}{\lambda^t} \end{bmatrix}$$

where $\Psi$ is the projection matrix and $\xi$ is the feature vector.
-continued

\[
\mathbf{W} \mathbf{y} = \begin{bmatrix} \psi_1^T \\ \vdots \\ \psi_N^T \end{bmatrix}
\]

Where \( \psi_i(\mathbf{n} \times 1) \) is an arbitrary linear coding, where \( n=m, y \) is a measurement state, \( \mathbf{x} \) and \( \hat{\mathbf{x}} \) are original and recovery vectors respectively.

From this analysis, the mutual correlation learning algorithm based on the gradient descent and momentum can be found:

\[
\hat{x}(j+1) = \hat{x}(j) - \zeta \frac{\partial f}{\partial \hat{x}}(j) - \varepsilon \frac{\partial f}{\partial \hat{x}}(j-1)
\]

where \( \zeta \) and \( \varepsilon \) are learning rates. In this study, the inventors used the same learning rate for both which is \( \zeta = \varepsilon \). We used the dynamic learning rate which is shown below:

\[
\zeta(j) = \eta_0 [1 \quad - \frac{j}{\text{iter}}]
\]

Simulation Results

Four benchmark data sets have been studied, and the simulation results are compared with state of the art technique Basis Pursuit (BP) with respect to Mean Square error (MSE) and CPU time.

Table 1 of FIG. 13 shows the tabularized results of the simulation for all four data sets. Of particular interest is the CPU time required by the MC approach, which is consistently lower than one required by the BP approach for a same performance in MSE.

More detailed information regarding the mutual correlation algorithm for compressive sensing reconstruction can be found in [ref. 10, incorporated herein by reference in its entirety].
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a bio-inspired shape feature compressive sensing projection matrix circuit configured to project the analog representation of the collected image simultaneously onto each target bio-inspired feature of a set of target bio-inspired features and map the projected image from an original space to a compressive sensing space, and generate i) correlation data of the projected image in the compressive sensing space to the set of target bio-inspired features, and ii) reference position data in the original space for the collected image;
a target detection and location circuit configured to process the correlation data and the reference position data to identify a potential target in the collected image from amongst the set of target bio-inspired features;
a compressive sensing sampling data array circuit configured to process the projected image in the compressive sensing space to recover a digital representation of the collected image in the original space, and generate position and identity information of an identified potential target within the recovered collected image in the original space; and
an adaptive target extraction circuit configured to track the identified potential target in a next collected image and extract a corresponding new feature from the next collected image to add to the set of target bio-inspired features.

2. The imager circuit of claim 1, wherein the analog representation of the collected image comprises a plurality of voltages in correspondence of a plurality of pixels of the active pixel sensor array, and wherein the projection matrix circuit is further configured to divide the analog representation of the collected image into a plurality of analog representations in correspondence of a plurality of non-overlapping sub-windows of a same size of the collected image, and project an analog representation of each non-overlapping sub-window sequentially.

3. The imager circuit of claim 2, wherein the projection matrix circuit further comprises a low power hybrid memory-digital-analog-converter (MDAC) circuit and a static random-access memory (SRAM).

4. The imager circuit of claim 3, wherein the set of target bio-inspired features is stored as digital values in the SRAM.

5. The imager circuit of claim 4, wherein for a target bio-inspired feature of the set of target bio-inspired features a plurality of shifted representations across the non-overlapping input sub-windows is stored as digital values in the SRAM.

6. The imager circuit of claim 4, wherein the set of target bio-inspired features is extracted from a statistical data set of a saccadic eye movement samples.

7. The imager circuit of claim 4, wherein the projection matrix circuit is further configured to feed an analog representation of a non-overlapping sub-window to an analog input of the low power MDAC and to initialize a plurality of weights of the low power MDAC with digital values from the SRAM corresponding to the set of target bio-inspired features.

8. The imager circuit of claim 7, wherein the projection matrix circuit performs edge detection on the projected image to map the projected image from the original space to the compressive sensing space.

9. The imager circuit of claim 8, wherein the edge detection uses a principal component analysis technique implemented in the projection matrix circuit.

10. The imager circuit of claim 9, wherein the correlation data are generated using a compressive convolution technique implemented in the projection matrix circuit.

11. The imager circuit of claim 10, wherein the recovery of the collected image is performed by a mutual correlation algorithm implemented in the compressive sensing sampling data array circuit.

12. The imager circuit of claim 11 implemented in an integrated circuit.

13. The imager circuit of claim 12, wherein the integrated circuit is a complementary metal-oxide-semiconductor (CMOS) integrated circuit.

14. A computational camera comprising the imager circuit of claim 11.

15. A method used in an imager integrated circuit (IC) for detecting a potential target feature from a collected image, the method comprising:
storing in the imager IC a plurality of compressive sensing bio-inspired representations of a plurality of target features into a projection matrix;
dividing in the imager IC the collected image into a plurality of non-overlapping sub-windows of a same size;
projecting in the imager IC a sub-window of the plurality of sub-windows onto the projection matrix;
based on the projecting, obtaining in the imager IC a compressive sensing sub-window;
generating in the imager IC correlation data of the compressive sensing sub-window to the plurality of target features;
assigning in the imager IC reference position of the sub-window within the collected image to the correlation data;
repeating the projecting, obtaining, generating and assigning for all sub-windows of the plurality of sub-windows;
evaluating in the imager IC the correlation data for all sub-windows;
based on the evaluating, determining in the imager IC a detected potential target;
recovering in the imager IC the collected image based on the compressive sensing sub-windows and based on the assigning and the determining and the recovering, identifying in the imager IC the detected potential target within the recovered collected image.

16. The method of claim 15 further comprising:
collecting in the imager IC a second image;
based on the determining and the assigning, obtaining in the imager IC a new feature of the detected potential target from the second collected image;
storing in the imager IC a compressive sensing bio-inspired representation of the new feature into the projection matrix;
based on the storing, updating in the imager IC the projection matrix; and
using in the imager IC the updated projection matrix for subsequent detecting.

17. The method of claim 16 further comprising removing from the projection matrix in the imager IC one or more representations of one or more target features.

18. The method of claim 17, wherein the projection matrix in the imager IC further comprises a plurality of projection vectors in correspondence of the plurality of compressive sensing bio-inspired representations, and wherein projecting in the imager IC a sub-window of the plurality of sub-windows onto the projection matrix further comprises simultaneously projecting in the imager IC a sub-window of the plurality of sub-windows onto the plurality of projection vectors.

19. The method according to claim 15, wherein the storing further comprises storing in the imager IC for a target feature of the plurality of target features a plurality of compressive
sensing bio-inspired representations of a plurality of shifted representations of the target feature across the non-overlapping input sub-windows.